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Entailment and Disentailment of Order-Sorted Feature Constraints

(Summary)*

Hassan Ait-Kaci Andreas Podelski
Digital Equipment Corporation
Paris Research Laboratory
85, avenue Victor Hugo
92500 Rueil-Malmaison, France
{hak, podelski}@prl.dec.com

Abstract

LIFE uses matching on order-sorted feature structures for passing arguments to functions. As opposed to unification which amounts to normalizing a conjunction of constraints, solving a matching problem consists of deciding whether a constraint (guard) or its negation are entailed by the context. We give a complete and consistent set of rules for entailment and disentailment of order-sorted feature constraints. These rules are directly usable for relative simplification, a general proof-theoretic method for proving guards in concurrent constraint logic languages using guarded rules.

1 Introduction

LIFE [5, 4] extends the computational paradigm of Logic Programming in two essential ways:

- using a data structure richer than that provided by first-order constructor terms; and,
- allowing interpretable functional expressions as bona fide terms.

The first extension is based on \( \psi \)-terms which are attributed partially-ordered sorts denoting sets of objects [1, 2]. In particular, \( \psi \)-terms generalize first-order constructor terms in their role as data structures in that they are endowed with a unification operation denoting type intersection.

The second extension deals with building into the unification operation a means to reduce functional expressions using definitions of interpretable symbols over data patterns. The basic insight is that unification is no longer seen as an atomic operation by the resolution rule. Indeed, since unification amounts to normalizing a conjunction of equations, and since this normalization process commutes with resolution, these equations may be left in a normal form that is not a fully solved form. In particular, if an equation involves a functional expression whose arguments are not sufficiently instantiated to match a definiens of the function in question, it is simply left untouched. Resolution may proceed until the arguments are proven to match a definition from the accumulated constraints in the context [3]. This simple idea turns out invaluable in practice.

This technique—delaying reduction and enforcing determinism by allowing only equivalence reductions—is called residuation [3]. It does not have to be limited to functions. Therefore, we explain it for the general case of relations. Intuitively, the arguments of a relation which are constrained by the guard are its input parameters and correspond to the arguments of a function. This has been used as an implicit control mechanism in general concurrent constraint logic programming schemes; e.g., the logic of guarded Horn-clauses studied by Maher [9], Concurrent Constraint Programming (CCP) [10], and Kernel Andorra Prolog (KAP) [8]. These schemes are parameterized with respect to an abstract class of constraint systems. An incremental test for entailment and disentailment between constraints is needed for advanced control mechanisms such as delaying, coroutining, synchronization, committed choice, and deep constraint propagation. LIFE is formally an instance of this scheme, namely a CLP language.

* Full version to appear in [6].
using a constraint system based on order-sorted feature (OSF) structures [5]. It employs a related, but limited, suspension strategy to enforce deterministic functional application. Roughly, these systems are concurrent thanks to the new effective discipline for procedure parameter-passing that can be described as “call-by-constraint-entailment” (as opposed to Prolog’s call-by-unification).

The most direct way to explain the issue is with an example. In LIFE, one can define functions as usual; say:

\[
\text{fact}(0) \rightarrow 1. \\
\text{fact}(N : \text{int}) \rightarrow N \ast \text{fact}(N - 1).
\]

More interesting is the possibility to compute with partial information. For example:

\[
\text{minus}(\text{negint}) \rightarrow \text{posint}. \\
\text{minus}(\text{posint}) \rightarrow \text{negint}. \\
\text{minus}(\text{zero}) \rightarrow \text{zero}.
\]

Let us assume that the symbols int, posint, negint, and zero have been defined as sorts with the approximation ordering such that posint, zero, negint are pairwise incompatible subsoils of the sort int (i.e., posint \( \land \) zero = \( \bot \), negint \( \land \) zero = \( \bot \), posint \( \land \) negint = \( \bot \)). This is declared in LIFE as int := \{posint; zero; negint\}. Furthermore, we assume the sort definition posint := \{posodd; poseven\}; i.e., posodd and poseven are subsoils of posint and mutually incompatible.

The LIFE query \( Y = \text{minus}(X : \text{posint}) \) will return \( Y = \text{negint} \). The sort poseven of the actual parameter is incompatible with the sort negint of the formal parameter of the first rule defining the function minus. Therefore, that rule is skipped. The sort posseven is more specific than the sort posint of the formal parameter of the second rule. Hence, that rule is applicable and yields the result \( Y = \text{negint} \).

The LIFE query \( Y = \text{minus}(X : \text{string}) \) will fail. Indeed, the sort string is incompatible with the sort of the formal parameter of every rule defining minus.

Thus, in order to determine which of the rules, if any, defining the function in a given functional expression will be applied, two tests are necessary:

- verify whether the actual parameter is more specific than or equal to the formal parameter;
- verify whether the actual parameter is at all compatible with the formal parameter.

What happens if both of these tests fail? For example, consider the query consisting of the conjunction:

\[
Y = \text{minus}(X : \text{int}), X = \text{minus}(\text{zero})?
\]

Like Prolog, LIFE follows a left-to-right resolution strategy and examines the equation \( Y = \text{minus}(X : \text{int}) \) first. However, both foregoing tests fail and deciding which rule to use among those defining minus is inconclusive. Indeed, the sort int of the actual parameter in that call is neither more specific than, nor incompatible with, the sort negint of the first rule’s formal parameter. Therefore, the function call will residuate on the variable \( X \). This means that the functional evaluation is suspended pending more information on \( X \). The second goal in the query is treated next. There, it is found that the actual parameter is incompatible with the first two rules and is the same as the last rule’s. This allows reduction and binds \( X \) to zero. At this point, \( X \) has been instantiated and therefore the residual equation pending on \( X \) can be reexamined. Again, as before, a redex is found for the last rule and yields \( Y = \text{zero} \).

The two tests above can in fact be worded in a more general setting. Viewing data structures as constraints, “more specific” is simply a particular case of constraint entailment. We will say that a constraint disenails another whenever their conjunction is unsatisfiable; or, equivalently, whenever it entails its negation. In particular, first-order matching is deciding entailment between constraints consisting of equations over first-order terms. Similarly, deciding unifiability of first-order terms amounts to deciding “compatibility” in the sense used informally above.

The suspension/resumption mechanism illustrated in our example is repeated each time a residuated actual parameter becomes more instantiated from the context; i.e., through solving other parts of the query. Therefore, it is best beneficial for a practical algorithm testing entailment and disentailment to be incremental. This means that, upon resumption, the test for the instantiated actual parameter builds upon partial results obtained by the previous test. One outcome of the results presented in this paper is that it is possible to build such a test; namely, an algorithm deciding simultaneously two problems in an incremental manner—entailment and disentailment. The technique that we have devised to do that is called relative simplification of constraints [4, 7].
Besides incrementality, the relative-simplification technique has the advantage of yielding, in case of entailment, the instantiation of the formal parameter by the actual parameter, as we will explain next.

Every guarded language produces a new environment, namely the conjunction of the old environment, which is the constraint part of the resolvent (the context), and the guard. This conjunction affects the variables in the body (viz., in LIFE, the right-hand side expression of a function definition) after successfully executing the corresponding guard; i.e., it “constrains” them in a semantical sense.

For example, if (in the Herbrand constraint system) \( Y = f(a) \) is the context and \( Y = f(X) \) is the guard and \( Z = X \) is the body, then \( X \) is constrained to be equal to \( a \). Practically, the matching proof is done by unification which yields the instantiation of the body variable \( X, X = a \). In order to compute the new environment, this unification is, of course, not repeated.

The example above can be extended to OSF constraint systems. Thanks to our method, the proof of entailment has as a consequence (somewhat like a side-effect) that the conjunction of the context and the guard is in solved form, as if normalized by the OSF constraint solver. Now, in this solved form, the formal variables are bound to the global ones. This is what we mean by the instantiation of the formal parameter by the actual parameter.

2 OSF Formalism

The syntax and semantics of the formulas that we use as constraints is fixed by an order-sorted feature signature (or simply OSF signature) which is: (1) a set of sorts \( \mathcal{S} \), equipped with partial order \( \leq \) and meet operation \( \wedge \), and (2) a set of features \( \mathcal{F} \). A logical structure fitting such a signature (i.e., interpreting sorts as sets, \( \leq \) as \( \subseteq \), and features as unary functions) is called an OSF algebra.

An OSF constraint \( \phi \) is a conjunction of formulas of one of the forms: (1) \( X : s \), (2) \( X \equiv X' \), or (3) \( \exists \ell \in \mathcal{F}, n \geq 0 \). The variable \( X \) is called the term’s root variable, while \( s \) is its root sort.

Any OSF term \( \ell \) is equivalently expressible as an OSF clause, denoted \( \phi(\ell) \), called its dissolved form. That is, its meaning \([\ell]^{\mathcal{A}}\) in the OSF algebra \( \mathcal{A} \) can be described as the set of all values \( \alpha(X) \) for the root \( X \) of \( \ell \) such that \( \phi(\ell) \) is satisfied in \( \mathcal{A} \) under some valuation \( \alpha \); i.e.,

\[
[\ell]^{\mathcal{A}} = \{ \alpha(X) \mid \alpha : \mathcal{V} \rightarrow \mathcal{D}^{\mathcal{A}}, \mathcal{A}, \alpha \models \phi(\ell) \}.
\]

We will often deliberately confuse a \( \psi \)-term \( \psi \) with its dissolved form \( \phi(\psi) \) and refer to \( \phi(\psi) \) simply as \( \psi \).

Syntactically consistent OSF term are said to be in normal form, and called \( \psi \)-terms. They comprise a set called \( \Psi \). By extension, \( \leq \) and \( \wedge \) are extended from the sort signature to the set \( \Psi \), realizing matching and unification, respectively.

Unification of OSF terms is done thanks to a normalization procedure. Namely, \( \psi_1 \) and \( \psi_2 \) are dissolved, and then the OSF constraint \( \psi_1 \& \psi_2 \& \text{Root}(\psi_1) \& \text{Root}(\psi_2) \) is normalized (into \( \perp \) if and only if \( \psi_1 \) and \( \psi_2 \) are non-unifiable). The rules to normalize OSF terms are not given here.

We obtain one important example of an OSF algebra directly from the syntactic expressions of \( \psi \)-terms: the OSF algebra \( \mathcal{A} \) of \( \psi \)-terms. The domain of \( \mathcal{A} \) is the set of all \( \psi \)-terms, up to graph representation. That is, we identify \( \psi \)-terms as values of \( \mathcal{A} \) if they are represented by the same graph. For example, the two \( \psi \)-terms \( Y : s(\ell_1 \Rightarrow X \Rightarrow s', \ell_2 \Rightarrow X) \) and \( Y : s(\ell_1 \Rightarrow X, \ell_2 \Rightarrow X \Rightarrow s') \) correspond to the same object.

A sort \( s \in \mathcal{S} \) is interpreted as the set of all \( \psi \)-terms whose root sort is a subsort of \( s \). A feature \( \ell \in \mathcal{F} \) is interpreted as a function \( \ell^s : \mathcal{D}^s \rightarrow \mathcal{D}^s \) which, roughly, maps a \( \psi \)-term on its sub-\( \psi \)-term accessible by the feature \( \ell \). For example, taking \( \psi = X \Rightarrow T(\ell_1 \Rightarrow Y \Rightarrow s, \ell_2 \Rightarrow X) \), we have \( \ell^s(\psi) = Y : s, \ell^s_s(\psi) = \psi \), and \( \ell^s_T(\psi) = T, Z \).

According to the triple existence of \( \psi \)-terms being set-denoting types, OSF constraints and, as elements of an OSF algebra, concrete data structures, we define three orderings on \( \psi \)-terms.

A \( \psi \)-term \( \psi \) is subsumed by a \( \psi \)-term \( \psi' \) if and only if the denotation of \( \psi \) is contained in that of \( \psi' \) in all interpretations. Formally,

\[
\psi \leq \psi' \iff [\psi]^{\mathcal{A}} \subseteq [\psi']^{\mathcal{A}}
\]
for all OSF algebras A.

An approximation preorder \( \mathcal{A} \) on \( \psi \)-terms is defined such that, \( \psi_1 \) approximates \( \psi_2 \) if and only if \( \psi_2 \) is an endomorphic image of \( \psi_1 \). Formally, \( \psi_1 \mathcal{A} \psi_2 \) iff \( \gamma(\psi_1) = \psi_2 \) for some homomorphism \( \gamma : A \rightarrow \mathcal{A} \). (A homomorphism between OSF algebras is a mapping between their domains which is compatible with the ordering on sorts and feature application.)

We note that, if we represent \( \psi \)-terms as graphs, endomorphisms on \( \mathcal{A} \) are graph homomorphisms with the additional sort-compatibility property. A node labeled with sort \( s \) is always mapped into a node labeled with \( s \) or a subsort of \( s \). An edge labeled with a feature is mapped into an edge labeled with the same feature.

Thus, endomorphic approximation captures exactly object-oriented class inheritance. Indeed, if an attribute is present in a class, then it is also present in a subclass with a sort that is the same or refined. Since features are total functions, this also takes care of introducing a new attribute in a subclass: it refines \( T \). Note also, that the restriction of \( \gamma \) to the set of nodes defines a variable binding; it corresponds to the notion of a matching substitution for first-order terms.

A \( \psi \)-term \( \psi \) entails a \( \psi \)-term \( \psi' \) if and only if, as constraints, \( \psi \) implies the conjunction of \( \psi' \) and \( X' \); more precisely,

\[
\psi \models \psi' \iff \psi \rightarrow \exists \mathcal{U} (X \equiv X' \wedge \psi')
\]

where \( X, X' \) are the roots of \( \psi \) and \( \psi' \) and \( \mathcal{U} = \text{Var}(\psi') \).

The following proposition states what we call the semantic transparency of orderings.

**Proposition 1** The following are equivalent:

- \( \psi \mathcal{A} \psi' \) \( \psi \) approximates \( \psi' \);
- \( \psi' \leq \psi \) \( \psi' \) is a subtype of \( \psi \);
- \( \psi \geq \psi \) \( \psi \) entails \( \psi' \).

### 3 Proving OSF Guards

In the following, we use \( \phi \) as the context formula. It is assumed to be satisfiable.

The variables in \( \phi \) are global. We shall use \( \mathcal{X} \) to designate the set of global variables \( \text{Var}(\phi) \) and the letters \( X, Y, Z, \ldots \), for variables in \( \mathcal{X} \). We use \( \psi \), a dissolved \( \psi \)-term, as the guard formula. The variables in \( \psi \) are local to \( \psi \); i.e., \( \text{Var}(\phi) \cap \text{Var}(\psi) = \emptyset \). We shall use \( \mathcal{U} \) to designate the set of local variables \( \text{Var}(\psi) \) and the letters \( U, V, W, \ldots \), for variables in \( \mathcal{U} \). The letter \( U \) will always designate the root variable of \( \psi \). We also refer to \( \phi \) as the actual parameter, and to \( \phi \) as the formal parameter.

We investigate a proof system which decides two problems simultaneously:

- the validity of \( \forall \mathcal{X} \left( \phi \rightarrow \exists \mathcal{U} \left( \psi \wedge U \equiv X \right) \right) \);
- the unsatisfiability of \( \phi \) \( \psi \) \& \( U \equiv X \).

The first test is called a test for entailment of the guard by the context, and the second, a test for disentailment. This second test is equivalent to testing the validity of the implication \( \forall \mathcal{X} \left( \phi \rightarrow \neg \exists \mathcal{U} \left( \psi \wedge U \equiv X \right) \right) \).

Since both tests amount to deciding whether the context implies the guard or its negation, all local variables are existentially quantified and all global variables are universally quantified.

The relative-simplification system for OSF constraints is presented in (4, 6) in form of 11 constraint normalization rules (not given here in this summary).

A set of bindings \( U_i \equiv X_i, i = 1, \ldots, n \) is a functional binding if all the variables \( U_i \) are mutually distinct.

The effectuality of the relative-simplification system is summed up in the following statement:

**Effectuality of Relative-Simplification** The solved OSF constraint \( \phi \) entails (resp., disentails) the OSF constraint \( \exists \mathcal{U} \left( U \equiv X \wedge \psi \right) \) if and only if the normal form \( \psi' \) of \( \psi \) \& \( U \equiv X \) relatively to \( \phi \) is a conjunction of equations making up a functional binding (resp., is the false constraint \( \psi' = \bot \)).
4 Conclusion

We have overviewed a complete and correct system for deciding entailment and disentailment of constraints over order-sorted feature structures. One motivation for this system is parameter-passing for functions in LIFE, but it is general and relevant to all concurrent constraint languages. We used a technique of relative simplification [4, 7] which amounts to normalizing a constraint in the context of another. This yields an incremental system. Let us mention here that we can also prove the independence property of negative constraints.

Further work extending this should be to generalize our scheme to so-called deep guards over OSF structures whereby guards are not limited to plain OSF constraints but may also contain relational atoms defined by clauses. This is particularly relevant to LIFE in order to explain matching over objects with attached relational constraints. This study is currently under way and will be reported soon.
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Separability of Polyhedra and a New Approach to Spatial Storage

(Extended Abstract)

Alexander Brodsky  Catherine Lassez

I.B.M. Thomas J. Watson Research Center
P.O. Box 704
Yorktown Heights, NY 10598

Efficient storage and access methods for large amounts of spatial objects are key issues in Geographic Information Systems (GIS), Computer Aided Design (CAD), VLSI design and also Linear Constraint Databases (LCDBs) [BJM92], a new application domain in which objects are convex multidimensional polyhedra represented as conjunctions of linear constraints over real variables. Typically, the first step of query processing is the filtering out of irrelevant information.

We propose a new filtering method which is based on pre-evaluation of projections of objects (polyhedra) on a number of selected axes. We are concerned with how to achieve any desired quality of filtering by selecting (a minimum number of) optimal axes, while keeping storage overhead low.

Filtering in Spatial Queries

Typical spatial queries deal with intersection and containment of objects. For example, given a particular object (the query object) we may ask what are the objects in the database that intersect it or contain it or are enclosed in it. We may also ask what are the pairs of objects that intersect each other. To answer this type of queries the idea of filtering using minimum bounding boxes (MBB), also called minimum bounding rectangles, is widely used.

In the case of GIS (two-dimensional case), the MBB of a given object is the smallest rectangle that encloses the object and whose edges are parallel to the standard coordinate axes. The MBB’s are stored as pairs of intervals along with the objects in an efficient access structure such as $R$ tree, $R^+$ tree, $R^*$ tree, or a structure based on combination interval, segment and range trees [SiW82, Ed83].

The evaluation of a query consists of a filtering and a refinement steps. In the filtering step, the access structure is used to retrieve only relevant objects, that
is, those objects whose MBB's intersect the MBB of the query object. In the refinement step, each of the retrieved objects is tested for intersection with the query object. For instance, in Figure 1, the filtering step in retrieving the objects that intersect $O_4$ gives $O_3$ and $O_5$. The refinement step eliminates $O_3$ that does not intersect the query object.

The filtering method based on MBB’s is simple and has a number of major advantages. First, it is economical in storage and access, since only two intervals are stored in addition to each object. Second, because the access structure manages only pairs of intervals, and not the objects themselves, there is a clear separation between the complexity of the object geometry and the complexity of the search (access methods) [Ni90]. Third, efficient access methods for rectangles (pairs of intervals) such as $R$ trees [Gut84, RL84, RL85], $R^+$ trees [SRF87], $R^*$ trees [BKSS90], or based on combination of interval and range trees [Ed83, SiW82] have been developed. The latter structure, for example, has a worst case time bound of $O(\log^2 n + k)$ for search, where $n$ is the total number of rectangles and $k$ is the number of rectangles that intersect the query rectangle (the space requirement, however, is $O(n \log n)$). Whereas no worst case bounds can be guaranteed by existing spatial access methods that work directly on objects.

The major drawback of filtering with MBB’s is that it might be ineffective when many disjoint objects have intersecting MBB’s. For instance, in Figure 2, whatever the query object, the filtering provides no help as all MBB’s intersect.

There are alternative methods to MBB’s, based on decomposition of space into disjoint cells. These include uniform grid method [Fr84], quadtree-based methods [Ta82, SaW85, NS87, Or89], $R^+$ and $R^*$ trees applied to objects, and cell tree [Gun87]. While these methods reduce the problem of poor filtering, they operate on a number of cells usually far larger than the number of objects themselves.1

For the multidimensional case in LCDB the use of disjoint decomposition of space is unfeasible because the space might be of dimension of hundreds more. For the same reason the MBB’s method is not applicable as is, but can be generalized to deal only with a manageable number of axes. Still, the quality of filtering might be poor.

**A New Approach**

We propose a new approach to achieve any desired quality of filtering by generalizing the concept of MBB’s, while preserving the advantages described above. We enclose each object in a *Minimum Bounding Polybox* (MBP), defined as the minimum polyhedron that encloses the object and whose facets are normal to pre-selected axes. These axes are not necessarily the standard coordinate ones and furthermore their number is not determined by the dimension of the space. The

---

1 In grid and quadtree methods there is a trade off between the resolution of the cells (and thus quantity of the cells) and the effectiveness of filtering.
idea is to select a minimal number of optimal axes that maximize the quality of filtering while keeping storage overhead low. For example, for the objects in Figure 2, only one axis, $X'$, is sufficient to obtain optimal filtering as is shown in Figure 3, since all MBPs are disjoint. Note that the MBPs here are unbounded. It is easy to verify that two MBP's are disjoint if and only if their projections on at least one axis are disjoint.

It is now assumed that the objects considered are convex polyhedra (more complex objects can be approximated as unions of convex polyhedra). We address the problem of minimizing the number of axes required to achieve a given quality of filtering as well as the reverse problem of optimizing the quality of filtering when the number of axes is given. We say that an axis separates two objects if their projections on this axis are disjoint. We also say that a set of axes separates a set of pairs of objects if each pair is separated by at least one axis. In the full paper we define formally the *quality of filtering* for a given collection of objects and axes. For our purpose here, it is sufficient to state that there is a $1 - 1$ correspondence between the quality of filtering and the number of pairs of objects separated by the axes.

We prove that the following is computable for a given set of objects:

1. The minimum number $L$ of axes needed to separate all $N$ pairs of disjoint objects.
2. The maximum number of pairs of objects that can be separated using $l$ axes, for $1 \leq l \leq L$.
3. A collection of $l$ axes separating the maximum number of pairs as above.
4. The minimum number $l$ of axes needed to separate $K$ pairs of disjoint objects, for $0 \leq K \leq N$.
5. A collection of $l$ axes separating any $K$ pairs of objects as above.

In order to prove the above we introduce the concept of *separability classification*. Given a collection of objects $O_1, \ldots, O_n$, we say that two axes are *equivalent* if they each separate the same set of pairs of objects. We define the *separability classification* of $O_1, \ldots, O_n$ as the set

$$\{(E_i, S_i)\}_{i \in I}$$

where each $E_i$ is a finite representation of an equivalence class of axes and $S_i$ is a maximal subset of pairs of objects separated by $E_i$, and $I$ is an index set of all equivalent classes of axes, excluding the class that separates no pairs and the empty class. Moreover, the finite representation of $E_i$ is required to satisfy the property that membership of an axis in $E_i$ is decidable and a representative of $E_i$ is computable.
Note that each equivalence class may contain an infinite number of axes, and thus the existence of its finite representation with the required properties is not clear. Also, since the equivalence classes of axes can be represented in many different ways, we may have many separability classifications for the same set of objects. It is clear, however, that the separability classification, if it exists, is unique up to representation of equivalence classes. An instance of a separability classification is a collection of axes, one from each equivalent class $E_i$.

**Theorem 0.1** A separability classification of objects $O_1, \ldots, O_n$ exists and is computable.

The proof of this theorem, to be found in the full paper, is constructive and thus provides an algorithm to actually compute a separability classification. It should be noted that the concept of separability classification is a general tool for many potential applications, e.g. within the framework of computational geometry.

From a computational point of view, this algorithm is exponential for two reasons. First it requires to consider all subsets of pairs of objects. Second, the test for each subset requires solving an exponential number of linear programs. Moreover, just computing a representative of an equivalence class also requires an exponential number of linear programs. Even for the two-dimensional case this algorithm remains exponential. However, we show that:

**Theorem 0.2** Given a set of two-dimensional objects $O_1, \ldots, O_n$ there exists a separability classification of at most $O(n^2)$ pairs $(E_i, S_i)$. Furthermore, both testing instance membership and evaluating an instance of the classification takes $O(n^2)$ time. Moreover, the separability classification can be computed in polynomial time in the total number of constraints (or alternatively extreme points) used to represent $O_1, \ldots, O_n$.
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Abstract

A family of modal logics of preference is presented. It is argued that modeling preference as a modal operator captures it at the correct level of granularity and extracts the logical core of the notion of preference. Next, the problem that motivated the development of preference logics is discussed in some detail. The paper ends with a list of other areas in which preference logics have shown promise.

1 Introduction

The purpose of this paper is to outline the development of a logical theory of preference. While the work was motivated by an extremely concrete problem, the resulting theory turns out to be surprisingly general and powerful in its scope, applicability and expressive power. In the first half of this paper, we introduce a family of modal logics of preference followed by a very cursory look at the historical approaches to preference in the literature of decision theory, philosophical logic and artificial intelligence. Following that, we describe – perforce briefly – the problem that motivated this line of research. In ending we list some of the other areas in which preference logics have found application.

2 Modal Logics of Preference

The research reported in this paper can be viewed as the design of a logical language for stating symbolic optimization problems succinctly. Informally, any optimization problem consists of a set $S$ of constraints that define the solution space, and an objective function $O$ that identifies one or more of the solutions as optimal solutions to $S$. The task at hand is to device a language – with a precise model-theoretic semantics – in which (executable) specifications of $O$ can be given.

2.1 Logic of Preference and Prohibition $\mathcal{P}_2$

Syntax: We add to the language $\mathcal{L}$ of propositional logic two new monadic modal operators $P_1$ and $P_2$. The rules of formation of $\mathcal{L}_{\mathcal{P}_2}$ include all the rules of $\mathcal{L}$ in addition to

- If $F$ is a formula then $P_1 F$ is a formula, and $P_2 F$ is a formula.
Semantics: A preference frame $\mathcal{M}$ is an ordered pair of the form $\langle W, \preceq \rangle$ where $W$ is a set of possible worlds and $\preceq$ a binary (preference) relation on them. A preference model is a preference frame along with a valuation function $V$ that determines the truth of atomic formulae at individual worlds. Thus,

$$\models_{\mathcal{M}}^w F \text{ iff } V(F, w) = \text{true}.$$ 

for all atomic formulae $F$. Assuming the standard semantics of propositional connectives, the semantics of $\forall F$ and $\exists F$ are given by:

$$\models_{\mathcal{M}}^w \forall F \text{ iff } \forall v \in W \models_{\mathcal{M}}^v F \text{ implies } w \preceq v$$

$$\models_{\mathcal{M}}^w \exists F \text{ iff } \exists v \in W \models_{\mathcal{M}}^v F \text{ implies } w \not\preceq v$$

Roughly, the semantics of $\forall F$ captures the intuition that $F$ suffices for preference. The formula $F$ is sufficient to induce a preference ordering between two worlds. $F$ is a preference criterion at the world $w$. $v$ is at least as good as $w$ if $w \preceq v$. $\exists F$ on the other hand, precludes such a relationship.

Axiomatics: We assume that $\mathcal{P}$ is equipped with all the axiom schemes and rules of standard propositional logic. In addition, we have the following rules.

- **PI** if $\vdash (A_1 \land \cdots \land A_n) \rightarrow A$ then $\vdash (P_f \neg A_1 \land \cdots \land P_f \neg A_n) \rightarrow P_f \neg A$ for $n \geq 0$
- **PBI** if $\vdash (A_1 \land \cdots \land A_n) \rightarrow A$ then $\vdash (P_b \neg A_1 \land \cdots \land P_b \neg A_n) \rightarrow P_b \neg A$ for $n \geq 0$

We now define two derived operators $A_m$ (admissibility) and $D_m$ (dismissibility).

- $A_m F \equiv_{df} \neg P_b F$, and
- $D_m F \equiv_{df} \neg P_f F$.

Semantically

- $\models_{\mathcal{M}}^w A_m F \text{ iff } \exists v \in W \models_{\mathcal{M}}^v F \land w \preceq v$.
- $\models_{\mathcal{M}}^w D_m F \text{ iff } \exists v \in W \models_{\mathcal{M}}^v F \land w \not\preceq v$.

Thus, we have a spectrum of indifferences, ranging from admissibles on the one (weaker) end to dismissibles on the other end. The logic $\mathcal{P}_2$ is equivalent to a bimodal logic that characterizes complementary bimodal frames. In order to have completeness with respect to the class of standard preference models, we need to strengthen our axiomatization with what we shall call the Humberstone schema [17] (who was among the first to study the complement of the usual world relation). In our framework, if $\Pi_1$ and $\Pi_2$ stand for strings of any (including zero) length of occurrences of the weak operators $A_m$ and $D_m$, then

- **PH** : $\Pi_1(P_f \alpha \land P_b \beta) \rightarrow \neg \Pi_2(\alpha \land \beta)$

The schema $\text{PH}$ is valid in all preference frames. In fact, its presence is required to show the completeness of $\mathcal{P}_2$.

**Theorem 2.1** The logic of preference $\mathcal{P}_2$ (including the schema $\text{PH}$) is sound and complete with respect to the class of standard preference models.
2.2 Logic of Feasible Preference \( P_1 \)

\( P_1 \), too, is a modal logic of two relations that interact with each other. The motivation for this interaction is to capture the intuition that in order to get to the optimal (or best) world, one needs to be able to talk about worlds that are feasible from the standpoint of the current world. The motivation underlying this whole enterprise is to devise a formal language and logic in which optimization problems can be stated precisely. Thus, if \( w_2 \) is feasible from \( w_1 \), and \( w_1 \preceq w_2 \) and \( w_2 \not\preceq w_1 \), then it is possible to move from the solution \( w_1 \) to \( w_2 \). If, however, \( w_2 \) were not feasible from \( w_1 \), then it would not be possible to move from \( w_1 \) to \( w_2 \) even if \( w_2 \) were preferred to \( w_1 \).

This interaction between the two relations is fundamental to modeling any situation that is of computational interest; in particular, it is crucial to any search based computation.

**Syntax** : We add to the language \( \mathcal{L}_m \) of a normal modal logic – equipped with the modal operators \( \Box \) and \( \Diamond \) – the modal operator introduced above, i.e., \( P_f \) and its associated formation rule.

**Semantics** : A \( P_1 \) preference frame \( \mathcal{M} \) is a triple of the form \( (\mathcal{W}, \mathcal{R}, \preceq) \) where \( \mathcal{W} \) and \( \mathcal{R} \) are as in standard Kripke frames and \( \preceq \) is a binary relation over \( \mathcal{W} \times \mathcal{W} \) which is a subset of \( \mathcal{R} \). A \( P_1 \) preference model is a \( P_1 \) preference frame with a valuation function \( \mathcal{V} \) that determines the truth of atomic formulae at individual worlds. Assuming the usual valuation of formulae at possible worlds, the semantics of the modal operators are given by:

- \( \models^\mathcal{M} \Box F \iff \forall v \in \mathcal{W} \wedge \mathcal{R} \mathcal{v} \rightarrow \models^v F \)
- \( \models^\mathcal{M} P_f F \iff \forall v \in \mathcal{W} \models^v F \wedge \mathcal{R} \mathcal{v} \rightarrow \mathcal{w} \preceq \mathcal{v} \)

**Axiomatics** : \( P_1 \) is equipped with all the axioms and rules of \( P \) and the normal modal logic \( K \), and has the following axioms.

\( PPS : \vdash \Box \neg A \rightarrow P_f A \)

\( PIR : \vdash P_f A \rightarrow \neg A \)

\( T : \vdash \Box A \rightarrow A \)

\( PIR \) is valid in the class of preference frames with an irreflexive preference relation. \( T \) is valid in the class of preference frames with a reflexive feasibility relation. \( PIR \) and \( T \) are needed to show the completeness of \( P_1 \).

The language of \( P_1 \) is rich enough to allow us to express general preference principles. Because our objective is to characterize the intuitive notion of better, we are interested in syntactically characterizing irreflexivity, transitivity and asymmetry. Irreflexivity of the preference relation is characterized by \( PIR \) above. In the case of transitivity and asymmetry, \( PTR \) and \( PAS \) below ensure these properties.

\( PTR : (P_f A \wedge \Diamond (P_f B \wedge A)) \rightarrow P_f B \)

\( PAS : \neg \Diamond ((P_f A \wedge B) \wedge \Diamond (A \wedge P_f B)) \)

\( PAS \) also expresses asymmetry. A formula is said to express a class of frames, if and only if it is valid in all and only the frames in that class. \( PTR \) only ensures transitivity in all supported preferential models.

**Definition 2.1** A preferential model is said to be supported, if for any two worlds \( w \) and \( v \) if \( w \preceq v \), then there exists a formula \( P_f A \) such that \( w \models P_f A \) and \( v \models A \).
Supported preferential models will be important in the treatment of preferential theories and their intended preference models [8], [21]. There are, however, transitive preference frames where it is not valid. To characterize transitivity exactly, the notion of prohibition introduced in $P_2$ above is needed.

3 Granularity of Preference

The notion of preference is fundamental to computing. From combinatorial optimization to the minimal models of logic programs and circumscripive theories, it plays a fundamental role in computer science. Preference has been used directly and/or indirectly to represent a reasoning agent's knowledge in a variety of computational contexts in artificial intelligence. The various proposals for doing nonmonotonic reasoning in logic can be viewed as a form of preferential reasoning, where the agent bases his/her beliefs on one or more of the preferred models of an underlying logical theory (which encodes the agent's partial information about his/her environment), and the preferred models are given by the agent's biases regarding completing this partial information. Circumscription in its various flavors [19], can be viewed as a mechanism - though somewhat cumbersome - of programming preference via the more special notion of minimality. Even such syntactic formalisms as Reiter's default logic [22] and Gabbay and Makinson's cumulative inference relations [20] have been given semantics based on preference orderings on models. Shoham [23], in his doctoral dissertation, proposed a general semantic model of nonmonotonic reasoning based on a preference ordering on the models of a theory. The preference relation in his work was implicit and there was no syntactic way of manipulating it. It is somewhat puzzling that though preference has been the representational and computational mechanism at the core of all nonmonotonic reasoning systems, very little attention has been paid to modeling it directly in the syntax. Researchers have spent much more time and effort formalizing other intensional notions such as belief and knowledge (and with mixed results at best).

Decision theory, economics, ethics and philosophical logic are other disciplines where the notion of preference has been studied extensively. But in almost all accounts, preference is taken to be a special binary relation on individual propositions, i.e., those objects that can be represented by sentences of the underlying logical language (these propositions are supposed to characterize states of affairs). The preference statement $pPq$ is intended to mean that $p$ is preferred to $q$. Competing - and mutually inconsistent - theories of preference have been proposed over the decades. Much of the controversy and debate has been around the question: what are the logical properties of preference? Is preference asymmetric [1]? Much has been written for and against transitivity [16], [11]. The problem in all these attempts was that the scope of preference was extremely local, i.e., over individual propositions. Having committed to such a fine level of granularity, one has to make rather strong commitments as to what logical properties the preference relation enjoys under all circumstances, i.e., is it asymmetric, transitive and so forth.

The use of preference in nonmonotonicity, of course, lost this local aspect altogether and saw a drastic shift to the extremely global, with disastrous implications for computational efficiency. Thus in circumscription, we talk about truth in all minimal models, default logic has the global notion of an extension (albeit a purely syntactic one) and Gabbay's nonmonotonic inference relation $A\vdash B$ is informally understood as $B$ is true in all the most preferred models of $A$.

Our own formalization of preference using modal logic was not an accident. In a later section, we sketch in some detail the problem of specifying style specifications in the layout of a structured document. Intuitively, the problem came down to one of imposing preference orderings among a set $S$ of collections of propositions. Each collection of propositions $C_i$ describes the properties of a
laid out document and the different collections in a set $S$ are different ways of laying out the same document. In the case of documents the collections are finitary (documents being finite entities), but any general theory of preference should be able to handle infinitary objects as well.

An immediate consequence of this is that it becomes difficult to model preference as a binary relation $P$ (as is commonplace in the decision theoretic literature) because it is not convenient to talk explicitly about the referents of this relation. But the notion of a preference criterion arises naturally. For instance, in laying out a document, one might prefer a layout with fewer number of pages to one with more pages. If $\text{pagenos}$ is a property of a layout, then it is also a preference criterion. Because what we want to talk about explicitly in our logic are preference criteria, that make one state of affairs (possibly infinite collection of propositions) preferable to another state of affairs, modal logic is a natural choice. The modal account also captures another key property of preference, i.e., locality. Preference is local in nature. This locality exists along, at least, two dimensions. On the one hand, we speak of preferences between objects without being aware of them in their totality. On the other hand, we often speak of relative preferences between objects without being consciously aware of a maximum or maximal object. In fact, it is this second aspect of locality that nonmonotonic logics and circumscriptive theories have sacrificed. Modal preference logics also allow us to have preferences about our preferences (see [18] for a lively debate on this).

If the preference operator $P^f$ looks very similar to the alethic operator $\Box$, that is because it is. Simply put, it is $\Box$ on the complement of the usual world relation. $\Box$ itself wouldn't have served our purpose. Keep in mind that we want to impose orders over possible situations (that are alternative to one another) based on very local information about these situations. The weakest normal modal logic $K$ has the rules

$$\frac{A}{\Box A} \quad \frac{A}{\Diamond A}.$$ 

This makes it difficult to give an interpretation to $\Box$ and $\Diamond$ that could correspond to the notion of preference: i.e., an interpretation that would have the truth of $\Box p$ at a given world mean that all worlds at which $p$ is true are at least as good as the current world. The models of any non-trivial (i.e. non-empty) system would have a universal preference relation since the above inference rule would make all the theorems of a theory, preference criteria, something clearly not desirable.

4 The Backdrop: Declarative Document Description

The particular problem that motivated this work was that of designing a formal language that would facilitate precise and unambiguous specification of layout directives and style information in structured documents. This itself was part of a larger project which involved the design and development of a formal, mathematical model of document processing. It can be argued that typical document specification languages (which we shall call markups), together with the programs that interpret them, constitute computational theories of documents. The problem with such markups is that the only explicit semantics provided is that of the accompanying interpreters. The document specification language that we have in mind should have a declarative model-theoretic semantics that should serve as the basis of any computational interpretation of programs in that language.

Inspite of their numerous drawbacks, both SGML (Standard Generalized Markup Language) [12] and ODA (Office Document Architecture) – ISO standards for document interchange have the following attractive features.

- There is a clear separation of structure from content. SGML uses the grammatical paradigm and grammars (with some very rudimentary attribution mechanism) are used to describe classes of structured documents, i.e., one can in SGML write different grammar-like entities to describe the generic structures of books, technical articles, forms and so forth. An instance
of a document (belonging to one of the above classes) would be an attributed parse tree of the corresponding grammar. ODA uses object-oriented terminology and principles to do essentially the same.

- The notion of a primary logical structure of a document that has no mention of any processing information (such as layout, for instance). In fact, SGML does not concern itself with any processing (interchange, layout, recognition to name a few). The ODA standard deals with the logical as well as the layout structure of documents.

We give below an example of a (generic) logical and (generic) layout structure using regular right hand part grammars (i.e. context free grammars with regular expressions on the right hand sides).

<table>
<thead>
<tr>
<th>Logical Structure</th>
<th>Layout Structure</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogicalRoot</td>
<td>LayoutRoot → Page⁺</td>
</tr>
<tr>
<td>Section → Title Paragraph⁺</td>
<td>Page → Line⁺</td>
</tr>
<tr>
<td>Paragraph → Word⁺</td>
<td>Line → Word⁺</td>
</tr>
</tbody>
</table>

Thus in ODA, the complete description of a document is given by the following: a generic logical structure (roughly a grammar), a specific logical structure (roughly a parse tree), a generic layout structure and a specific layout structure. The correspondence between logical structures and layout structures is made through special attributes (of the logical structures) that link logical categories with layout categories. These constitute what is called style specification.

The above outline is indeed very rough, but we hope it sets the stage for the issue that we shall discuss next. In the spirit of ODA, assume that a document is described by the quadruple \( D = (G_{logical}, G_{layout}, Coord, t_{logical}) \), where \( G_{logical} \) and \( G_{layout} \) specify the generic logical and layout structures respectively, \( t_{logical} \) is the parse tree, i.e., marked up content according to \( G_{logical} \), and \( Coord \) describes the correspondences between the generic logical and generic layout structures. For instance, \( Coord \) for the above pair of grammars could be given by the following productions

<table>
<thead>
<tr>
<th>Coordination</th>
</tr>
</thead>
<tbody>
<tr>
<td>LogicalRoot → LayoutRoot</td>
</tr>
<tr>
<td>Section → Page⁺</td>
</tr>
<tr>
<td>Paragraph → Line⁺</td>
</tr>
</tbody>
</table>

Such coordination grammars relate logical entities with layout entities. More abstractly, coordination can be viewed as a mapping from one class of structured objects (attributed trees) to another such class. Grammars are one concrete way of specifying such mappings. Thus, a section will be laid out in a sequence of pages and a paragraph will be laid out as a sequence of lines. Given a \( D \), the problem of laying out a document can be formulated as the problem of computing a \( t_{layout} \) which belongs to the language of \( G_{layout} \) and is coordinated with respect to \( t_{logical} \) according to the coordination \( Coord \). The notion of coordinated with has a precise mathematical meaning which shall, however, not concern us in the rest of this paper. In general, any document processing problem can be formulated in the way given above and we refer the reader to [5] for a detailed description of the formalism.

<table>
<thead>
<tr>
<th>Line Breaking ( G_{lb} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paragraph → Line⁺</td>
</tr>
<tr>
<td>Cost(Paragraph, C) :- bag-of(X, Cost(Line, X), A), Sum(A, C)</td>
</tr>
<tr>
<td>Line → Word⁺</td>
</tr>
<tr>
<td>Cost(Line, F(Word⁺))</td>
</tr>
</tbody>
</table>

Let us now motivate the central concern of this paper, i.e., preference. Consider the above grammar for line breaking. The first production is taken from our example coordination and the second production is taken from our example layout grammar. We have also attached above, \( Cost \) attributes with the nonterminals \( Paragraph \) and \( Line \). These attributes are specified by Horn clause logic programs. \( F \) is a function that given the words in a line computes the cost (or
badness) of that line. The syntax above is specified somewhat informally, but should get the point across. (The reader is referred to [5] for details). Those familiar with the Knuth-Plass line-breaking algorithm (which is at the heart of \TeX) will immediately see the parallels. The grammar $G_{ib}$ above, is thus the grammatical specification of the well-known line-breaking problem.

The key observation that we now make is that $G_{ib}$ is highly ambiguous. Given a paragraph (i.e., a sequence of words) there are (exponentially) many ways of breaking it into lines. In other words, given a string of words $s$, there are exponentially many ways $(t, \pi)$ (where $t$ is a tree and $\pi$ is its associated logic program for its attributes), in which it can be parsed by $G_{ib}$. The Knuth-Plass algorithm computes the best line-break by selecting the one with the lowest cost. The monotonicity of the cost function allows the use of dynamic programming and gives a linear time algorithm.

Consider, however, our grammatical formulation $G_{ib}$. As it stands, there is nothing in the specification that states that we prefer the parse tree with the lowest value of $Cost$. We would like a declarative statement of our preference for the parse tree with the lowest value of $Cost$. The range of this comparison (for a given paragraph $p$) is over all pairs $(t, \pi)$ that are admissible line-breaks for $p$ with respect to the grammar $G_{ib}$. Identifying the parse trees with their associated logic programs, we finally end up with the following semi-formal statement of the problem: the design of a language that will allow the placement of preference orders on collections of propositions (in our case, the attributes of the parse trees).

Specifications in such a language would correspond very closely to the way actual graphic designers and layout specialists work. Rather than tell a layout system how to perform the layout, designers prefer to make declarative assertions regarding what kind of layout they would like, i.e., *I would like a layout with the fewest number of pages*, or equivalently stated: *Between two layouts of the same material, I would prefer the one with fewer pages.*

5 Applications: Current and Future

Using $P$, we were able to specify the preference criteria required to imposed preference orders on the various competing layouts of a structured document. We have extended the attribute grammar formalism to incorporate ambiguity and preference, giving rise to what we call Preferential Attribute Grammar Schemes (PAGS). The details can be found in [5]. Work is in progress on implementing a WYSIWYG editor with PAGS as the underlying representation for structured documents. We then set about studying the applicability of the logics to other problem domains. We enumerate below some of the areas in which preference logics have already shown immense promise.

**Deontic Logic** Consider the following definitions of the deontic modalities Obligation ($\Box$) and Permission ($\Pi$) [4] [6].

\[
\begin{align*}
OD2 \quad &\Box p \equiv_{def} \Pi_{p \land A_m p} \\
\Pi_1 \quad &\Pi A \equiv_{def} \neg \Box \neg A. \\
\Pi_2 \quad &\Pi A \equiv_{def} D_m \neg A \land A_m A. \\
\Pi_3 \quad &\Pi A \equiv_{def} A_m A.
\end{align*}
\]

The definition $OD2$ steers clear of all the paradoxes of standard deontic logic [10], [2]. The three ways of defining permission give rise to different notions of permission, ranging from the so called *free-choice permission* to weak permission (as in $\Pi_3$). We are confident that preference logics will have significant impact in legal reasoning and the formal specification of normative systems.
Nonmonotonic Reasoning In [8], we defined the notion of a preferential theory and recast non-monotonicity as computing the optimal worlds in the intended model of a preferential theory. Default and/or uncertain knowledge of the agent are coded as preference criteria. For instance, the simple default birds normally fly is coded as the formula: $\text{Bird}(X) \land \neg \text{Flies}(X) \rightarrow F_T(\text{Bird}(X) \land \text{Flies}(X))$. Thus, those models where a given bird flies are preferred over those where it does not.

Logic Programming Using the notion of a preferential theory, we were able to give a finitary characterization of the stable models of a normal logic program [7].

Constraint Relaxation In a series of papers [3], [26], Borning and his students have introduced the notion of constraint hierarchies in logic programming. This work was done in the context of Constraint Logic Programming, where a partial order (giving the order in which to relax the constraints if all of them cannot be satisfied) is placed on the constraints on the right hand side of a clause. Using preference logics, we have generalized this to what we call Relaxable Horn Clauses [9]. In RHC we place partial orders on the bodies of definite clauses. These partial orders are interpreted as a specification of relaxation criteria in the proof of the consequent of a relaxable clause. i.e., the order in which to relax the conditions of truthhood of the consequent if all the goals in the body cannot be satisfied. Preference logics enable us to characterize these preference orders, both syntactically and semantically.

We believe that preference logics provide a unifying framework for the use of modal logic in ambiguous computational contexts, be they in structural descriptions using attribute grammars, non-monotonic reasoning, or normative specifications of an ethical agent’s obligations. Some of the areas where the use of preference logics to represent domain knowledge would be immensely profitable are abduction, model based diagnostic reasoning and planning. Applications in other areas such as decision theory, risk management also seem promising. We have already begun investigating these and other issues that are of a more algorithmic nature. We hope that interaction with other researchers at the workshop will facilitate in bringing out interesting problems and more application areas.
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Abstract

In this paper we introduce the U-term language, a constraint-based language that has a visual syntax, and allows for the declarative specification of the display of data. Other features of the U-term language include: (1) simplicity and genericity of the basic constructs; (2) ability to specify a variety of displays (pie charts, bar charts, etc.); (3) compatibility with the object-oriented framework of the database language DOODLE.

1 Introduction

In this paper we present a new constraint-based language, the U-term language. This language provides:

- A declarative and visual specification of the display of graphical objects with simple and generic constructs.
- The ability to specify a variety of displays such as pie charts, bar charts, and graphs, using Cartesian or polar coordinates.
- Easy integration in an object-oriented framework.

The U-term language is a key component of DOODLE (Draw an Object-Oriented Database LanguageE) [Cru92, Cru93a, Cru93b]. The main principle behind DOODLE is that it is possible to display and query the database with user-defined pictures.

A DOODLE visual program is a set of visual rules, which can be read in any order. Visual rules are vertically divided by a double bar. We call the entities to the left and to the right of this bar D-terms (for DOODLE terms). The DOODLE program of Figure 1(i) relates to a software engineering application: the graph visualization of the components of a program. In Figure 1(i) there are two kinds of D-terms:

F-terms. These are terms from F-logic [KLW90]. F-terms are depicted as strings of characters.

U-terms. These are user-defined terms. A U-term is a picture, which is a sentence of the U-term language.

In this program all the terms to the right of the double bar are F-terms, hence the box $f$-language. On the left-hand side, the U-terms are used to define the visual language softGraph (for software graph), as indicated by softGraph. The program specifies that for the database facts that make the F-terms true, graphical objects similar to the U-terms on the left-hand side will be drawn on the screen. The U-terms are formed of two kinds of symbols: (1) prototypical symbols, which specify "by example" the visual attributes (e.g., shape) of the graphical objects to be displayed on the screen, and the spatial relationships between these objects. (In the current example, prototypical symbols happen to be depicted using solid lines.) (2) key symbols (see Figure 1(ii)) determine how the prototypical symbols are interpreted.

*Partial support was given by ARPA order 8225, ONR grant N00014-91-J-4052.
The first rule states that any object M in class module is to be displayed by a box. The second rule states that any object P in class procedure is to be displayed by a diamond. In a similar way, objects C of class calls are to be displayed by (simple) arrows, while objects T of class contains are to be displayed by double arrows.

The U-term in the third rule specifies the following display: "Draw a solid arrow that starts on the graphical object that displays database object X and ends on the graphical object that displays database object Y." Therefore, reoboxes allow for patterns to refer to patterns that were defined elsewhere. For example, in the objects of class calls, the reoboxes make reference to the pattern that specifies the display of objects of class procedure. This reference is made possible by the use of a defbox in the rule that defines procedure. The defbox indicates the pattern (or part of the pattern) that can be referred to by another rule. In this example the defbox that is defined for objects of class procedure includes the prototypical symbol diamond and a labeled reobox. The roles of defbox and reobox are analogous to the concepts of procedure definition and of procedure call. The defbox specifies the display, and the reobox "calls" it.

On the fourth visual rule, the reobox that contains Y can either refer to the defbox in the rule that specifies the display of procedures or to the defbox that specifies the display of modules (note that there is no specification for the display of objects of class block, and that procedure and module are subclasses of block).
Labeled refboxes are a generalization of refboxes. While (simple) refboxes make a call to a defbox in the current visual language (softGraph in the example), the labeled refboxes make a call to the visual language that labels the refbox. In the first two rules of Figure 1(i) this visualization is str (for "string"). This means therefore that M and P are to be displayed using a visualization str that is defined by another visual program. The last rule of the visual program states that the visual rendition of a set of objects R is the set of the visual representations of the members of the set (in this case C and T). We use a grouping box to denote the set of visual representations.

The program of Figure 1(i) defines a mapping from database objects to graphical objects on the screen. We call such mapping a visualization. The semantics of DOODLE is given by an F-logic program: a visual rule maps to an F-logic rule and U-terms map to F-logic objects. For example, if we assume that the rules of the DOODLE program of Figure 1(i) are the only ones that define the visual language softGraph, then we know that (for any database) a graph where some of the nodes are circles is not a picture in softGraph. Formally, this stems from the fact that there is no corresponding set of F-logic objects that is a minimal model for the corresponding F-logic program [Cru93a].

This paper is organized as follows. In Section 2 we introduce the graphic principles and the objects and constraints that are the basis for the U-term language. In Section 3 we present the abstract and concrete syntax of the U-term language. Finally, in Section 4 we make a comparison with related work, and discuss topics for future research.

2 Objects and Constraints

We describe graphical objects and the spatial relationships between them using an object-oriented model. This model is the (textual) basis to the U-term language.

2.1 Visual Objects

Visual objects specify graphical objects. They correspond directly to the kinds of graphical objects that the layout program can display and are instances of visual classes such as box, circle, arrow, and text.

2.2 Landmarks and Anchor Points

Landmarks are used to give dimensions to the objects, and to place objects relatively to other objects. Landmark objects belong to class landmark. There are three subclasses of this class: cartesianLandmark, polarLandmark, and lineLandmark. Anchor point objects are user-defined landmarks. They belong to the class anchorpoint.

Cartesian landmarks. The objects of class cartesianLandmark are "mw" (for midwest), "mn" (for midnorth), "me" (for mideast), "ms" (for midsouth), and "c" (for center). We show their position, as located on a box and on a circle in Figure 2.

![Figure 2: Cartesian landmarks: (i) on a box; (ii) on a circle. Polar landmarks: (iii) on a sector.](image)

Polar landmarks. The objects of class polarLandmark are "first" (for first angle), "second" (for second angle), "inradius" (for inner radius), and "outradius" (for outer radius), as shown in Figure 2(iii).
Line landmarks. The objects of class lineLandmark are “h” (for head), “t” (for tail), denoting the endpoints of a line.

2.3 Visual Constraint Objects

Visual constraint objects express spatial relationships between one or more visual objects, and are instances of visual constraint classes. The constraints are expressed in terms of the objects’ landmarks or anchor points. A visual constraint on a single object allows, for example, for one of the dimensions of the object to be specified. A visual constraint between two objects expresses a spatial relationship between two objects. We define two classes: lengthConstraint and overlapConstraint and describe their types with signature F-logic terms [KLW90].

Length constraint. The F-logic signature of the class lengthConstraint is as follows:

\[
\text{lengthConstraint} \left[ \text{firstObj} \Rightarrow \text{visualObject}; \right.
\]
\[
\left. \text{secondObj} \Rightarrow \text{visualObject}; \right.
\]
\[
\text{firstLand} \Rightarrow \{\text{landmark}, \text{anchorpoint}\};
\]
\[
\text{secondLand} \Rightarrow \{\text{landmark}, \text{anchorpoint}\};
\]
\[
\text{distance} \Rightarrow \text{realNumberExp};
\]
\[
\text{kind} \Rightarrow \text{kindTypel}
\]

The class lengthConstraint has attributes firstObject, secondObject, firstLand, secondLand, distance, and kind. Braces indicate class union. Objects of class realNumberExp are either constants, variables, or different kinds of expressions (e.g., \(\max(X, Y), \text{Height} + \text{Height}^2, \geq 0\)) of type real. Values of attribute kind include vertical, horizontal, absolute (Euclidean distance), radial and angular.

The class lengthConstraint is: (1) general, since it considers a variety of distances and kinds of distances, and (2) generic, because constraints apply to any objects as long as the landmarks are defined for those objects.

Overlap constraint. Given two visual objects, overlap constraints specify which object is to be drawn on top of the other object. The class overlapConstraint has the following signature:

\[
\text{overlapConstraint} \left[ \text{firstObj} \Rightarrow \text{visualObject}; \right.
\]
\[
\left. \text{secondObj} \Rightarrow \text{visualObject}; \right.
\]
\[
\text{top} \Rightarrow \text{visualObject}
\]

Top indicates which of the two objects is to be displayed on top. The default value for the attribute top is the union of the values for the firstObj and for the secondObj attributes (top is a multi-valued attribute as indicated by \(\Rightarrow\)). This default value works well when the two objects are transparent (e.g., boundaries of rectangles), otherwise, the overlap constraint is not defined. When two objects are specified to overlap, there are two special anchor points named “overlap”, one on each object, which will coincide in the resulting picture.

2.4 Examples

Position between two Boxes

Figure 3 shows eight distances that may be defined between the landmarks of two boxes. (Notice that this is a subset of all the possible distances that could be defined by these landmarks). We label these distances with "nn", "ns", "sn", "se", "ww", "we", "ew", "ee". In order to depict and establish completely the spatial constraints between two objects not all the above distances are needed. The examples of Figure 4 illustrate this point. We attach to each picture the distances that are needed to specify the constraints. There will be three objects of class lengthConstraint to specify (i) and (iv) and four objects of class lengthConstraint to specify (ii) and (iii). In these examples we consider the first graphical object to be the one with smallest identity.
Figure 3: Constraining the position of two objects.

Figure 4: Spatial relationships between pairs of objects ("V" denotes vertical and "H" denotes horizontal).

Position between two Sectors

Figure 5 shows four angular distances and four radial distances that constrain the position of two sectors (these distances are "ff", "fs", "sf", "ss", and "oo", "oi", "io", "ii", where "f" denotes first, "s" denotes second, "i" denotes inner radius and "o" denotes outer radius).

Position of Anchor Points

The following example shows how the position of the anchor point labeled "headpoint" can be specified using an object $o_1$ of class lengthConstraint. In the example the vertical position of the anchor point depends on a landmark in the same object (the object with identity 1).

```plaintext
o1 : lengthConstraint[firstObj = 1;
    secondObj = 1;
    firstLand = me;
```
Figure 5: Spatial relationship between pairs of sectors.

secondLand — "headpoint";
distance → d;
kind — vertical

Positions on the Screen

Vertical and horizontal positions on the screen can be defined by considering the origin to be a visual object.

\( o_2 : lengthConstraint[\text{firstObj} \rightarrow \text{origin}; \text{secondObj} \rightarrow 1; \text{firstLand} \rightarrow \text{origin}; \text{secondLand} \rightarrow \text{overlap}; \text{distance} \rightarrow d; \text{kind} \rightarrow \text{vertical}] \)

Overlapping of Objects

The following object describes the overlap of two objects with identities 1 and 2, where object 1 is to be placed on top of object 2. As a result, the two “overlap” anchor points will be made to coincide.

\( o_3 : lengthConstraint[\text{firstObj} \rightarrow 1; \text{secondObj} \rightarrow 2; \text{top} \rightarrow 1] \)

The position of the anchor point “overlap” of the two objects is user-defined. For example, for object 1, it could have been defined as follows:

\( o_4 : lengthConstraint[\text{firstObj} \rightarrow 1; \text{secondObj} \rightarrow 1; \text{firstLand} \rightarrow \text{overlap}; \text{secondLand} \rightarrow \text{me}; \text{distance} \rightarrow 0; \text{kind} \rightarrow \text{absolute}] \)

The absolute position of the overlap point can be specified (see length constraint object with identity \( o_2 \)).
3 Syntax of the U-term Language

3.1 Abstract Syntax

In the U-term language there are four kinds of symbols: prototypical symbols, key symbols, macro symbols and generic symbols.

Prototypical Symbols

A prototypical symbol consists of:

symbol name. The symbol name uniquely identifies the symbol.

symbol class. Symbol classes include shapes (like box), lines (like straight line), and text.

attribute pairs (attribute name, attribute value). Classes have attributes, whose values specify further the objects. For example the boundary of a box can be solid or dashed. boundary is an attribute name and its attribute values include solid and dashed.

set of landmark pairs (name of landmark, landmark type). Each symbol has a set of landmarks. Landmarks can be of two types: cartesian and polar. Some symbol classes can have landmarks of the two types. Such is the case of circle. There is a special landmark called any, which refers to any landmark on the boundary of the symbol. Its type can be cartesian or polar.

set of anchor point pairs (name of anchor point, anchor point type). This set may be empty. The names of the anchor points are strings chosen by the user. The type of the anchor points can be cartesian or polar.

In Figure 6 we give some examples of prototypical symbols using the syntax of F-logic.

\[
\begin{align*}
    b & : \text{box}\{\text{boundary} - \text{solid}, \text{density} - \text{opaque}, \text{color} - \text{black}, \text{texture} - \text{plain}, \\
    & \quad \text{landmarks} - \{(\text{name} - \text{mw}, \text{type} - \text{cartesian}), \ldots, (\text{name} - \text{C}, \text{type} - \text{cartesian})\}, \\\n    & \quad \text{anchorpoints} - \{(\text{name} - \text{headpoint}, \text{type} - \text{cartesian})\} \\
    s & : \text{sector}\{\text{boundary} - \text{dashed}, \text{density} - \text{transparent}, \text{color} - \text{black}, \text{texture} - \text{plain}, \\
    & \quad \text{landmarks} - \{(\text{name} - \text{"first"}, \text{type} - \text{polar}), \ldots, (\text{name} - \text{"origin"}, \text{type} - \text{polar})\}, \\\n    & \quad \text{anchorpoints} - \{\} \\
    t & : \text{text}\{\text{value} - \text{"Draw"}, \text{font} - \text{roman}, \text{size} - 12\text{pt}\}
\end{align*}
\]

Figure 6: Examples of abstract U-terms for prototypical symbols.

Key Symbols

Table 1 summarizes the syntax of the key symbols in the U-term language. In the table, \textit{< any symbol but defbox >} comprises any prototypical symbol, but also any macro symbol or generic symbol that we describe below.

Figure 7 gives examples of abstract U-terms for key symbols. The following observations complement the summarized information in Table 1. A more complete description is in [Cru93a].

- The objects that are values for the attribute contains have to be physically contained in the boxes that form a defbox or a grouping box. This means that if the object overlaps but is not within the boundaries then it is not part of any of those constructs. Note that a defbox cannot contain another defbox, neither can a grouping box.

- \textit{origin} denotes the point of (0,0) coordinates in the active display area (this is the area where the graphical objects that are specified by the U-term will be displayed).
Table 1: Key symbols.

<table>
<thead>
<tr>
<th>Symbol Class</th>
<th>Attributes Names</th>
<th>Attribute Value Types</th>
</tr>
</thead>
<tbody>
<tr>
<td>defbox</td>
<td>contains</td>
<td>(&lt; any symbol but defbox &gt;)</td>
</tr>
<tr>
<td>refbox</td>
<td>name</td>
<td>&lt; string &gt;</td>
</tr>
<tr>
<td>labeled refbox</td>
<td>name</td>
<td>&lt; string &gt;</td>
</tr>
<tr>
<td></td>
<td>label name</td>
<td>&lt; string &gt;</td>
</tr>
<tr>
<td>grouping box</td>
<td>contains</td>
<td>(&lt; any symbol but defbox &gt;)</td>
</tr>
</tbody>
</table>

Table 1: Key symbols.

d : defbox[contains — b]
l : labeledrefbox[name — "X", labelname — “barChart”]
t : lengthconstraint[firstobject — l, secondobject — l,
                        firstlandmark — ms, secondlandmark — mn,
                        distance — a Y, kind — vertical]

* topright denotes the point that has greatest X-coordinate (right) and greatest Y-coordinate (top) in the active display area. origin and topright along with the length constraints allow for objects to be placed anywhere in the active display area.

* distance can be positive or negative or the absolute value of an expression (the distance is restricted to be absolute when the kind of the length constraint is absolute).

* The kind angular applies only to a pair of polar landmarks or anchor points.

* The kind radial applies to a pair of landmarks or anchor points such that at least one of them is polar. The fact that one of them can be cartesian gives much flexibility to the positioning of polar objects (e.g., sectors). For example, their polar origin can be placed in the cartesian plane. Also text (which has cartesian coordinates) can be placed in a pie chart when related to a polar coordinate.

* The proportionality expression α, allows, for example, to specify that that the height of a bar in a bar chart is proportional to Y, where Y can denote for instance the value of the database attribute “Salary”. The syntax of the proportionality expression is as follows:

\(< \text{proportionalityExpression} >:: α <\text{simpleExpression} > [\text{min} :<\text{num} >][\text{max} :<\text{num} >][\text{sum} :<\text{num} >]\)

The value for “max” (“min”) is the greatest (smallest) value in the active domain of the specified attribute. “max” and “min” make it easier for the layout program to figure out how to display a range of values within a given screen space. The value of “sum” is the sum of all the values of an attribute. “sum” can be used, for instance, to display pie charts, where it is necessary to know the sum of all the values being represented, so that the sum of the angular widths of each sector (the angular width of each one being proportional to each value) will be made equal to 2π. need not be defined).
Macro Symbols

There are spatial relationships between objects that result from combining two or more length constraint objects. They are not therefore indispensable, but their existence can simplify the user's task of assembling a picture. Next, we present in some detail the macro symbols: contains and grid alignment. Other macro symbols include: Cartesian position (to specify the placement of a graphical object on the plane), and zero distance (to specify that the absolute distance between two landmarks is zero).

Contains

The contains relationship is a macro for four length constraint objects, as outlined in Figure 8. Figure 9, where we also give the four length constraint objects it is equivalent to.

\[
C : \text{contains}(\text{firstobject} - O_1, \text{secondObject} - O_2, \\
\text{nn} - \geq 0, \text{ss} - \leq 0, \text{ee} - \geq 0, \text{ww} - \leq 0)
\]

\[
\equiv \\
\{Z_1 : \text{lengthconstraint}(\text{firstobject} - O_1, \text{secondobject} - O_2, \\
\text{firstlandmark} - \text{mn}, \text{secondlandmark} - \text{mn}, \\
\text{distance} - \geq 0, \text{kind} - \text{vertical})
\}
\]

\[
Z_2 : \text{lengthconstraint}(\text{firstobject} - O_2, \text{secondobject} - O_1, \\
\text{firstlandmark} - \text{ms}, \text{secondlandmark} - \text{ms}, \\
\text{distance} - \geq 0, \text{kind} - \text{vertical})
\]

\[
Z_3 : \text{lengthconstraint}(\text{firstobject} - O_1, \text{secondobject} - O_2, \\
\text{firstlandmark} - \text{me}, \text{secondlandmark} - \text{me}, \\
\text{distance} - \geq 0, \text{kind} - \text{horizontal})
\]

\[
Z_4 : \text{lengthconstraint}(\text{firstobject} - O_2, \text{secondobject} - O_1, \\
\text{firstlandmark} - \text{mw}, \text{secondlandmark} - \text{mw}, \\
\text{distance} - \geq 0, \text{kind} - \text{horizontal})
\]

Figure 8: Contains relationship.

where we also give the four length constraint objects it is equivalent to.

Grid alignment

The principle behind grid alignment is the following: if two landmarks or two anchor points or a landmark and one anchor point are on the same horizontal (vertical) line then they have the same horizontal (vertical) coordinates. Figure 10 shows a specification of a bar chart and of two nodes of a linked list. The syntax of this macro symbol is GRID ON. When the alignment is not enforced it corresponds to GRID OFF. In Figure 10 we have emphasized the landmarks for which the vertical or horizontal positions will be enforced.

Generic symbols

Generic symbols are predefined symbols to the layout program. For example, a set of orthogonal axes (as in Figure 11(i)). The parameters for these axes, are the names of two domains, the maximum and minimum values in each of the domains, the space along each axis between each consecutive pair of "labeled ticks". The
3.2 Concrete Syntax

Figure 12 exemplifies (part of) the concrete syntax of the U-term language. In the example, the two solid boxes intersect the grouping box. This is not a syntactic error. The boxes are not inside the grouping box, so the latter is actually empty. It is also valid to have a circle inside a refbox. Because there are no syntactic errors, this picture is a well-formed U-term.

The syntactic description of the picture is given in Figure 13. It takes into account the exact position of the graphical objects, as indicated in Figure 12. The abstract syntax is given in Figure 14.

There may be more than one well-formed U-term that is mapped to the same abstract U-term. We can therefore partition the unconstrained U-terms into equivalence classes. We say that two U-terms are specification equivalent iff they are described by the same (up to macro symbol equivalence) abstract syntax. Note that this equivalence is stricter than needed, since there may be U-terms that specify the same display, but are not specification equivalent.

4 Conclusions

We have presented a new constraint-based visual language, the U-term language, to specify the display of data. This language is declarative and visual.

Other languages which are also constraint-based, such as IDEAL [Wyk82], [Kam89], and [Gol91], are textual. Of these, only IDEAL addresses the display of sectors like the ones that are used in pie charts (called wedges). In ways, our work is closer to (and also drew from) ThingLab [Bor81], in that the user can define visual classes by example, and the language is constraint-based and object-oriented. In ThingLab, constraints are associated with classes. A constraint in a class includes a predicate, which needs to be true for the objects of that class, and methods, which provide alternate ways of satisfying the constraint. In this
paper we are concerned with the predicate (visual) specification, but we are not addressing the satisfaction of constraints. Future work will focus on the following topics:

Language design. Evaluation of the U-term language in the specification of a variety of 2D displays. In addition, we would like to test the robustness of the key symbols with different sets of primitive symbols (e.g., for 3D display).

Constraint query languages. Constraint query languages such as [KKR90] have a textual syntax. The U-term language could provide a visual syntax for such languages.

Graph drawing. Identification of the kinds of graph layouts [DET93] that can be specified by the U-term language and by DOODLE; characterization of the graph properties (e.g., planarity) that can be expressed.

Design of the interface. Figures 1(i) and 12 show different levels of detail in the presentation of the U-terms. The design of the interface so that the user can choose different presentations of the U-terms is an interesting topic.
Expressive power of DOODLE as a picture generator. The example of Figure 1(i) is relatively simple: for instance we have no recursion in the rules. With recursion it seems that DOODLE would have at least the same expressive power to generate pictures as visual multiset grammars [Gol91]. The precise comparison of the expressive power of both approaches is another subject for future research.

Acknowledgements Thanks to Theo Norvell for fruitful discussions that led to the definition of the visual constraint objects and to the refinement of the abstract syntax.
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Abstract

In this paper, we present a dynamic model associated with an intelligent CAD system aiming at the modeling of an architectural scene sketch. Our design methodology has been developed to simulate the process of a user who tries to give a description of a scene from a set of mental images. The scene creation is based on a script which describes the environment from the point of view of an observer who moves across the scene. The system is based on a declarative method viewed as a stepwise refinement process. For the scene representation, a qualitative model is used to describe the objects in terms of attributes, functions, methods and components. The links between objects and their components are expressed by a hierarchical structure, and a description of spatial configurations is given by using locative relations. The set of solutions consistent with the description is usually infinite. So, either one scene consistent with this description is calculated and visualized, or reasons of inconsistency are notified to the user. The resolution process consists of two steps: firstly a logical inference checks the consistency of the topological description, and secondly an optimization algorithm deals with the global description and provides a solution. Two examples illustrate our design methodology and the calculation of a scene model.

1 Introduction

In the current literature, several approaches have been attempted to design CAD systems. A first approach consists of an extension of classical CAD systems with the help of parametric objects or variational geometry [1], but models required by those systems are still very close to the traditional geometrical models and imply a bottom up design methodology by using imperative methods. Furthermore, this approach is not suitable when the design scene is complex or when the designer thinks about his project in a more semantic way. A second approach consists in building expert systems; these systems tend to focus on a particular domain and are only useful for routine design in a well known application domain completely formalized by a set of rules and constraints [2, 3]. Both approaches are far from architect’s considerations during the first stage of design which is more a top down approach and a stepwise refinement process. A third approach met a constantly increasing interest in all CAD domains [4, 5, 6, 7, 8, 9]. This approach is more declarative and offers to the designer a more progressive and dynamic scene specification, leaving to the system the care of suggesting solutions, detecting inconsistencies and manipulating incomplete knowledge. An important difference between declarative and imperative methods (figure 1) is that a declarative method does not provide a unique solution like an imperative method does, but provides a model corresponding to a large number of scenes for which the system proposes one or more solutions.

Our system is based on the third approach and offers to the designer the ability to describe the topology and geometry of the scene in a declarative way by means of properties and constraints on objects and their spatial configuration. This system deals with under-constrained and over-constrained scene descriptions and proposes to the designer one of the numerous scenes whenever the description is consistent, or explicits the inconsistency reasons. The goal of this paper is to put an emphasis on the different sorts of properties and constraints our system can manage, how they are performed and how a particular solution is calculated from the global description. Other parts are not detailed but are referred to previous papers. The next section...
gives an overview of our system structure. Section three deals with the two steps involved in the resolution process and section four gives some details about the different kinds of inconsistencies which may occur during the design process. Finally some implementation details and illustrations of our method are given.

2 System Overview

We intend to apply the declarative methodology to architectural design. Our goal is not to get the final and precise geometric model of each component of the scene but to assist the designer in creating sketches meeting the main properties and constraints of mental images. The architectural project design we will try to simulate is based on a script which describes the scene from the point of view of a user who moves across the scene [10]. From each viewpoint, the user increases the scene description by adding new objects and new properties and constraints about objects and their spatial configurations, and a current model of the scene is then proposed by the system. For architectural design, the complexity comes from the spatial configuration of objects and from the large amount of data. This observation explains why we are not interested in defining complex geometrical objects but in providing a high level description of object characteristics and spatial configurations.

Our model is composed of a 3-tuple \( <O, S, L> \), where \( O \) is the set of scene objects, \( S \) the scene hierarchical structure and \( L \) the set of locative relations and constraints between objects. A dynamic and interactive user interface is used to offer a high level interaction to the designer, and the dialogue is carried out with the help of an object oriented language (figure 2). The verification of the scene description consistency and the proposition of a scene (solution of the description) are made during the resolution process.

Each class of objects is a member of an architectural abstraction level (urban, building, architectural space, architectural element, architectural components, architectural constructors). The hierarchical structure of the scene is represented by a directed acyclic graph whose nodes are objects and whose arcs link an object to another one as a part of or as a copy of. Each object refers to a particular class, and a class is composed of attributes, functions, methods and a prototype. Attributes denote characteristics of the object which can be represented by a variable of atomical or numerical type. A function defines the object characteristics represented by an analytical inequation which is composed by:

- usual arithmetic operators \(+, -, *, /\),
- parenthesis \( (, ) \),
- real constants,
- basic geometrical constraints like volume, surface area, segment length, ...
- numerical attributes of the object and its components,
- functions of the object and of its components.
A geometrical constraint will be represented by a function of the object from which all parameters belong to a part of itself. Methods correspond to qualifying adjectives, allow to refine the description of an object, and are described by a sequence of predicates. Some attributes are predefined for every class of objects and represent characteristics useful for locative relation management and for the scene visualization. Each object is defined in its own reference system of axes and is included in its bounding box with edges parallel to the axes. Dimensions of the bounding box are either fixed, or included in a possible value domain, or unknown, and its position depends on locative relations and geometrical constraints.

A locative expression involves a locative prepositional phrase together with whatever the phrase modifies [11]. Each locative expression is given in accordance with the current locator’s viewpoint. In our system, a locative expression is composed of a locative syntagma, a verb (to be) and two noun phrases: N_target is locative syntagma N_site. The subject (N_target) refers to the located entity and the object (N_site) to the reference entity. Each locative syntagma possesses its own semantic defined in the relation reference system. The orientation of this reference system depends on the site orientation and for each locative expression, the site can have three kinds of orientation [12] (intrinsic, deictic and contextual orientations). The description is given for a succession of locator’s viewpoints, and for each of them the locator participates to the scene description.

Locative relations are given on object bounding boxes, and the locative syntagma semantic [13] is expressed by one constraint along each axis of the relation reference system between edges corresponding to the projection of object bounding boxes (figure 3). Each constraint $C(X, Y)$ corresponds to a disjunction of some Allen’s elementary relations [14], which allows to describe the relative positioning of the two segments $X$ and $Y$ along an axis:

$$C(X, Y) = (\forall_{i=1}^{13} \alpha_i \cdot r_i(X, Y)) \text{ with } \alpha_i \in \{0, 1\} \text{ and } r_i \text{ one of the thirteen Allen's relations (figure 3)}$$

Other locative relations are given on object’s sides. Each side is represented along the axis parallel to its normal by a projection point of the side on the axis. The relative positioning of two parallel sides is expressed by a constraint on corresponding points (figure 4). A constraint $c(x, y)$ between two points $x$ and $y$ along an axis is expressed by:

$$c(x, y) = (\forall_{i=1}^{3} \alpha_i \cdot r_i(x, y)) \text{ with } \alpha_i \in \{0, 1\} \text{ and } r_i \in \{\text{precede, identical\_to, follow}\}$$
To have a unique representation for this two kinds of constraints, each segment $X$ is represented by its two extremities $X_b$ and $X_e$, which correspond to the beginning and end points of the segment. Each Allen's relation $r_i(X, Y)$ between the two segments $X$ and $Y$ is then expressed in the following form:

$$r_i(X, Y) \equiv precede(X_b, X_e) \land precede(Y_b, Y_e) \land r_{i_1}(X_b, Y_b) \land r_{i_2}(X_b, Y_e) \land r_{i_3}(X_e, Y_b) \land r_{i_4}(X_e, Y_e)$$

with $r_i \in \{\text{precede, identical_to, follow}\}$.

A description being a conjunction of constraints, each Allen's constraint must be expressed in the following disjunctive normal form to make the union of all constraints on the same segments or extremities:

$$C(X, Y) = \left(\bigwedge_{i=1}^{k} \left(\bigvee_{j=1}^{m_i} \alpha_{jk} \cdot r_k(X_{u_j}, Y_{v_j})\right) \land precede(X_b, X_e) \land precede(Y_b, Y_e)\right)$$

where $\alpha_{jk} \in \{0, 1\}$, $(u_j, v_j) \in \{(b, b), (b, e), (e, b), (e, e)\}$, $r_k \in \{\text{precede, follow, identical_to}\}$

Among all Allen's constraints there are only 187 which are expressible in this form [15]. Constraints expressible in a disjunctive normal form correspond to constraints which present a continuity in their geometrical configuration area. For example the locative relation The chair is on the left or on the right of the table is not expressible in a disjunctive normal form on the lateral axis. On the other
hand, the locative relation The box X is on the table Y corresponds to $C_{\text{vertical}}(X, Y) = \{m_i\}$ and $C_{\text{frontal}}(X, Y) = C_{\text{ilateral}}(X, Y) = \{o \lor o_i \lor v \lor d_i \lor v \lor s_i \lor f \lor f_i \lor =\}$ is expressible in the following normal form:

- $C_{\text{frontal}}(X, Y) = [(X_b \text{precede } X_e) \land (Y_b \text{precede } Y_e) \land (X_b \text{precede } Y_e) \land (X_b \{\text{precede } \lor \text{ follow } \lor \text{ identical } \} \lor Y_b) \land (X_e \{\text{precede } \lor \text{ follow } \lor \text{ identical } \} \lor Y_e)]$

- $C_{\text{ilateral}}(X, Y) = [(X_b \text{precede } X_e) \land (Y_b \text{precede } Y_e) \land (X_b \{\text{precede } \lor \text{ follow } \lor \text{ identical } \} \lor Y_b) \land (X_e \{\text{precede } \lor \text{ follow } \lor \text{ identical } \} \lor Y_e)]$

- $C_{\text{vertical}}(X, Y) = [(X_b \text{precede } X_e) \land (Y_b \text{precede } Y_e) \land \{X_b \text{ identity to } Y_e\} \land (Y_b \text{precede } X_e) \land (X_b \text{ follow } Y_b) \land (X_e \text{ follow } Y_e)]$

## 3 The Calculation of a Scene Description Solution

At any stage of the design process, a solution $s$, among the infinite set of valid solutions $S$, can be calculated and visualized. The solution calculation is achieved in two steps: the first step allows to check the consistency of the locative description and to obtain a minimal system of linear inequations; the second step adds to the previous system the set of geometrical constraints (object functions) and proposes one solution of the global description by minimizing an objective function subject to the global system of linear and nonlinear inequalities.

From the set of locative relations, a directed valuated graph is constructed for each axis[16], whose nodes are edge extremities of the bounding box. Graph arcs represent the relative positionning of points by using only $\{\text{precede}\}$ and $\{\text{precede } \lor \text{ identical } \}$ relations.

<table>
<thead>
<tr>
<th>$r_i(X_k, Y_l)$</th>
<th>corresponding arc</th>
</tr>
</thead>
<tbody>
<tr>
<td>${\text{precede}}$</td>
<td>$X_k \overset{\text{les}}{\longrightarrow} Y_l$</td>
</tr>
<tr>
<td>${\text{identical } }$</td>
<td>$X_k \overset{\text{eq}}{\rightarrow} Y_l$ $Y_l \overset{\text{eq}}{\rightarrow} X_k$</td>
</tr>
<tr>
<td>${\text{follow}}$</td>
<td>$Y_l \overset{\text{les}}{\rightarrow} X_k$</td>
</tr>
<tr>
<td>${\text{precede } \lor \text{ identical } }$</td>
<td>$X_k \overset{\text{eq}}{\rightarrow} Y_l$</td>
</tr>
<tr>
<td>${\text{follow } \lor \text{ identical } }$</td>
<td>$Y_l \overset{\text{eq}}{\rightarrow} X_k$</td>
</tr>
<tr>
<td>${\text{precede } \lor \text{ follow}}$</td>
<td>no arc creation</td>
</tr>
<tr>
<td>${\text{precede } \lor \text{ follow } \lor \text{ identical }}$</td>
<td>no arc creation</td>
</tr>
</tbody>
</table>

Figure 5: Correspondance between constraints and graph arcs

There is no creation of an arc connecting two nodes when the disjunctive relation is $\{\text{precede } \lor \text{ identical } \lor \text{ follow}\}$ or $\{\text{precede } \lor \text{ follow}\}$, because the relative positionning of these two nodes is considered as being free. This description is logically consistent if there is at least one solution to order extremities of segments. For example, the set of constraints $(Y_p X)$, $(X_m Z)$, $(Y_o Z)$ is logically inconsistent, because points $X_e$, $Y_e$ and $Z_b$ cannot be ordered $(X_e \overset{\text{eq}}{\rightarrow} Z_b \overset{\text{les}}{\rightarrow} Y_e \overset{\text{les}}{\rightarrow} X_e)$. The consistency of the description is checked (in a unique graph traversal) by searching for a circuit.

Each arc is also valuated by the information of its length, which is given by bounding box dimensions or by distance constraints between the object sides. Each distance between two nodes is either fixed, or included in a possible value domain, or unknown:

- $d$: for a fixed distance $d$.
- $[a,b]$: for a distance in a possible value domain $[a,b]$. 
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• \( n_{ij} \) : for an unknown distance.

For each arc from \( X_k \) to \( Y_i \) whose length is unknown, if there is a path between its two nodes of length higher than one, then the arc is removed by applying antitransitivity rule. After this reduction process, some of the arc lengths are still unknown, and it would be interesting to reduce their possible value domain by propagation of known values, but the global propagation algorithms have a Non-deterministic Polynomial complexity. On the other hand, we can apply local propagation algorithms, according to the local graph structure, with a weak cost.

If no inconsistency has been detected at the preceding step, then a minimal system of linear inequations is obtained from the three graphs. Each arc from \( X_k \) to \( Y_i \) with \( \leq \) or \( \leq \) valuation is corresponding to one of the three following expressions:

1. \( (X_k \xrightarrow{d} Y_i) \Rightarrow (V(Y_i) - V(X_k)) = d \)
2. \( (X_k \xrightarrow{[a,b]} Y_i) \Rightarrow a \leq (V(Y_i) - V(X_k)) \leq b \)
3. \( (X_k \xrightarrow{n_{ij}} Y_i) \Rightarrow 0 \leq (V(Y_i) - V(X_k)) \leq L \quad (L \text{ is the domain length along the corresponding axis}) \)

Each graph node \( X_k \) is performed by an expression (by using the function \( V \)) corresponding to the sum of a variable and a constant as follows:

\[
\forall X_k, \\
- V_{Y_i} \in \text{pred}(X_k), (Y_i \xrightarrow{[a,b]} V_{n_{ij}} X_k) \Rightarrow V(X_k) = \text{new variable}(x_i) \\
- \exists Y_i \in \text{pred}(X_k), (Y_i \xrightarrow{d} X_k) \Rightarrow V(X_k) = V(Y_i) + d \\
\]

The function \( \text{pred}(X) \) defines the set of the direct predecessors of the node \( X \). This allows to reduce the number of variables and inequalities, and also to detect some numerical inconsistencies as for the following system:

\[
\begin{align*}
30 & \leq V(j) - V(k) \leq 50 \\
V(j) & = V(i) + 40 \\
V(k) & = V(i) + 20 \\
\end{align*}
\]

Our goal is not to detect all inconsistencies of the linear system but only those which can be easily identified during the system construction. Some geometrical constraints are linear, like relations between segment lengths, and are added to the previous linear system; the others form a vector of nonlinear inequations. This system can be well-constrained, but it is generally under or over-constrained: thus it is not possible to enumerate all solutions of the description. The translation of the problem into a system of linear and nonlinear inequalities allows us to solve geometrical and locative constraints simultaneously and to propose one solution among the infinity of possible solutions (when the description is consistent). This system is described by the following equations:

1. \( \forall i \in \{1, \ldots, n\}, l_i \leq x_i \leq u_i \),
2. \( \forall j \in \{n+1, \ldots, p\}, l_j \leq \sum_{i=1}^{n} a_i x_i \leq u_j \),
3. \( \forall r \in \{p+1, \ldots, q\}, l_r \leq C_r(x_1, \ldots, x_n) \leq u_r \).

The system is solved by using a resolution algorithm which minimizes a quadratic objective function \( F \) as follow:

\[
\text{minimize } F(x)(x \in R^n) \text{ subject to } : l \leq \begin{bmatrix} x \\ A_L x \\ C(x) \end{bmatrix} \leq u
\]
where \( x = (x_1, \ldots, x_n) \), \( A_L \) is an \((p - n) \times n\) constant matrix, and \( C(x) \) is an \((q - p)\) element vector of nonlinear constraint functions. A numerical solution of the problem is computed by using a NAG library routine, essentially similar to the subroutine SOL/NPSOL described in Gill et al [17]. The objective function \( F \) to be minimized is given by the following equation:

\[
F(x_1, \ldots, x_n) = \sum_{i=n+1}^{p} \beta_i \left( (u_i + l_i) - (x_k - x_l) \right)^2, \quad k, l \in \{1, \ldots, n\},
\]

where \( \beta_i = 1 \) if the \((i-n)\) linear equation is in the form \( l_i \leq x_k - x_l \leq u_i \), and if \( l_i \neq u_i \) else \( \beta_i = 0 \). This function allows to keep the equilibrium of the object's space distribution.

4 Consistency of the Description

At every moment of the design process, an inconsistency can be generated by the description. Firstly we have topological inconsistencies due to an incompatibility between some locative relations. Secondly we may have some geometric inconsistencies: for instance when different values are given for the depth and width of an objet while one says this object is cubic. A part of this second kind of inconsistency can be detected during the construction of the global system and will be also easily expressed to the user. Other inconsistencies are detected during the numeric resolution process.

5 System Implementation and Results

A first version of this system has been carried out[10]. The object-oriented-language and knowledge representation model have been written in Quintus-Prolog and C++. The user interface is composed of a graphic zone written in Phigs included in a Motif window manager environment. The routine of the NAG library, which performs the numerical resolution, is directly called by prolog. We use a global illumination rendering algorithm [18] to obtain realistic images of the scene. The following examples illustrate our method.

A first pedagogic example shows the management of objects whose some dimensions are unknown, and on which the user gives some constraints. The scene is composed of a carpet, a table, two chairs and the following description:

- The carpet is two centimeters high, five meters wide and three meters deep.
- The table is seventy centimeters high and its width and depth are unfixed.
- Both chairs are one meter high and their width and depth are unfixed.
- The carpet is in front of the locator.
- The table and the two chairs are on the carpet.
- Both chairs are respectively on the left and on the right of the table.

![Figure 6: Initial solution of the first example](image)

The scene solution calculated by our system is shown on the figure 6. Adding a constraint defining that the table depth is twice more important than the width of both chairs modifies the scene only on the locator.
Figure 7: The table depth is twice more important than width of both chairs.

Figure 8: A quarter of the carpet area is occupied by both chairs and the table.

The scene illustrated by figure 9 has been produced after the definition of the table width (two meters and eighty centimeters). In this scene, the area occupied by the chairs has decreased proportionally to the increase of the table area, maintaining the length relation on the locator frontal axis.

Figure 9: The table width is equal to two meters and eighty centimeters.

This example has shown that locative relations and geometrical constraints are jointly taken into account in our system, which allows us to constantly offer to the designer a solution of the global description as long as the scene description is consistent.

Through an easy description of a building, the second example illustrates that our system is useful even for more complex scenes. This building (figure 10) is composed of a ground floor, four identical storeys and a roof. On the front side of the building, each storey is composed of five identical rooms: there are two identical apertures in the front wall of rooms, in which a window is embedded. The ground floor is composed of four identical pillars, a winding stair and two rooms.

\[1\text{NAG is a registered trademark of: the Numerical Algorithms Group Limited and The Numerical Algorithms Group Incorporated.}\]
Conclusion

This paper has presented in detail the management of constraints and properties in our declarative design methodology which provides the ability to manipulate uncertainty for both numerical and locative constraints. The description of objects at a level higher than the geometrical one and the use of prototypes permit to reduce the decomposition/recomposition step. Examples illustrate the capability of our system to jointly deal with a topological and geometrical knowledge. One of its main characteristics is the cooperation between two inference techniques which are most of the time competing: on the one hand a logical inference stemming from Allen's temporal logic and instant logic, on the other hand a numerical inference based on an optimization under constraints algorithm. We are currently extending this model to more complex geometrical objects, and are investigating other design domains involving new kinds of constraints.
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Abstract

Many applications of constraint programming languages concern geometric domains. We propose incorporating strong algorithmic techniques from the study of geometric and algebraic algorithms into the implementation of constraint programming languages. Interesting new computational problems in computational geometry and computer algebra arises from such considerations. We look at what is known and what needs to be addressed.

1 Introduction

It is now widely recognized that the programming paradigm of constraint satisfaction is a fundamental one which raises new issues for the programming language community. Such issues are covered under the rubric of "logic programming" and include new language constructs, logical issues, and programming semantics and pragmatics. The book of DeGroot and Lindstrom [8] is a representative of such concerns. In the general setting, the focus is mostly on syntactic properties of substitution and equality, with associated algorithmic problems such as unification.

It is no surprise that the deepest applications of constraint satisfaction occurs in very classical domains of mathematics. Some seminal papers in constraint programming (e.g., [1,29,20]) hint at such domains by way of examples. These domains have been investigated by algebraists and geometers for centuries, and include various subrings of the complex field \( \mathbb{C} \) and the affine or projective spaces over them. Many properties are known about such domains, and a general purpose search method cannot hope to re-derive such properties in a feasible way. Moreover, there is a diverse and active community dedicated to finding efficient algorithms for computational problems in these domains. The question that must be addressed, and which is the focus of this position paper, is how could such results be incorporated into the construction of powerful and practical constraint programming languages? For logic programming to have the kind of impact that its advocates hope for, users must be able to "conveniently and efficiently" solve realistic large problems with logic programs. As for the dual goals of convenience (naturalness) and efficiency, note that the bulk of research in logic programming lies in logical analysis. This will surely contribute to the first goal, but only peripherally to the efficiency goal. It is well-known that the complexity of problems in the above classical domains must be carefully negotiated in order to elicit the tractable and avoid the intractable. Research in computational geometry and computer algebra has gained much insight into the boundary between the tractable and the intractable, and constraint programming can benefit by exploiting the fruits of this research.

The concern to incorporating powerful algebraic theories into the logic programs is addressed in the Constraint Logic Programming (CLP) framework of Jaffar and Lassez [16]. The fundamental issue of semantics and logical properties of such a framework has been worked out. What we hope to address are

*On sabbatical leave from Holy Cross College.
†Work supported by NSF grant #CCR-87-03458.
‡Since it is hard to imagine logic without equality, these are usually identified as logical properties.
the algorithmic issues that arise, and how to incorporate powerful algorithmic techniques to the underlying interpreter/logic engine.

2 Geometric Domains

In this paper, we use the term "constraint programming" to refer to those aspects of logic programming concerned with incorporating various mathematical structures into logic languages. Such aspects are dependent on the particular domain; we are not interested in "general truth maintenance". But "domain-dependence" is a relative concept as we wish to restrict our domain as little possible within certain (informal) parameters. Roughly speaking, the domains of interest in this paper can be described as "geometric". Algorithmic problems in such domains tend to have at most a single exponential (worst case) complexity (e.g., [6,10]). In contrast, domains which might be more "algebraico-geometric" tend to have double exponential complexity [21,9,33]. This contrast (which has been observed by researchers in computer algebra) is, informally, the difference between looking at complex varieties (geometry) as opposed to studying complex polynomial ideals (algebraic geometry). This observation suggests that we must exploit geometric properties in order to reduce complexity.

It might be objected that single-exponential complexity is still too high. In general, this is unavoidable [27,7] and a central goal of algorithmic research is to identify the interesting subcases which admit simpler solutions. This worst-case complexity can be ameliorated in several effective ways, including the use of randomization. The exponential behavior is often a function of only the dimensionality of a problem and with fixed dimensions, these problems becomes polynomial. In fact, much of the field of computational geometry concerns problems in 2 or 3 dimensions (this notion of dimensionality is to be distinguished from the dimensionality arising from the number of degrees of freedom). Experience has shown that although a domain may contain intractable problems, this worst-case behavior does not necessarily extend to all problems in the domain: it is often the case that problems of interest admit efficient solutions.

Finally, it must be argued that since the language PROLOG is already capable of simulating an alternating Turing machine [27], adding a constraint solver for a particular domain does not increase the asymptotic complexity of evaluating a constraint program. In fact, what we are proposing is the use of special purpose constraint solvers which can exploit the geometric aspects of the problem to speed the computation. One may wish to give up the expressive power of PROLOG and restrict oneself to a language with bounded complexity. But even here, most natural CLP languages have at least DEXP time query complexity [7,5].

We now classify the various geometric domains of interest.

One dimension. In "1-dimension", we have subrings of \( \mathbb{C} \): integers, rationals, real algebraic numbers and general algebraic numbers. All these domains have associated exact computational methods. Already here, one can run into (single) exponential time problems.

It should be emphasized that when we speak about integers and real numbers we do not mean "machine integers" or floating point numbers. While machine integers and floating point numbers are also appropriate for many problems, there are also many problem domains for which they are not well suited. Machine integers impose an \( \text{a priori} \) bound on the size of solutions (and intermediate results) that may be too restrictive for many problem domains. Floating point numbers provide an approximation of real values. This approximation includes a certain amount of error which unavoidable builds up as values are combined. The error which is accumulated while solving large systems may become unacceptably large. Furthermore, there are many problem domains (for example computational geometry) in which exact results are required. So one may think of "BigNum" exact arithmetic packages as the fundamental substitute for such machine numbers. We are currently working on several extensions to such packages such as the variable precision arithmetic which is described below.

General dimension. We can reduce a large part of geometric constraint programming to the solution of systems of algebraic equations. For our purposes, these equations have rational coefficients. The notion of "solutions" (cf. [34]) is by no means straightforward: the simplest is to indicate where the system is solvable. The next is to compute the dimension of the solution set. A more elaborate notion of solution is

\[^{2}\text{Admittedly, this terminology is far from perfect but it fits the general understanding of this term.}\]
sometimes required: for instance, some applications need a sample point in each connected component of
the solution set. The whole enterprise gets more complicated if we do not work in an algebraic closure. The
most important instance of this is where we only want real solutions. In the real field, we have the ordering
property and the solution sets are semi-algebraic rather than algebraic. The complexity of these problems
(algebraic and semi-algebraic) have been much clarified in recent years. We shall think of these situations as
setting the upper limit for what we hope to incorporate into a strong constraint logic language. We note that
the CLP(R) system [14] is targeted for exactly this domain. A major research goal is to identify subdomains
where more efficient techniques can be used.

Linear and semilinear case. Mathematically, the linear case is essentially completely understood, being
essentially linear algebra. But algorithmically, there are many unexplored questions. Consider a system of
m linear equations in n variables, represented by an m x (n + 1) matrix M. Note that all but the last column
of M represents a variable. A fundamental question is how to determine maintain the solvability of the
system M under insertion and deletion of equations? The complexity bound should be related to L(M), the
number of non-zero entries in M. Before considering the dynamic case, consider the following heuristic to
determine the solvability of M: for each column of M that represents a variable that has only one non-zero
entry, remove the row containing that entry. With each row removal, columns with only zeroes are created:
these columns are also removed. Let M' be the reduced matrix. To justify this transformation, it is easy to
show: any solution of M' can be extended to a solution of M, and every solution of M can be obtained in this
way. (Of course, we should keep track of the deleted rows and columns so that we can recover the solution
of M from the solution of M'). We may now assume that every column in M' has at least two non-zero
entries. We wish to repeat the above process. If a column has exactly two non-zero entries, we consider the
two rows r, r' that contain these two entries: replace r' by a linear combination r'' = ar + br', (a, b reals),
so that the column now has only one non-zero entry. As above, we may delete r. So in effect, we have
replaced r, r' by r''. Note that L(M') is not increased in this way. Repeating this, we eventually obtain M''
in which every non-last column of M'' has at least 3 non-zero entries. In general, suppose every non-last column of
M'' has at least i > 3 non-zero entries. We may continue this process of eliminating variables, but we can
no longer ensure that L(M'') is not increased. But there is a case where this still works: suppose r1, ..., ri
are i rows such that there are at least i columns (not counting the last column) all of whose non-zero entries
all belong the these i rows. Moreover, the corresponding i x i submatrix is non-singular. Then by a linear
transformation, we may convert the submatrix into triangular form. Then these i rows may be replaced by
one of the transformed rows, justified as before, without increasing L(M''). Although we cannot ensure this
special case, this method might still work well in practice (compared to Gaussian elimination), a subject
for experimental studies. The harder question is how to maintain the solvability above under insertion and
deletion of equations. It seems that a randomized approach (see below) should work. Another instance of
solving linear constraints is seen in [30, 31].

By "semilinear" we refer to the use of linear inequalities. Much is known about this case via convex
polytope theory and linear programming. The fundamental problem here is the computation of convex hulls.
This is extremely well-studied in computational geometry and great strides have been made in recent years
in understanding its computational complexity. In [19], a transformation is introduced which improves the
detection of redundant linear inequalities. But the dynamic version of this problem (which is most critical
for constraint programming) is only understood in the planar case. For instance, it is well-known that we
can maintain the convex hull (=feasible region) of a set of halfspaces using $O(\log^2 n)$ time for insertion or
deletion of a halfspace. Recently, Schwartzkopf [25, 26] obtained efficient, apparently practical, randomized
algorithms on maintaining convex hulls in arbitrary dimensions.

Planar and 3-D geometry. Applications of geometry in describing 2- or 3-D scenes is widespread, from
CAD/CAM, to computer graphics, to physical simulations and robotics. In [11] we proposed a geometric
editor called LINEToOL, based on polynomial constraints. Such an editor allows a user to construct a
geometric scene using constraints and to query the scene (is this point inside this region?) and to revise the
constraints. The underlying (numerical) representations is exact. Unfortunately, not much is known about
how to exploit the special structure of planar constraints. and a general polynomial solver is still needed.
3 Polynomial Constraints

Most interesting constraint systems in the literature (other than purely logical constraints) can be modeled by systems of polynomial inequalities. There are several versions of this, and we briefly note the known algorithms and their prospects.

System of polynomial equations. The simplest constraint consists of a set of polynomials with rational coefficients. If we are interested in solutions in complex numbers then algorithms based on the Gröbner bases method ([21]) and Wu's method ([32,4]) are available. In fact, many computer algebra systems (MAPLE, MATHEMATICA, etc) have some version of the Gröbner basis algorithm. As an application for such systems, we can solve simple electrical circuits designs (cf. [29,15]). The worst case complexity here is essentially single exponential time.

Real solutions. If we are only interested in real solutions to the above systems of equations, then the complete method is based on cell decompositions due to Collins. Here, the algorithm is essentially double exponential time. More recently, there are new methods (such as multivariate resultants) that avoid cell-decomposition and achieve single exponential space bounds [23,3,13]. In the real field, we have a total ordering so that we can allow inequalities. The solution sets are semialgebraic sets. For working over the reals, we can always replace inequalities by equalities if we are willing to introduce new variables: that is we replace an inequality \( f \geq g \) by \( f = g + a^2 \) where \( a \) is a new real variable.

All of the above situations are infeasible in the worst case. In practice, Wu's method and Gröbner bases methods can be quite effective for some problems. In contrast, some newer resultant methods seem less useful because they achieve the worst case behavior for all input instances. Roughly speaking, the difference (between Wu's and Gröbner methods on one hand and the resultant methods on the other) is that the "best case behavior" of former is better than the best case behavior of the latter. But when we are interested in real solutions, all these methods yield only partial information, and we have nothing better than cell decomposition in some form. The real challenge is to exploit special properties of the problem at hand. For instance, these algorithms can be "dynamized" to allow users to add or delete polynomial constraints, while the system maintains a solution. This should be more efficient than resolving from scratch. In fact, many applications have only quadratic polynomials. Can this be exploited?

Zero-dimensions. One important case is the zero-dimensional case. In this setting some double-exponential time algorithms become single-exponential. We still get useful constraint systems based on 0-dimensional solvers: if the solution set has a positive dimension (dimensionality can be computed relatively fast) then the system is underspecified and we can ask the user to introduce more constraints. Alternatively (cf. [11]), we can ask the user to specify a subset of the variables as independent. If \( U = u_1, u_2, \ldots, u_m \) are independent and \( X = x_1, x_2, \ldots, x_n \) are dependent, we can treat the polynomial constraints as polynomials whose variables are \( X \) and whose coefficients belong to the field of rational functions of \( U \). By choosing an appropriate subset of independent variables, we can produce a system whose solution set is zero-dimensional. The idea of dependent variables can be generalized into a dependency graph. The user can also be given an opportunity to reduce the dimensionality of the solution set by specifying additional constraints. For example, instead of identifying a variable as independent, the user could alternatively specify a value for that variable. Although the solution set produced will be less general, this has the advantage of being computationally faster. In this context, the work of Pedersen [22] on generalizing Sturm theory to higher dimensions is relevant. Like the classical Sturm theory, the generalized algorithm tells us about real solution points. Although this method is single-exponential time, its practical significance is not yet understood.

Variable clustering. In addition to the powerful methods which always succeed (but at high cost), we can hope to make large systems tractable by employing some heuristic methods. In particular, we can provide mechanisms for identifying clusters of variables that interact only minimally with other variables in the system. In the geometric editor LINETool[11], a user can usually identify such clusters. This is because we usually construct a cluster of geometric objects (points, lines, etc) relative to previously constructed objects. We could then solve the associated equations for these cluster variables, assuming that the "relatively independent" variables that they depend upon have been solved.
A notion related to variable clustering is the observation that many geometric objects introduces variables in groups. For instance, if we deal with planar point sets, then each point \( p \) introduces a pair of variables \( p_x, p_y \). These pairs of variables are involved in constraints in a symmetric manner. For instance, the constraint that the distance between \( p \) and \( q \) is one becomes \((p_x - q_x)^2 + (p_y - q_y)^2 = 1\). Can such groupings be exploited? A recent paper of Stifter [28] indicates a promising approach.

Other techniques. A very potent technique to combat intractability is randomization. See the work of Kaltofen [17,18] and Schwartz [24]. Also, the use of datastructures in algebraic computing has not been developed up to this point, and we are investigating such issues.

4 Exact Arithmetic

In working with exact arithmetic over the integers or any algebraic number ring, the cost of performing arithmetic operations grows as the number of bits needed to represent the objects grow. Note that with algebraic numbers, "exact arithmetic" is possible although, beyond some approximation to the value, we must store auxiliary information such as the defining polynomial of the number.

There must be a clear understanding as to the fundamental importance of exact arithmetic. Constraint programming language implementations tend to use machine floating point arithmetic. Despite the great efficiency of machine arithmetic hardware, one is never sure of the result of such a computation. We could aim at a more modest goal of determining when the computed results are reliable. A well-known solution is to maintain intervals of uncertainty, but these intervals tend to grow so rapidly as to render correct computations suspect. At any rate, it is our belief that all such attempts to avoid exact computation is only a partial solution: no reliable constraint programming language implementation can avoid the ultimate use of some exact arithmetic package. On the other hand, we believe that the traditional BigNum packages must be re-engineered for use in logic programming languages. Recently, several promising approaches to doing exact arithmetic computation is explored in [12].

There are many situations in which approximate values with a pre-specified bounded error suffice for exact answers. In applications such as computer graphics, we may only need to locate a point up to the resolution of the screen. As a variation of this idea, in LINETOOL we allow arbitrary zooming, but here we may increase the resolution of a point as the application demand. Another application is checking inequality constraints. Sometimes, a low accuracy may be enough ascertain if a particular constraint is satisfied. Using approximate values can save much of the cost of computing with algebraic quantities. However, it is not clear how to determine \textit{a priori} how much error can be tolerated in an expression. For example, if we wish to determine whether \( a - b \) is greater then zero, we can tolerate coarse approximations of \( a \) and \( b \), except in the case that the difference between the two values is small. To circumvent this problem, we propose looking at \textit{variable precision} arithmetic. In this scheme, each value will be computed to a requested precision, but with the ability to refine the value to more precision if requested. Consider again the constraint \( a - b > 0 \). The values of \( a \) and \( b \) may be first computed to a coarse accuracy, perhaps within 0.0001. If the values are \( a = 2.0123 \) and \( b = 1.9329 \), then the constraint is satisfied. But, if instead the values at this accuracy were determined to be \( a = 2.0123 \) and \( b = 2.0122 \), then more precision is needed and requested. In any event, we will determine with no uncertainty whether the constraint is satisfied.

The solution values which satisfy the constraint system may themselves be computed only to within acceptable tolerances. In this case, requests for enhanced precision may come directly from the user. The system can include a value \textit{proper} to allow the user to directly query result values and determine properties satisfied by these values.

5 Final Remarks

Incorporating geometric constraints into logic programming requires sophisticated algorithmic techniques because a general purpose solver would generally be too inefficient. Many new algorithmic issues arise. To test some of these ideas, we are building a prototype of a planar geometry editing system in the style of ThingLab or LINETOOL. One goal of this system is to produce a topologically correct model, which can accurately represent the relationships between points which may be arbitrarily close together. To achieve
this goal, we use use exact methods and algebraic numbers. The high cost associated with algebraic numbers, is somewhat alleviated by the use of variable precision techniques which do not sacrifice the exactness of the computation. Nothing in the constraint solving and exact model representation are specific to the domain of planar geometry. With some modifications, this subsystem could be reused for other applications. We believe that a carefully engineered subsystem dealing with linear constraints is already very useful (see [31,19]), presenting many interesting research question.
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Abstract

The Constraint Logic Programming systems which have been implemented include various higher-order predicates for optimization. In CLP(FD) systems, several optimization predicates, such as \texttt{minimize}(G(X), f(X)), \texttt{minimize-maximum}(G(X), [f_1(X), ..., f_n(X)]), are implemented by using branch and bound algorithms. In CLP(R) systems, the Simplex algorithm used for satisfiability checks can also be used for linear optimization through the predicate \texttt{rmin}(f(X)) which adds to the constraints on X the ones defining the space where the linear term \( f(X) \) is minimized. These optimization constructs do not belong however to the formal CLP scheme of Jaffar and Lassez, and they lack a declarative semantics. In this paper we propose a general definition for optimization predicates, for which one can provide both a logical and a fixpoint semantics based on Kunen-Fitting's semantics of negation. We show that the branch and bound algorithm can be derived as a refinement of the implementation of the semantics using CSLDNF-resolution, and that the branch and bound algorithm can be lifted to a full first-order setting with constructive negation.

1 Introduction

The Constraint Logic Programming systems which have been implemented include various higher-order predicates for optimization. In CLP(FD) systems as CHIP, defined over finite domains, several optimization predicates, such as \texttt{minimize}(G(X), f(X)), or \texttt{minimize-maximum}(G(X), [f_1(X), ..., f_n(X)]), are implemented with branch and bound algorithms [8]. In CLP(R) systems, defined over real numbers, the Simplex algorithm used for satisfiability checks can also be used for linear optimization through the predicate \texttt{rmin}(f(X)) which adds to the constraints on X the ones defining the space where the linear term \( f(X) \) is minimized. These optimization constructs do not belong however to the formal CLP scheme of Jaffar and Lassez [5], and they lack a declarative semantics.

The first problem to solve is the dependence of the result on the ordering of the goals. In many systems indeed the constraints on the variables appearing in the optimization goal are passed to the optimization process, producing the following problematical behavior:

\begin{verbatim}
p(X) :- X>=0.

? X>=1 , minimize(p(X),X).
X=1

? minimize(p(X),X) , X>=1.
no
\end{verbatim}

Clearly the optimization process should be localized to the goal given as argument, and the other constraints inherited from the other goals should not change the optimality condition. Therefore the correct answer in the previous example is \texttt{no}. If \( X = 1 \) was the intended answer, one should write:

\texttt{p(X) :- X>=0.}

\texttt{? X>=1 , minimize(p(X),X).}
\texttt{X=1}

\texttt{? minimize(p(X),X) , X>=1.}
\texttt{no}
With this provision one can give a declarative reading to CLP programs containing optimization predicates. We show that Kunen's three-valued semantics of logic programs with negation is all we need to do so, and that optimization predicates can thus be treated as higher-order constraints. After reviewing completeness results in the CLP scheme, we show that the well-known branch and bound algorithm can be derived as a refinement of the implementation of the semantics using CSLDNF-resolution, and that the branch and bound algorithm can be lifted to a full first-order setting with constructive negation.

2 The declarative semantics of optimization predicates

Definition 1 Let \((A, \leq)\) be a totally ordered structure. The minimization higher-order predicate

\[
\min(G(X, Y), [X], f(X, Y))
\]

is defined as a notation for the formula:

\[
G(X, Y) \land \forall Z (G(X, Z) \lor f(X, Z) \neq f(X, Y))
\]

An optimization constraint logic program (OCLP) (resp. goal) is a CLP program (resp. goal) which may contain occurrences of the minimization predicate in rules bodies (resp. in goals).

The second argument to the predicate \(\min\) is a possibly empty list of "protected" variables, \([X]\). Only the variables of the goal, away from \(X\), are affected by the optimality condition.

As is well known, general first-order formulas can be normalized [6]. An OCLP program \(P\) can be transformed into an equivalent normal CLP program containing negations, by replacing each occurrence of the atom

\[
\min(G(X, Y), [X], f(X, Y))
\]

by the conjunction of atoms

\[
G(X, Y), \neg p(X, Y)
\]

where \(p\) is a new predicate symbol, and by adding to the program the rule:

\[
p(X, Y) \leftarrow f(X, Z) < f(X, Y) \lor G(X, Z).
\]

In the following, \(\overline{P}\) denotes the normal CLP program obtained by repeatedly applying this transformation to \(P\), and \(\overline{P^n}\) denotes the Clark's completion [6] of \(P\) (without Clark's equality axioms as symbols are interpreted in \(A\)).

Definition 2 The semantics of an OCLP program \(P\) is the set of 3-valued consequences of \(\overline{P} \land \text{th}(A)\). A correct answer to an OCLP query \(G\) and a program \(P\) is a set of constraints \(c\) such that

\[
\overline{P} \land \text{th}(A) \models_3 \forall (c \rightarrow G) \land \exists(c)
\]

Going back to the example of the introduction, we can check that the correct answer to

\[
X \geq 1, \min(p(X), [\cdot], X)
\]

is no, that \(X \geq 1\) is a correct answer to

\[
X \geq 1, \min(p(X), [X], X),
\]

and that \(X = 1\) is the correct answer to the goal

\[
\min(X \geq 1 \mid p(X), [\cdot], X).
\]
In general the answers of an OCLP query are non-ground, and can be arbitrary sets of constraints. Considering the rule

\[ p(X, Y) \leftarrow 0 \leq X, X \leq Y. \]

\[ X = Y \] is a correct answer to the query

\[ \text{min}(p(X, Y), [], Y - X). \]

The definition of OCLP programs does not exclude recursion though optimization predicates. A similar problem is discussed in [1] and [2] where the stratified semantics of aggregates are generalized using the well-founded and stable model semantics of logic programs. In the context of OCLP programs, the natural theory to apply is Fitting-Kunen’s 3-valued semantics, which does not coincide with stratified and well-founded semantics.

Proposition 1 Any normal logic program is equivalent to a definite OCLP program.

Proof: Let us consider the OCLP program over the natural numbers obtained from the normal logic program by replacing each negative literal \(-p(X)\) by \(\max(q(X, y), [X], y)\) where \(q\) is a new predicate symbol, and by adding the rules

\[ q(X, 0). \]
\[ q(X, y) \leftarrow p(X). \]

We have \(\exists X \exists y \max(q(X, y), [X], y)\) iff \(\exists X \exists y \forall z \ q(X, y) \land \neg(q(X, z) \land z > y)\)

iff \(\exists X \exists y \ (y = 0 \land \neg p(X)) \lor (p(X) \land \forall z \neg(a(X, z) \land z > y))\)

iff \(\exists X \exists y \ y = 0 \land \neg p(X)\)

iff \(\exists X \neg p(X).\)

3 Completeness results

The completeness result of SLDNF-resolution w.r.t. to the three-valued semantics of logic programs [4] relies on the properties of the finite powers of Fitting’s operator \(\Phi^n\). These properties generalize to normal CLP programs:

Theorem 1 [3] [7] Let \(A\) be a structure and \(P\) a normal CLP program. Then the following are equivalent:

- \(\Phi^n_P \models \text{th}(A) \iff \exists \text{c}(G) = t\) for some finite \(n\),
- \(\text{th}(A) \land P \models \text{th}(A) \iff \exists \text{c}(G) \land A\)

In this way Stuckey [7] proved the completeness of CSLDCN-resolution (i.e. constraint SLD-resolution with constructive negation) for normal CLP programs. CSLDCN-resolution is based on the CSLD inference rule for positive goals, and on the CSLDCN inference rule for negative goals:

\[
\begin{align*}
\text{CSLD} & \quad \vdash c | A_1, \ldots, A_i, \ldots, A_n \\
\text{CSLDCN} & \quad \vdash c | A_1, \ldots, \neg A_i, \ldots, A_n
\end{align*}
\]

where \(c' = c \land A_i = B, (B \leftarrow B_1, \ldots, B_m) \in P\).

\[
\begin{align*}
\text{CSLD} & \quad \vdash c | A_1, \ldots, A_i, \ldots, A_n \\
\text{CSLDCN} & \quad \vdash c' | A_1, \ldots, A_i, A_{i+1}, \ldots, A_n
\end{align*}
\]

where \(c' = c \land \neg \exists c_1(c_1) \land \ldots \land \neg \exists c_n(c_n)\) (the existential closure being over variables not in \(c\)), and \(\{c \land c_1, \ldots, c \land c_n\}\) are the successful derivations of the goal \(-c \land A_i\).

Theorem 2 [7] Let \(P\) be a normal OCLP program over a structure \(A\).

If \(\text{th}(A) \land P \models \text{th}(A) \iff \exists \text{c}(G) \land A\) then the CSLDCN-derivation tree for \(c(G)\) contains successful derivations with constraints \(c_1, \ldots, c_n\), such that \(A \models c \supset \exists \neg c_1 \lor \ldots \lor \exists \neg c_n\).

If \(\text{th}(A) \land P \models \text{th}(A) \iff \exists \text{c}(G) \land A\) then the CSLDCN-derivation tree for \(c(G)\) is finitely failed.

In particular the completeness of CSLDNF-resolution (i.e. constraint SLD-resolution with negation by failure) follows under the non-floundering assumption.
4 The branch and bound algorithm as negation by failure

In this section we study the application of the optimization predicate over a goal \( G(X, Y) \), such that all the successful CSLD-derivations of \( G(X, Y) \) instantiate the arguments \( X \) and \( Y \) to some values. This is typically the case of optimization in \( \text{CLP(FD)} \), where enumeration is mixed with constraint propagation in order to palliates the incompleteness of the constraint solvers [8].

Under these assumptions, it is clear that the negative goals introduced by the optimization predicates (in \( G(X, Y), \neg p(X, Y) \)) never flounder. Thus CSLDNF-resolution is complete w.r.t. the (3-valued) semantics of such OCLP programs. For simplicity, let us consider the goal

\[
e(X)|\text{min}(G(X), [], f(X)),
\]

and its CSLDNF-derivation tree.

For the moment let us consider the search for only one successful derivation of the optimization goal, not all successful derivations. Under the normal left-right order traversal of the tree, when a successful derivation is found (under the left-right order traversal), the corresponding branch and bound algorithms can be presented as optimized versions of CSLDNF-resolution procedures, that exploit the successful derivations found in the refutation of the optimality of a solution. In the backtracking version of the branch and bound algorithm (BB), a single derivation tree for \( G \) is developed. When a successful derivation is found (under the left-right order traversal), the corresponding
solution $X_i$ is memorized, and the search by backtracking continues with the additional constraint $f(X) < f(X_i)$. The additional constraint is used to prune the search space and explore only a portion of the derivation tree:

$$e(X), (f(X) < f(X_i)) \mid G(X)$$

![Derivation tree diagram]

In the BB algorithm, the last memorized solution, $X_n$, is a solution to:

$$\min(e(X) \mid G(X), [\ ], f(X))$$

To show that $X_n$ is indeed a solution to

$$e(X) \mid \min(G(X), [\ ], f(X))$$

it suffices to check that the goal

$$e(X), f(X) < f(X_n) \mid G(X)$$

fails. If it is not the case, then the goal $e(X) \mid \min(G(X), [\ ], f(X))$ must fail. The gain in efficiency over CSLDNF-resolution is obvious as only two derivation trees are thus developed in this way.

Therefore two algorithms are possible for finding the answers to the goal

$$e(X) \mid \min(G(X), [\ ], f(X))$$

depending whether the branch and bound algorithm is applied initially to $e(X) \mid G(X)$ or to $G(X)$:

**Algorithm 1 BB algorithm with environment constraints.**

1. compute one solution $X_n$ to $\min(e(X)|G(X), [\ ], f(X))$ by using BB algorithm,
2. check by CSLDNF-resolution that $e(X), f(X) < f(X_n) | G(X)$ admits no solution, otherwise fail,
3. return $X_n$, or if all solutions are needed, return the answers to $e(X), f(X) = f(X_n) | G(X)$ computed by CSLDNF-resolution.

**Algorithm 2 BB algorithm without environment constraints.**

1. compute one solution $X_n$ to $\min(G(X), [\ ], f(X))$ by using BB algorithm,
2. return the solutions to $e(X), f(X) = f(X_n) | G(X)$ computed by CSLDNF-resolution.
In actual CLP(FD) systems with optimization predicates, algorithm 1 without step 2 is generally implemented, hence the difficulties mentioned in the introduction concerning the declarative semantics and the possibility to treat optimization predicates as higher-order constraints. Algorithm 2 does not use the constraints inherited from the environment to prune the search space for finding the optimal cost of a solution (step 1). Note however that, under termination assumptions, step 1 in algorithm 2 can be done at compile time.

Note also that other versions than the backtracking version of the branch and bound algorithm can be preferred for implementation in a CLP system. In the iterative version of the branch and bound algorithm, once a successful derivation for \( G(X) \) is found, the corresponding solution \( X_0 \) is memorized, and another derivation tree is developed for \( f(X) < f(X_0) \mid G(X) \). When the derivation tree is finitely failed, the last memorized solution is optimal.

\[
G(X) \ldots f(X) < f(X_{n-1}) \mid G(X) f(X) < f(X_n) \mid G(X)
\]

\[
\begin{array}{c}
X_0 \\
\vdots \\
\text{fail}
\end{array}
\]

When heuristic search techniques are used in combination with constraint propagation, the iterative version of the branch and bound algorithm makes it possible to change the order in which goals are selected, according to the new constraints added and to the heuristic. For this reason the iterative version can be practically more efficient.

5 The branch and bound algorithm lifted to the full first-order setting with constructive negation

CSDLCK-resolution provides a complete procedure for general OCLP programs without the non-floundering assumption. Let us consider the goal \( \min(G(X), [], f(X)) \). On a successful derivation of \( G(X) \) with constraint \( c_i(X) \), constructive negation for the remaining goal

\[
c_i(X) \mid \neg p(X)
\]

consists in developing a complete derivation tree for

\[
c_i(X), f(Y) < f(X) \mid G(Y)
\]

If \( c_i(X) \land d_0(X, Y), \ldots, c_i(X) \land d_k(X, Y) \) are the constraints associated to the successful derivations of this tree, then the negative goal is successful if the constraint

\[
\forall Y \ c_i(X) \land \neg d_0(X, Y) \land \ldots \land \neg d_k(X, Y)
\]

is satisfiable\(^1\).

Therefore a complete derivation tree for \( G \) is developed for each successful derivation of \( G(X) \) not satisfying that condition:

\(^1\)Note that if the structure is admissible \([?]\) this condition is equivalent to a conjunction of existentially quantified disjunctions of conjunctions of admissible constraints.
Now the transformations described in the previous section can be applied in a similar fashion here in order to generalize the branch and bound algorithm to a full first-order setting. For instance the iterative version of the generalized branch and bound algorithm consists in finding a successful derivation for $G(X)$, say with constraint $c_0(X)$. Then iterate finding a successful derivation for the goal

$$\forall X_0 c_0(X_0) \supset f(X_0) < f(X_0)$$

which is equivalent to

$$\forall X_0 c_0(X_0) \supset f(X_0) < f(X_0)$$

Note that as the structure is a total order, the constraint $(\forall X_0 c_0(X_0) \supset f(X_0) < f(X_0))$ is equivalent to the constraint without universal quantifier $f(X) < k_0$ where $k_0 = \min_{c_0(X)} f(X)$, when it exists. In particular in CLP(R), linear programming algorithms permit to decide efficiently the constraints involved in that restricted form of constructive negation, without having to rely on the admissibility of the structure $R$ result [7] which is based on generally unpractical quantifier elimination techniques.

The derivation trees developed in the iterative first-order branch and bound procedure are thus the followings:
The procedure stops when the derivation tree is finitely failed, in which case the last memorized solution, say \( c_i(X) \), is such that

\[
\overline{P} \land \text{th}(A) \models \forall X \, c_i(X) \supset G(X)
\]

that is

\[
\overline{P} \land \text{th}(A) \models \exists Y \forall X \, c_i(X) \supset f(Y) < f(X))G(Y)
\]

hence

\[
c_i(X) \land \forall Y \neg (c_i(Y) \land f(Y) < f(X))
\]

is satisfiable, and is an optimal solution.

In this way both algorithms 1 and 2 of the previous section can be generalized to a full first-order setting:

**Algorithm 3 CLP-BB procedure with environment constraints.**

1. compute one answer constraint \( c_n(X) \), to \( \min(G(X), [\ ] , f(X)) \) by using BB algorithm,
2. check by CSLDNF-resolution that \( c(X), c_n(X_n), f(X) < f(X_n))G(X) \) admits no successful derivation, otherwise fail,
3. return \( c_n(X) \), or if all solutions are needed, return the answers to \( c(X), c_n(X_n), f(X) = f(X_n))G(X) \) computed by CSLDNF-resolution.

**Algorithm 4 CLP-BB procedure without environment constraints.**

1. compute one answer constraint \( c_n(X) \) to \( \min(G(X), [\ ] , f(X)) \) by using BB algorithm,
2. return the solutions to \( c(X), c_n(X_n), f(X) = f(X_n))G(X) \) computed by CSLDNF-resolution.

### 6 Conclusion

Optimization higher-order predicates in CLP systems can be given a logical semantics based on the three-valued consequences of logic programs with negation. We have shown that the well-known branch and bound algorithms can be presented in this framework as specific optimizations of CSLDNF-resolution procedures. Applying the same optimizations to CSLDCN-resolution, which is based on constructive negation, we obtained a powerful generalization of the branch and bound algorithms to a full first-order setting, including linear programming as a deterministic particular case.
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Abstract

Variables on which constraints are imposed incrementally can be said to carry “existential” force in the following sense. Under a translation, commonly used in analyzing natural language discourse, of first-order formulas into programs from quantified dynamic logic, such a variable is introduced (at the level of formulas) by an existential quantifier. The present paper extends that translation to support constraints on variables introduced, as it were, by universal quantification. The extension rests on a certain program construct =: that can be interpreted (following Kleene’s realizability analysis of universal-existential clauses) by closing the collection of states on which the programs act under partial functions. An alternative “reduced” interpretation of =: can also be given over sets of states from dynamic logic (not unlike Concurrent Dynamic Logic). These interpretations can be related by what is essentially a reduction to disjunctive normal form, involving so-called and-or computations.

A formalism for analyzing natural language discourse that has received considerable attention in certain linguistic circles is Discourse Representation Theory (DRT), due to Kamp [8] and Heim [6]. The basic idea in DRT is to capture the information a piece of discourse contributes by interpreting a natural language sentence semantically as a binary relation on so-called Discourse Representation Structures (DRS’s). A DRS is a pair (D, C) consisting of a set D of discourse markers and a set C of conditions on them, formulated as first-order formulas whose free variables are among the discourse markers. For example, the piece of discourse

A man walks.

induces a transition from the empty DRS (Ø, Ø) to the DRS ({x}, {man(x), walk(x)}). Similarly,

He sees a house.

sends ({x}, {man(x), walk(x)}) to ({x, y}, {man(x), walk(x), house(y), see(x, y)}). It follows by relational composition that

(*) A man walks. He sees a house.

takes (Ø, Ø) to ({x, y}, {man(x), walk(x), house(y), see(x, y)}). As will be made precise below, conditions are introduced in a monotonic manner, with attention to consistency and entailment. That is, a condition amounts to what is called a “constraint” in constraint programming. Thus, it is not unreasonable to describe DRT as a form of constraint programming for discourse analysis. The same description applies to an extension of DRT presented below,¹ the purpose of which is best described by illustration. Notice that the variable for

¹Readers familiar with Saraswat [14], however, should be cautioned that in the present paper, (i) quantifiers are employed to introduce variables on which constraints can then be imposed, and (ii) parallel computations arise when a process spawns multiple processes, which then proceed in a “conjunctive” fashion, with identically initialized but separate stores. This contrasts with Saraswat [14], where an existential quantifier is used to “hide” a variable, which, otherwise, might be shared by processes running in parallel. (The concept of locality or scope analysed in Saraswat [14] should not be confused with what is called “force” below.) No claim is (of course) made here that (i) and (ii) represent the “proper” notions of quantification and parallelism; only that there are works (e.g., Groenendijk and Stokhof [4], Peleg [13], and the references cited therein) where notions of quantification and parallelism different (in essential ways) from Saraswat [14] are studied (and that such notions are what concern the present paper). The clash in terminology is unfortunate, and surely ought to be resolved. The concluding discussion returns to this point.
the man in (**) is implicitly bound by an existential quantifier. (This implicit binding is made explicit in a translation discussed below, under which a man is rendered as $\exists x \text{ man}(x)$.) By contrast the variable for the player in

\[(**) \quad \text{Every player chooses a pawn. He puts it on square one.}\]

(from Groenendijk and Stokhof [4]) is bound universally. Now, the object of the present extension is

\[(\dagger) \quad \text{to support the imposition of conditions on variables with universal force,}\]

under a framework where conditions combine by relational composition.

That is, the challenge of (\dagger) is to analyze (**) under compositional principles identical to that for

\[A \text{ certain player chooses a pawn. He puts it on square one.}\]

which is analyzed in much the same way as (*). Briefly, the difficulty is that the pronoun he in (**) must refer not only to a particular player, but to every player. The solution below was introduced in Fernando [2], where applications to natural language are taken up. The point of the present paper (beyond relating the work mentioned to constraint programming) is to examine the rather remarkable feature of the extension that a notion of parallel computation is introduced via an old "constructive" idea involving higher-order witnesses.

To describe DRT formally, it is useful to start with first-order formulas (to which a translation from certain natural language utterances is taken for granted), and to characterize DRT as a function from first-order formulas to meanings. To bring out the semantic (as opposed to syntactic) character of these meanings, DRT can be presented through a slight variant, Groenendijk and Stokhof [4]'s Dynamic Predicate Logic (DPL), which is, in turn, based on quantified dynamic logic (see, for example, Harel [5]). DPL translates first-order formulas $A$ to programs $A^{\text{DPL}}$ from dynamic logic as follows\(^2\)

\[
A^{\text{DPL}} = A? \quad \text{for atomic } A
\]

\[\begin{align*}
(A \& B)^{\text{DPL}} &= A^{\text{DPL}} ; B^{\text{DPL}} \\
(\exists x \ A)^{\text{DPL}} &= x := ? ; A^{\text{DPL}} \\
(\neg A)^{\text{DPL}} &= \neg (A^{\text{DPL}} ),
\end{align*}
\]

where the negation $\neg p$ of a program $p$ is the dynamic logic test checking that $p$ cannot terminate. The customary notation

\[(p \perp) \ ?
\]

exposes two properties of this form of negation that are not intrinsic to the concept of negation — viz., its universal character (reflected by the square brackets in the modality $[p]$) and its static character (reflected by $?$ — recall that a dynamic logic test $A?$ cannot return an output state distinct from its input state, and is, in this sense, static). The other connectives are derived as in classical logic, e.g.,

\[
\begin{align*}
\forall x \ A &= \neg \exists x \neg A \\
A \supset B &= \neg (A \& \neg B)
\end{align*}
\]

and accordingly inherit the universal and static properties of negation. Whereas some notion of universality is essential to universal quantification and implication, the goal (\dagger) above requires dynamic (as opposed to static) forms of universal quantification and implication (so that, for instance in (**), the player introduced by the first sentence can serve as the referent for he in the second sentence). It is simple enough to introduce an alternative form $\sim$ of negation that is neither universal nor static, by defining $\sim$ as a map on a richer

\^2The semantic interpretation of programs in dynamic logic is reviewed in section 1.1. The non-commutative treatment of conjunction $\&$ below may seem odd to readers unfamiliar with discourse analysis. The intention is to capture the sequentiality in processing discourse. The reader can, if she prefers, write $A.B$ instead of $A \& B$.}
collection \( \Phi \) of formulas obtained by closing predicate symbols under so-called anti-extensions, and treating \( \forall, \exists \) and \( \lor \) as primitive, thereby allowing De Morgan's laws to be incorporated into \( \sim \). (The map \( \sim \) goes back at least to Nelson [11], and has come to be known in the literature as strong negation.) What requires a bit more work is interpreting universal quantification and implication dynamically. That interpretation is most conveniently presented by a translation \( \cdot \) of the richer collection \( \Phi \) of formulas into a collection \( P \) of programs that is correspondingly richer than the programs of dynamic logic. The crucial clauses of \( \cdot \), when compared to \( \cdot_{DPL} \), are

\[
(A \lor B)^\cdot = A^\cdot + B^\cdot \\
(A \supset B)^\cdot = A^\cdot \Rightarrow B^\cdot \\
(\forall x \ A)^\cdot = (x := ?) \Rightarrow A^\cdot .
\]

While programs in dynamic logic are closed under non-deterministic choice \( + \), the program construct \( \Rightarrow \) gives rise to new programs, requiring, in fact, a higher-order extension of dynamic logic's states. That extension can take the form either of

(i) closing the collection of states inductively under a partial function construct, whereupon the interpretation of implication and universal quantification in Kleene [9] can be adapted to \( \Rightarrow \),

or, more modestly, of

(ii) extending the collection of states by a single application of the powerset construct, and then treating a state given by a set of states as a family of processes running "conjectively" in parallel, as in Concurrent Dynamic Logic (Peleg [13]).

The relationship between (i) and (ii) can be explained in the framework of labelled transition systems, on the basis of a transformation \( \xi \) that is essentially the familiar construction of a deterministic finite automaton from a non-deterministic one (e.g., Hopcroft and Ullman [7]). The transformation \( \xi \) will play a significant role in our investigations; it is perhaps worth mentioning at this point that it can be employed to extract the DRS's mentioned above from dynamic logic.

1 Background: semantics and information growth

The semantic approach taken in this work is to analyze a constraint as a binary relation on states. Insofar as the notion of a first-order formula is closer to that of a constraint, it is instructive to describe how to translate a formula into a program (that is then interpreted as a binary relation) if only to suggest how such an analysis of constraints can be carried out. For the remainder of the paper, however, we will work directly with programs, rather than first-order formulas, taking for granted the step between constraints and programs (which afterall is subject to considerable variation; see, for example, Fernando [2]). In particular, the present section considers the collection \( P_0 \) of programs from quantified dynamic logic.

Let us recall briefly how programs are interpreted in dynamic logic. A signature (= vocabulary) \( L \) is fixed, as is an \( L \)-model \( M \) and a countable set \( X \) of variables. The set \( S \) of states is then the set of functions \( f, g, \ldots \) from \( X \) to the universe \( |M| \) of \( M \), and programs \( p \in P_0 \) are interpreted semantically as binary relations \( \rho(p) \subseteq S \times S \) according to

\[
f \rho(x := ?) g \quad \text{iff} \quad f = g \text{ except possibly at } x
\]
\[
f \rho(f ?) g \quad \text{iff} \quad f = g \text{ and } M \models A[f]
\]
\[
\rho(p; p') = \rho(p) \circ \rho(p')
\]
\[
\rho(p + p') = \rho(p) \cup \rho(p')
\]
\[
\rho(p^*) = \text{reflexive-transitive closure of } \rho(p)
\]

where \( x \in X \). \( A \) is an \( L \)-formula with free variables from \( X \), and \( \circ \) is relational composition. Rather than extending \( \models \) simultaneously to modal \( L \)-formulas, it is sufficient to build in tests \( ([p];L) \) through another primitive operation \( \sim \) on which to close \( P_0 \), with

\[
f \rho(\sim p) g \quad \text{iff} \quad f = g \text{ and there is no } h \text{ s.t. } f \rho(p) h.
\]
Now, an obvious way of formulating the monotonicity of information change is to assert that whenever the binary relation interpreting a program relates an input state \( s \) to an output state \( t \), then \( s \subseteq t \), for some pre-order \( \subseteq \) (marking information growth) on states. As (quantified) dynamic logic supports two kinds of atomic programs (viz., random assignments and tests), information can grow along two different dimensions, that we presently take up in turn. In each case, it will prove useful to modify the set \( S \) of states described above, passing from the semantic function \( \rho \) to a function \( \{ \} \) on which for all (modified) states \( s \) and \( t \),

\[ s \{ \rho \} t \text{ implies } s \subseteq t . \]  

1.1 Introducing variables with existential force: expansive growth

At any given point in a computation, of which dynamic logic provides an abstraction, only finitely many variables are initialized. Moreover, there is a clear sense that executing a random assignment \( x := ? \) at a point in which \( x \) is not yet defined “adds” information to the computational state. In fact, in relating dynamic logic to the construction of first-order contexts, it is natural to work with states defined only on finitely many variables (as argued in Fernando [1], appealing, for instance, to Henkin witnesses and back and forth constructions). Accordingly, in place of \( S \), let us consider the set \( S_0 \) of valuations

\[ S_0 = \{ s \mid s \text{ is a function from a finite subset of } X \text{ to } |M| \} , \]

partially ordered by the subfunction (i.e., subset) relation \( \subseteq \), and replace the semantic function \( \rho \) on \( P_0 \) by a function \( \{ \} \) given in the same inductive fashion as \( \rho \) except that \( S \) is replaced by \( S_0 \) and

\[ s \{ x := ? \} t \text{ iff } x \in \text{dom}(t) \text{ and } s = t \text{ except possibly at } x . \]

Observe that monotonicity is (of course) not guaranteed: if an input state \( s \) is already defined on \( x \), then \( x := ? \) can destroy that binding and spoil (1). But it is simple enough to “guard” all random assignments, by replacing \( x := ? \) by the guarded assignment \( x := \ast \) that assigns a value to \( x \) precisely when initially \( x \) is unbound (doing nothing otherwise)

\[ x = x? \quad + \quad \neg(x = x?) ; \quad x := ? \]

(i.e., if not \( x \mid \text{then } x := ? \)). A translation of first-order formulas into programs, all of whose random assignments are guarded, can be constructed by resorting to “marked” and “unmarked” variables (Fernando [2]). In that situation, it is easy to see that (1) holds.

1.2 Imposing constraints on variables: eliminative growth and \( L \)

To bring out the information a test \( A? \) contributes, it is useful to pass to a more complex notion of a state, embodying an additional dimension of partiality on which tests act. It will turn out to be convenient to be slightly abstract on this point, and to isolate the notion of a so-called \( (L, \cdot)\) transition system — i.e., a triple \( \langle S, \{ l \} \rangle \) where \( S \) is a non-empty set of states, \( \{ l \} \subseteq S \times S \) for every \( l \in L \), and \( s_0 \in S \) is an initial state. Observe that the structure \( \langle S_0, \{ \{ \} \} \rangle \) is an instance of a \( P_0\)-transition system, the initial state \( \emptyset \) being \( \subseteq \)-minimal. Next, consider the following fairly standard transformation on transition systems (coinciding with the construction of a deterministic finite automation from a non-deterministic one; e.g., Hopcroft and Ullman [7]). Given a transition system \( S = \langle S, \{ l \} \rangle \), define for every \( l \in L \), a ternary relation \( \dashv \) on sets \( a, b \) of \( S \)-states as follows

\[ a \dashv b \quad \text{iff} \quad b = \{ t \in S \mid \exists s \in a \text{ s.t. } l \} . \]

Now form the transition system \( \mathcal{L}(S) \) by

(i) defining its set \( \mathcal{L}(S) \) of states inductively by

\[ \begin{array}{c}
\{ s_0 \} \in \mathcal{L}(S) \\
\forall a \in \mathcal{L}(S) \quad a \not\vdash b \quad b \not\in \emptyset \\
\hline
b \in \mathcal{L}(S)
\end{array} \]
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(ii) interpreting every $l \in L$ by the binary relation $\Rightarrow$ restricted to $\mathcal{L}(S)$, and

(iii) endowing $\mathcal{L}(S)$ the initial state $\{s_0\}$.

(The reason for restricting the states of $\mathcal{L}(S)$ to this subcollection of Power($S$) will become clear later.) If the relevant pre-order for $S$ is $\subseteq$, then the "natural" pre-order on $\mathcal{L}(S)$ is the so-called Smyth pre-order $\subseteq_{Sm}$ given by

$$a \subseteq_{Sm} b \iff (\forall t \in b) (\exists s \in a) s \subseteq t .$$

Note that if $\subseteq$ is $\subseteq$, then $\subseteq_{Sm}$ is simply $\subseteq$, marking a growth of information that can be said to be "eliminative" (as opposed to the "expansive" growth described in section 1.1, where $\subseteq$ is $\subseteq$).

Accompanying the abstract notion of a transition system is that of a bisimulation (Park [12]). A relation $R \subseteq S \times S'$ is a bisimulation between transition systems $(S, \{l\}_{l \in L}, s_0)$ and $(S', \{-l\}_{l \in L}, s'_0)$ if it satisfies the "back-and-forth" condition that whenever $sRs'$, then for every $l \in L$,

$$(\forall t \leftarrow s) (\exists t' \leftarrow s') tRt' \text{ and } (\forall t' \leftarrow s') (\exists t \leftarrow s) tRt' .$$

$(S, \{l\}_{l \in L}, s_0)$ and $(S', \{-l\}_{l \in L}, s'_0)$ are said to be bisimilar if there is a bisimulation between them relating the initial states $s_0$ and $s'_0$. Bisimilarity $\sim$ is the largest bisimulation relating $s_0$ and $s'_0$, and is guaranteed to exist when $(S, \{l\}_{l \in L}, s_0) = (S', \{-l\}_{l \in L}, s'_0)$. Although the notion of bisimilarity can (in general) be quite complex, observe that under the translation $\mathcal{L}$, it is not. More precisely,

$$\mathcal{L}(S, \{l\}_{l \in L}, s_0) \sim \mathcal{L}(S', \{-l\}_{l \in L}, s'_0)$$

iff for all $l \in L$,

$$(\exists s \in S) s_0 \leftarrow l s \iff (\exists s' \in S') s'_0 \leftarrow l s'.$$

Now, returning to the transition system $\mathcal{M}_0 = (S^M_0, \{P^M_{P_0}\}_{P \in P_0}, \emptyset)$ constructed in section 1.1 from a first-order model $M$ (fixed in the background, and normally suppressed notationally), the following points spelled out in Fernando [1] are relevant. Whereas over countable models $M$ and $N$,

$$[M]_0 \equiv [N]_0 \iff M \equiv N \text{ (i.e., } M \text{ and } N \text{ satisfy the same first-order sentences)}$$

and

$$[M]_0 \equiv [N]_0 \iff [M']_0 \equiv [N']_0 ,$$

applying $\mathcal{L}$ abstracts away some of the dependence on the first-order model. In particular, if $P'$ is the set of programs in $P_0$ without an occurrence of Kleene star $\cdot^*$, and if $[M]'$ is the $P'$-transition system obtained from restricting the label set of $[M]_0$ to $P'$, then

(i) whether or not $M$ and $N$ are countable,

$$\mathcal{L}[M]' \equiv \mathcal{L}[N]'$$

iff $M \equiv N$ (i.e., $M$ and $N$ satisfy the same first-order sentences)

and

(ii) as suggested by the last equivalence, $\mathcal{L}[M]'$ can (up to $\equiv$) be constructed syntactically relative to the first-order theory of $M$, based on what are essentially the DRS's we met earlier in the introduction.

The logical significance of the transformation $\mathcal{L}$ will be brought out further below.
2 Introducing variables with universal force

The DPL interpretation of implication $p \supset q = \neg(p; \neg q)$ yields the following binary relation on $S_0$

$$s[p \supset q]t \iff t = s \text{ and } (\forall s' \text{ s.t. } s[p]s') (\exists t') s'[q]t'.$$

As any number of $s'$s might be accessible from $s$ via $[p]_0$, any number of $t'$s may be involved above. Accordingly, the interpretation above is static — which is to say, the input and output states $s$ and $t$ must be the same. The culprit is the non-determinism of $[p]_0$, which suggests a "dual" notion of parallelism, as will come as no surprise to readers familiar with so-called and-or computations (see Peleg [13] and the references cited therein). This dual notion will be introduced, however, not by some conjunction construct, but by an "implication" $\Rightarrow$ between programs. More precisely, let us extend our old collection $P_0$ of programs by forming a collection $P_1$ of programs closed under the same constructs as $P_0$ and, in addition, a new primitive binary construct $\Rightarrow$

$$\frac{p \in P_1}{q \in P_1} \quad \frac{(p \Rightarrow q) \in P_1}{(p \Rightarrow q) \in P_1}.$$

2.1 A functional interpretation of implication

Borrowing an idea from Kleene [9] (but then stripping away its "constructive" character), let us witness the $\forall$-clause in $s[p \supset q]t$ by a (plain set-theoretic) function $f$ to obtain

$$s[p \Rightarrow q]t \iff t = (s, f) \text{ and } f \text{ is a function with domain } \{s' \mid s[p]s'\} \text{ s.t. } (\forall s' \in \text{dom}(f)) s'[q]f(s').$$

(2)

Notice that in the right hand side, it is important to store $s$ in $t$ in case there is no $s'$ for which $s[p]s'$. On the other hand, if there is an $s'$ for which $s[p]s'$, then, further on, we might ignore $s$ when imposing conditions on, for instance, the state $u$ for which $(s, f)[\exists u]$. This is particularly plausible if information always increases in the sense of (1), in which case $s$ is subsumed by $f(s')$, for every $s' \in \text{dom}(f)$. So rather than adopting (2), let us draw the states from the (inductive) closure $S_-$ of $S_0$ under partial functions\(^3\)

$$s \in S_- \iff s \in S_0 \text{ or } (\exists d \subseteq S_-) (\exists c \subseteq S_-) s \text{ is a function from } d \text{ to } c,$$

and define for $s, t \in S_-$,

$$s[p \Rightarrow q]t \iff (t \text{ is a function with non-empty domain } \{s' \mid s[p]s'\} \text{ and } (\forall s' \in \text{dom}(t)) s'[q]t(s')) \text{ or } (t = s \text{ and there is no } s' \text{ s.t. } s[p]s').$$

(3)

The intuition behind $p \Rightarrow q$ then is that every process resulting from $p$ must execute $q$. To preserve the "conjunctive" character of the processes so spawned, extend the semantics $[p]$ of a random assignment or test $p$ by requiring inductively that for $s \in S_- - S_0$ and $t \in S_-$,

$$s[p]t \iff \text{dom}(s) = \text{dom}(t) \text{ and } (\forall s' \in \text{dom}(s)) s(s')[p]t(s').$$

(4)

The remaining clauses for $s[p]$ can then be asserted uniformly over all $s, t \in S_-$. (That is, $;$ is still interpreted as $\cup$, $+$ as $\cup$, and $\Rightarrow$ as reflexive-transitive closure.) Observe that $\neg p$ amounts semantically to $p \Rightarrow \bot$ (where $[\bot] = \emptyset$, thence $p \supset q$ can be derived from $\Rightarrow$, $\bot$ and $;$. Also, $\forall x p$ can be equated with $(x :=?) \Rightarrow p$.

Proposition 1. The monotonicity postulated by (1) can be secured for $s, t \in S_-$ and every $p \in P_1$ in which all random assignments are guarded, by defining $\subseteq$ on $S_-$ inductively from $\subseteq$ by

$$s \subseteq t \iff (s \text{ and } t \text{ are valuations and } s \subseteq t) \text{ or } (t \text{ is a function on states and } (\forall t' \in \text{dom}(t)) s \subseteq t(t')) \text{ or } (s \text{ and } t \text{ are functions on states with the same domain } d \text{ and } (\forall s' \in d) s(s') \subseteq t(s')).$$

which is evidently transitive.

\(^3\)The class $S_-$ is introduced only for notational convenience, to describe the form of the states needed; it will be replaced by a set $S_1$ shortly.
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2.2 Reducing the higher-order interpretation (enter $\mathcal{L}$ once again)

Working out what the extension above from $S_0$ to $S_\omega$ means brings to mind a remark by G. Kreisel:

Until the mid fifties, I found this subject [intuitionistic logic] distasteful because ... iterated implications made my head spin. They continue to do so, and the same is true of functions of all finite types.

(Kreisel [10], p. 397). To keep matters from getting out of hand, it is useful to cut down functional states $s$, observing that "all that really matters" in $s$ is its image, which is treated "conjunctively" in (4). Making these points precise is what this section is all about.

For every $p \in P_1$, let $[p]_1 \subseteq S_\omega \times S_\omega$ be the interpretation of $p$ given in section 2.1, and let $S_1$ be the set consisting of all objects in $S_\omega$ accessible from the empty valuation by interpretations of programs $p \in P_1$

$$S_1 = \{ \emptyset \} \cup \{ s \mid \exists p \in P_1 \emptyset [p]_1 s \} .$$

Our task is to "reduce" $(S_1, [\cdot]_1, \emptyset)$ to a more "tractable" transition system $(S_2, [\cdot]_2, s_0)$ such that

(A) the "essential structure" of $(S_1, [\cdot]_1, \emptyset)$ is retained in $(S_2, [\cdot]_2, s_0)$

and

(B) the interpretation $[\cdot]_2$ can be understood independently of $[\cdot]_1$ (i.e., the meaning $[p]_2$ of $p$ is intrinsic to $S_2$).

A notion relevant to (A) is that of a bisimulation, suggesting as a natural candidate for $(S_2, [\cdot]_2, s_0)$ the transition system obtained by dividing $(S_1, [\cdot]_1, \emptyset)$ by the largest bisimulation on $(S_1, [\cdot]_1, \emptyset)$, call it $\equiv$. Unfortunately, it is not at all clear that this "reduced" structure is conceptually more tractable. It is true enough that desideratum (A) is met, but as for (B), saying simply that the new states are equivalence classes only worsens matters. What is needed is a helpful characterization of $\equiv$, but, already over $S_0$, distinct valuations may be related by $\equiv$, depending on the degree of homogeneity of the underlying first-order model $M$ (Fernando [1]).

Focusing instead on the structural complexity introduced by $\Rightarrow$, consider the "image-collapse" of $[\cdot]_1$ to the state set

$$S_2 = S_0 \cup \text{Power}(S_0)$$

induced by the reduction $R$ of functions in $S_1$ to their (hereditary) images in $S_2$. That is to say, let $R$ be the least fixed point of

$$s_1 Rs_2 \iff (s_1 = s_2 \in S_0) \text{ or } ((\exists d \subseteq S_1) (\exists c \subseteq S_1) \ s_1 \text{ is a function from } d \text{ onto } c \text{ s.t.}$$

$$s_2 = (c \cap S_0) \cup \{ t \mid \exists s \in c - S_0 \ s R t \} ,$$

where the first disjunct represents the base case, and the second disjunct represents the inductive (hereditary image) case (justified intuitively by the associativity of conjunction, and broken down similarly into two subcases). Define $[\cdot]_2 \subseteq S_2 \times S_2$ by

$$[p]_2 t \iff (\exists s_1, t_1 \in S_1) \ s_1[p]_1 t_1 \text{ and } s_1 Rs \text{ and } t_1 Rt . \quad (5)$$

Is $R$ a bisimulation between $(S_1, [\cdot]_1, \emptyset)$ and $(S_2, [\cdot]_2, \emptyset)$? To prove this, it would help if the choice of the representatives $s_1$ and $t_1$ in the right hand side of (5) is inessential. Turning to clause (4), it is helpful to think of $s(s')$ and $t(s')$ as processes spawned by $s'$ at successive stages $s$ and $t$ of the construction. Another $s'' \in \text{dom}(s)$ (= $\text{dom}(t)$) can spawn the same process at $s$ — i.e., $s(s') = s(s'')$ — or, for that matter, at $t$, independently of $s$, so long as the link to $\text{dom}(s)$ is maintained. But that link is severed by $R$, in the
aftermath of which, (4) might (following desideratum (B)) be replaced by the condition that for \( s \in S_2 - S_0 \), \( t \in S_2 \), and a random assignment or test \( p \),

\[
\text{s[p]_2 t \iff } \exists \text{ function } f \text{ mapping } s \text{ onto } t \text{ s.t. (} \forall s' \in s \text{ ) } s'[p]_0 f(s') .
\] (6)

But the problem with (6) is that once \( s' \) and \( s'' \) beget a (common) child — i.e., once \( s \) fails to be 1-1 —, they will be committed to live as one onwards — i.e., \( t \) can never be 1-1 (contrary to what is possible in \([\cdot]_1 \)). On the other hand, neither

\[
\text{s[p]_2 t \iff } (\forall s' \in s) (3t' \in t) s'[p]_0 t'
\] (7)

nor

\[
\text{s[p]_2 t \iff } (\forall s' \in s) (3t' \in t) s'[p]_0 t' \text{ and } (\forall t' \in t) (3s' \in s) s'[p]_0 t'
\] (8)

will do, as both permit \( s' \) multiple offspring, allowing \(|t| > |s|\) even if \( s \) is the image of a 1-1 function. (Under (6), one slip and "till death do you part", no divorce permitted. Without the true moral grounding of (4), a promiscuous ontology arises from (7) or (8), a Puritan one from (6).)

Simplifying \([\cdot]_1 \) would seem to be no simple matter. Proceeding from desideratum (B), instead of adopting (5), characterize \([\cdot]_2 \subseteq S_2 \times S_2 \) independently of \([\cdot]_1 \) by replacing (3) by

\[
\text{s[p]_2 q \iff } (\exists \text{ function } f \text{ with non-empty domain } \{s' | s[p]_2 s'\} \text{ s.t. (} \forall s' \in \text{dom}(f) \text{) } s'[q]_2 f(s') \text{ and (} t \equiv \{t' \in S_0 | \exists s' \text{ } f(s') = t'\} \cup \{t' \subseteq S_0 | \exists s' \text{ } f(s') = t'\}\) or (\( t = s \) and there is no \( s' \) s.t. \( s[p]_2 s' \)),
\]

Furthermore, for a random assignment or test \( p \), replace (4) by any of the pairwise non-equivalent clauses (6), (7) or (8) for \( s \in S_2 - S_0 \) and \( t \in S_2 \). (The remaining compound programs are then interpreted as before — i.e., ; by 0, etc.) It is not difficult to show that in the transition system given by (6), \( S_2 \) can be simplified to \( \text{Power}(S_0) \) by a bisimulation relating the valuation \( s \) to \( \{s\} \). (Or, going the other direction, under (6), \([p]_2 \) may be redefined more simply as a subset of \( S_0 \times \text{Power}(S_0) \); see the discussion of Peleg [13] in section 2.3.) But the larger question is

(1) how are \([\cdot]_1 \) and the four non-equivalent definitions of \([\cdot]_2 \) (given by (5), (6), (7) and (8)) related?

An answer is provided by the transformation \( L \) defined in section 1.2. Observe that \( L(S) \) internalizes the non-determinism of \( S \) into \( L(S) \)-states, over which the \( l \)-transitions (for every \( l \in L \) ) then (externally) become deterministic (i.e., partial functions). An \( L(S) \)-state \( a \) is a "disjunctive" set in that \( a \) can make a transition so long as some \( S \)-state in \( a \) can. (Recall that \( L(S) \)-states are required to be non-empty.) By contrast, an \( S_2 \)-state is a "conjunctive" set insofar as, under (5), (6), (7) or (8), every valuation in the set must survive in order for the state to survive. Now, returning to (1),

**Theorem 2.** For each of the four definitions of \([\cdot]_2 \) given above,

\[
L(S_1, [\cdot]_1, \emptyset) \supseteq L(S_2, [\cdot]_2, \emptyset).
\]

That is, for all programs \( p \in P_1 \),

\[
(3s_1 \in S_1) \theta[p]_1 s_1 \iff (3s_2 \in S_2) \theta[p]_2 s_2 .
\] (9)

**Proof** (sketch). The idea, roughly put, is to show that it is sufficient to consider only \( \subseteq \)-minimal conjunctive sets (— in \( S_1 \), functions with \( \subseteq \)-minimal images —) induced by \( \Rightarrow \), which are the same for all variants of \([\cdot]_2 \). That is, the two instances of existential quantification in (9) can be restricted to \( S_0 \) and higher-order states representing minimal families of processes spawned.

**Remarks.**
(i) The bisimilarity asserted by the theorem cannot be improved to an isomorphism

\[ \mathcal{L}(S_1, \cdot_1, \emptyset) \cong \mathcal{L}(S_2, \cdot_2, \emptyset) , \]

as can be seen from considering the programs \( x := 0 \Rightarrow x := 0 \) and \( x := ? \Rightarrow x := 0 \) (where \( x := 0 \) is, as usual, \( x := ? ; x := 0 \)). Whether or not an isomorphism holds, modulo \( \mathcal{L} \), between specific variants of \( \cdot_2 \), we leave as open.

(ii) It is instructive to recall (from section 1.2) that applying the transformation \( \mathcal{L} \) on the \( P_0 \)-transition system \( (S_0, \{ \rho(p) \}_{p \in P_0}, \emptyset) \) underlying quantified dynamic logic leads to an analysis of constraints that is "syntactic" insofar as the DRS's mentioned in the introduction are syntactic. This raises the following problem (a solution to which has so far eluded the present author): give a natural characterization of a DRS for the higher-order extension above. (The fact that bisimilarity in Theorem 2 cannot be strengthened to \( \cong \) suggests that the matter can be quite delicate.)

(iii) In view of the abovementioned "conjunctive" and "disjunctive" character of \( \cdot_2 \) and \( \mathcal{L} \), respectively, the thrust of the theorem can be described as a reduction to a "disjunctive normal form" (licensed by classical, but not intuitionistic, logic). At the heart of the higher-order witnesses introduced in section 2.1 are and/or computations, such as those underlying Concurrent Dynamic Logic (Peleg [13]), to which we turn next.

2.3 Comparison with conjunctive parallelism in Concurrent Dynamic Logic

Without going into the gory details, let us pause to relate the binary construct \( \Rightarrow \) to the binary conjunction construct \( \land \) introduced in Peleg [13] to capture a "conjunctive" notion of parallelism, dual to the "disjunctive" non-deterministic construct \( + \). The pair \( t = (s, f) \) in (2) yields, after replacing \( f \) (hereditarily) by its image, an instance of Peleg's reachability pairs, sets of which are used to interpret programs. More precisely, the old semantic interpretation function \( \rho \) reviewed in section 1 is lifted to a function from (the richer collection of) programs to subsets of \( \hat{S} \times \text{Power}(\hat{S}) \) according, for instance, to

\[
\begin{align*}
&f \rho(x := ?) U \iff U = \{g\} \text{ for some } g \in \hat{S} \text{ s.t. } f = g \text{ except possibly at } x \\
&f \rho(A?) U \iff U = \{f\} \text{ and } M \models A[f] \\
&f \rho(p; p') U \iff (\exists U') f \rho(p) U' \text{ and } \\
&\exists \text{ function } F \text{ with domain } U' \text{ s.t.} \\
&(\forall g \in U') g \rho(p') F(g) \text{ and } \\
&U = \bigcup \{F(g) \mid g \in U'\}
\end{align*}
\]

Setting aside the difference between total functions in \( \hat{S} \) and finite functions in \( S_0 \), the function \( \rho \) can be compared more readily to the variants of \( \cdot_2 \) by lifting \( \rho(p) \) further to a "left-distributive" binary relation on \( \text{Power}(\hat{S}) \): for non-empty \( s \subseteq \hat{S} \), postulate

\[
s \rho(p) t \iff \text{there is a function } F \text{ with domain } s \text{ such that} \\
(\forall s' \in s) s' \rho(p) F(s') \text{ and } t = \bigcup \{F(s') \mid s' \in s\}.
\]

The clause for \( \rho(p; p') \) above then comes closest to the variant of \( \cdot_2 \) given by (6). Turning to \( P_2 \) and \( \cdot_2 \), the construct \( \Rightarrow \) yields a notion of conjunction

\[
p \& = (\neg p) ; (p \Rightarrow \text{skip})
\]

(\! where \( \neg p \) serves to ensure that some transition through \( p \) is possible, and \( \text{skip} \) is a test that always succeeds), from which \( \Rightarrow \) can be reconstructed, with the help of \( \neg \)

\[
p \Rightarrow q = p \& q + \neg p.
\]

The construct \( \& \) differs from \( \land \) not so much in being unary (\! one can resort, afterall, to \( (\neg p); (\neg q); (p + q) \) \!), but in being "unbounded" insofar as \( \rho(p) \approx p \cap p \cap \cdots.\)
3 Discussion: back to constraint programming

As has already been pointed out (in footnote 1), the notions of quantification and parallelism above differ in essential ways from the notions in Saraswat [14]. Extending the system above further with constructs for locality ("hiding") and communication are obvious next steps, although some (common) motivation might be helpful for considering these various notions alongside each other. Otherwise, it may be simplest (and most advisable) to study these notions separately, to avoid confusing the different reasons for which they are of interest. (The program construct $\Rightarrow$ above was introduced, for instance, to overcome a specific linguistic problem raised in Groenendijk and Stokhof [4].)

Viewing the situation from a purely logical point of view, however, let us observe in closing that the extension above is not so much constructive as it is higher-order — departing, as it does, from the constructive spirit of Kleene [9] by imposing neither recursion-theoretic nor proof-theoretic conditions on witnessing $\forall$. Of course, if the underlying first-order model is finite, then all the transition relations would be mechanically computable. Otherwise, the "effective" nature of $\Rightarrow$ (i.e., $\Rightarrow$'s claim to being a program construct) becomes problematic, in that over say, the standard first-order model of arithmetic, it gives rise to transition relations that are not r.e. (This is true already for $\neg$, which can be defined as $\neg \Rightarrow \bot$.) Returning to Saraswat [14], one solution would be to approximate $\Rightarrow$ through interleaving and hiding constructs that keep the transitions r.e. That is, the "true concurrency" in the notion above of a variable with universal force might be reduced to interleaving processes with local variables. A first step in that direction would be to sort out the relationship between dynamic logic and process semantics given by so-called labelled transition systems (for which, see Fernando [3]).
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Abstract  

The paper presents a control schema for constraint satisfaction. Several algorithms, old and new, are formulated as instances of this schema by specifying different methods of problem decomposition. This formulation facilitates description and comparison of the algorithms and suggests directions for further research. A new decomposition method is presented that is virtually guaranteed to reduce problem size, while always retaining at least one of the solutions to the original problem.  

1 Introduction  

A solution to a constraint satisfaction problem (CSP) is an assignment of a value to each problem variable that satisfies all the constraints, or restrictions, on which combinations of variables are permitted. We will focus here on binary CSPs where the constraints involve two variables. The potential values for a variable constitute its domain. We will assume finite domains.  

We propose a disjunctive divide and conquer control schema for constraint satisfaction. The schema encompasses a wide variety of specific algorithms, including a new one presented here. It facilitates presentation and comparative analysis of these algorithms and suggests new algorithmic possibilities. In particular, the problem decomposition offers new opportunities for ordered search in a space of alternative problems, and for parallel and distributed processing. A specific new decomposition technique is presented that is virtually guaranteed to reduce the number of possible solutions, i.e. the number of different ways to assign a value to each variable, while always retaining at least one of the actual solutions to the original problem.  

Our basic CSP algorithm schema can be stated very simply:  

\textit{Decomposition Algorithm Schema:}  
Place the initial problem on the Agenda  
Until Agenda empty:  
\hspace{1cm} \text{Remove a problem } P \text{ from Agenda}  
\hspace{1cm} \text{If } P \text{ has only instantiated variables}  
\hspace{1cm} \hspace{1cm} \text{then Exit with their values}  
\hspace{1cm} \hspace{1cm} \text{else}  
\hspace{1cm} \hspace{1cm} \text{Decompose } P \text{ into a set of subproblems } \{P_i\}  
\hspace{1cm} \hspace{1cm} \text{Place each non-empty } P_i \text{ onto the Agenda}  
\hspace{1cm} \text{Exit with no solution}  

*This material is based upon work supported by the National Science Foundation under Grant No. IRI-9207633.
Initially all variables are uninstantiated; the decomposition methods mark variables as instantiated. Intuitively, the instantiated variables are the variables for which we have chosen values. Upon exit the cross product of the instantiated variable domains is the set of reported solutions. (This is not necessarily all the solutions, but some of our algorithms will naturally find sets of solutions even while searching for a first solution.) A problem is empty if any of its domains is empty.

We impose the following three conditions on \( \{P_i\} \):

1. **Soundness**: Any solution to any \( P_i \) is a solution to \( P \).
2. **Termination**: Each of the \( \{P_i\} \) is smaller than \( P \). (*Problem size* can be measured as the product of the domain sizes for each variable, i.e. the number of combinations of values that could be generated as potential solutions.)
3. **Semi-completeness**: If there is a solution to \( P \), then there will be a solution to at least one of the \( \{P_i\} \).

This *disjunctive decomposition* breaks a problem into subproblems in a manner that guarantees that the decomposition algorithm schema will produce a solution to solvable problems and terminate without a solution when none exists. Notice that if we are only looking for one solution, we do not need to require that every solution to \( P \) will be a solution to some \( P_i \). (Conjunctive decompositions break a problem into subproblems such that all the subproblems must be solved, and the solutions must fit together properly, for the original problem to be solved.)

This schema immediately suggests two avenues of exploration:

1. How is the decomposition performed?
2. How is the agenda organized?

Different answers to these questions produce a family of divergent algorithms.

Notice that if the agenda is maintained as a stack we have a form of depth-first search, which does not need to present a serious space problem. Stack size requirements are \( O(nD) \), for \( n \) variables and a maximum of \( D \) problems in any decomposition \( \{P_i\} \). (In fact if we represent all but the first component as a continuation, generating the individual subproblems as needed, stack size can be reduced to \( O(n) \).) On the other hand, if we are more flexible in the agenda ordering, it permits opportunities for heuristic ordering that may save processing time. (If ordering is limited to ordering a set \( \{P_i\} \) before placing it on the agenda, stack size requirements can still be \( O(nD) \).)

All of our examples will assume a stack organization for the agenda. However, that still leaves open questions about which problems to place next on the stack, and in what order.

We will indicate how versions of five specific algorithms can be formulated using this schema:

1. **backtracking** (BT) [Golumb and Baumert, 1965]: We use this basic algorithm to introduce the schema.

2. **forward checking** (FC) [Haralick and Elliott, 1980]: This is one of the most successful CSP techniques. The effective minimal domain size variable ordering [Haralick and Elliott, 1980] is naturally incorporated as a decomposition decision.

3. **network consistency** (NC) [Mackworth, 1977]: This algorithm explicitly operated in a recursive divide and conquer form, alternating local consistency processing with variable domain splitting. The schema formulation helps suggest a variety of NC variations to explore, and clarifies the relationship between NC and FC.

4. **backtracking with cross product representation** (BT-CPR) [Hubbe and Freuder, 1992]: The schema formulation, similar to that used in the original presentation of the algorithm, facilitates viewing backtracking as a degenerate case of backtracking with CPR. This in turn facilitates the demonstration that adding CPR can not increase the number of *constraint checks* (a standard measure of CSP algorithm performance) when searching for all solutions (and may reduce the number of checks significantly). A similar formulation is possible for forward checking with CPR.
5. inferred disjunctive constraints (IDC) [Freuder and Hubbe, to appear]: The new IDC algorithm was explicitly intended as a decomposition algorithm. It takes advantage of the fact that some solutions may be thrown away in the search for a single solution. The comparison with forward checking that the schema facilitates provides insight into the effective use of this technique. The technique can be shown to virtually always reduce problem size, i.e. the sum of the sizes of the subproblems will virtually always be less than the size of the decomposed problem.

Decomposition methods can be combined. IDC incorporates aspects of FC. An algorithm that uses heuristics to alternatively choose between FC and IDC decomposition during search has proven superior to either IDC or FC alone (testing all three with minimal domain size variable ordering) on some very hard problems [Freuder and Hubbe, to appear].

In the following five sections we specify the decomposition techniques that effectively define each of the five basic algorithms listed above. Plugging each decomposition technique into the decomposition schema produces a version of one of the algorithms. In each case we specify the decomposition abstractly and then illustrate it with a simple example. Section 7 discusses some theoretical aspects of the efficacy and efficiency of these algorithms. The final section proposes some directions for further work.

The abstract decomposition descriptions will refer to a decomposed problem, $P$, with $n$ variables. Each of the subproblems in the decomposition will be specified by describing how to construct them from $P$. The subproblems are to placed on the decomposition schema's stack so that they reside on the stack in the same order as they are specified. We will often refer to the "first" uninstantiated variable, or the "first" value in a domain, assuming the variables and values are stored in some order. We specify "first" rather than "any" in order to present a more specific algorithm, rather than another schema, parameterized around the method of variable and value choice. However, we could also impose a heuristic variable or value search ordering scheme to choose the variables or values (or provide their initial ordering), and such schemes are of considerable interest.

We will use as an example a simple coloring problem. The variables are countries, the values are colors, the constraints specify that neighboring countries cannot have the same color. We will have four countries (variables): $W$, $X$, $Y$ and $Z$. Each country has three possible colors (values): red, blue, and green. The countries are arranged in a "ring": $W$ neighbors $X$, $X$ neighbors $Y$, $Y$ neighbors $Z$ and $Z$ neighbors $W$.

Coloring problems and subproblems will be represented by listing the domains for $W$, $X$, $Y$ and $Z$ in order. Thus the original problem can be represented:

<table>
<thead>
<tr>
<th>$W$</th>
<th>$X$</th>
<th>$Y$</th>
<th>$Z$</th>
</tr>
</thead>
<tbody>
<tr>
<td>r</td>
<td>b</td>
<td>g</td>
<td>r</td>
</tr>
<tr>
<td>r</td>
<td>b</td>
<td>g</td>
<td>r</td>
</tr>
<tr>
<td>r</td>
<td>b</td>
<td>g</td>
<td>r</td>
</tr>
<tr>
<td>r</td>
<td>b</td>
<td>g</td>
<td>r</td>
</tr>
</tbody>
</table>

The domains of instantiated variables will be represented in italics. We will carry out the decomposition depth-first until a solution is found. We will show all the non-empty sibling subproblems for each decomposition, even though in practice we need not generate all siblings at once. Empty subproblems will not be shown.

This example is purposely trivial for pedagogical purposes. It is not intended to illustrate the relative merits of the different algorithms. However, it may provide some insight into their potential, as well as their operation.
2 Backtracking

Decomposition:

1. The instantiated subproblem.
   Mark the first uninstantiated variable, $V$, instantiated. Make its domain the first value, $v$, in the domain of $V$. If $v$ is inconsistent with any of the (single) values in the domains of any of the previously instantiated variables, also remove $v$ from the domain of $V$, leaving the instantiated problem empty (to be discarded by the algorithm schema).

2. The remainder subproblem.
   Remove the value $v$ from the domain of $V$.

Example: (Remember that we are not showing empty subproblems.)

```
rbgr
rbgr
rbgr
rbgr

\ b g
\ r b g
\ r b g
\ r b g

rbgr
rbgr
rbgr
rbgr

r
b
rbgr
rbgr

rbgr
rbgr
rbgr
rbgr

r
b
rbgr
rbgr

rbgr
rbgr
rbgr
rbgr

rbg
rbg
rbg
rbg
```

---
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3 Forward Checking

Decomposition:

1. The precluded subproblem.
   Mark the first uninstantiated variable, V, instantiated. Make its domain the first value, v, in the domain of V. Remove values inconsistent with v from the domains of the remaining uninstantiated variables. As an obvious non-standard refinement, if there is only one uninstantiated variable, it too can be marked instantiated.

2. The remainder subproblem.
   Remove the value v from the domain of V. (Same as in the backtracking decomposition.)

Example:
4 Network Consistency

Decomposition:

1. The first divided subproblem.
   Remove half the values from the domain of the first uninstantiated variable, V. Subject the subproblem to arc consistency processing, which may further reduce variable domains. Finally, mark any variables with single value domains instantiated, and if there is only one uninstantiated variable, mark it instantiated also.

2. The second divided subproblem.
   Remove from the domain of V the values in the domain of V in the first divided subproblem. As with the first divided subproblem: Subject the subproblem to arc consistency processing, which may further reduce variable domains. Finally, mark any variables with single value domains instantiated, and if there if only one uninstantiated variable, mark it instantiated also.

(Note that in employing this decomposition in the decomposition algorithm schema the arc consistency processing does not actually have to be done until we take the subproblem off the agenda.)

Example:
5 Backtracking With Cross Product Representation

Decomposition:

The CPR subproblems.

a. Split: For each value v in the first uninstantiated variable, V, create a subproblem where the domain of V is restricted to v, and the domains of each instantiated variable are restricted to those values consistent with v.

b. Merge: If any set of subproblems differ only in the domain of V, merge them into a single subproblem where the domain of V is the union of all their individual V domains (and the other domains are the same as they are in each of these subproblems).

Mark V instantiated in each subproblem.

Example:

```
rbg
rbg
rb g
rb g
rb g
\ / \ /
bg rg rb
r b g
rb g rbg rbg
\ / \ /
bg rg rb
r b g
rb g rbg rbg
r b g
rb g
rb g
\ / \ /
bg g b
r r g
bg g b
r b g
```
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6 Inferred Disjunctive Constraint

Decomposition:

1. The precluded subproblem.
   Mark the first uninstantiated variable, \( V_1 \), instantiated. Make its domain the first value, \( v \), in the domain of \( V_1 \). Remove values inconsistent with \( v \) from the domains of the remaining uninstantiated variables. If there is only one uninstantiated variable, it too can be marked instantiated. (Same as in the forward checking decomposition.)

2. The excised subproblems.
   For each remaining uninstantiated variable \( V_i \), \( i = 2 \) to \( n \), create a subproblem by removing \( v \) from the domain of \( V_1 \), removing any values inconsistent with \( v \) from the domains of \( V_2 \) through \( V_{i-1} \) and removing any values consistent with \( v \) from the domain of \( V_i \). (Note any variables that do not share a constraint with \( V_1 \) will automatically lead to empty subproblems.)

Example:

```
rbg  
rbg  
rbg  
  r
rbg  
  b
rbg  
  r
rbg  
  b
rbg  
  r
rbg  
  b
```
7 Theory

All of these decompositions meet the three conditions laid out in the first section, and thus when the decomposition algorithm schema uses them it will terminate and find a solution to solvable problems. Only the IDC decomposition takes advantage of the fact that some solutions can be thrown away as long as not all are thrown away. The others do not throw away any solutions, and thus if the algorithms employing these decompositions continue to explore the search space after finding solutions ("pretending" to fail) they will find all solutions.

CPR, a relatively new decomposition, is based on the insight that sets of incomplete solutions may be represented and efficiently processed in a cross product representation. It is proven analytically in [Hubbe and Freuder, 1992] that BT-CPR never requires more constraint checks than BT, when searching for all solutions, or proving that none exist. A similar result is obtained for CPR in conjunction with FC.

The new decomposition, IDC, is based on the hypothesis that, if P is solvable, either there will be a solution involving v for V, or there will be a solution involving a value inconsistent with v. It is proven in [Freuder and Hubbe, to appear] that:

1. IDC will find a solution if one exists. It may throw away some solutions, but often we are only looking for one anyway.
2. The size of the IDC decomposition (the sum of the sizes of the subproblems) will always be smaller than the size of the decomposed problem (except in the degenerate case when the instantiated value is the only value in its domain, and all other values are consistent with it). None of the other decomposition schemes can make such a strong reduction claim.
3. The size of the IDC decomposition will always be less than the size of the FC decomposition by an amount equal to the size of the consistent subproblem. If v is the value in the domain of the first variable, V, in the precluded subproblem, the consistent subproblem is formed from the decomposed problem by removing v from the domain of V and removing from all other domains any value inconsistent with v.

This theoretical analysis of IDC is facilitated by another decomposition process. We will describe this process and then present an example, again using our coloring problem. (The forward checking decomposition in the example is shown in the reverse order to that shown in Section 3.) Compare the leaves of the tree in the example with the first decomposition in Section 6.

Description:

First carry out a forward checking decomposition. Call the variable instantiated in the precluded subproblem V and the value in its domain v. Now decompose the remainder problem into two subproblems using a variation of the NC decomposition: divide the domain of the variable after V, not in half, but into two pieces, one containing all values inconsistent with v, the other containing all the values consistent with v. Repeat this NC-like decomposition process on the second subproblem, the one containing the consistent values, dividing the domain of the next variable into two pieces. Continue in this manner until all domains have been so divided. The leaves of the resulting decomposition tree will be the subproblems of the IDC decomposition plus the consistent subproblem. Now observe that given any solution to the consistent subproblem we can substitute v for the value of the first variable and still have a solution.
Example:

```
  r b g
  r b g
  r b g
  r b g
  l
  b g
  r b g
  r b g
  r b g
  l
  b g
  b g
  r b g
  r b g
  l
  b g
  b g
  r b g
  r b g
  l
  b g
  b g
  r b g
  r b g
  l
  b g
  b g
  r b g
  r b g
  b g
  r
```

8 Further Work

Viewing these algorithms as instances of the decomposition schema helps us to compare them, and suggests new variations. For example, if we alter NC to subdivide a domain of d values into d pieces instead of 2 pieces, and reduce the amount of arc consistency processing appropriately, we arrive at forward checking. Is there another way to subdivide the domain that outperforms both algorithms for an interesting class of problems?

Ordering heuristics for subproblem consideration provide a new avenue to explore. We can view ourselves as searching in a metalevel "subproblem space". This subproblem space obviously lends itself to distributed and parallel processing, especially given the disjunctive nature of our decompositions. Sophisticated constraint languages may someday mix and match decomposition techniques as most appropriate for the problem at hand. Most intriguing of all is the possibility that useful new forms of decomposition are waiting to be discovered.
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Abstract

Constraint handling rules (CH rules) are a flexible means to implement ‘user-defined’ constraints on top of existing host languages (like Prolog and Lisp). Recently, M. Schmidt-Schauß and G. Smolka proposed a new methodology for constructing sound and complete inference algorithms for terminological knowledge representation formalisms in the tradition of KL-ONE. We propose CH rules as a flexible implementation language for the consistency test of assertions, which is the basis for all terminological reasoning services.

The implementation results in a natural combination of three layers: (i) a constraint layer that reasons in well-understood domains such as rationals or finite domains. (ii) a terminological layer providing a tailored, validated vocabulary on which (iii) the application layer can rely. The flexibility of the approach will be illustrated by extending the formalism, its implementation and an application example (solving configuration problems) with attributes, a new quantifier and concrete domains.

1 Introduction

Constraint logic programming (CLP) [JaLa87, Sar89, HS90, Coh90, VH91] combines the advantages of logic programming and constraint solving. In logic programming, problems are stated in a declarative way using rules to define relations (predicates). Problems are solved by the built-in logic programming engine (LPE) using backtrack search. In constraint solving, efficient special-purpose algorithms are used to solve problems involving distinguished relations referred to as constraints. Constraint solving is usually ‘hard-wired’ in a built-in constraint solver (CS). While efficient, this approach makes it hard to extend or specialize a given CS, combine it with other CS’s or build a CS over a new domain.

Constraint handling rules (CH rules) [Fru92] are a language extension providing the user (application-programmer) with a declarative and flexible means to introduce user-defined constraints (in addition to built-in constraints of the underlying host language). In this paper the host language is Prolog, a CLP language with equality over Herbrand terms as built-in constraint. CH rules define simplification of and propagation over user-defined constraints. Simplification replaces constraints by simpler constraints while preserving logical equivalence (e.g. X>Y, Y>X ↔ false). Propagation adds new constraints which are logically redundant but may cause further simplification (e.g. X>Y, Y>Z → X>Z). When repeatedly applied by a constraint handling engine (CHE) the constraints may become solved as in a CS (e.g. A>B, B>C, C>A results in false).

CHIP was the first CLP language to introduce some constructs (demons, forward rules, conditionals) [D*88] for user-defined constraint handling (solving, simplification, propagation). These various constructs have been generalized into CH rules. CH rules are based on guarded rules, as can be found in concurrent logic programming languages [Sha89], in the Swedish branch of the Andorra family [HaJa90], Saraswats cc-framework of concurrent constraint programming [Sar89], and - with similar motivation as ours - in the ‘Guarded Rules’ of [Smo91]. However all these languages (except CHIP) lack features essential to define non-trivial constraint handling, namely handling conjunctions of constraints and defining constraint propagation. CH rules provide these two features by multiple heads and propagation rules.

*Supported by ESPRIT Project 5291 CHIC
†Supported by BMFT Research Project ARC-TEC (Grant ITW 8902 C4)
Terminological formalisms based on KL-ONE [BS85] are used to represent the terminological knowledge of a particular problem domain on an abstract logical level. To describe this kind of knowledge, one starts with atomic concepts and roles, and defines new concepts using the operations provided by the language.

**simple-device isa device and some connector is interface.**

These intensionally defined concepts can be considered as unary predicates, and roles as binary predicates over individuals. The limited expressiveness of terminological formalisms enables decision procedures for a number of interesting reasoning problems like consistency of assertions and classification of concepts.

The key idea of [ScSm91] for constructing such inference algorithms is to reduce all inference services to a consistency test which can be regarded as a tuned tableaux calculus. We propose CH rules as a flexible implementation layer for this consistency test. These CH rules directly reflect the rules of the tableaux calculus.

In [BaHa91, Han92] we have shown how a terminological formalism can be parametrized by a concrete domain, e.g. constraints over rational numbers. This and other extensions carry over to the implementation with CH rules in a straight-forward manner. Concrete domains can be either also implemented by CH rules or provided as built-in constraints of the host language. In this way we obtain a fairly natural combination of three knowledge representation layers on a common implementational basis.

### 2 Constraint Logic Programming with Constraint Handling Rules

#### 2.1 Syntax

A CLP+CH program is a finite set of clauses from the CLP language and from the language of CH rules. Atoms and terms are defined as usual. There are two classes of distinguished atoms, built-in constraints and user-defined constraints.

**A CLP clause** is of the form

\[ H : B_1, \ldots, B_n \quad (n \geq 0) \]

where the head \( H \) is an atom but not a built-in constraint, the body \( B_1, \ldots, B_n \) is a conjunction of atoms called *goals*. There are two kinds of CH rules (call declarations [Fru92] are not described in this paper).

**A simplification CH rule** is of the form

\[ H_1, \ldots, H_i \iff G_1, \ldots, G_j \mid B_1, \ldots, B_k. \]

**A propagation CH rule** is of the form

\[ H_1, \ldots, H_i \implies G_1, \ldots, G_j \mid B_1, \ldots, B_k. \quad (i > 0, j \geq 0, k \geq 0) \]

where the multi-head \( H_1, \ldots, H_i \) is a conjunction of user-defined constraints and the guard \( G_1, \ldots, G_j \) is a conjunction of atoms which neither are, nor depend on, user-defined constraints.

#### 2.2 Semantics

Declaratively, CLP programs are interpreted as formulas in first order logic. A CLP+CH program \( P \) is a conjunction of universally quantified clauses. A CLP clause is an implication

\[ H \implies B_1 \land \ldots \land B_n. \]

A simplification CH rule is a logical equivalence provided the guard is true

\[ (G_1 \land \ldots \land G_j) \implies (H_1 \land \ldots \land H_i \implies B_1 \land \ldots \land B_k). \] A propagation CH rule is an implication provided the guard is true

\[ (G_1 \land \ldots \land G_j) \implies (H_1 \land \ldots \land H_i \implies B_1 \land \ldots \land B_k). \]

Extending a CLP language with CH rules preserves its declarative semantics, as correct CH rules are logically redundant with regard to the CLP program. CH rules are not supposed to change the meaning of a program, but the way it is executed.

The operational semantics of CLP+CH can be described by a transition system. In the following we do not distinguish between sets and conjunctions of atoms. A constraint store represents a set of constraints. Let \( C_U \) and \( C_B \) be two constraint stores for user-defined and built-in constraints respectively. Let \( Gs \) be a set of goals. A computation state is a tuple

\[ \langle Gs, C_U, C_B \rangle. \]

The initial state consists of a query \( Gs \) and empty constraint stores,

\[ \langle Gs, \{\}, \{\} \rangle. \]
A final state is either successful (no goals left to solve),
< \{ \}, C_U, C_B >,
or failed (due to an inconsistent constraint store),
< G_S, \text{false}, C_B >
or < G_S, C_U, \text{false} >.

The union of the constraint stores in a successful final state is called conditional answer for the query G_S, written answer(G_S).

The built-in CS works on built-in constraints in C_B and G_S, the user-defined CS on user-defined constraints in C_U and G_S using CH rules and the LPE on goals in G_S and C_U using CLP clauses.

The following computation steps are possible to get from one computation state to the next.

The built-in CS updates the constraint store C_B if a new constraint C was found in G_S.

To update the constraint store means to produce a new constraint store C_B' that is logically equivalent to the conjunction of the new constraint and the old constraint store.

Solve < \{ C \} \cup G_S, C_U, C_B' > \leftarrow < G_S, C_U, C_B >
if (C \land C_B \rightarrow C_B')

The CHE simplifies and propagates from user-defined constraints in G_S and C_U if a new user-defined constraint was found or the built-in constraint store had been updated so that a guard can be satisfied. To simplify user-defined constraints (H' \cup \text{H''}) means to replace them by B if (H' \cup \text{H''}) matches the head H of a simplification CH rule H \leftrightarrow G \land B and G is satisfied. To propagate from user-defined constraints (H' \cup \text{H''}) means to add B to G_S if (H' \cup \text{H''}) match the head H of a propagation CH rule H \Rightarrow G \land B and G is satisfied. A guard G is satisfied if its local execution does not involve user-defined constraints and the result answer(G) is entailed (implied) by the built-in constraint store C_B.

Simplify < H' \cup G_S, \text{H''} \cup C_U, C_B' > \leftarrow < G_S \cup B, C_U, C_B >
if (H \leftrightarrow G \land B) \in P and C_B \rightarrow H = (H' \cup \text{H''}) \land \text{answer}(G)

Propagate < H' \cup G_S, H'' \cup C_U, C_B' > \leftarrow < G_S \cup B, H' \land H'' \cup C_U, C_B >
if (H \Rightarrow G \land B) \in P and C_B \rightarrow H = (H' \land H'') \land \text{answer}(G)

The LPE unfolds goals in G_S. To unfold a goal H' means to look for a clause H: - B and to replace the H' by (H = H') and B. As there are usually several clauses for a goal, unfolding is nondeterministic and thus a goal can be solved in different ways using different clauses.

Nondeterministic Unfold < \{ H' \} \cup G_S, C_U, C_B' > \leftarrow < G_S \cup B, C_U, \{ H = H' \} \cup C_B >
if (H : - B) \in P

CHEER, an interpreter for CH rules is available based on ECRC's Eclipse Prolog utilizing its delay-mechanism and built-in meta-predicates to create, inspect and manipulate delayed goals. In such a sequential implementation, the transitions are tried in the above textual order. We wrote real-life constraint handlers for booleans, finite domains (à la CHIP [D*88]), temporal reasoning (quantitative and qualitative constraints over time points and intervals [Fru93]) and real closed fields (à la CLP(R) [J*92]). Typically it took only a few days to produce a prototype, since one can directly express how constraints simplify and propagate without worrying about implementation details. If inefficient, once the handler has been tested and 'tuned' as required, it can be safely reworked in a low-level language.

3 Terminological Reasoning

In this section we will recall the concept language ALC [ScSm91] as our basic terminological logic (TL) and show its implementation in CH rules. Section 4 will then proceed with some useful extensions of this formalism demonstrating the flexibility of the CH rules approach.

3.1 Terminology

A terminology (T-box) consists of a finite, cycle free set of concept definitions "C isa s" where C is the newly introduced concept name and s is a concept term constructed from concept names and roles. Inductively, concept terms are defined as follows:

1. Every concept name C is a concept term.
2. If \( s \) and \( t \) are concept terms and \( R \) is a role name then the following expressions are concept terms:

- \( s \) and \( t \) (conjunction), \( s \) or \( t \) (disjunction), nota \( s \) (complement).
- \( \text{every } R \text{ is } s \) (value restriction), \( \text{some } R \text{ is } s \) (exists-in restriction).

An interpretation \( I \) with a set \( \text{dom}_I \) as domain interprets a concept name \( C \) as a set \( C \subseteq \text{dom}_I \) and a role name \( R \) as a set \( R \subseteq \text{dom}_I \times \text{dom}_I \). It can be lifted to concept terms in a straight-forward manner: conjunction, disjunction, and complement are interpreted as set intersection, set union, and set complement wrt \( \text{dom}_I \), respectively, and

\[ a \in (\text{every } R \text{ is } s)^I \text{ iff, for all } b \in \text{dom}_I, (a, b) \in R^I \text{ implies } b \in s^I, \text{ and} \]
\[ a \in (\text{some } R \text{ is } s)^I \text{ iff, there is some } b \in \text{dom}_I \text{ such that } (a, b) \in R^I, b \in s^I. \]

An interpretation is a model of a terminology \( T \) if \( C^I = s^I \) for all "\( C \text{ isa } s \)" \( \in T \).

Example: The domain of a configuration application comprises at least devices, interfaces, and configurations. The following concept definitions express that these are disjoint sets.

- \text{primitive device.}\(^1\)
- \text{interface isa nota device.}
- \text{configuration isa nota (interface or device).}

Let’s assume that a simple device has at least one interface. So we introduce a role and employ the exists-in restriction.

- \text{role connector.}
- \text{simple device isa device and some connector is interface.}

3.2 Assertions and Reasoning Services

\text{Objects} are (Herbrand) constants or variables. Let \( a, b \) be objects, \( R \) a role, and \( C \) a concept term. Then \( b : C \) is a \text{membership assertion} and \( (a, b) : R \) is a \text{role-filler assertion}. An \text{A-box} is a collection of membership and role-filler assertions.

Example (contd): So we can introduce instances of devices and interfaces.

\[ \text{dev2:device, inter1:interface, (dev1,inter1):connector.}\]

An interpretation of an \text{A-box} \( \mathcal{A} \) is a model of the underlying terminology that, in addition, maps herbrand constants to elements of \( \text{dom}_I \). For these constants we adopt the unique name assumption. An \text{A-box} \( \mathcal{A} \) is \text{consistent} if there is an interpretation \( I \) and a variable assignment \( \sigma : \text{objects} \rightarrow \text{dom}_I \) such that all assertions of \( A \) are satisfied, i.e., \( (a^I, b^I) \in R^I \) and \( b^I \in C^I \), for all \( (a, b) : R \) and \( b : C \) in \( \mathcal{A} \).

An object \( a \) is a member of a concept \( C \) iff for all \( I \) and \( \sigma \) that satisfy \( \mathcal{A} \) also satisfy \( a : C \).

A concept \( C_1 \) \text{subsumes} a concept \( C_2 \) iff for all \( I \) and \( \sigma \) that satisfy \( \mathcal{A} \) also satisfy \( C_1 \supseteq C_2 \). Figure 1 shows the subsumption graph of the terminology developed in Section 3 and 4.

The (in)consistency test is the central reasoning service for terminological knowledge representation systems with complete inference algorithms. Various other services can be reduced to this test [Hof90]. In particular, the subsumption (and similarly membership) services can be implemented on the basis of the consistency test of \text{A-boxes}:

1. A concept \( C_1 \) \text{subsumes} a concept \( C_2 \) iff an \text{A-box} consisting just of the membership assertion \( a : C_2 \) and nota \( C_1 \) is inconsistent.

2. An object \( a \) is a member of \( C \) wrt the \text{A-box} \( \mathcal{A} \) iff \( \{a : \text{nota } C\} \cup \mathcal{A} \) is inconsistent.

\(^1\)This declaration introduces \text{device} as a primitive concept name that is not defined any further.
3.3 CLP+CH(TL)

Roughly, the consistency test of A-boxes works as follows.

1. Simplify and propagate the assertions in the A-box to make the knowledge more explicit.

2. Look for obvious contradictions (clashes) such as "a:B, a:nota B".

Both steps can be directly mapped to CH rules by regarding assertions as user-defined constraints:

1. $I:\text{nota } (S \text{ or } T) \leftrightarrow I:\text{ nota } S \text{ and nota } T$.
2. $I:\text{nota } (S \text{ and } T) \leftrightarrow I:\text{ nota } S \text{ or nota } T$.
3. $I:\text{ nota } nota \ S \leftrightarrow I:S$.
4. $I:\text{ nota } every \ R \text{ is } S \leftrightarrow I:\text{ some } R \text{ is } nota \ S$.
5. $I:\text{ nota } some \ R \text{ is } S \leftrightarrow I:every \ R \text{ is } nota \ S$.

These replacement rules show how the complement operator can be pushed towards the leaves of a concept term.

The conjunction rule generates two new, smaller assertions: $I:S$ and $T \leftrightarrow I:S, I:T$.

Disjunction is treated by two CLP clauses:

$I:S \text{ or } T \leftrightarrow I:S, I:T$.

An exists-in restriction generates a new object: $I:\text{ some } R \text{ is } S \leftrightarrow (I, J):R, J:S$.

A value restriction has to be propagated to all role fillers: $I:every \ R \text{ is } S, (I, J):R \leftrightarrow J:S$.

Note that for termination it is essential that this propagation rule is applied only once per matching pair of membership and role-filler assertions.

The unfolding rules expand concept names to their definitions:

$I:C \leftrightarrow (C \text{ isa } S) \mid I:S$.

$I:\text{ nota } C \leftrightarrow (C \text{ isa } S) \mid I:\text{ nota } S$.

2. $I:\text{ nota } S, I:S \leftrightarrow false$. For ACC we need only this single clash rule.

4 Extensions

In a number of papers the above idea of a tableaux based consistency test as the central reasoning service has been successfully applied to terminological logics with various other language constructs (e.g., [HNS90, Hol90]). This flexibility carries over to extensions of our implementation.
4.1 Functional Roles

Roles are interpreted as an arbitrary binary relation over dom. Attributes (also called features) are functional roles, i.e., their interpretation is the graph of a partial function dom — dom. Assuming declarations of attributes of the form attribute F, F an attribute name, we just have to extend our implementation by

\[(I, J1):F, (I, J2):F \Rightarrow \text{attribute } F | J1=J2.\]

Example (contd): Now we are ready to define a simple configuration which consists of two distinguished devices:

\[
\begin{align*}
\text{attribute } & \text{component1.} \\
\text{attribute } & \text{component2.} \\
\text{simple.config} & \text{isa configuration and} \\
\text{some component1 is simple.device and} \\
\text{some component2 is simple.device.}
\end{align*}
\]

Extending the above A-box by

\[
\text{config1: simple.config, (config1, dev1): component1, and (config1, dev2): component2}
\]

the membership service can derive that dev1 and dev2 are simple devices.

A more local way to specify functionality of roles is provided through concept terms of the form "at most one R", R a role name. An a ∈ dom is an element of (at most one R) if there is at most one R-role filler for a. This is implemented through

\[(I: \text{at most one } R, (I, J1):R, (I, J2):R \Rightarrow J1=J2.\]

An object does not belong to at most one R if and only if, there are at least two different role fillers:

\[X: \text{not at most one } R \iff (X, Y):R, (X, Z):R, Y \neq Z.\]

Example (contd):

\[
\text{very_simple_device isa simple_device and at most one connector.}
\]

4.2 Concrete Domains

In [Han92] restricted forms of quantification over predicates of a concrete domain D have been suggested as concept forming operators. Examples of concrete domains are Allen's temporal interval relations, rational (natural) numbers with comparison operators and real-closed fields (all of which have been implemented by CH rules). An admissible concrete domain has to be closed under complement (since we have to propagate the complement operator) and has to provide a satisfiability test for conjunctions of predicates. As an additional technical requirement we define the abstract domains dom to be always disjoint to the concrete domain dom of D.

The syntax for the new operators in the extension TL(D) of the concept language is as follows:

\[
\begin{align*}
\text{every } w_0 \text{ and } \ldots & \text{ and } w_n \text{ is } p \\
\text{some } w_0 \text{ and } \ldots & \text{ and } w_n \text{ is } p
\end{align*}
\]

Where wi is of the form "Ri of . . . of Rik,". Ri are role names. n > 0, ki ≥ 0, i = 1, ..., n, and p is an n-ary concrete predicate (constraint) of D. These constructs are inspired by the value restriction and the exists-in restriction.

In TL(D) each interpretation I still interprets concept terms as subsets of dom. Roles link the abstract domain with the concrete domain. So, a role (resp., attribute) is interpreted as a subset of dom x (dom x dom) (resp., as the graph of a partial function dom — (dom x dom)). The semantics of the new operators is as follows:

\[2\text{The at most one construct is a restricted form of number restrictions [BS85].}\]
\( a \in \{\text{every } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } p\}^T \)

iff, for all \( b_1, \ldots, b_n \in \text{dom}_P \): \( (a, b_i) \in w_i^T \), for \( i = 1, \ldots, n \), implies \( (b_1, \ldots, b_n) \in p^D \)

\( a \in \{\text{some } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } p\}^T \)

iff, there are \( b_1, \ldots, b_n \in \text{dom}_P \) such that \( (a, b_i) \in w_i^T \), for \( i = 1, \ldots, n \), and \( (b_1, \ldots, b_n) \in p^D \)

The denotation of \( w_i^T \) is defined inductively similar to relational product: \( (a, c) \in [R \otimes S]^T \) iff there exists a \( b \) such that \( (a, b) \in S^T \) and \( (b, c) \in R^T \). Reading the expressions as natural language sentences should provide a good intuition about their semantics. For a more evolved discussion the interested reader is referred to [Han92].

Since \( \text{dom}_T \) and \( \text{dom}_P \) are disjoint, the propagation of the complement operator \( \text{nota} \), which is defined wrt \( \text{dom}_T \), is more complicated in the extended formalism. We have to revise the \( \text{nota} \) rules for the value and the exists-in restriction:

\[
\begin{align*}
\text{I: every } R \text{ is } S & \iff \text{some } R \text{ is } \text{gnot } S. \\
\text{I: some } R \text{ is } S & \iff \text{every } R \text{ is } \text{gnot } S.
\end{align*}
\]

Here we have introduced a global complement operator \( \text{gnot} \) on \( (\text{dom}_T \cup \text{dom}_P)^n, n > 0 \). With \( R \) matching "\( w_0 \) and \( \ldots \) and \( w_n \)" the rules are also applicable to the new constructs: \( \text{every } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } s \) and \( \text{some } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } s \), respectively. The following rules handle the global complement operator. They employ \( \overline{\cdot} \) to denote a disjunction in a CLP goal, which can be expanded to a collection of CLP clauses. We introduce unary predicates \text{concept-term}, \text{abstract}, and \text{concrete} as type constraints with the obvious meaning.

\[
\begin{align*}
\text{I: gnot } & \text{ gnot } T \iff \text{I: } T. \\
\text{I: gnot } & \text{ T, } \overline{\text{concept-term T}} \iff \text{I: nota T, } \text{concrete I.}
\end{align*}
\]

\[
\begin{align*}
(B_1, \ldots, B_n): & \text{ gnot } P \iff \text{concrete_complement}(P, Q) \iff \\
(B_1, \ldots, B_n): & \text{abstract } B_1; \ldots; \text{abstract } B_n.
\end{align*}
\]

Here \( \text{concrete_complement} \) is a two place predicate belonging to \( D \) that associates each predicate of the concrete domain with its complement wrt \( \text{dom}_P^o \).

Analogous to the value restriction and the exists-in restriction we have to collect (resp., generate) objects satisfying the concrete domain predicate. This can be implemented through a fixed, finite set of CH rules that collect (resp., generate) objects according to the roles and attributes occurring in the operators "from left to right" and then restrict the collected (resp., generated) objects with the concrete predicate. To simplify the presentation we give two schemata of propagation (resp., simplification) rules. For each term of the form \( \text{every } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } s \) that occurs in the knowledge base or in a query we introduce a rule:

\[
\begin{align*}
\text{X: every } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } S, \{(X_{ij}, X_{i,j+1}) : R_{ij} \mid i = 1, \ldots, n; j = 0, \ldots, k_i - 1; X_{i1} = X\} & \iff (X_{1,k_1+1}, \ldots, X_{n,k_n+1}): S.
\end{align*}
\]

Note that \( S \) is a variable that can be bound also to \( \text{gnot } s \) during a computation. Analogously, for a term \( \text{some } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } S \) we introduce a rule:

\[
\begin{align*}
\text{X: some } w_0 \text{ and } \ldots \text{ and } w_n \text{ is } S & \iff (X_{1,k_1+1}, \ldots, X_{n,k_n+1}): S, \{(X_{ij}, X_{i,j+1}) : R_{ij} \mid i = 1, \ldots, n; j = 0, \ldots, k_i - 1; X_{i1} = X\}.
\end{align*}
\]

For instance, an expression \( \text{every } f \text{ of } r1 \text{ and } r2 \text{ is } p \) leads to a rule \( \text{X: every } f \text{ of } r1 \text{ and } r2 \text{ is } P, (X,X_{1,1}) : r1, (X_{1,1}, X_{1,2}) : f, (X,X_{2,1}) : r2 \iff (X_{1,2}, X_{2,1}) : P. \)

As an example of a simple concrete domain we take inequalities over rational numbers. The reasoning in the concrete domain itself is implemented through the following rules which find all contradictions (but do not perform all possible simplifications):

\[
\begin{align*}
X > Y & \iff Y < X. \\
X &\geq Y \iff Y \leq X. \\
X &\leq Y \iff Y \geq X. \\
X &< Y \iff \text{number} > (X, Y) \iff \text{false}. \\
X &< Y \iff \text{number} \leq (X, Y) \iff \text{false}.
\end{align*}
\]
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The guard \( \text{number} > (x, y) \) (resp., \( \text{number} \geq (x, y) \)) is true if \( x \) and \( y \) are bound to numbers \( x \) and \( y \) (resp., \( x \geq y \)). The predicate \( \text{concrete\_complement} \) associating concrete predicates with their complements within the concrete domain is defined by the following facts:

\[
\begin{align*}
\text{concrete\_complement}(<, >) & \quad \text{concrete\_complement}(=, >) \\
\text{concrete\_complement}(>, <) & \quad \text{concrete\_complement}(=, <) \\
\end{align*}
\]

The atoms which are of the form \((x, y): (\text{comparison\_operator}) \) or \( x : ((\text{comparison\_operator})(\text{number}))\) and are generated by the rules for the new operator have to be translated to the infix syntax of the concrete domain:

\[
\begin{align*}
(x, y): \text{Op} & \iff \text{member}(\text{Op}, [<, >, =<, ==]) \ (x \text{ Op } y) \\
x: (\text{Op} \ C) & \iff \text{member}(\text{Op}, [<, >, =<, ==]), \text{number } C \ (x \text{ Op } C). \\
\end{align*}
\]

Finally, we explore the disjointness of the abstract and the concrete domain to discover contradictions:

\[
\begin{align*}
X: C & \implies \text{concept\_term}(C) \mid \text{abstract } X. \\
(X, Y): R & \implies \text{role } R \mid \text{abstract } X. \\
(X, Y): F & \implies \text{attribute } R \mid \text{abstract } X. \\
(X, Y): \text{Op} & \implies \text{member}(\text{Op}, [<, >, =<, ==]) \mid \text{concrete } X, \text{concrete } Y. \\
x: (\text{Op} \ C) & \implies \text{member}(\text{Op}, [<, >, =<, ==]), \text{number } C \mid \text{concrete } X. \\
\text{abstract } X, \text{concrete } X & \iff \text{false}. \\
\end{align*}
\]

Example (contd): Now we can associate price and voltage with a device and require that in an electrical configuration the voltages have to be compatible.

\[
\begin{align*}
\text{attribute price.} \\
\text{attribute voltage.} \\
\text{electrical\_device \ isa \ very\_simple\_device \ and} \\
\text{some \ voltage \ is \ > \ 0 \ and \ some \ price \ is \ > \ 1.} \\
\text{low\_cost\_device \ isa \ electrical\_device \ and \ every \ price \ is \ < \ 200.} \\
\text{high\_voltage\_device \ isa \ electrical\_device \ and \ every \ voltage \ is \ < \ 15.} \\
\text{electrical\_config \ isa \ simple\_configuration \ and} \\
\text{every \ component\_1 \ is \ electrical\_device \ and} \\
\text{every \ component\_2 \ is \ electrical\_device \ and} \\
\text{every \ voltage \ of \ component\_1 \ and \ voltage \ of \ component\_2 \ is \ >=.} \\
\end{align*}
\]

The new operator can also be used to specify upper bounds. This is illustrated by a configuration where several CPUs are plugged onto a bus with the side condition that the maximal frequency of the CPUs must be less than the frequency of the bus.

\[
\begin{align*}
\text{attribute frequency.} \\
\text{primitive bus.} \\
\text{bus\_device \ isa \ simple\_device \ and \ bus \ and \ some \ frequency \ is \ > \ 0.} \\
\text{primitive cpu.} \\
\text{cpu\_device \ isa \ simple\_device \ and \ cpu \ and \ some \ frequency \ is \ > \ 0.} \\
\text{role main\_device.} \\
\text{role sub\_device.} \\
\text{bus\_config \ isa \ configuration \ and} \\
\text{some \ main\_device \ is \ bus\_device \ and \ every \ component \ is \ cpu\_device \ and} \\
\text{every \ frequency \ of \ main\_device \ and \ frequency \ of \ sub\_device \ is \ > \ .} \\
\end{align*}
\]

\[^{3}\text{The \ latter \ enables \ numbers \ in \ concept \ terms.}\]
4.3 CLP+CH(TL(D))

If we apply the CLP scheme of Höhfeld und Smolka [HS90] in a straight-forward manner to A-boxes of TL(D), we obtain a CLP language with three representation and reasoning layers.

Example (contd): The following CLP clauses specify the catalog of devices and describe possible configurations that are based on this catalog.

\[
\text{catalog(dev1)} : - \text{dev1:electrical.device, (dev1,10):voltage, (dev1,100):price.}
\]

\[
\text{catalog(dev2)} : - \text{dev2:electrical.device, (dev2,20):voltage, (dev2,1000):price.}
\]

\[
\text{possible.config(C) :-}
\]

\[
\text{catalog(D1), (C,D1):component1,}
\]

\[
\text{catalog(D2), (C,D2):component2.}
\]

The following queries enumerate possible configurations satisfying the requirements.

\[
:-\text{possible.config(C).}
\]

\[
:-\text{possible.config(C), C:electrical.config.}
\]

\[
:-\text{possible.config(C), C:electrical.config,}
\]

\[
(C,D1):\text{component1, D1:low.cost.device,}
\]

\[
(C,D2):\text{component2, D2:high.voltage.device.}
\]

The first query enumerates all possible electrical configurations comprising two devices based on the catalog, i.e., configurations comprising two dev1, two dev2, or dev1 and dev2. The second query omits the configuration where dev1 is component one and dev2 is component two. Finally, the third query has no solution, because the catalog lists only one low-cost device and there is no high-voltage device with a compatible voltage.

5 Conclusions

Constraint handling rules (CH rules) are a language extension for implementing user-defined constraints. Rapid prototyping of novel applications for constraint techniques is encouraged by the high level of abstraction and declarative nature of CH rules.

In this paper we investigated the terminological reasoning formalism. Flexibility was illustrated by extending the formalism and its implementation with attributes, a special quantifier and concrete domains. Applicability was illustrated by sketching a generic, hybrid knowledge base for solving configuration problems.
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Abstract

This paper presents a new, powerful evaluation strategy (OLDTC-AM) for CLP programs. OLDTC-AM is developed by combining the OLDT evaluation strategy with a logical answer manipulation mechanism. Under the OLDTC-AM evaluation strategy, the termination characteristics of CLP programs are greatly improved and the expressive abilities of CLP languages are greatly increased. One application of this power is the direct solving of optimisation problems. Through an example, we show how an optimisation problem can be expressed as a CLP program simply and be solved logically in the constraint logic framework.

1 Introduction

To review briefly, CLP is a framework for constraint handling in logic programming [4] [5]. In other words, CLP is a scheme which extends Horn clauses with constraint predicates. The CLP scheme defines a class of languages, in which each instance, CLP(D), is a programming language and is obtained by the specification of the structure of a computation domain D. For example, CLP(ℝ) is a logic programming language with the computation domain being the real numbers ℝ.

Prolog is a logic programming language based on Horn clauses. The evaluation strategy that Prolog uses is the SLD proof strategy for Horn clauses. Formally SLD resolution is refutation complete for Horn clauses [7]. This means that if a ground answer is a logical consequence of a program, then there is an SLD refutation that generates that answer (or a more general one). However, there may be some paths in the tree of refutation that are infinite in length. Since Prolog must search this tree for answers, its depth-first search may get caught on an infinite path, before it gets to an answer.

OLDT, as an alternative evaluation strategy for Horn clauses proposed in [1] [10], is complete and terminates in many cases for which Prolog's strategy loops infinitely.

Since CLP extends Horn clauses with constraint predicates, in most current CLP systems a CLP program is evaluated in the following way: for an ordinary predicate, the SLD refutation strategy is used to perform inference; for a constraint predicate, the constraint solver is called to solve that constraint. The SLD evaluation part in CLP's underlying engine causes the same termination problem as Prolog has.

Inspired by the way OLDT works for Prolog programs, we propose to replace SLD with OLDT in current CLP evaluation strategy, and further develop an answer manipulation mechanism. The new evaluation strategy is called OLDTC-AM (OLDT with Constraint handling and Answer Manipulation).

In the following sections, we first describe the OLDTC-AM evaluation strategy through two steps: OLDTC based on OLDT and AM (answer manipulation). Then we discuss the powerful strengths OLDTC-AM has as an evaluation strategy for CLP programs from three aspects. Finally we conclude the major results we present in this paper.

1 We do not discuss logic programs with negation in this paper.
2 OLDTC-AM

In this section, we briefly introduce the OLDT evaluation strategy. Based on that we explain how OLDTC-AM works for CLP programs.

2.1 OLDT

OLDT stands for Ordereds selection strategy with Linear resolution for Definite clauses with Tabling. The concept underlying it is termed "memoing". In a deterministic language, the idea of "memoing" is simple: during execution, maintain a table of procedure calls and the values they return; if the same call is made later in the computation, do not re-execute the procedure, but use the saved answer to update the current state as though the procedure had been called and had returned that value.

Conceptually, Prolog's nondeterministic computation can be transformed into a set of deterministic ones in the following natural way [11]: a machine that is carrying out a nondeterministic procedure is viewed as duplicating itself at a point of choice, as disappearing when it encounters failure. So at any time there is a set of deterministic machines computing away. The set gets larger when any one has to make a nondeterministic choice, and it gets smaller when any one fails. To add memoing, a single global table, which contains every procedure call that has been made by any machine and the answers that have been returned for each such call, is maintained. Since the computation is nondeterministic, there may be none, one, or many answers for any single call in the table.

For example, there is a simple Prolog program $P$ as follows.

\begin{verbatim}
  p(X,Y) :- arc(X,Y).
  p(X,Y) :- arc(X,Z), p(Z,Y).
  arc(a,b).
  arc(b,a).
  arc(b,d).
\end{verbatim}

Its evaluation procedure in corresponding SLD and OLDT is shown in Figure 1.

2.2 OLDTC

OLDTC is very similar to OLDT except that it includes constraint handling. During computation, if a machine encounters a constraint predicate (i.e., the predicate for a primitive constraint), it calls a constraint solver\(^2\) to solve this constraint instead of treating this predicate as an ordinary predicate and applying the OLDT algorithm to it. If the constraint is a linear equation or inequality, it is solved directly. If it is a non-linear constraint, it will be delayed and may get solved later if it becomes linear due to the solving of other constraints. Hence on each machine, the conjunction of constraints changes during computation, with constraints being added and some being simplified away.

In general, OLDTC works as follows. When a machine encounters a call, it looks the call in the table. If it is not there, it adds the call (as in OLDT, but without constraints) and makes the call passing no constraints into it. When a machine returns, it adds its answer and its simplified constraints to the table. If when a call is made, a matching call is found in the table, machines are forked off for each associated answer (and corresponding set of constraints) in the table. The constraints in the table for the answer are conjoined in with the current constraints of the calling machine. Note in this way, since constraints are not passed down into subroutines, constraints are completely computed bottom-up.

Since we can consider the answer substitution to be a set of equality constraints, answers saved in the table entry for each CLP program predicate call can be viewed as a set of simplified, consistent constraints.

2.3 Answer Manipulation

For the answers saved in the table entry, what are their logical meanings? One way to think about the table entries is that they represent rules that logically follow from the program and the constraint theory. For example, if a table entry for a program $P$ is:

\begin{verbatim}
  [call : p(X_1, X_2), [ret : [X_1 = A, X_2 > b], ret : [X_1 = f(X_3), X_3 = c, X_2 > b]]]
\end{verbatim}

\(^2\)Based on a concrete computation domain $\mathcal{D}$. 
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Figure 1: SLD and OLDT evaluation strategy
then this means that the following rules are logically implied by the program $P$.

\[
p(X_1, X_2) : - X_1 = A, X_3 > b. \\
p(X_1, X_2) : - X_1 = f(X_2), X_2 > b, X_3 = c.
\]

Based upon the logical meaning of answers, we can define two logic operations on answers, one is answer projection, the other is answer merging [2].

2.3.1 Answer Projection

By definition an answer to a goal should be bindings to the variables appearing in the goal itself. If after a computation, an answer for a goal $G$ contains variables which do not appear in $G$, then a logically equivalent form which contains only bindings to the variables in $G$ would better be output. This can be done through an operation called answer projection.

There is a variety of ways of doing answer projection. One way we propose here is the use of Two-Phase Simplex algorithm. Two-Phase Simplex algorithm is an algorithm developed in the operation research field [8][9]. Its main function is: given a set of linear constraints

\[
\begin{align*}
  a_{11}X_1 + \cdots + a_{1m}X_m &\leq b_1 \\
  & \cdots \\
  a_{m1}X_1 + \cdots + a_{nm}X_m &\leq b_n \\
  X_1 \geq 0 \\
  & \cdots \\
  X_m \geq 0
\end{align*}
\]

and an objective function,

\[ C = X_1 + \cdots + X_m \]

Two-Phase Simplex algorithm returns the maximal value for $C$.

Now let us look at how Two-Phase Simplex algorithm can be employed in an answer projection procedure through an example. Suppose during a CLP program computation, we have a table entry like

\[
[\text{call : } p(X), \text{ [set : } [X < U + V, 2*U + 3*V < 10, U + 5*V < 20, U \geq 0, V \geq 0]]] \quad (1)
\]

This entry tells us that the following rule is implied by the original program.

\[
p(X) : - \\
  X < U+V, \\
  2*U + 3*V < 10, \\
  U + 5*V < 20, \\
  U \geq 0, \\
  V \geq 0.
\]

The above rule says that $p(X)$ is true as long as $X$ is less than any sum of value $U$ and $V$, where $U$ and $V$ are subject to the following linear constraints

\[
2*U + 3*V < 10, \\
U + 5*V < 20, \\
U \geq 0, \\
V \geq 0
\]

Imagine that if we can find the maximal value of the sum of $U$ and $V$, for example $\sigma$, then logically $X < \sigma$ is an equivalent answer to the complicated one in (1).

By regarding $C = U + V$ as an objective function constrained by the above four linear constraints, we can see that finding the maximal value of $C = U + V$ is a typical problem in the operation research field. By applying Two-Phase Simplex algorithm to this problem, we can obtain the maximal value of $C = U + V$,
say \( \sigma \). So we can return the simpler expression \( X < \sigma \) which eliminates the non-goal variables \( U \) and \( V \) as the answer to \( p(X) \).

For most current CLP systems, answer projection is only performed at the last step, i.e., when CLP systems return final answers to the initial query\(^9\). The key point here is that we propose to perform answer projection even in the middle of a computation. This is impossible for evaluation strategies which do not have memoing mechanism. Without memoing mechanism, there is no way to tell which variable does appear in the predicate call and which does not. In an evaluation strategy with memoing mechanism, such as OLDTC, adding answer projection will simplify answers saved in the table entry for a predicate call, and hence reduce the computation complexity when later this answer is used for the same predicate call.

Notice that in Jaffar's CLP(\( \mathcal{R} \)) system, the Phase I of the Two-Phase Simplex algorithm is used, but only for consistency checking of a set of collected constraints. Here the full phase of Simplex algorithm is proposed to perform answer projection.

### 2.3.2 Answer Merging

We know answer projection works on a single answer of a predicate call. Due to the nondeterministic feature of logic programs, there may have several answers computed for a predicate call. By studying the inter-relationships among these answers, we propose that further answer simplification can be done through an operation called answer merging.

Let \( P \) be a logic program and \( G \) be a goal. Let \( A_1 \) and \( A_2 \) be two answers of \( G \). If \( A_1 \leftarrow A_2 \) is logically implied by \( P \), then \( A_2 \) is called a redundant answer compared with \( A_1 \). The reason for calling an answer redundant is: if \( A_1 \) is an answer for \( G \) in program \( P \), then \( G \leftarrow A_1 \) has been proved from the program \( P \). So knowing that \( A_1 \leftarrow A_2 \), we can prove \( G \leftarrow A_2 \) immediately. In other words, \( G \leftarrow A_2 \) can be inferred automatically from \( G \leftarrow A_1 \) and \( A_1 \leftarrow A_2 \). Therefore \( A_2 \) is redundant. The elimination of redundant answers is performed through answer merging.

For example, suppose we have two answers for the goal \( p(X) \) as follows:

\[
\begin{array}{l}
call: p(X), \ [ret: [X > 6], ret: [X > 10]]
\end{array}
\]

This means that the following rules are implied by the original program.

\[
\begin{align*}
p(X) & \leftarrow X > 6. \\
p(X) & \leftarrow X > 10.
\end{align*}
\]

Since \( X > 10 \) implies that \( X > 6 \), the second rule can be inferred automatically through the first rule and the relation between \( X > 10 \) and \( X > 6 \). Therefore we regard \( X > 10 \) as a redundant answer and eliminate it from the table entry.

As we discussed before in answer projection, answer merging is also impossible to implement in evaluation strategies which do not have memoing mechanism. Without memoing mechanism, computed answers are not saved, hence comparisons among different answers cannot be performed and their mutual implying relations cannot be determined.

By combining OLDTC with the above two answer manipulation mechanism together, we develop a new evaluation strategy for CLP programs. It is OLDTC-AM.

### 3 Advantages of OLDTC-AM

Using OLDTC-AM as the new evaluation strategy for CLP programs has the following advantages.

#### 3.1 Efficient Computation

OLDTC-AM increases the efficiency of computation. First during a computation, if the same call is encountered later, by the principle of OLDTC, the same call is not recomputed, instead all the answers saved

\(^9\)Note that different ways may be used to do answer projection.
in the table for this call are used to update environments as through the call is computed. Second, answer projection simplifies answers saved in the table entry, so the computation becomes less complex by using simpler answers if the same predicate call is encountered again. Third, answer merging prunes the search space by eliminating redundant answers from the set of answers to a call. So only the non-redundant answers are used in the computation.

3.2 Termination Characteristics

OLDTC-AM makes more logically-meaningful CLP programs terminate. In other words, it makes more logically-meaningful CLP programs computable. The computational abilities among various evaluation strategies: SLD, OLDT, CLP, OLDTC, OLDTC-AM, can be summarised in Figure 2.

In Figure 2, each rectangle represents a set of computable logic programs and the bigger rectangle computes more logic programs than the smaller one does. We already know that OLDT makes more logically-meaningful programs computable than SLD. We also know that current CLP evaluation strategy, such as the one used in CLP(R), has constraint handling ability SLD does not have. Hence current CLP evaluation strategy computes more logic programs than SLD. It is obvious that OLDTC computes more logic programs than separate OLDT or current CLP evaluation strategy due to its combined power of OLDT and constraint handling. Compared with OLDTC, OLDTC-AM further terminates more logic programs by having answer manipulation mechanism. This can be understood through the following example.

We know that OLDTC employs a memoing mechanism to terminate more CLP programs. But for the following CLP program

\[
\begin{align*}
p(X,Y,C) :&- C \geq W, \\
& \quad q(X,Y,W).
p(X,Y,C) :&- C \geq W+C1, \\
& \quad q(X,Z,W), p(Z,Y,C1).
p(a,b.1). q(b,a.2). q(b,d.4).
\end{align*}
\]

and the query \(p(a,d,C)\), the computation in OLDTC still goes into infinite loop. There are infinitely many answers saved in the OLDTC table for call \(p(a,d,C)\) due to the existence of loop between \(a\) and \(b\).

\[
[ \text{call} : p(a,d,C), \text{ret} : C \geq 5, \text{ret} : C \geq 7, \text{ret} : C \geq 9, \cdots ]
\]

But if the above program is evaluated in OLDTC-AM, since any answer (except \(C \geq 5\)) in the above list are redundant compared with \(C \geq 5\), it is eliminated. Only \(C \geq 5\) is saved in the table entry. So the computation terminates.

*Those used in current CLP systems, i.e., SLD inference engine with constraint handling.*
3.3 Optimisation Problems

Last but not least, OLDTC-AM further enhances the expressive power of CLP languages in the sense that optimisation problems can be solved simply and logically in the constraint logic framework.

An example of optimisation problems is the "shortest path" problem. We will represent a weighted directed graph by a set of facts of the form:

\[ \text{arc}(	ext{Source}_\text{node}, \text{Target}_\text{node}, \text{Weight}) \]

Then we can define a program as follows:

\[ \text{suboptimal}_\text{length}(X,Y,C) : - C > W, \text{arc}(X,Y,W). \]
\[ \text{suboptimal}_\text{length}(X,Y,C) : - C > W+C1, \text{arc}(X,Z,W), \text{suboptimal}_\text{length}(Z,Y,C1). \]

which says that

- (first rule): a path from X to Y is too long if its length is longer than the weight of an arc from X to Y;
- (second rule): a path from X to Y is too long if its length is longer than the sum of the length of an arc from X to Z and the length of going from Z (Z as an intermediate node) to Y.

During evaluation by OLDTC-AM, the query \(- \text{suboptimal}_\text{length}(a,d,C)\) may compute a table entry like:

\[ [\text{call} : \text{suboptimal}_\text{length}(a,d,C), \text{ret} : [C > 24]] \]

This corresponds to having computed the following rule:

\[ \text{suboptimal}_\text{length}(a,d,C) : -C > 24. \]

which means that we have proved that from a to d, the path whose length is longer than 24 is a suboptimal one. Now say there is a new answer computed for this call:

\[ \text{ret} : [C > 36] \]

This tells us that another rule is implied by the program:

\[ \text{suboptimal}_\text{length}(a,d,C) : -C > 36. \]

But since \((C > 24) \leftarrow (C > 36)\), i.e., \((C > 36)\) implies \((C > 24)\), the latter rule logically follows from the previous rule in the constraint theory of \(\geq\). Therefore, we need not add this new but redundant answer to the table, but can just fail it according to the definition of answer merging. When the computation is finished, the table entry will have an answer, for example, such as:

\[ \text{suboptimal}_\text{length}(a,d,C) : -C > 16. \]

which indicates that from a to d, any path whose length is longer than 16 is suboptimal. In other words, any path from node a to node d longer than 16 is too long and not an optimal one. Therefore, the optimal (or shortest) length of a path from node a to d should be 16.

In solving optimisation problems, OLDTC-AM has its advantages over the SLD resolution strategy used in most current CLP systems [3] [6]. An optimisation problem is a generate-and-test problem which needs to search the whole derivation space and compare all feasible solutions there. But in current CLP systems
(such as Jaffar's CLP(R) system), once a branch in the derivation tree succeeds, substitutions along this branch are returned as an answer to the programmer. The systems continue to search other answers upon the programmer's request. Logically, this sequence of answers is disjunctive, but current CLP systems never do any comparisons among these disjunctive answers. So if a programmer wants the best answer among all solutions, he must store all solutions in a data structure and compare them one by one. All these processes and the control strategy of answer searching have to be hand-coded explicitly into his program. In this way, the resulting program will become complicated and lack an intuitive logical meaning when specifying a practical optimization problem. But with the OLDTC-AM resolution strategy, all the above data structures and the control scheme are left to the underlying system — memoing and answer merging. With memoing, the system saves the computed solutions automatically. With answer merging, the system compares saved disjunctive solutions and gets rid of those redundant (or suboptimal) solutions. Therefore a programmer can write much purer logic programs without having to code the search strategy into his programs.

4 Conclusion

The goal of this paper has been to present a powerful evaluation strategy for constraint logic programs. In order to do this, we employ the main ideas of the OLDT evaluation strategy, develop a logical answer manipulation mechanism, and combine them together to form OLDTC-AM. Due to the memoing and answer manipulation mechanism, OLDTC-AM terminates more CLP programs than the SLD evaluation strategy underlying most current CLP system engines. In the meanwhile, OLDTC-AM improves the efficiency of computation by eliminating redundant answers and redundant recomputations. With OLDTC-AM, an optimisation problem, that would otherwise requires an ad hoc algorithm, can be easily specified as a constraint logic program and can be solved logically in the constraint logic framework.
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Abstract

Use of constraint-based techniques in interactive graphics applications poses a variety of unique challenges to system implementors. This paper begins by describing how interface concerns create demands on interactive, constraint-based, graphical applications. We will discuss why such applications must be able to handle systems of non-linear constraints, and survey some of the techniques available to solve them. Employing these numerical algorithms in the contexts of interactive systems provides a set of challenges, including dynamically setting up the equations to be solved and achieving adequate performance and scalability. This paper will explore these issues and describe the methods we have used in our efforts to address them.

1 Introduction

The ability to represent and maintain relationships among objects can be an extremely useful tool in a graphical application. Since the earliest interactive graphical applications[25], the use of such constraint techniques has been demonstrated in applications including drawing, 3d modeling, user interface construction, animation, and design.

In employing constraint-based techniques in such graphical applications, system designers must face a variety of new challenges. This paper aims to describe some of these challenges, and discuss some techniques to address them. We begin by looking how usability concerns for such applications create demands on what systems must do. We will discuss why these applications will often demand the power and generality of non-linear numerical techniques. Issues in employing such algorithms within interactive systems will be surveyed, with an emphasis on how the equations to be solved can be set up and how adequate scalability and performance might be achieved.

For this paper, we are concerned with the class of graphical applications where the user creates and edits models made up of a number of graphical objects. An example is an object-oriented drawing program, where the model (or drawing in this case) is made up of lines and circles, but not a painting program in which the model is a bitmap or image. Also, the constraints that we are concerned with in this paper are those used within the model, for example, to enforce a relationship within a drawing. This is different from the common use of constraints in user interface construction, where a constraint is used by the programmer to enforce internal consistency within the program. These two views of constraints provided different sets of challenges, although some of the issues and solutions presented here apply to both.
2 The Challenges of Constraint-Based Graphical Applications

An interactive graphical application with constraints must contend with the same basic challenges as those without constraints. However, there are challenges which are inherent when constraints among objects are provided. Constraints obviously add to models, in addition to the graphical objects, constrained models also contain constraints which must be stored, displayed, edited, saved, etc. More significantly, constraints change the nature of interaction in a graphical application. Without them, actions only affect the objects to which they refer. For example, dragging an object moves only the object. With constraints, this locality is lost: altering one object may cause other objects to be affected. This global nature of constraint operations is at the core of many of the difficult issues in employing constraints. It introduces challenges in implementation, in performance, and in usability. The latter is potentially most concerning, not only for its difficulty, but also because usability concerns create further challenges for implementation and performance.

Without user specified constraints, graphical objects have fixed behaviors. For instance, an ellipse in a drawing program behaves like an ellipse. The system designer can design a good, usable behavior which the user can learn and apply to all ellipses. When user specified constraints among objects are introduced, the situation changes. To begin with, the behaviors can become more complicated because of interactions among objects. Each combination of objects and constraints will have its own behavior. These behaviors are specified by the user in terms of the constraints; the user is effectively programming.

As in more traditional programming, complexity in the constrained behavior of a graphical model becomes a problem when it has bugs, e.g. when the behavior isn't what is desired or expected. The most obvious form of bug is when the constraints force the model into a configuration which is not what the user desires, or the constraints prevent the user from achieving a desired configuration. Another class of constraint bug stems from bad constraints where solutions cannot be found, either because of conflicting specifications or solver failures.

Because constraint errors occur, interactive graphical applications which provide constraints to users must deal gracefully with bad situations, such as conflicting or redundant constraints. Underdetermined models also must be handled, as it is impractical to expect the user to fully specify all possible degrees of freedom. Because of the potential for errors, it is crucial to aid the user in understanding the complex behaviors of constrained models. For this task, providing continuous motion animation seems to be key. This places demands on systems to provide rapid enough iterations to provide the illusion of continuous motion. Another important weapon in avoiding constraint bugs is the development of specification techniques which help avoid them; this is evidenced by the large effort in automatically inferring constraints, such as [10, 1, 16].

The interactive nature of constraint-based graphical application also causes the systems of constraints to be dynamic. Typically, as the user edits the model, constraints are added, removed, and altered. While there are some applications, such as [23], where it is possible to separate manipulation and modeling, applications must typically interleave altering the constraints with solving them. The ability to rapidly alter the set of constraints can also be used to create new facilities in the solver. For example, switching a constraint on and off at the correct times permits the creation of inequality constraints, using what are called active-set methods[4].

With all of the discussion of constraints, it is easy to lose sight of the fact that constraints are usually a tool to aid in the process of creating graphical models. This leads to demands of reliability and robustness for solvers. Transparency also means that users should not be forced to deal with
equations. Artifacts of the solving process must be hidden from the user. For example, users should not be forced to create constraints which have properties which stem only from solver limitations; for example, some solvers require constraints to be expressible as directed acyclic graphs.

2.1 An Example Application

A constraint-based drawing program demonstrates how the issues in building interactive constraint-based graphical applications manifest themselves. The idea of using constraints in a drawing program is not new; in fact, it dates back to one of the earliest interactive systems[25]. However, despite the nearly universal agreement on their utility, constraints never really caught on in graphical applications. What has been successful are direct manipulation programs.

We have built a drawing program called Briar[10, 5] which aimed to keep the the features of the successful direct manipulation systems, but to augment them with constraints[6]. Briar is based on an existing, highly evolved direct manipulation drawing techniques[2], and augments them by making the relationships between objects persistent. Briar provides a set of snap-dragging features to help users draw precisely and quickly. However, unlike other snap-dragging systems, Briar provides the facility of making these snapping operations into persistent constraints. This can be done without the user explicitly specifying the constraints. Briar uses a visual language for displaying the constraints, which closely parallels the snap specifications, and also provides simple methods for deleting constraints based on drawing operations. The avoidance of direct reference to constraints avoids several classes of constraint bugs including conflicts[6].

Despite its constraint features, Briar maintains the fundamental direct manipulation feel of dragging. Like more traditional programs, objects are dragged and move with continuous motion, except that in Briar, constraints among the objects can be maintained. For example, the user can draw a mechanical contraption, and have it stay together when the crank is turned.

Briar only represents two types of constraints: point—on—object and point—on—point. More complicated relationships, such as distance, orientation, or co-linearity, are created by combining these simple elements with special alignment objects. These more complex relationships lead to non-linear equations which Briar’s solver must handle. Hierarchical’grouping with rotation and interesting objects also lead to non-linearities.

Another important aspect of the constraints in Briar is that they are dynamic. The user is continually creating and destroying constraints. These changes occur during drawing operations, so it would be unacceptable if adding or deleting a constraint were time consuming.

3 The Need for General Purpose Solving

The interface needs of interactive graphical applications place difficult performance demands on constraint algorithms. In order to keep up with interactive rates, it is tempting to make restrictions on the types of constraints which the solver can handle. However, many graphical applications require maintaining sets of non-linear equations, and the generality given by the ability to manage this general class of equations affords interesting possibilities in systems.

Even in the most basic 2d applications, non-linear equations arise. Simple geometric relationships, such as distance and orientation, give rise to non-linear equations. Many graphical objects are most easily represented in ways that give rise to non-linear functions. Similarly in 3D, many of the interesting relationships among objects require non-linear equations.
When the realm of possible constraints is expanded to the class of non-linear equations, there is more flexibility to devise interesting constraints. For example, we have placed constraints on the outcome of viewing transformations[11], on the positions of reflections, and on the results of lighting calculations, permitting constraining the color that an object appears. Such constraints are important as they permit users to control models directly in terms of aspects that they are interested in.

4 Solving Constraints

A constraint in an interactive graphical application is a relationship, typically geometric, among objects. A constraint is represented by an equation which must hold for the constraint to be satisfied. This equation is over the variables which determine the configuration of the model, called the state vector. The standard form of these equations is to write them as some function of the state vector equals a constant, often zero with no loss of generality. Inequalities are similarly handled by an equation which states that the function is greater than zero. This function is called the constraint function. The job of a constraint solver is to find configurations of the state vector for which the constraints hold. If continuous motion is to be achieved, the solver must be called for each frame.

A guaranteed general method for solving systems of non-linear equations does not exist, and there are arguments that such a method cannot exist[21]. However, there are methods, which despite their lack of total generality and guarantees, perform reasonably on realistic problems. These methods iteratively converge on a solution to the equations. A well known iterative method for solving non-linear systems is Newton's method, which has many variants and is the basis for many of the more sophisticated techniques. For each iteration, these methods solve a linear system to compute the next value.

We have been using a variant of these iterative approaches in our work, which we call differential methods. Rather than specifying what the desired values for constraint functions are, we instead specify how they are to change, e.g. their time derivatives. For example, we might specify that something is not to change, or is to move towards a target. Such an approach is useful for interaction because we want our objects to move continuously, rather than jump to their goal positions. The derivatives of variables can be computed from the derivatives of the constraint functions by solving a system of linear equations, even if the constraint functions themselves are non-linear. Differential methods are detailed in [11] and [8].

Differential methods and Newton-like methods are very similar. Both repeatedly solve linear systems to iteratively move towards satisfying non-linear equations. One way to describe the difference might be that a Newton-style method attempts to race towards the goal as fast as possible, regardless of the route taken, while the differential methods try to take a good continuous route, even if it takes longer. The former method runs more of the risk of speeding off in a wrong direction, but may arrive at its goal sooner.

The method used to solve the constraints is not really important. What matters is that the constraints are solved in a manner that is fast, robust and reliable. In fact, precision, another typical concern of numerical analysis, is typically not as important — we are often willing to let our objects be an imperceptible tenth of a pixel apart if it allows our solver to be faster. With an iterative method, we gain control over this tradeoff, as we can stop iterating when the algorithm has gotten close enough. Iterative methods can be used not only for the non-linear system solving, but also for solving the linear systems.
4.1 Solving Linear Systems

Almost any method chosen will repeatedly solve systems of linear equations based on the derivatives of the non-linear equations.\footnote{There are non-global methods for solving non-linear equations which do not solve linear systems. In [20] these relaxation or penalty methods are described, including a discussion of why they are not good.} Linear system solving dominates the computational complexity of constraint-based graphical applications (see section 5), and is a key place where stability and reliability concerns must be met.

The linear system solver at the core of the constraint solver must be able to handle ill-conditioned and singular cases. To better handle these cases, we use a variant of damping, a technique seen in robotics [26, 19] and in the Levenberg-Marquardt method [21]. Such methods add small amounts to the diagonal elements of the matrix raising their condition number and permitting them to be solved more easily. The method effectively trades some precision in the constraint calculation for better performance and stability.

To solve linear systems in our constraint applications, we have used a conjugate-gradient algorithm. This algorithm is particularly attractive because it permit exploiting sparsity without pre-analysis. Because it is an iterative technique, we have the ability to trade precision for performance by adjusting tolerance parameters. While there are techniques, such as singular value decomposition, which better handle singular and near-singular matrices, these techniques do not exploit sparsity as easily nor permit the performance adjustments. In [22], the tradeoffs between SVD and conjugate gradient are explored more closely.

5 Scalability and Performance

Performance is important to interactive graphical applications so they can achieve the appearance of continuous motion. In a conventional drawing program this can be achieved easily as only one object is moving at a time. If it is a complicated or compound object, it can be drawn in a simpler form, such as a bounding rectangle, because it cannot change internally. Because of this constant $O(1)$ complexity in the interactive loop, direct manipulation drawing is practical on small computers.

In a constraint-based system, the constant time portions of drawing systems no longer exist. Many objects can potentially change at once. Where this complexity hurts the most is in constraint solving, but the fact that many object move simultaneously also makes other things, like redraw, more complicated. Multiple objects moving also raises the cognitive complexity of drawing, as the behaviors become quite complicated.

The computational complexity of constraint-based graphical applications is dominated by the linear systems which must be solved in order to solve the non-linear equations. Solving a system of linear equations is, in the most general case, an $O(n^3)$ problem. However, because the matrices which arise in graphical constraint problems are typically sparse, the complexity can be lower. Because each constraint only affects at most a small constant number of objects, the matrices only have $O(n)$ entries in them, and can therefore be solved in $O(n^2)$ time[22]. For certain classes of constraint problems, the linear system can be solved in linear time[24].

To maintain interactive performance, it is critical to reduce the complexity of solving algorithm by exploiting the sparsity of the systems which are solved. However, without severely restricting the class of models which the user can build, this still leaves greater than linear complexity.
we cannot reduce the polynomial coefficient, one must instead reduce the size of the problems which are solved, without imposing size restrictions on the user. Tactics available for this include partitioning the constraints into smaller subproblems, which is explored in [22], and removing “dead” objects and constraint from the computations.

The basic strategy for reducing problem size is to determine which objects might move and only operate on these objects. Once the set of objects is pared, constraints which depend only on dead objects can be removed. Constraints which depend on both live and dead variables will only alter the live ones. Information about whether or not an object is alive can be used for other purposes, such as snap-target pruning[10], or simplifying displays.

There are many sources of objects to remove from the constraint system to reduce the size of the problems which must be solved. One obvious source is the user, who, for example, might want to freeze an object. It is also useful to cluster variables and allow the user to select whether these classes should be enabled or not. For example, in a 3d modeling system, the constraint solver might be used to control lighting, position the camera, and shape object geometry. However, the user will often only want to control one of these at a time. It is therefore useful to allow disabling entire classes of objects. This is especially important with constraints such as through-the-lens camera controls[11] which can affect many different types of variables.

There are two reasons to automatically disable an object or variable. The constraints might completely restrict an object (or a variable) from changing, or the object might not be connected to anything which might cause it to move, such as the mouse. For these two questions, exact answers are unavailable in general. It might require proving an arbitrarily hard geometric theorem, or doing expensive numerical calculations. However, in practice one can remove many objects, although it is difficult to guarantee the smallest possible set of active variables. In our systems, we have used techniques such as dependency analysis and simple geometric theorem proving.

Freezing variables by removing them from the global state vector is what we call a cheap constraint, that is, a constraint which can be enforced without adding to the set of equations which must be solved. Notice that unlike most constraints, freezing will make things run faster since it removes variables, rather than adding constraints. In certain cases, it is possible to translate other constraints into freezes, for example, a constraint which nails a point on the object might be expressible as a freeze if the point is computed directly from the values of variables. Another type of cheap constraint can be created for equating two variables by having them share a single location in the global state vector. This notion of “merging” is similar to that in [3].

6 Formulating Equations

Most of the methods for solving systems non-linear equations described in section 4 have similar requirements for what the equations need to provide. They need to be able to evaluate the constraint functions and their derivatives to form the linear systems which are solved. These evaluations must be able to take advantage of sparsity in the resulting derivative matrices to achieve needed performance in evaluations. Since these functions are defined in response to dynamic creation and destruction of constraints, the creation of the functions themselves must be dynamic.

Constraint-based applications must be able to dynamically define functions. They need to be able to rapidly evaluate these functions and their derivatives. These functions are built by composing other functions together. At a low level, one might consider building functions out of basic mathematical primitives such as addition; however, this composition occurs at higher levels
of abstraction in constraint systems too. For example, constraints are typically defined in terms of
points on objects. It is then the job of the objects to compute these point positions in terms of their
state variables. This provides an important layer of modularity: the constraints can be defined
independently of the objects.

A function can be represented as a directed acyclic graph\(^2\) with composed functions at the
nodes, and arcs representing composition. Our approach to providing function composition in
the dynamic setting of interactive applications is to provide tools for managing these function
graph structures. In Snap-Together Math, function elements are “wired” together to make more
complicated functions.

Evaluating the values and derivatives of an expression involves traversing the graph. To
calculate a value, a node requests the values from its predecessors and then performs its local
function on these results. The chain rule for derivatives provides a similar method for computing
derivatives. To compute the derivative of a node with respect to the global inputs, a node asks
its predecessors for their derivatives, and multiplies these intermediate results by the derivative of
its internal derivative matrix. This process is called automatic differentiation, and is superior to
building the global derivative matrix symbolically in most situations[13, 15].

At the leaves of the function graph are the variables over which the function is computed, the
state vector of the model. The state vector contains the parameters of the graphical objects which
make up the model. The state of the system is distributed among objects, however, numerical
algorithms require state to be gathered into a single global vector. The positions of variables in
this vector are significant as they determine which columns of the derivative matrices correspond
to which variables. It would be possible to keep variables in a large vector and have the objects
simply look in this larger structure for values. Such an approach, however, violates encapsulation
of objects and makes it more difficult to switch variables on and off. In our approach, variables from
object state vectors are gathered into a larger vector when needed. By selecting which variables
are gathered, it is simple and fast to switch among sets of variables.

We have implemented function composition and automatic differentiation in an object-oriented
tool called Snap-Together Math. Rather than requiring special graph node objects, it allows appli-
cation objects to mix in the ability to “speak mathematics.” This permits application objects to
participate directly in calculations. They must only respond to a simple protocol. This simplifies
applications by reducing the need for special math objects which must be allocated and maintained.
Snap-Together Mathematics uses a specially designed sparse matrix representation and does ex-
tensive caching. Snap Together Math is described in detail in [12], and a previous version is described
in [9].

7 Putting it Together

A wide variety of graphical applications might employ constraints. Any of these applications will
face the same issues previously described. Fortunately, the solutions proposed are general enough
to apply across many applications, and can be encapsulated into a toolkit to support a variety of
applications.

At a low level, any application which employs numerical constraint will gain leverage from a
library of mathematical structures and algorithms. Our mathematical toolkit provides support for
such things as vectors, matrices, and differential equations in an object oriented manner. It includes

\(^2\)It is not a tree as common subexpressions might be shared.
several varieties of sparse matrices, and a variety of linear system, non-linear system, and ordinary differential equation solvers.

Snap-Together Math, described in section 6 is built on top of the mathematical library. In addition to the support for dynamically composing and rapidly evaluating functions, it also includes interfaces differential and Newton-style solvers. Many applications, including Briar, have been built with these tools.

The Bramble graphics toolkit, built on top of Snap-Together Math, aims to provide a framework for building graphical applications with constraints. Previous toolkits, such as Garnet[18], Thinglab II[17], and Mel[14], employ constraints to aid programmers in application development. Bramble, in contrast, primarily aims to provide constraints as for user level services. Although, it does appear that the the differential constraint techniques provided in Bramble simplify the task of building graphical applications by helping separate manipulation from representation and facilitating general purpose interaction techniques[7].

The addition of constraints to an interactive graphical application creates a variety of issues which system builders must be concerned with. Many of these issues stem from interface concerns and the need to handle non-linear relationships. Achieving the needed performance and dynam- icness from the non-linear solvers requires careful attention. However, support for these can be provided in a general purpose manner.
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Abstract
SICS is investigating a new generation of languages for symbolic processing that are based on the
paradigm of concurrent constraint programming. A wide range of pertinent topics are being studied. In
particular our efforts are devoted to producing a high quality programming environment based on the
Andorra Kernel Language (AKL), a general purpose concurrent constraint language.

1 Introduction

Concurrent constraint programming (CCP) is a powerful paradigm for programming with constraints while
being based on simple concepts [9, 11]. A set (or conjunction) of constraints, regarded as formulas in first-
order logic, forms a constraint store. A number of agents interact with the store using the two operations tell,
which adds a constraint to the store, and ask, which tests if the store either entails or disentails the asked con-
straint, otherwise waiting until it does. Telling and asking correspond to sending and receiving "messages",,
thereby providing the basic means for communication and synchronisation for concurrent programming.

The Andorra Kernel Language (AKL) is a concurrent constraint programming language which generalises
the above functionality using a small set of powerful combinators [5]. The basic paradigm is still that of agents
communicating over a constraint store, but the combinators make possible also other readings, depending
on the context, where agents compute functions or relations, serve as user-defined constraints, or as objects
in object-oriented programs. A major point of AKL is that its paradigms can be combined. For example, it
is quite natural to have a reactive process- or object-oriented top-level in a program, with other components
performing constraint solving using don't know nondeterminism. The nondeterminism can be encapsulated,
so that it does not affect the process component.

Nondeterminism in AKL is controlled using stability, a generalisation of the Andorra principle, which has
proven its usefulness in the context of constraint programming (see e.g., [4]).

AKL offers a large potential for parallel execution, no less than that of logic programming languages and
dataflow languages [10]. Arbitrary parallel algorithms can be programmed in AKL, which is exemplified by
its ability to simulate a PRAM. This ability is given by ports, an extension of the language for process com-
munication, but in the spirit of concurrent constraint programming [6]. Pure functional and logic languages
do not have this ability.

SICS is currently developing a programming environment for AKL [7]. Among our goals are to: (1) develop
the necessary implementation technology for efficient (sequential and parallel) execution. (2) develop an
execution model which allows different constraint systems to be easily incorporated, (3) offer good interoperability with conventional languages such as C, and (4) investigate large scale applications where combinations of paradigms naturally occur.

Our efforts are divided into the following main lines of activities.

**Language Design** A language meeting our requirements has been designed: AKL. Possible extensions and generalisations are being investigated. AKL features

- Combinators for (parallel) composition, hiding, conditional choice, nondeterminate choice, committed choice, and solution aggregation
- Improved control and synchronisation, e.g., encapsulation of nondeterminism controlled by stability
- Subsumption of Prolog, CLP, and committed-choice languages such as GHC, Parlog, and Strand
- Support for concurrent object-oriented programming
- Support for arbitrary parallel algorithms

Current and future work includes investigation of maximizing (minimising) combinators, and engines, which provide an AKL computation with the ability to inspect and control another computation.

**Implementation** A prototype implementation of full AKL has been developed. Experiments indicate that performance, using an optimising compiler being developed, will be no less than that of state of the art implementations of Prolog (e.g., SICStus Prolog). The implementation consists of the following main parts.

- A compiler (written in AKL) to an abstract machine
- A threaded emulator (written in C)
- A Prolog-style debugger

Current and future work includes developing an optimising compiler and a parallel implementation.

**Constraint Systems** A number of different constraint systems are being considered. The prototype implementation is parameterised with constraint systems, which may be added as separate modules. The following constraint systems are addressed. (See also the following section.)

- Herbrand and rational trees serve as a foundation.
- Feature trees have been implemented.
- Finite domains are being investigated.
- Complete Herbrand (closed under logical combinators) is being designed.

Current work also includes the definition of a generic constraint interface.

**Formal Aspects** Soundness and completeness results for a logical interpretation of AKL have been shown and a proof system for programs is being investigated.

**Analysis and Transformation** Program analysis by abstract interpretation and program transformation by partial evaluation are studied, both with the aim to improve performance.

In the remainder of this paper a short section will first summarise the constraint systems that have been considered, and the rest is devoted to an explanation of AKL, since it is assumed that this language is largely unknown to the present readership.
2 Constraint Systems

A constraint system for AKL may in principle be any first-order theory, closed under conjunction and existential quantification, for which decision procedures for satisfiability and entailment can be provided. Of course, a large body of work on practically motivated constraint systems exists. We have so far considered Herbrand and rational trees, feature trees, finite domains, and complete Herbrand. This investigation will surely be extended to other systems in the future.

2.1 Herbrand and Rational Trees

Herbrand is a theory of equality of terms (the Clark equality theory). The difference between Herbrand and rational trees is that the latter provides solutions to constraints of the form ‘X = f(X)’. Traditionally, logic programming is based on Herbrand or rational trees.

For example ‘T = tree(l,L,R)’ and ‘L = [1,2,3]\{S\}’, as may be found in Prolog programs, are Herbrand constraints.

2.2 Feature Trees

Feature trees are formed from constraints of the form ‘X f Y’, where ‘f’ is a feature, a feature being anything which may serve as a label [1]. Intuitively, the feature constraint associates with X a “property” f having the value Y, thus regarding X as a map from properties to values.

2.3 Finite Domains

Finite domain constraints encodes efficiently properties for finite sets [12, 13].

For example, ‘X in 1..5’ restricts X to be in the range 1 to 5, ‘Z in 4..8’ correspondingly for Z, and by adding ‘X > Z’, we may conclude ‘X = 5’ and ‘Z = 4’.

2.4 Complete Herbrand

Complete Herbrand is Herbrand closed under the usual (first-order) logical combinators [8]. This makes the decision procedures for satisfiability and entailment considerably more complex, while offering, among other things, the potential for a more powerful treatment of negation.

3 Language Design

In this section AKL is introduced step by step, introducing one language construct at a time, also explaining its behaviour. There is no space for a formal definition of the computation model (even though it is fairly concise). An explanation of solution aggregates has also been omitted for reasons of space.

For a formal computation model see [5], and [3] which also defines the logical interpretation. Observe that these are based on a clausal syntax which is equivalent to the current combinator syntax. Both are available in the AKL programming system.

3.1 Basic Constructs

The agents of concurrent constraint programming correspond to statements being executed concurrently.

Constraints, as discussed in the previous section, appear as atomic statements known as constraint atoms (or just constraints).

A program atom of the form
(name)(X₁, ..., Xₙ)

is a defined agent. For example,

\[ \text{plus}(X, Y, Z) \]

is a (plus/3) atom.

The behaviour of atoms is given by (agent) definitions of the form

\[ (name)(X₁, ..., Xₙ) := \text{statement}. \]

The variables X₁, ..., Xₙ must be different. During execution, any atom matching the left hand side will be replaced by the statement on the right hand side. For example,

\[ \text{plus}(X, Y, Z) := Z = X + Y. \]

is a definition (of plus/3).

A composition statement of the form

\[ \text{(statement), ..., (statement)} \]

builds a composite agent from a number of agents. Its behaviour is to replace itself with the concurrently executing agents corresponding to its components.

A hiding statement of the form

\[ X₁, ..., Xₙ : \text{(statement)} \]

introduces variables with local scope. The behaviour of a hiding statement is to replace itself with its component statement, in which the variables X₁, ..., Xₙ have been replaced by new variables.

The conditional choice statement

\[ (\text{(statement)} \rightarrow \text{(statement)} ; \cdots ; \text{(statement)} \rightarrow \text{(statement)}) \]

is used to express conditional execution. Its components are called (guarded) clauses and the components of a clause guard and body. A clause may be enclosed in hiding.

The behaviour of a conditional choice statement is as follows. Its guards are executed with corresponding local constraint stores. If the union of a local store with the external stores is unsatisfiable, the guard fails, and the corresponding clause is deleted. If all clauses are deleted, the choice statement fails. If the first (remaining) guard is successfully reduced to a store which is entailed by the union of external stores, the conditional choice statement is replaced with the composition of the constraints with the body of the corresponding clause.

If a variable Y is hidden in a clause, then, when testing for entailment, the local constraint store is preceded by the expression 'for some Y' (or logically, '∃Y'). For example, in

\[ X = f(a), (Y : X = f(Y) \rightarrow q(Y)) \]

the asked constraint is ‘∃Y (X = f(Y))’ ('for some Y, X = f(Y)'), which is entailed, since there exists a Y (namely 'a') such that X = f(Y) is entailed.

It is now time for a first small example, illustrating the nature of concurrent computation in AKL. The following definitions will create a list of numbers, and add together a list of numbers, respectively.
list(N, L) :=
  ( N = 0 → L = []
  ; L1 : N > 0 → L = [N|L1], list(N - 1, L1) ).

sum(L, N) :=
  ( L = [] → N = 0
  ; M, L1, N1 : L = [M|L1] → sum(L1, N1), N = N1 + M ).

The following computation is possible. In the examples, computations will be shown by performing rewriting steps on the state (or configuration) at hand, unfolding definitions and substituting values for variables, etc., where appropriate, which should be intuitive. In this example we avoid details by showing only the relevant atoms and the collection of constraints on the output variable N. Intermediate computation steps are skipped. Thus,

list(3, L), sum(L, N)

is rewritten to

list(2, L1), sum([3|L1], N)

by unfolding the list atom, executing the choice statement, and substituting values for variables according to equality constraints. This result may in its turn be rewritten to

list(1, L2), sum([2|L2], N1), N = 3 + N1

by similar manipulations of the list and sum atoms. Further possible states are

list(0, L3), sum([1|L3], N2), N = 5 + N2
sum([], N3), N = 6 + N3
N = 6

with final state N = 6.
The list/2 agent produces a list, and the sum/2 agent is there to consume its parts as soon as they are created. If the tail of the list being consumed by the sum/2 call is unconstrained, the sum/2 agent will wait for it to be produced (in this case by the list/2 agent).
The simple set of constructs introduced so far is a fairly complete programming language, quite comparable in expressive power to, e.g., functional programming languages.
In the following sections, we will introduce constructs that address the specific needs of important programming paradigms, such as processes and process communication, object-oriented programming, relational programming, and constraint satisfaction. In particular, we will need the ability to choose between alternative computations in a manner more flexible than that provided by conditional choice.

3.2 Don't Know Nondeterminism

Many problems, especially frequent in the field of Artificial Intelligence, and also found elsewhere, e.g., in operations research, are currently solvable only by resorting to some form of search. Many of these admit very concise solutions if the programming language abstracts away the details of search by providing don't know nondeterminism.

For this, AKL provides the nondeterminate choice statement.

( (statement) ? (statement)
; ...;
; (statement) ? (statement) )
The symbol ‘?’ is read wait. The statement is otherwise like the conditional choice statement.

The behaviour of a nondeterminate choice statement is as follows. Its guards are executed with corresponding local constraint stores. If the union of a local store with the external stores is unsatisfiable, the guard fails, and the corresponding clause is deleted. If all clauses are deleted, the choice statement fails. If only one clause remains, and its guard is successfully reduced to a store which is consistent with the union of external stores, the choice statement is said to be determinate. Then, the nondeterminate choice statement is replaced with the composition of the constraints with the body of the corresponding clause. Otherwise, if there is more than one clause left, the choice statement is said to be nondeterminate, and it will wait. Subsequent telling of other agents may make it determinate. If eventually a state is reached in which no other computation step is possible, each of the remaining clauses may be tried in different copies of the state. The alternative computation paths are explored concurrently.

Let us first consider a very simple example, an agent that accepts either of the constants a or b, and then does nothing.

\[
p(X) := \\
( X = a \ ? \ true \\
; X = b \ ? \ true ).
\]

The interesting thing happens when the agent p is called with an unconstrained variable as an argument. That is, we expect it to produce output. Let us call p together with an agent q examining the output of p.

\[
q(X, Y) := \\
( X = a \rightarrow Y = 1 \\
; true \rightarrow Y = 0 ).
\]

Then the following is one possible computation starting from

\[
p(X), q(X, Y)
\]

First p and q are both unfolded.

\[
( X = a \ ? \ true ; X = b \ ? \ true ), \\
( X = a \rightarrow Y = 1 ; true \rightarrow Y = 0 )
\]

At this point in the computation, the nondeterminate choice statement is nondeterminate, and the conditional choice statement cannot establish the truth or falsity of its condition. The computation can now only proceed by trying the clauses of the nondeterminate choice in different copies of the computation state. Thus.

\[
X = a, ( X = a \rightarrow Y = 1 ; true \rightarrow Y = 0 )
\]
\[
Y = 1
\]

and

\[
X = b, ( X = a \rightarrow Y = 1 ; true \rightarrow Y = 0 )
\]
\[
Y = 0
\]

are the two possible computations. Observe that the nondeterminate alternatives are ordered in the order of the clauses in the nondeterminate choice statement.

The constructs introduced so far give us (constraint) logic programming in addition to functional programming. Nondeterminism is introduced only lazily. Propagation of known constraints is always given priority. This simple functionality gives us means to solve many constraint satisfaction problems efficiently [4].

Up to this point, the constructs introduced belong to the strictly logical subset of AKL which has a straightforward interpretation in first-order logic both in terms of success and failure.
3.3 Don’t Care Nondeterminism

In concurrent programming, processes should be able to react to incoming communication from different sources. In constraint programming, constraint propagating agents should be able to react to different conditions. Both of these cases can be expressed as a number of possibly non-exclusive conditions with corresponding branches. If one condition is satisfied, its branch is chosen.

For this, AKL provides the committed choice statement

\[
(( \text{statement} ) \mid ( \text{statement} ) \mid \ldots \mid ( \text{statement} ) )
\]

The symbol ‘\mid’ is read commit. The statement is otherwise like the conditional choice statement.

The behaviour of a committed choice statement is as follows. Its guards are executed with corresponding local constraint stores. If the union of a local store with the external stores is unsatisfiable, the guard fails, and the corresponding clause is deleted. If all clauses are deleted, the choice statement fails. If any of the (remaining) guards is successfully reduced to a store which is entailed by the union of external stores, the committed choice statement is replaced with the composition of the constraints with the body of the corresponding clause.

List merging may now be expressed as follows, as an example of an agent receiving input from two different sources.

merge(X, Y, Z) :=

\[
(X = \emptyset \mid Z = Y \mid Y = \emptyset \mid Z = X \\
E, X1, Z1 : X = [E|X1] \mid Z = [E|Z1], \text{merge}(X1, Y, Z1) \\
E, Y1, Z1 : Y = [E|Y1] \mid Z = [E|Z1], \text{merge}(X, Y1, Z1))
\]

A merge agent can react as soon as either X or Y is given a value. In the last two guarded statements, hiding introduces variables that are used for "matching" in the guard, as discussed above. These variables are constrained to be equal to the corresponding list components.

3.4 Encapsulated Computations

To avoid unwanted interactions between don’t know nondeterministic and process-oriented parts of a program, the nondeterministic part can be encapsulated in a statement that hides nondeterminism. Nondeterminism is encapsulated in the guard of a conditional or committed choice and in the solution aggregation constructs provided by AKL.

The scope of don’t know nondeterminism in a guard is limited to its corresponding clause. New alternative computations for a guard will be introduced as new alternative clauses. This will be illustrated using the following simple nondeterminate agent.

or(X, Y) :=

\[
(X = 1 \ ? \ true \mid Y = 1 \ ? \ true)
\]

Let us start with the statement

\[
(or(X, Y) \mid q)
\]

The or atom is unfolded, giving

\[
((X = 1 \ ? \ true : Y = 1 \ ? \ true) \mid q)
\]
Since no other step is possible, we may try the alternatives of the nondeterminate choice in different copies of the closest enclosing clause, which is duplicated as follows:

\[(X = 1 \mid q) \quad ; \quad (Y = 1 \mid q)\]

Other choice statements are handled analogously.

Before leaving the subject of don't know nondeterminism in guards, it should be clarified exactly when alternatives may be tried. A (possibly local) state with agents and their store is (locally) stable if no computation step other than splitting a nondeterminate choice is possible, and no such computation step can be made possible by adding constraints to external constraint stores (if any). Splitting may then be applied to the leftmost possible nondeterminate choice in a stable state.

### 3.5 Ports for Concurrent Objects

The combinators mentioned above are adequate to model concurrent objects in a style known from concurrent logic programming. A standard example of an object definition is a bank account providing services such as withdrawals, deposits, etc.

```clique
make_bank_account(S) := bank_account(S,0).

bank_account(Ms, State) :=
    (Ms = [] → true
    ; A,R : Ms = [withdraw(A)]R → bank_account(R, A-State)
    ; A,R : Ms = [deposit(A)]R → bank_account(R, A+State)
    ; A,R : Ms = [balance(A)]R → A = State, bank_account(R, State)).
```

However it known from experience that communication between objects using streams and merger agents is very awkward.

In AKL we use another communication medium between objects, called ports. A port is a binary constraint on a bag (a multiset) of messages and a corresponding stream of these messages. It simply states that they contain the same messages in any order. A bag connected to a stream by a port is usually identified with the port, and is referred to as a port. The open_port(P,S) operation relates a bag P to a stream S, and connects them through a port.

The stream S will typically be connected to an object of the above form. Instead of using the stream to access the object, we will send messages by adding them to the port. The constraint send(P,M) sends the message M to the port P. To satisfy the port constraint, a message sent to a port will immediately be added to its associated stream, first come first served. In this sense the port constraints have the same status as the committed choice statement by committing to a single arbitrary order of messages in the stream associated with the port constraint.

When a port is no longer referenced from other parts of the computation state, when it becomes garbage, it is assumed that it contains no more messages, and its associated stream is automatically closed. When the stream is closed, any object consuming it is thereby notified that there are no more clients requesting its services.

A simple example follows.

```clique
open_port(P,S), send(P,a), send(P,b)
```

yields

\[P = \langle a \text{ port} \rangle, S = [a, b]\]
Ports solve a number of problems that are implicit in the use of stream. Here is a summary. for a detailed description of these see [6].

- Several clients can access the same objects without the need to explicitly merge messages into a single stream.
- Objects can be embedded freely in other data structures provided by AKL.
- Message sending conceptually takes constant time in the computational model of AKL.
- Automatically closing the stream associated to a port, when the port is no longer accessible, provides a good method for garbage collecting concurrent objects.

### 3.6 Ports for State and Parallel Algorithms

Ports provide AKL with means to incorporate various types of mutable data structures, such as arrays and hashtables. These structures are modelled in AKL as objects connected to a port, but may be implemented very efficiently at a lower level.

For example, a memory cell can be modelled in AKL as an object connected to a port that accepts the messages read(V), write(V), and exchange(V1,V2), to read a value V, to write a value V, and to atomically exchange the current value V1 with V2, respectively.

This ability allows us to model a parallel random access memory, or parallel access to hash tables in the language, and as a consequence allows us to write many parallel algorithms that cannot be efficiently expressed in pure functional and concurrent logic languages. The following is a typical example.

First we define a shared memory as follows.

\[
\text{memory}(M) := \\
M = m(C1, ..., Cn), \\
cell(C1), ..., cell(Cn).
\]

where cell/1 agents are specified as above. M becomes a tuple of ports to cells.

The problem is to, given a binary tree in which the leaves contain numbers in the range 1,...,n, count the occurrences of each number by a parallel algorithm (as parallel "as possible"). In our solution the occurrences are collected in a table of counters, with indices in the given range. Assume that the memory agent defined above defines a memory of this size. The program traverses the tree, incrementing the counter corresponding to each number found. To guarantee that all nodes have been counted, the program performs the computation in a guard, making the table visible to other agents only when the computation has completed.

\[
\text{histogram}(T, M) := \\
\text{memory}(M), \text{count}(T, M) ? \text{true}.
\]

\[
\text{count}(\text{Tree}, \text{Table}) := \\
(I,C,K : \text{Tree} = \text{leaf}(I) \rightarrow \\
\arg(I, M, C), \text{send}(\text{exchange}(K,K+1),C) \\
; L,R : \text{Tree} = \text{node}(L,R) \rightarrow \\
\text{count}(L,M),\text{count}(R,M)).
\]

This example is due to [2].

### 4 Concluding Remarks

Current and planned topics at SICS include efficient sequential and parallel implementations parametrised with user-definable constraint systems (in C), implementations of various constraint systems, extensions of
the basic framework, such as engines for meta-level programming, program analysis and program transformation, inter-operability with conventional languages and operating systems, and investigation of formal properties.

An experimental AKL programming system is available from SICS for research purposes. The system consists of a compiler (in AKL) from AKL to an abstract machine, an emulator written in C (including a copying garbage collector), and a Prolog style debugger.
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Abstract
Variable elimination is of major interest for Constraint Logic Programming Languages [JaLa86], and Constraint Query Languages [KKR90], where we would like to eliminate auxiliary variables introduced during the execution of a program. This elimination is always suitable for final results. It can also increase the efficiency of the intermediary processes. We focus on linear inequalities of the form $ax \leq b$, where $a$ denotes a $n$-real vector, $x$ an $n$-vector of variables, $b$ a real number, and the juxtaposition $ax$ denotes the inner product. In this paper, we will focus exclusively on methods related to Fourier’s elimination [Fourie]. Our aim is to make visible the links between the different contributions of S.N. Černíkov [Cern63], D.A. Kolher [Kohl67], R.J. Duffin [Duff74], JL. J. Imbert [Imbe90], and J. Jaffar, M.J. Maher, P.J. Stuckey and R.H.C. Yap [JMSY92]. This study, which has never been done before, is of great interest for languages such as CHIP, CLP(R) and Prolog III. We show that the three methods proposed by Černíkov, Kolher and Imbert produce exactly the same output (without more or less redundant inequations), up to multiplying by a non-zero positive scalar. We present and discuss the improvements of Černíkov, Duffin, Imbert and Jaffar and al, and propose a new improvement. We give a short analysis of the complexity of the main improvements and discuss the choice of the method in relation to the problem at hand. We propose a pattern algorithm. Finally, we conclude with a comparative assessment through a brief example and a few remarks.
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1 Introduction

Variable elimination is of major interest for Constraint Logic Programming Languages [JaLa86], and Constraint Query Languages [KKR90], where we would like to eliminate auxiliary variables introduced during the execution of a program. This elimination is always suitable for final results. It can also increase the efficiency of the intermediary processes. We focus on linear inequalities of the form $ax \leq b$, where $a$ denotes a $n$-real vector, $x$ an $n$-vector of variables, $b$ a real number, and the juxtaposition $ax$ denotes the inner product. This type of constraint occurs in CLP languages such as CHIP [DVSA88, VHen89], CLP(R) [JaMi87], and Prolog III [Colm87, Colm90]. A constraint system is a conjunction of constraints. Using matrix notation, an inequation system \( \{a_i x \leq b_i \mid i = 1, \ldots, m \} \) can be written $A x \leq b$, where $A$ denotes an $(m \times n)$-matrix, and $b$ an $m$-real vector. The main problem we face during the variable elimination process in linear inequation systems, is the size of the output. It is doubly exponential. Variable elimination in inequation systems has been extensively investigated. Among these investigations one can cite the C. and JL. Lassez method [LaLa91], which globally eliminates in one single operation the set of unwanted variables. It is based on

\footnote{Supported by ACCLAIM Project.}
semantic properties of projection and of convex hull. It makes it possible to obtain approximations. Nevertheless, so far, mainly methods derived from Fourier's elimination [Fourie] are used in CLP languages. For example, the programming language CLP(R) outputs its results after eliminating undesirable variables using a method related to Fourier [JMSY92]. This kind of method carries out an incremental elimination of variables, one after another. The major problem comes from the size of intermediary systems.

In this paper, our interest will be exclusively focused on methods derived from Fourier's elimination. Among the improvements in these eliminations are the contributions of S.N. Černikov [Cern63], D.A. Kohler [Kohl67], R.J. Duffin [Duff74], J.L. Imbert [Imbe90], and J Jaffar, M.J. Maher, P.J. Stuckey and R.H.C. Yap [JMSY92]. There are basically three approaches represented in these methods: the general algebraic approach of Černikov, the matricial algebraic approach of Kohler, and the graph, or more specifically, the tree approach of [Imbe90]. These trees reflect the way in which the new inequations are constructed as the elimination proceeds. This last approach shows clearly that the methods proposed by Černikov, Kohler and Imbert are equivalent. This is far from being in evidence as Kohler remarks (see Section 4).

The aim of this paper is to make visible the links between these different above-mentioned contributions. This study, which has not been done before, is of great interest. We show that the three methods proposed by Černikov, Kohler and Imbert produce exactly the same output (without more or less redundant inequations), up to multiplying by a non-zero positive scalar. We present and discuss improvements by Černikov, Duffin, Imbert and Jaffar and al, and propose a new improvement. We give a short analysis of the complexity of the main improvements and discuss the choice of the method depending on the problem at hand. We propose a pattern algorithm. Finally, we conclude with a comparative assessment using a brief example and a few remarks.

The rest of this paper is organized in the following way: Section 2 presents basic concepts necessary for understanding the other Sections. In Section 3, we introduce the parts of the initial system (called minimal parts) which can produce a relevant final inequation, and present the Černikov-Fourier algorithm [Cern63]. In Section 4, we introduce the characterization of minimal parts and give the Kohler-Fourier algorithm [Kohl67]. Moreover, in this Section, we show that the algorithms of Černikov-Fourier and Kohler-Fourier produce exactly the same final system (without more or less redundant inequations), up to multiplying each inequation by a non-zero positive scalar. Section 5, successively presents improvements by Černikov, Duffin, Imbert and Jaffar and al, and introduces some new precisions about redundancy. Furthermore, we show (subsection 5.4) a new improvement of the Černikov minimal part method, dividing in half the average number of comparisons. In Section 6 we discuss the complexity of the various improvement contributions and the choice between the minimal part method (Černikov) and the matricial method (Kohler). Then, we give a pattern variable elimination algorithm for inequation systems. Section 7 compares through a brief example, the contributions of Černikov, Kohler and Imbert [Imbe90]. Finally, in Section 8, we conclude with a few remarks.

## 2 Preliminaries

Let \( z \) denote the vector \((x_1, \ldots, x_n)\). Let \( x' \) be the vector of variables to be retained, and let \( x'' \) be the vector of variables to be eliminated. We will abuse the language by writing \( z = (x', x'') \). In the same way, \( a = (a_1, \ldots, a_n) \) denotes a real or rational vector, and \( a \) will be written \((a', a'')\), respective of the subscripts of \( x' \) and \( x'' \). The inequation system \( Ax \leq b \) can then be written \( A'x' + A''x'' \leq b \). To eliminate the variables of \( x'' \), the problem at hand is to find a system \( Cx' \leq d \) as concise as possible for which, if \((a', a'')\) is in the solution set of \( A'x' + A''x'' \leq b \), then \( a' \) is in the solution set of \( Cx' \leq d \), and reciprocally, if \( a' \) is a solution of system \( Cx' \leq d \), then there is \( a'' \) such that \((a', a'')\) is a solution of system \( A'x' + A''x'' \leq b \). We will say that \( Cx' \leq d \) and \( A'x' + A''x'' \leq b \) are equivalent on \( x' \). It can be shown that each inequation of the final system \( Cx' \leq d \) is a linear combinatory with positive coefficients of inequations of initial system (this is a consequence of Fourier's elimination).
2.1 Fourier’s Algorithm

Let \( a_1 x \leq b_1 \) and \( a_2 x \leq b_2 \) be two inequations, and let \( a_{1,1} \) and \( a_{2,1} \) be the coefficients of the variable \( x \), respectively in the first and second inequations. Let us assume that \( a_{1,1} > 0 \) and \( a_{2,1} < 0 \). Then,

\[
- a_{2,1}(a_1 x) + a_{1,1}(a_2 x) \leq - a_{2,1} b_1 + a_{1,1} b_2
\]

is a consequence of the two initial inequations, and \( x \) does not occur in it. Let \( Ax \leq b \) be an inequation system, and \( V \) the variables which occur in it. Let \( Ax \leq b \) be the system obtained from \( Ax \leq b \), by removing all inequations which \( x \) occurs in, and replacing them with all the inequations of type (1) above; we can construct from any pair of removed inequations. It can be proved that \( Ax \leq b \) and \( Ax \leq b \) are equivalent on \( V - \{ x \} \). This operation must be successively repeated for each variable to be eliminated.

2.2 Redundancy and size of the intermediary systems

A drawback of Fourier’s elimination is the production of redundancies which overwhelms the system. It is here that the improvements of S.N. Černikov [Cern63], D.A. Kolber [Kohl67], R.J. Duffin [Dufl74], J.L.J. Imbert [Imbe90], and J.Jaffar, M.J. Maher, P.J. Stuckey and R.H.C. Yap [JMSY92], come. One way to mitigate this drawback is to associate each inequation with information to memorize the way in which it has been produced. This information deals with: the inequations of the initial system used to produce this inequation, the variables which are effectively eliminated during pair gathering, and, finally, the other variables eliminated during the previous variable eliminations. Some relations between the quantities of elements occurring in these three kinds of variables, make it possible to detect whether a new inequation is redundant or not.

Another drawback of Fourier’s method is the large increase in the number of constraints in the intermediary systems. One of the main reasons is that the historic method quickly detects most of the redundancies, but it does not detect all of them (only those due to the construction, i.e. due to \( A''x'' \), but not those due to \( A'x' \)). Besides, redundancies have a tendency to spread as they multiply very quickly. The other reason concerns the nature of Fourier’s method: independently of the redundancies, the number of inequations has a tendency to increase, before to decrease when few variables remain to be eliminated. A remedy for the first cause is to use a general method of redundancy removing [Telg81, KLTZ83, LHMA89, ImVH92a]. As for the second cause, which is structural, it cannot be suppressed. Other methods are necessary for remedying this inconvenience. Numerous methods have been proposed, including one already cited and set out in [LaLa91] which is particularly interesting as it creates a minimal representation of the final system and does not use intermediary systems.

2.3 Some results

Let \( S \) be the linear inequation system \( \{ a_1 x \leq b_1 , \ldots , a_n x \leq b_n \} \). It is known [Farkas [Shri86, p87-90]], that the inequation \( cx \leq d \) is a consequence of \( S \) if and only if there exist positive coefficients \( \alpha_0 , \alpha_1 , \ldots , \alpha_n \), such that \( c = \alpha_1 a_1 + \ldots + \alpha_n a_n \) and \( d = \alpha_0 + \alpha_1 b_1 + \ldots + \alpha_n b_n \). The inequation \( cx \leq d \) is said to be an affine combinatory with positive coefficients of inequations of \( S \). A linear combinatory is an affine combinatory such that \( \alpha_0 = 0 \). Hence, an inequation of \( S \) is redundant in \( S \) if and only if it is an affine combinatory with positive coefficients of the other inequations of \( S \). It is strongly redundant if for at least one affine combinatory \( \alpha_0 \neq 0 \), weakly redundant in other cases.

Lastly, let us notice that, from Fourier’s elimination, each inequation obtained after variable elimination in an inequation system \( S \), is a linear combinatory with positive coefficients of the inequations of \( S \).

3 Minimal subset

As a result of Fourier’s elimination, each inequation of the final system \( Cx' \leq d \) is a linear combinatory with non-negative coefficients of inequations of the initial system \( A'x' + A''x'' \leq b \). Hence, we look at the vectors \( w = (w_1 , \ldots , w_m) \) such that \( wA'' = 0'' \). (0'' denotes the vector \( a'' \) with all its components equal to zero. The vector \( a'' \) has been introduced in Section 2. We will abuse the language by writing 0 instead of 0'' if there is no ambiguity. In the same way, we will write 0 instead of 0'). A vector \( w_1 \) is less than a vector \( w_2 \)
(written \( w_1 \leq w_2 \)), if each component of \( w_1 \) is less than its corresponding component of \( w_2 \). Let \( F \) be the cone of non-negative solutions \( 0 \leq w \) of \( wA'' = 0 \). From the last remark of Section 2.3, it is evident that:

**Lemma 1** The system \( \{ wA'x' \leq wb \mid w \in F \} \) is equivalent to the final system \( Cx' \leq d \).

However, this system is unnecessarily large. According to [Cern63], it is sufficient to take a base of \( F \). A **base** of \( F \) is an irreducible subset of elements of \( F \) which generate \( F \). Indeed, on the one hand, if \( w_1 \) and \( w_2 \) are two elements of \( F \) identical up to multiplying by a non-zero scalar, then the inequations \( w_1 A'x' \leq w_1 b \) and \( w_2 A'x' \leq w_2 b \) are equivalent. On the other hand, from [Cern60, Section 3 p 297-298] it suffices that the number of non-zero components of \( w \) is less than the number of non-zero components of \( x'' \) plus 1. As a matter of fact, according to [Cern63], it is sufficient to take a base of \( F \). A **base** of \( F \) is an irreducible subset of elements of \( F \) which generates \( F \). Here, irreductible is for inclusion. Since \( F \) is a cone, a vector is generated by other vectors if it is a linear combinatory with non-negative coefficients of these other vectors.

Two elements of \( F \) are **essentially different** if they do not differ from one another by a positive scalar multiple. A **minimal vector** is a non-zero vector of \( F \) such that the only essentially different vector of \( F \) less than itself, is the zero-vector. Let \( G \) be a base of essentially different minimal vectors of \( F \). Then, using lemma 1, it is evident that:

**Theorem 2** The systems \( Cx' \leq d \) and \( \{ wA'x' \leq wb \mid w \in G \} \) are equivalent.

**Corollary 3** If \( w_1 \) and \( w_2 \) are two elements of \( G \), the zero-components of which coincide with each other, then \( w_1 = w_2 \).

**Proof** If \( w_1 \neq w_2 \), there is a linear combinatory of these two vectors which produces a non-zero element of \( F \) less than each of them. Indeed, it can be found \( k > 0 \), such that \( kw_1 \leq w_2 \). Then, continuously increase \( k \) with \( kw_1 \leq w_2 \), until at least one non-zero component of \( kw_1 \) is equal to the corresponding component of \( w_2 \). Then, \( w_2 - kw_1 \) is non-zero positive and is in \( F \). So, \( w_1 \) and \( w_2 \) are not minimal, and then are not in \( G \).

Each minimal vector of \( F \) or \( G \), is associated with an inequation subset of \( A'x' + A''z'' \leq b \) (the lines of the initial subset corresponding to the non-zero components of the minimal vector). This subset is said to be **minimal** for \( x'' \), or simply **minimal** if there is no ambiguity.

From [Cern60, section 3 p 297-298] and [Cern63], theorem 2 can be used at each step in Fourier’s elimination, yielding a correct algorithm. Then, for each inequation \( i \), we memorize the subset \( H_i \) of initial inequations (i.e. of initial system \( Ax \leq b \)) which produced \( i \). \( H_i \) is called a **historical subset**. Clearly, for each initial inequation \( i \), \( H_i = \{ i \} \). In Fourier’s algorithm, only inequations with minimal historical subsets are retained. An algorithm using these properties is given in Figure 1.

Notice that the historical subset of the new inequation, and the comparison can be processed before producing the inequation. Hence, the inequation is not created if at least one existing historical subset is included in its historical subset.

### 4 Characterization of minimal subsets

The main problem we face in the previous method is that the historical subset of each inequation of \( Cx' \leq d \) must be compared to the historical subset of every other inequation of \( Cx' \leq d \). The following theorem makes it possible to overcome this drawback. In the following, the notion of rank of vector space, affine space, vector system and matrix is assumed known.

**Theorem 4** Let \( A'x' + A''z'' \leq b \) be an inequation system. Let \( F \) be the cone defined in Section 3. An element \( w \) of \( F \) is minimal iff the sub-matrix \( A''_w \) formed from lines of \( A'' \) related to non-zero components of \( w \) has as its rank, the number of lines of \( A''_w \) minus 1.

**Proof** Since \( wA'' = 0 \), this rank is at most the number of lines of \( A''_w \) minus 1. If it is smaller, there exists any vector \( v \) of \( F \) with at least one non-zero positive component, such that for each non-zero component of \( v \), the corresponding component of \( w \) is non-zero, and such that \( vA'' = 0 \). Without loss of generality, \( v \)
Input: $Ax \leq b$, a system of inequations.
Assume that $x = (x', x'')$, where $x'' = (x_1, \ldots, x_k)$ is the vector of variables to be eliminated.
Output: A system $Cx' \leq d$ equivalent to $Ax \leq b$ on $x'$

can be assumed less than $w$, with equality for at least one non-zero component (if necessary, multiply by an appropriate scalar). As a result, $w - v$ is a non-zero vector of $F$, then $w$ is not minimal.

In fact, Černíkov defines a minimal vector (which he calls fundamental element) as a vector $w$ for which the rank of the matrix $A''_w$ is the number of its lines minus 1 [Cern63, p 1520]. He then says that the maximal systems of essentially different minimal elements of $F$ are identical with its bases. Kohler used this result in Fourier's elimination algorithm. In the algorithm of Figure 2, if $H$ is the historical subset associated with an inequation, $A''_H$ will denote the matrix formed from lines and columns of $A''$ which respectively correspond to elements of $H$ and to columns of $x_1, \ldots, x_j$.

Note that, contrary to the Černíkov-Fourier Algorithm, the detection of minimal subsets is performed at the time of the creation of the new inequations. That is to say, whether a subset is minimal or not is detected at the time of its creation. This is the opposite of Černíkov-Fourier Algorithm, in which some
inequations are temporarily kept until a new inequation with a smaller historical subset is created. As a result, time used to create non-retained inequations, and an unnegligible place used for intermediary storage can be saved.

However, it can be asked whether this method detects when the same inequation can be obtained from the same minimal subset in more than one way. Kohler [Kohl67, p 23]: "I have been unable to prove that we can discount the possibility of the Fourier-Motzkin Method generating more than one extreme vector from the same half-line. Should this occur we need only keep one of them". The tree approach of [Imbe90] makes it possible to give a simple answer to this question using its unicity theorem (p 121). This theorem can be translated as follows:

**Theorem 5** [Unicity theorem] For each minimal subset, Fourier's algorithm, modified by Černikov or Kohler, can produce only one inequation and only in one way.

**Corollary 6** The algorithms Černikov-Fourier and Kohler-Fourier rigorously produce the same final system without more or less redundant inequation.

**Proof** It is an immediate consequence of the previous theorem. □

**Remark** : Theorem 5 is valid only if, at each Fourier step, each inequation associated with a non-minimal historical subset is discarded. Otherwise uniqueness is not guaranteed and the Černikov method is preferred. Another very interesting result shown in [Imbe90] is the independence of the order in which the variables are eliminated:

**Theorem 7** Whatever the order in which the variables are eliminated, the Černikov-Fourier algorithm or the Kohler-Fourier algorithm rigorously produce the same final system, without more or less redundant inequation.

5 Quick detection of minimal or non-minimal subsets

The main problem we face in the previous two methods is that the minimal subset detection operation is very costly. In this section, we present various known solutions to this problem and we give some new answers. Most of these improvements can be applied independently to both methods.

5.1 Upper limit of the rank

The first improvement was provided by the precursor of the previous two methods. Though Černikov presents the following improvement in [Cern63], we can find its foundation in [Cern60, p 296 corollary 2).

**Theorem 8** After k variable eliminations, if the historical subset associated with an inequation has more than k + 1 elements, then this historical subset is not minimal.

In this case, the detection cost is very low. Černikov and Kohler included this detection in their algorithms.

5.2 Passive variables

Duffin, in [Duff74, p 90], introduces the active or passive variable concept. A variable is active during its elimination if there is at least one pair of inequations in the sense of Fourier's elimination. Otherwise the variable is said to be passive. Let \( z_j \) be a passive variable. Its elimination can suppress some inequations from the system, but does not add any. This comes from the fact that the coefficients of \( z_j \) in the inequations are either all positive (\( 0 \leq \)) or all negative (\( \leq 0 \)). Then if we delay the elimination of such a variable, since Fourier's elimination uses only linear combinatories with positive coefficients, the coefficients of \( z_j \) will all have the same sign. In particular, the inequations with non-zero coefficients of \( z_j \) generate inequations with non-zero coefficients of \( z_j \). These inequations will all be rejected in a subsequent elimination of this variable. Thus,

**Theorem 9** After the elimination of k variables, p of which are passive, if in a historical subset more than \( k + 1 - p \) elements occur, then this historical subset is not minimal.
5.3 Upper and lower limits of the rank

So far, the improvements look globally. However, the minimal subset is a local concept in that a minimal part depends only on what is included within it. Hence, it is sufficient to look at the eliminated variables occurring in at least one inequation of the historical subset [Imbe90].

Assume that the variables eliminated from the initial system are $z_1, \ldots, z_k$. We will say that they are officially eliminated, and will write $O_k$ the set of these variables. For each inequation $i$ produced, the set $O_k$ can be divided into three disjointed subsets: the subset of effectively eliminated variables denoted $E_i$, the subset of implicitly eliminated variables denoted $I_i$, and the other variables. A variable is said to be effectively eliminated for $i$, if its official elimination produces at least one of its ancestors (initial or intermediate inequations used to produce $i$). A variable is said to be implicitly eliminated for $i$, if the following three conditions are satisfied: it occurs in at least one inequation of $H_i$, it does not occur in $i$, it is not effectively eliminated for $i$. (an exemple is given in Section 7). In [Imbe90] the following two theorems are shown, where $\text{Card}(S)$ denotes the number of elements of $S$:

Theorem 10 [First acceleration theorem] If $H_i$ is a minimal subset, then the following relation is satisfied:

$$1 + \text{Card}(E_i) \leq \text{Card}(H_i) \leq 1 + \text{Card}(E_i \cup (I_i \cap O_k))$$

In this same paper it is shown that whatever $H_i$, minimal part or not, the left inequality is satisfied. The right inequality gives an upper limit less than or equal to the one of theorem 8 above. The Duffin improvement is always global and still applicable: we only have to suppress passive variables from $O_k$.

When the first acceleration theorem quickly detects non-minimal parts, the second acceleration theorem quickly detects minimal parts:

Theorem 11 [Second acceleration theorem]

Let $i$ be an inequation such that $1 + \text{Card}(E_i) = \text{Card}(H_i)$, then $H_i$ is minimal.

This theorem avoids a heavy verification burden. The cost of these two theorems is very low. It linearly depends on the number of eliminated variables. The costly research operation of minimal subsets, either by comparison of minimal parts, or by computing a matrix rank, needs to be done only when

$$1 + \text{Card}(E_i) < \text{Card}(H_i) \leq 1 + \text{Card}(E_i \cup (I_i \cap O_k)).$$

Thus, if there is no implicitly eliminated variable, these two theorems are sufficient. In return, the algorithm performances decrease when the number of implicitly eliminated variables increases.

5.4 Comparison number

The following improvement deals only with the Černikov-Fourier method. The set $G$ is a base of $F$, and there is a one-to-one map between $G$ and the set of minimal subsets. Then, for each element $j$ of a non-minimal subset $P$, there is a minimal part included in $P$, in which $j$ occurs. As a result, if we take an ordering on the initial inequations, the comparison between subsets with the same first element is sufficient. So, the average number of comparisons is divided in half. However, more storage space is needed for intermediary results.

5.5 Redundancies

Let us consider the initial inequation system $A'x' + A''x'' \leq b$. So far, the only redundancies suppressed during the elimination process of $x''$, are the ones due to $A''$. However, if we take into account $A'x'$, other redundancies may appear. I do not know a method which suppress all redundancies, compatible with one of the Fourier’s elimination methods presented above. However, in some cases, the coexistence is possible. In [JMSY92], it is shown that strong redundancies produced by Fourier’s algorithm with the previous improvements, can be suppressed without subsequent damage.

Theorem 12 Every inequation, at least one ancestor of which is strongly redundant, is strongly redundant.

\[^2\text{the supporting hyperplane of which is far from the solution set of the inequation system.}\]
Proof Let \( uz \leq v \) be a strongly redundant inequation. Let us assume that this inequation is equal to the linear combinatory \((\sum_{i=1}^{n} a_i x_i) \leq (\sum_{i=1}^{m} a_i b_i) + a_0 \). The proof is then trivial since \( uz \leq v - a_0 \) is a logical consequence of the inequation system and since each produced inequation is a linear combinatory with positive coefficients of the inequations of the system. □

The systematic detection of strong redundancies is very costly. However, there are some cases in which the detection cost is lower. The quasi-redundancy is a special case of strong redundancy. An inequation \( uz \leq v \) is quasi-redundant in \( Ax \leq b \) if there is another inequation of that system written \( uz \leq v - r \) up to multiplied by a positive scalar, where \( r \) is a non-zero positive constant [LHMA89]. The quasi-redundancy detection is not excessively expensive, because it is roughly a one-to-one comparison of constraints with each other.

Remark : Assume that all or part of the strong redundancies are suppressed from an intermediary system \( C_i \), and that \( C_i \) is obtained by a derived Fourier's elimination method \( M \). Let \( \mathcal{K}_i \) be the subsystem of \( C_i \) so obtained. To take advantage of this, we have to be sure that in the next steps, all the redundancies detected by \( M \) applied on \( C_i \), will not occur in \( \mathcal{K}_{i+1} \) when this same method is applied on \( \mathcal{K}_i \). If this is the case, we will say that the method \( M \) is fully compatible with the partial or full deletion of strong redundancies. Otherwise, we have to find a means to detect all strong redundancies at each step. And this detection is too costly, and then impracticable.

The methods of Černikov-Fourier and Kohler-Fourier, are opposed in that the first detects the minimal subset by comparison with each of the others, whereas the second only needs to know the inequations of its historical subset. As a result, if some minimal subsets are missing due to strong redundancy deletions, the comparison method can be put on the wrong track. On the contrary, this is not the case for the matricial method. In conclusion,

Proposition 13 Any partial deletion of strong redundancies is fully compatible with the Kohler-Fourier elimination method, but is not fully compatible with the Černikov-Fourier elimination method.

Then, the partial deletion of strong redundancies is not suitable for the Černikov-Fourier elimination method.

6 Comparison or matricial computation?

6.1 Complexity

The incorporation of improvements from theorems 8, 9, 10 and 11, results in a great reduction in the cost of the elimination algorithm. If \( m_0 \) is the number of inequations of the initial system, and if \( k \) is the number of variables to be eliminated, the cost of theorems 8, 10 and 11 is at most \( O(m_0 + k) \) for each produced inequation. Remark that the detection of the minimality of historical subsets can always be done before the creation of the new inequations. Thus, time can be saved in cases of rejection.

The cost of minimal subset detection using comparison is, at most, \( O(m_0 m) \) for each produced inequation where \( m \) is the maximal number of inequations occurring in the intermediary system during the process of elimination. It must be noted that in the case of Černikov-Fourier method, the comparison must be done in both directions of the inclusion. If we use the improvements of theorems 10 and 11, the comparison must be done only for inequations satisfying theorem 10: in both directions of the inclusion between historical subsets of two new inequations which do not satisfy theorem 11, only in one direction when one of the new inequations satisfies theorem 11, no comparison is needed when the two inequations satisfy this same theorem.

The cost of minimal subset detection using matricial computation is, for each produced inequation, at most \( O(k^2) \) in infinite precision, \( O(k^3) \) otherwise. Thus, when \( k \) is low, it is better to use matricial computation, and to change method during the elimination process when \( k \) and \( m \) move. Theorem 5 and its corollary allow for this change at every moment.

Furthermore, in the choice of method, we have to take into account the fact that the matricial method allows for an independent process of produced inequations. Conversely, if during the elimination of a variable, the comparison is used, there will be comparisons to do until the end of the elimination of that variable.
Input: \( Ax \leq b \), an inequation system.

Let us assume that \( x = (x', x'') \), where \( x'' = (x_1, \ldots, x_k) \) is the vector of variables to be eliminated.

Output: A system \( Cx' \leq d \) equivalent to \( Ax \leq b \) on \( x' \)

begin
1. We start with
   - the inequation system \( S \) equal to \( Ax \leq b \).
   - the set \( O \) of officially eliminated variables, empty.
2. For \( z_j \) being successively the variables \( x_1, \ldots, x_k \),
   2.1. Suppress from \( S \) all the inequations in which the coefficient of \( x_j \) is non-zero.
   2.2. If there is at least one pair of suppressed inequations with opposite sign coefficients of \( x_j \), put \( z_j \) into \( O \) (* Duffin improvement *), and continue to 2.3, otherwise continue to 2.
3. For each pair of suppressed inequations \( a_1 x \leq b_1 \) et \( a_2 x \leq b_2 \), of which the coefficients \( a_{j,1} \) and \( a_{j,2} \) of \( x_j \) are respectively positive and negative,
   3.1. Assume that the sets associated with these inequations are respectively \( H_1, E_1, I_1 \) and \( H_2, E_2, I_2 \). Compute \( H = H_1 \cup H_2 \), \( E = E_1 \cup E_2 \), and \( I = I_1 \cup I_2 \).
   3.2. If \( \text{Card}(E \cup (I \cap O)) < \text{Card}(H) \) then continue to 2.3. (*Theorem 10*).
   3.3. If \( \text{Card}(E) = \text{Card}(H) \) then go to 2.3.5. (*Theorem 11*).
   3.4. Analyze using comparison 3 or matricial computation the set \( H \). If it is a minimal part then go to 2.3.5, else continue to 2.3.
   3.5. Suppress some strongly redundant inequations (*Theorem 12*). If the new inequation is strongly redundant then continue to 2.3.6, else continue to 2.2.6.
   3.6. Put in \( S \) the inequation \( a_{j,1} a_2 x - a_{j,2} a_1 x \leq a_{j,1} b_2 - a_{j,2} b_1 \).
3. Return the system \( S \) which is then of the form \( Cx' \leq d \).
end

Figure 3: Pattern Modified Fourier's Algorithm

Moreover, the comparison method does not always immediately detect redundancies, as a result, this leads to an additional cost because of the intermediary storage. Consequently, the matricial method allows for a degree of parallelism higher than the comparison method. And then, the matricial method is better suited to an additional redundancy deletion such as quasi-redundancy than the comparison method is. In all cases, these two methods need to be used only when both theorems 10 and 11 fail.

6.2 Modified Fourier's Algorithm

In order to take into account the results of theorems 10 and 11, each inequation \( i \) is associated with three sets: the set \( H_i \) of initial inequations from which \( i \) is produced, the set \( E_i \) of its effectively eliminated variables, and the set \( I_i \) of its implicitly eliminated variables. When \( i \) is an initial inequation, \( H_i = \{i\} \), and \( E_i \) and \( I_i \) are empty. The pattern algorithm is described in Figure 3.

Note that steps 2.3.4 and 2.3.5 can be interchanged. Particularly, if the inequations are ordered, one can quickly see when an inequation is quasi-redundant, and avoid the minimality detection for its historical subset [JMSY92].

If the strong redundancies are suppressed, (step 2.3.5), it is advisable to use the matricial computation at step 2.3.4.

---

3 When the comparison method is chosen, also suppress from the system the inequations of which the historical subsets include the one of the new inequation.
7 An example

In the following example, each inequation is associated with a triplet \((H; E; I)\). \(H\) is the historical subset of the inequation, \(E\) the set of its implicitly eliminated variables and \(I\) the set of its implicitly eliminated variables. Let \(x_i, i = 1, \ldots, 5\) be the variables to be eliminated in the following system:

\[
\begin{align*}
(1) & \quad 0 \leq -x_3 - x_4 - x_5 + 1 \\
(2) & \quad 0 \leq +x_1 + 2x_4 - y_2 + 2 \\
(3) & \quad 0 \leq +x_2 + 2x_5 - y_3 + 2 \\
(4) & \quad 0 \leq -2x_2 - 3x_5 + y_2 - 1 \\
(5) & \quad 0 \leq +x_2 \\
(6) & \quad 0 \leq +x_3 \\
(7) & \quad 0 \leq -x_1 - x_2 + 2x_3 - y_1 + 3 \\
(8) & \quad 0 \leq -x_1 - x_2 - 2x_3 - 2x_4 - 2x_5 + y_1 + y_2 + 3y_3 - 5 \\
(9) & \quad 0 \leq -x_2 - x_5 + 2y_2
\end{align*}
\]

In the elimination of variables \(x_1, x_2, x_3\) and \(x_4\), the retained inequations are all accepted according to theorem 11. The cost is then minimal.

The elimination of \(x_1\) gives \(O_1 = \{x_1\}\) all the pairs give a retained inequation. The new system is:

\[
\begin{align*}
0 \leq -x_3 - x_4 - x_5 + 1 & \quad (1; -; -) \\
0 \leq +x_2 + 2x_5 - y_3 + 2 & \quad (3; -; -) \\
0 \leq -2x_2 - 3x_5 + y_2 - 1 & \quad (4; -; -) \\
0 \leq +x_2 & \quad (5; -; -) \\
0 \leq +x_3 & \quad (6; -; -) \\
0 \leq -2x_2 - x_5 + 2y_2 & \quad (9; -; -) \\
0 \leq -x_2 + 2x_3 + 2x_4 - 2x_5 + y_1 + y_2 + 3 & \quad (2.7; x_1; -) \\
0 \leq -x_2 - 2x_3 - 2x_5 + y_1 + y_3 - 3 & \quad (2.8; x_1; x_4)
\end{align*}
\]

The elimination of \(x_2\) gives \(O_2 = \{x_1, x_2\}\) and the new system is:

\[
\begin{align*}
0 \leq -x_3 - x_4 - x_5 + 1 & \quad (1; -; -) \\
0 \leq +x_3 & \quad (6; -; -) \\
0 \leq +x_5 - y_3 + 3 & \quad (3.4; x_2; -) \\
0 \leq +x_5 + 2y_2 - y_3 + 2 & \quad (3.9; x_2; -) \\
0 \leq +2x_3 + 2x_4 + 2x_5 - 2x_1 + y_1 - y_2 - y_3 + 7 & \quad (2.3.7; x_1; x_2; -) \\
0 \leq -2x_2 + 2x_3 - 1 & \quad (2.3.8; x_1; x_2; x_4; x_6) \\
0 \leq -3x_5 + y_3 - 1 & \quad (4.5; x_2; -) \\
0 \leq -2x_3 + 2y_2 & \quad (5.9; x_2; -) \\
0 \leq -2x_3 + 2x_4 - 1y_1 - y_2 + 5 & \quad (2.5.7; x_1; x_2; -) \\
0 \leq -2x_3 - 2x_5 + y_1 + y_3 - 3 & \quad (2.5.8; x_1; x_2; x_4)
\end{align*}
\]

So far, each pair produces a retained inequation. The elimination of \(x_3\) gives \(O_3 = \{x_1, x_2, x_3\}\) and proposes nine pairs for the creation of inequations. Among these nine pairs, two are rejected according to theorem 10. The new system is then:

\[
\begin{align*}
0 \leq +x_5 - y_5 + 3 & \quad (3.4; x_2; -) \\
0 \leq +x_5 + 2y_2 - y_3 + 2 & \quad (3.9; x_2; -) \\
0 \leq -3x_5 + y_5 - 1 & \quad (4.5; x_2; -) \\
0 \leq -2x_3 + 2y_2 & \quad (5.9; x_2; -) \\
0 \leq -2x_3 - 1y_1 - 1y_2 & \quad (1.6; x_3; -) \\
0 \leq +y_1 - 1 & \quad (2.3.6.8; x_1; x_2; x_3; x_4; x_5) \\
0 \leq -2x_5 + y_1 + y_3 - 3 & \quad (2.5.6.8; x_1; x_2; x_3; x_4) \\
0 \leq -1y_1 - y_5 - 1y_3 + 9 & \quad (1.2.3.7; x_1; x_2; x_3; x_4; x_5) \\
0 \leq +2x_4 + 2x_5 - 2y_1 - y_2 + 3y_3 + 6 & \quad (2.3.7.8; x_1; x_2; x_3; x_4; x_5) \\
0 \leq -2x_5 - 1y_1 - y_2 + 7 & \quad (1.2.5.7; x_1; x_2; x_3; x_4) \\
0 \leq +2x_4 - 2x_5 - 1y_2 + 1y_3 + 2 & \quad (2.5.7.8; x_1; x_2; x_3; x_4)
\end{align*}
\]
The elimination of \(x_4\) gives \(O_4 = \{x_1, x_2, x_3, x_4\}\) and proposes two pairs for the creation of inequations.

According to theorem 10 no new inequation is created. The new system is then:

\[
\begin{align*}
0 \leq &+1x_5 - 1y_5 + 3 & (3.4; x_2; -) \\
0 \leq &+1x_5 + 2y_2 - 1y_3 + 2 & (3.9; x_2; -) \\
0 \leq &-3x_5 + 1y_2 - 1 & (4.5; x_2; -) \\
0 \leq &-1x_5 + 2y_2 & (5.9; x_2; -) \\
0 \leq &+1y_1 - 1 & (2.3.6.8; x_1, x_2, x_3, x_4, x_5) \\
0 \leq &-2x_5 + 1y_1 + 1y_3 - 3 & (2.5.6.8; x_1, x_2, x_3) \\
0 \leq &-1y_1 - 1y_3 + 1y_2 + 9 & (1.2.3.7; x_1, x_2, x_3, x_4, x_5) \\
0 \leq &-2x_5 - 1y_1 - 1y_3 + 7 & (1.2.5.7; x_1, x_2, x_3, x_4)
\end{align*}
\]

The elimination of \(x_5\) gives \(O_5 = \{x_1, x_2, x_3, x_4, x_5\}\) and proposes eight pairs for the creation of inequations. Two are accepted according to theorem 11. Two are rejected according to theorem 10. And four are rejected using comparison or matricial computation methods. The final system is:

\[
\begin{align*}
0 \leq &+1y_1 - 1 & (2.3.6.8; x_1, x_2, x_3, x_4, x_5) \\
0 \leq &-1y_1 - 1y_2 - 1y_3 + 9 & (1.2.3.7; x_1, x_2, x_3, x_4, x_5) \\
0 \leq &-1y_3 + 4 & (3.4.5; x_2, x_5; -) \\
0 \leq &+4y_2 - 1y_3 + 2 & (3.5.9.; x_2, x_5; -)
\end{align*}
\]

The detailed account of realized operations is given in the table below. In Černíkov or Kohler methods column, the first number represents the use number of theorem 8, the right number is the use number of comparison or matricial method. In the right column, theorem 8 is replaced by theorem 10 (first number) and theorem 11 (second number). the third number of this column represents the use number of comparison or matricial method.

<table>
<thead>
<tr>
<th>step</th>
<th>Černíkov/Kohler</th>
<th>+ Theorems 10 and 11</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0 / 2</td>
<td>0 / 2 / 0</td>
</tr>
<tr>
<td>2</td>
<td>0 / 8</td>
<td>0 / 8 / 0</td>
</tr>
<tr>
<td>3</td>
<td>2 / 7</td>
<td>2 / 7 / 0</td>
</tr>
<tr>
<td>4</td>
<td>2 / 0</td>
<td>2 / 0 / 0</td>
</tr>
<tr>
<td>5</td>
<td>0 / 8</td>
<td>2 / 2 / 4</td>
</tr>
<tr>
<td>total</td>
<td>4 / 25</td>
<td>6 / 19 / 4</td>
</tr>
</tbody>
</table>

It can be seen, in this example, that the proportions of a heavy detection method used, are completely exchanged depending on the use of theorem 10 and 11: (4/29), or theorem 8: (25/29). The advantage supplied by the two acceleration theorems is greater insomuch as the number of implicitly eliminated variables is lower. The extreme case is the one where this number is zero. In this extreme case, only these two theorems are needed for all decisions. This is generally the case when the coefficients of the constraints are randomly generated.

8 Conclusion

After presenting the approaches of Černíkov and Kohler for improving the Fourier elimination algorithm, we have shown that these two approaches produce exactly the same final inequation system. The use of theorems 10 and 11 introduced in [Imbe90] considerably decreases the use of costly minimal subset detection methods. We have seen that the matricial minimal subset detection method is better suited to an additional redundancy deletion than the comparison detection method.

In addition, we have tested the heuristic which eliminates, at each Fourier step, the variable with the least production of inequations. The results obtained are clearly not as good as with any other choice, even at random. In some cases, the computation time increases from half a minute to more than an hour, with an overwhelming production. The lower initial production can quickly become disastrous.

Finally, the generalization of the passive variable concept to variables which only produce non-retained constraints, is incorrect, as is shown in the following example. Let the initial system be:
(1) \(0 \leq x + y + z + t\) \((1; -, -)
(2) \(0 \leq -x - y + z\) \((2; -, -)
(3) \(0 \leq x - y - z\) \((3; -, -)
(4) \(0 \leq -x + y - z\) \((4; -, -)

The elimination of \(x\) gives

\[0 \leq +2z + t\] \((1.2; z; y)\)
\[0 \leq -2z\] \((3.4; z; y)\)
\[0 \leq +2y + t\] \((1.4; z; z)\)
\[0 \leq -2y\] \((2.3; z; z)\)

The elimination of \(y\) gives the system

\[0 \leq +2z + t\] \((1.2; z; y)\)
\[0 \leq -2z\] \((3.4; z; y)\)

and the elimination of \(z\) gives the final system

\[0 \leq t\] \((1.2.3.4; x; z; y)\).

If we had not taken the variable \(y\) into account, the inequation \(0 \leq t\) would be rejected. Then the final system would be incorrect. Also, this shows the importance of the implicitly eliminated variables.

For new improvements of the Fourier algorithm, it would be interesting to see in which conditions, the weakly redundant inequations (the ones for which the supporting hyperplanes are adjacent to the solution set of the inequation system) can be deleted without putting the previous improvements of the Fourier elimination on the wrong track. However, whatever the future improvements, we cannot prevent the Fourier elimination from producing a great deal of constraints, with a significant increase in the intermediary steps, before this number decreases when few variables remain in the system.
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Abstract

In this paper, we present a method for improving search efficiency in the area of Constraint-Satisfaction-Problems in finite domains. This method is based on the analysis of the micro-structure of a CSP. We call micro-structure of a CSP, the graph defined by the compatible relations between variable-value pairs: vertices are these pairs, and edges are defined by pairs of compatible vertices. Given the micro-structure of a CSP, we can realize a pre-processing to simplify the problem with a decomposition of the domains of variables. So, we propose a new approach to problem decomposition in the field of CSPs, well adjusted in cases such as classical decomposition methods are without interest (i.e. when the constraint graph is complete). The method is described in the paper and a complexity analysis is presented, given theoretical justifications of the approach. Furthermore, a polynomial class of CSPs is induced by this approach, its recognition being linear in the size of the considered instance of CSP.

1 Introduction

Constraint-satisfaction problems (CSPs) involve the assignment of values to variables which are subject to a set of constraints. Examples of CSPs are map coloring, conjunctive queries in a relational databases, line drawings understanding, pattern matching in production rules systems, combinatorial puzzles... In the general case, finding a solution or testing if a CSP admits a solution is a NP-complete problem. A well known method for solving CSP is the Backtrack procedure. If \( n \) is the number of variables, \( d \) the size of the domains of variables, and \( m \) the number of constraints, the complexity of this procedure is \( O(m.d^n) \). A better bound is given using decomposition methods as tree-clustering (Dechter & Pearl 1989) or cycle-cutset method (Dechter 1990). The complexity is then of the order of \( d^K \), \( K \) being a parameter related to the structure of the CSP (the constraint graph). If the constraint network is a complete graph, then \( K = n \). The decomposition methods are based on the structure of the CSP, i.e. the structure of the constraint graph.

In this paper, we present a decomposition method based on the “micro-structure” of the CSP. We call micro-structure of a CSP, the graph defined by the compatible relations between variable-value pairs: vertices are these pairs, and edges are defined by pairs of compatible vertices (compatible values). Given the graph associated to the micro-structure of a CSP, the problem of finding a solution to the CSP is equivalent to the problem of finding a n-clique (a set of vertices that induces a complete subgraph with these n vertices) in the micro-structure. Considering this property, we use triangulation of graphs (Kjaerulff 1990) and clustering of values driven by maximal cliques in the micro-structure to decompose the micro-structure associated to the CSP \( \mathcal{P} \) to solve. This approach is motivated by the good algorithmic properties of triangulated graph, particularly to find maximal cliques. Every maximal clique induces a domains decomposition, and so, generates a collection of problems \( \mathcal{P}_1, \mathcal{P}_2, \ldots, \mathcal{P}_p \), equivalent to the initial problem \( \mathcal{P} \). Each problem \( \mathcal{P}_i \), corresponds to a sub-problem of \( \mathcal{P} \) with a size of domains equal to \( \delta_i \), with the inequality \( \delta_i \leq d \). So the complexity of solving \( \mathcal{P} \) is now the sum of the complexities \( O(m.\delta_i^n) \), for \( i = 1, 2, \ldots, p \). The complexity of the decomposition is linear in the size of the problem \( \mathcal{P} \), and the number of new sub-problems is at most
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linear in the size of \( P \). The quality of the decomposition is related to the value of each \( \delta_i \): more the value \( \delta_i \) is small, more the decomposition is good. For example, if \( \delta_i = 1 \) or 2, the complexity of the problem \( P \) is now polynomial.

The section 2 introduces some preliminaries about CSPs while the third section defines formally the micro-structure. The method of domains decomposition is presented in the section 4. This is followed by a theoretical analysis of the method, concerning a complexity analysis, and showing polynomial classes of problems associated to the method.

## 2 Preliminaries

A finite CSP (Constraint Satisfaction Problem) is defined as a set \( X \) of \( n \) variables \( X_1, X_2, \ldots, X_n \), a set \( D \) of finite domains \( D_1, D_2, \ldots, D_n \), and a set \( C \) of \( m \) constraints \( C_1, C_2, \ldots, C_m \). A constraint \( C_i \) is defined on a set of variables \( (X_{i_1}, \ldots, X_{i_k}) \) by a subset of the cartesian product \( (D_{i_1} \times D_{i_2} \times \cdots \times D_{i_k}) \); we note this subset \( R_i \) (\( R_i \) specifies which values of the variables are compatible with each other). \( R \) is the set of all \( R_i \), for \( i = 1, 2, \ldots, m \). So, we denote a CSP \( P = (X, D, C, R) \). A solution is an assignment of value to all variables which satisfies all the constraints. For a CSP \( P \), the hypergraph \( (X, C) \) is called the constraint hypergraph. A binary CSP is one in which all the constraints are binary, i.e. they involve only pairs of variables, so \( (X, C) \) is then a graph (called constraint graph) associated to \( (X, D, C, R) \). This paper deals only with binary CSPs. To simplify notations for binary CSPs, a constraint between variables \( X_i \) and \( X_j \) is denoted \( C_{ij} \), and the associated relation \( R_{ij} \). For a given CSP, the problem is either to find all solutions or one solution, or to know if there exists any solution: the last problem is known to be NP-complete.

![Binary CSP with complete constraint graph.](image)

CSPs are normally solved by different versions of backtrack search. In this case, if \( d \) is the size of domains (maximum number of values in domains \( D_i \)), the theoretical time complexity of search is then \( O(md^n) \). Consequently, many works try to improve the search efficiency. They mainly deal with binary CSPs. In (Freuder 1982), Freuder, considering the problem of finding one solution, gives a preprocessing procedure for selecting a good variable ordering prior to running the search. One of his main results is a sufficient condition for backtrack-free search. This condition concerns on one hand a structural property of the constraint graph, and on the other hand a local consistencies. After (Freuder 1982), Dechter and Pearl (Dechter and Pearl 1988) give two classes of polynomially solvable CSPs. For example, they define a property: if a binary CSP is arc-consistent, and if its constraint graph is acyclic, then the CSP admits a solution and there is a backtrack-free search order. This property holds for \( n \)-ary CSPs with hypergraphs (Janssen et al 1989).

Some methods use decomposition techniques based on structural properties of the CSP. These methods exploit the fact that the tractability of CSPs is intimately connected to the topological structure of their underlying constraint graphs. Moreover, these methods give an upper bound to the complexity of the problem, therefore, an upper bound to the search. The above property gives the goal of the transformation: given a CSP, the result must be an other CSP, equivalent to the first one, whose the structure is a tree. Two methods are based on this principle: the cycle-cutset method (Dechter 1990) and tree-clustering scheme (Dechter & Pearl 1989).
The cycle-cutset method (CCM) is based on the notion of cycle-cutset. The cycle-cutset of a graph, is a set of vertices such as the deletion of these vertices induces an acyclic graph. CCM is based on the fact that variables assignments changes the effective connectivity of the constraint graph. So, as soon as all the variables of the cycle-cutset are assigned, all the cycles of the constraint graph are cut. Therefore, the resulting problem is tree-structured and Freuder's theorem (Freuder 1982) can be applied to solve it. A property summarizes the method: if all the variables belonging to the cycle-cutset are instantiated, and if the resulting CSP is arc-consistent, then the problem admits solutions and a backtrack-free order. So, searching a solution, we can consider that the size of cycle-cutset corresponds to the height of the backtracking. More precisely, if \( K \) is the size of the cycle-cutset, the complexity of CCM is \( O(m.d^K + 2) \).

Tree-clustering (TC) consists in forming clusters of variables such as the interactions between the clusters are tree structured. The hyper-edges of the induced constraint hypergraph are defined by the clusters of variables. The new CSP is equivalent to the first one, but the associated constraint hypergraph is acyclic. So, the property concerning acyclic n-ary CSPs holds for this CSP. If \( E \) is the size of the maximal cluster, the complexity of TC is then \( O(n.E.d^E) \).

If the constraint network is a complete graph, we have the equality \( E = K + 2 = n \). So, the complexity of decomposition methods is the same than for classical backtracking, of the order of \( d^n \). Consequently, complete constraint graphs (n-cliques) can be considered as hard instances of CSP for decomposition methods. The decomposition method described in this paper proposes a solution to handle these hard CSPs, but can also be used on incomplete constraints graph. It is based on a decomposition of the micro-structure of a CSP.

### 3 Microstructure of CSPs

We call micro-structure of a CSP, the graph defined by the compatible relations between variable-value pairs: vertices are these pairs, and edges are defined by pairs of compatible vertices.

**Definition 1.** Given a binary CSP \( P = (X, D, C, R) \) such as \( (X, C) \) is a complete graph, \( \mu(P) \) is called micro-structure of \( P \) and it is a n-partite graph defined by:

- \( X_D = \{ (X_i, a) / X_i \in X \text{ and } a \in D_i \} \)
- \( C_R = \{ ((X_i, a), (X_j, b))) / (X_i, X_j) \in C \text{ and } (a, b) \in R_{ij} \} \)
- \( \mu(P) = (X_D, C_R) \)

![Figure 2. Micro-structure of the CSP given in figure 1.](image)

Necessary, \( \mu(P) \) is a n-partite graph because it can not exist edges between vertices of a same domain. In the example in figure 2, we have sets \{\((X_1, a), (X_1, b))\}, \{((X_2, c), (X_2, d))\}, \{((X_3, e), (X_3, f))\} \text{ and } \{((X_4, g), (X_4, h))\} \text{ with no one edge between vertices associated to the same variable.}

If \((X, C)\) is not a complete graph, i.e. there are two variables \( X_i \) and \( X_j \) such as the constraint \( C_{ij} \) does not exist between variables \( X_i \) and \( X_j \), \( \mu(P) \) can be completed adding the universal relation between these variables. The universal relation is the relation \( R_{ij} = D_i \times D_j \) (all pairs of values are compatible). In this paper we always consider CSPs with complete constraint graph.
Given a CSP $\mathcal{P} = (X, D, C, R)$ and its micro-structure $\mu(\mathcal{P})$, we can derive a basic property.

**Property 2.** Given a CSP $\mathcal{P} = (X, D, C, R)$ and its micro-structure $\mu(\mathcal{P})$ we have:

$(a_1, a_2, \ldots, a_n)$ is a solution of $\mathcal{P}$ ⇔ $\{(X_1, a_1), (X_2, a_2), \ldots, (X_n, a_n)\}$ is a $n$-clique of $\mu(\mathcal{P})$

**Proof.** $(a_1, a_2, \ldots, a_n)$ is a solution of $\mathcal{P}$ ⇔ $\forall i, j, 1 \leq i < j \leq n, (a_i, a_j) \in R_{ij} \Rightarrow \forall i, j, 1 \leq i < j \leq n, \{(X_i, a_i), (X_j, a_j)\} \in C_R \Rightarrow \{(X_1, a_1), \ldots, (X_n, a_n)\}$ is a $n$-clique of $\mu(\mathcal{P})$

We remark that a solution of $\mathcal{P}$ corresponds to a covering of $n$ vertices in the constraint graph $(X, C)$: there is exactly one vertex $(X_i, a)$ for each domain $D_i$, for $i = 1, 2, \ldots, n$. So, solving a CSP can be considered as the problem of finding a $n$-clique in its micro-structure. The method we present for the decomposition of domains is based on the topological analysis of the microstructure, related to the existence of $n$-cliques.

### 4 Simplifying CSPs by domains decomposition

We seen that solving a CSP (finding one solution) can be considered as the problem of finding a $n$-clique in its microstructure. This problem is known to be NP-hard (Karp 1972), but there are classes of graphs such as polynomial (linear) algorithms have been defined. The method we present is based on one of these classes: triangulated graphs. So, some definitions and properties must be recalled.

**Definition 3.** A graph is triangulated iff every cycle of length at least four has a chord, i.e. an edge joining two non-consecutive vertices along the cycle.

**Property 4.** (Fulkerson & Gross 1965) A triangulated graph on $n$ vertices has at most $\frac{n}{2}$ maximal cliques (a clique is maximal iff it is not included in another clique).

**Property 5.** (Gavril 1972) The problem of finding all maximal cliques in a triangulated graph $(X, C)$ is in $O(N + M)$ if $N = |X|$ and $M = |C|$.

Given the micro-structure of any CSP, it is not possible to immediately use these properties because any micro-structure is not necessary a triangulated graph (eg. the micro-structure in the figure 2).

Nevertheless, it is possible to use these results: given any graph $G = (X, C)$, it is possible to add new edges in $C$ to obtain $C'$, such as the graph $\Gamma(G) = (X, C')$ is a triangulated graph. This addition of edges is called triangulation, and can be realized in a linear time in the size of the graph (Kjaerulff 1990).

![Figure 3. Triangulation of the micro-structure of figure 2. Added edges are given by the dotted lines.](image)

After a triangulation, it is possible to apply the property 5. Suppose we have a CSP $\mathcal{P} = (X, D, C, R)$ and its micro-structure $\mu(\mathcal{P}) = (X_D, C_R)$. Consider a triangulated graph defined by a triangulation of $(X_D, C_R)$. There are three classes of edges in $\Gamma(X_D, C_R)$:

- edges $\{(X_i, a), (X_j, b)\}$ already in $\mu(\mathcal{P})$, i.e. $(a, b)$ is in $R_{ij}$
• edges \{ (X_i, a), (X_j, b) \} / i \neq j : adding this edge corresponds to add the tuple \((a, b)\) in \(R_{ij}\)
• edges \{ (X_i, a), (X_j, b) \} : adding this edge has no semantic

Since \(\Gamma(X_D, C_R)\) is a triangulated graph, we know that there are no more than \(nd\) maximal cliques in this graph (by property 4), and that it is possible to find them with a linear algorithm (by property 5). Furthermore, we know that if there exists solutions, anyone is in a maximal clique of this triangulated graph, and consequently, the search of solutions of \(\mathcal{P}\) will be limited to the search of solutions on separated problems, each one associated to a maximal clique.

Consider \(Y\), a maximal clique in the triangulated graph \(\Gamma(X_D, C_R)\); two possibilities must be considered:

• \(Y\) is not a covering of all domains: there is at least one variable \(X_i\) of \(X\) that does not appear in the vertices \((X_i, a)\) of \(Y\). Consequently, the clique \(Y\) does not contain a n-clique that is a covering of all domains, and so there is no solution in \(Y\).

• \(Y\) is a covering of all domains. Given \(Y\), we can induce a new CSP, by the projection of vertices in \(Y\) on each domains. So, we obtain a collection of domains \(D_{Y,i}\) such as \(D_{Y,i} \subseteq D_i\), each new domain \(D_{Y,i}\) being induced by the vertices \((X_i, a)\) in \(Y\). The constraints of the new CSP associated to \(Y\) are the old constraints, restricted to the values in new domains. Searching a solution can be realized on this new CSP. Nevertheless, the fact that \(Y\) is a covering of all domains does not guarantee that there is a solution, because the triangulation adds some new edges that connect vertices corresponding to incompatible values.

Theoretical foundations of the method are given below.

Definition 6. Given a binary CSP \(\mathcal{P} = (X, D, C, R)\), its micro-structure \(\mu(\mathcal{P}) = (X_D, C_R)\) and \(Y\) a subset of \(X_D\). The CSP induced by \(Y\) on \(\mathcal{P}\), denoted \(\mathcal{P}(Y)\) is defined by:

- \(D_Y = \{D_{Y,1}, \ldots, D_{Y,n}\}\) such as \(D_{Y,i} = \{a \in D_i / (X_i, a) \in Y\}\)
- \(R_{Y,ij} = \{(a, b) \in R_{ij} / (X_i, a), (X_j, b) \in Y\}\)
- \(\mathcal{P}(Y) = (X, D_Y, C, R_Y)\)

The theorem below define the principle driving the domains decomposition:

Theorem 7. Given a binary CSP \(\mathcal{P} = (X, D, C, R)\), its micro-structure \(\mu(\mathcal{P})\) and \(Y = \{Y_1 \ldots Y_p\}\), the set of the maximal cliques of \(\Gamma(\mu(\mathcal{P}))\) we have:

\[\text{Solutions}(\mathcal{P}) = \bigcup_{i=1}^{p} \text{Solutions}(\mathcal{P}(Y_i))\]

Proof.

• With property 2, we know that any solution of the problem \(\mathcal{P}\) is associated to a n-clique. So, this n-clique is necessary included in one set \(Y_i\), because in a graph, each clique belongs necessary to a maximal clique of the considered graph. Consequently, the considered solution of \(\mathcal{P}\) is necessary a solution of \(\mathcal{P}(Y_i)\).

• Every solution of a problem \(\mathcal{P}(Y_i)\) is a clique in \(\mu(\mathcal{P})\) because all the edges of this clique are edges induced by compatible values in \(\mathcal{P}\). Consequently, every solution of \(\mathcal{P}(Y_i)\) is a solution of \(\mathcal{P}\).

We remark that a solution of \(\mathcal{P}(Y_i)\) can appear as a solution of another \(\mathcal{P}(Y_j)\). In the figure 4, we present the applying of theorem 7 to the example.
### Maximal cliques

<table>
<thead>
<tr>
<th>Maximal cliques</th>
<th>Decomposed domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Y_1 = {(X_1, a), (X_2, c), (X_4, h)})</td>
<td>(D_{Y_1,1} = {a}, D_{Y_1,2} = {c}, D_{Y_1,3} = \emptyset, D_{Y_1,4} = {h})</td>
</tr>
<tr>
<td>(Y_2 = {(X_1, b), (X_2, c), (X_3, e), (X_4, g)})</td>
<td>(D_{Y_2,1} = {b}, D_{Y_2,2} = {c}, D_{Y_2,3} = {e}, D_{Y_2,4} = {g})</td>
</tr>
<tr>
<td>(Y_3 = {(X_1, b), (X_2, d), (X_3, e), (X_3, f)})</td>
<td>(D_{Y_3,1} = {b}, D_{Y_3,2} = {d}, D_{Y_3,3} = {e}, D_{Y_3,4} = \emptyset)</td>
</tr>
<tr>
<td>(Y_4 = {(X_2, c), (X_3, e), (X_4, h)})</td>
<td>(D_{Y_4,1} = \emptyset, D_{Y_4,2} = {c}, D_{Y_4,3} = {e}, D_{Y_4,4} = {h})</td>
</tr>
<tr>
<td>(Y_5 = {(X_1, b), (X_3, e), (X_3, f), (X_4, g)})</td>
<td>(D_{Y_5,1} = {b}, D_{Y_5,2} = \emptyset, D_{Y_5,3} = {e}, D_{Y_5,4} = {g})</td>
</tr>
</tbody>
</table>

Figure 4. Applying theorem 7 to the CSP of figure 1. The cliques \(Y_1, Y_2, Y_4\) and \(Y_5\) do not cover all the domains; so the induced sub-problem are not consistent. On the other hand, the cliques \(Y_2\) induces a consistent sub-problem.

**Algorithm:**

- generation of \(\mu(P)\)
- triangulation of \(\mu(P)\); we obtain \(\Gamma(\mu(P))\)
- research of all maximal cliques in \(\Gamma(\mu(P))\); the result of this step is \(Y = \{Y_1, \ldots, Y_p\}\)

- for all \(Y_i \in Y\) do
  - if \(Y_i\) is a covering of all the domains in \(D\)
    - then solve \(P(Y_i)\) else \(P(Y_i)\) has no solution

The first step is realized first with an enumeration of the values of all the domains to obtain the vertices of \(\mu(P)\), and secondly, with an enumeration of all the compatible tuples of relations to obtain the edges of \(\mu(P)\). If the problem \(P\) has not a complete constraint graph, it is possible to transform it with the addition of the universal constraint between non-connected variables. The second step can be realized using triangulation algorithms - see (Kjaerulff 1990). The maximal cliques can be obtained by the algorithm of Gavril (Gavril 1972)(Golumbic 1980). The last step is first realized with the generation of the problem \(P(Y_i)\): it is sufficient to define new domains based on the vertices in \(Y_i\). Finally, solving \(P(Y_i)\) is possible with any classical method such as standard backtracking for example.

### 5 Theoretical analysis

We first give some notations. Given \(P = (X, D, C, R)\) and its micro-structure \(\mu(P) = (X_D, C_R)\).

- \(n\) is the number of variables
- \(d\) is the maximal number of values in domains, i.e. \(\forall i, 1 \leq i \leq n, |D_i| \leq d\)
- \(N\) the number of vertices in \(\mu(P)\): \(N = \sum_{i=1}^{n} |D_i| \leq n.d\)
- \(m\) is the number of constraints; if the constraint graph is complete, then \(m = n.(n - 1)/2\).
- \(M\) is the number of edges in \(\mu(P)\): \(M = \sum_{i,j=1}^{n} |R_{ij}| \leq N.(N - 1)/2 < n^2.d^2\)
- \(p\) is the number of maximal cliques in \(\Gamma(\mu(P))\); \(p \leq n.d\).

The cost of step 1 in the algorithm is \(O(N + M)\). Nevertheless, if \((X, C)\) is not a complete graph, we have \(O(n^2.d^2)\). Triangulation step (step 2) is linear is the size of the resultant graph: \(O(N + M')\), if \(M'\) is the new set of edges after triangulation. Necessary, \(M \leq M' < n^2.d^2\). The cost of finding all maximal cliques in \(\Gamma(\mu(P))\) is also linear: \(O(N + M')\). By property 4, we know that the number of maximal cliques \(p\) satisfies the inequality \(p \leq N\).

For the last step, we first evaluate the cost of solving one problem \(P(Y_j)\); it can be bounded by:

\[O(m.(\prod_{i=1}^{n} |D_{Y_j,i}|))\]

So, the cost of the last step, i.e. the cost of solving all sub-problems \(P(Y_j)\), for \(j = 1, 2, \ldots, p\) is:
The comparison of this cost with respect to the cost of standard backtracking on the initial problem is necessary. The cost of backtracking on $P$ is

$$O(m.\left(\sum_{i=1}^{n} (|D_i|! \cdot \delta^n)\right))$$

If we consider $d = |D_i|$ and $\delta = |D_{ij}|$, for $i = 1, 2, \ldots, n$ and $j = 1, 2, \ldots, p$, the comparison between standard backtracking and domains decomposition is now

$$m.d^n \ VS \ m.p.\delta^n$$
or

$$d^n \ VS \ p.\delta^n$$

We know that $p$ is bounded by $n.d$ (cf. property 4). So we give comparison of exponential terms, $d^n$ and $\delta^n$. Suppose that the decomposition induces a simplification of domains, such as we have for example $d = 2.6$. The comparison is now

$$d^n \ VS \ \frac{n.d}{2^p} \delta^n$$

because $p.\delta^n = p.(d/2)^n = p.(1/2)^n d^n \leq [n.d.(1/2)^n].d^n$.

Consequently, the decomposition can be very interesting on the instances of problems such as these kind of hypothesis on $d$ and $\delta$ hold, i.e. for the problems such as we have $[n.d.(1/2)^n] < 1$.

The decomposition method induces a polynomial class of CSP. If we consider the class of CSPs $P$ such as the triangulation of their micro-structure $\mu(P)$ connects at most two values belonging to the same domain in every obtained maximal cliques. this class of CSPs is polynomial:

**Property 8.** Let $P$ be a CSP, and its micro-structure $\mu(P)$. If in $\Gamma(\mu(P))$ there is at most one new edge $\{(X_i,a),(X_i,b)\}$ per domain $D_i$ in every new maximal cliques then, there is a polynomial algorithm to solve $P$ (searching for one solution).

**Proof.** After applying the algorithm for triangulation of the micro-structure $\mu(P)$, the size of domains in all the induced sub-problems $P(Y_j)$ is at most two. Consequently, all induced sub-problems can be solved applying the result given in (Dechter 1992). One corollary of this theorem deals for binary CSPs with bivalent domains, and provides a polynomial method to solve this class of CSPs.

The interest of this class is that checking for the adherence will be linear in the size of any checked instance. Nevertheless, a real problem concerning this class is to the kind of constraints that we can represent satisfying this kind of property.

6 Conclusion

We proposed a new method to reduce domains in constraint satisfaction problems. This method is based on the analysis of the micro-structure of CSP, i.e. the structure of the relations between compatibles values of the domains. Given the micro-structure of a CSP, we present a scheme to decompose domains of variables, forming a set of sub-problems such as they have necessary less values than domains in the initial problem. This decomposition is driven by combinatorial and algorithmic properties of triangulated graphs. The complexity analysis of the method shown the theoretical advantages of the approach. Indeed, given a CSP $P$, if $d$ is the size of domains of the $n$ variables, and if this problem is defined on $m$ constraints, the complexity of any search like standard backtracking, is $O(m.d^n)$. We shown that the method induces the complexity $O(m.p.\delta^n)$ with $p$ being the number of induced sub-problems - $p$ is necessary linear in the size of the problem.
\( \mathcal{P} \) - and \( \delta \) is the size of new domains, always satisfying \( \delta \leq d \). Furthermore, a polynomial class of CSPs has been defined, the recognition of its elements being linear in the size of instances.

The decomposition method is at present only defined on binary CSPs. Nevertheless, an extension to \( n \)-ary CSPs is possible. A way to realize this extension consists in using primal constraint graph (Dechter & Pearl 88). Suppose we have a \( n \)-ary CSP with a constraint \( C_i \) between three variables; that is \( C_i = \{X_i, X_j, X_k\} \). To generate the microstructure, we consider three binary constraints: \( C_{ij}, C_{ik} \) and \( C_{jk} \). The associated relations are \( R_{ij} = R_i([X_i, X_j]), R_{ik} = R_i([X_i, X_k]) \) and \( R_{jk} = R_i([X_j, X_k]) \). This primal representation is not equivalent to the initial \( n \)-ary CSP because the new problem is less constrained. But it is sufficient to realize domains decomposition, since the constraints finally considered to solve the initial CSP will be the initial \( n \)-ary constraints, with possibly, smallest domains.

Now, an experimental analysis must be realized to see practical interests of the approach.
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Abstract

Motivated by a natural language processing application, this paper shows how to extend memoization techniques for logic programs to constraint logic programming. The lemma table proof procedure presented here generalizes standard memoization proof procedures such as OLDT resolution by (i) allowing goals and constraints to be resolved in any order, (ii) permitting memoization on sets of goals and constraints rather than only individual goals, and (iii) allowing the solutions recorded in the memo table to include unresolved goals and constraints, which are "inherited" by the calling routine.

1 Introduction

This paper shows how to apply memoization (caching of subgoals and associated answer substitutions) in a constraint logic programming setting. The research is motivated by the desire to apply constraint logic programming (CLP) to problems in natural language processing.

In general, logic programming provides an excellent theoretical framework for computational linguistics [13]. CLP extends "standard" logic programming by allowing program clauses to include constraints from a specialized constraint language. For example, the CLP framework allows the feature-structure constraints that have proven useful in computational linguistics [15] to be incorporated into logic programming in a natural way [1, 5, 16].

Because modern linguistic theories describe natural language syntax as a system of interacting "modules" which jointly determine the linguistic structures associated with an utterance [2], a grammar can be regarded as a conjunction of constraints whose solutions are exactly the well-formed or grammatical analyses. Parsers for such grammars typically coroutine between a tree-building component that generates nodes of the parse tree and the well-formedness constraints imposed by the linguistic modules on these tree structures [4, 6, 8]. Both philosophically and practically, this fits in well with the CLP approach.

But the standard CLP framework inherits some of the weaknesses of the SLD resolution procedure that it is based on. When used with the standard formalization of a context-free grammar the SLD resolution procedure behaves as a recursive descent parser. With left-recursive grammars such parsers typically fail to terminate because a goal corresponding to a prediction of a left-recursive category can reduce to an identical subgoal (up to renaming), producing an "infinite loop". Standard techniques for left-recursion elimination [12, 13] in context-free grammars are not always directly applicable to grammars formulated as the conjunction of several constraints [10].

With memoization, or the caching of intermediate goals (and their corresponding answer substitutions), a goal is solved only once and its solutions are cached; the solutions to identical goals are obtained from this cache. Left recursion need not lead to non-termination because identical subgoals are not evaluated, and the infinite loop is avoided. Further, memoization can sometimes provide the advantages of dynamic programming approaches to parsing: the Earley deduction proof procedure (a memoized version of SLD resolution) simulates an Earley parse [3] when used with the standard formalization of a context-free grammar [14].
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Thus constraint logic programming and memoization are two recent developments in logic programming that are important for natural language processing. But it is not obvious how, or even if, the two can be combined in a single proof procedure. For example, both Earley Deduction [14] and OLDT resolution [17, 20] resolve literals in a strict left-to-right order, so they are not capable of rudimentary constraint satisfaction techniques such as goal delaying. The strict left-to-right order restriction is relaxed but not removed in [18, 19], where literals can be resolved in any local order. This paper describes soundness and completeness proofs for a proof procedure that extends these methods to allow for goal delaying. In fact, the lemma table proof procedure generalizes naturally to constraint logic programming over arbitrary domains, as described below.

The lemma table proof procedure generalizes Earley Deduction and OLDT resolution in three ways.

- Goals can be resolved in any order (including non-local orders), rather than a fixed left-to-right or a local order.
- The goals entered into the table consist of non-empty sets of literals rather than just single literals. These sets can be viewed as a single program literal and zero or more constraints that are being passed down into the subsidiary proof.
- The solutions recorded in the lemma table may contain unresolved goals. These unresolved goals can be thought of as constraints that are being passed out of the subsidiary proof.

2 A linguistic example

Consider the grammar fragment in Figure 1 (cf. also [4, pages 142–177]). The parse relation holds between a string and a tree if the yield of the tree is the string to be parsed and tree satisfies a well-formedness condition. In this example, the well-formedness condition is that the tree is generated by a simple context-free grammar, but in more realistic fragments the constraints are considerably more complicated.

Trees are represented by terms. A tree consisting of a single pre-terminal node labelled $C$ whose single child is the word $W$ is represented by the term $C-W$. A tree consisting of a root node labelled $C$ dominating the sequence of trees $T_1, \ldots, T_n$ is represented by the term $C/[T_1, \ldots, T_n]$.

The predicate wf(Tree, Cat) holds if Tree represents a well-formed parse tree with a root node labelled Cat for the context free grammar shown in the comments. The predicate y(Tree, S0, S) holds if S0–S is a “difference list” representing the yield of Tree; it collects the terminal items in the familiar tree-walking fashion. From this program, the following instances of parse can be deduced (these are meant to approximate possessive constructions like Kim's friend's friend walks).

```
parse([[kim, walks], s/[np-kim, vp/[v-walks]]]).
parse([[kim, friend, walks], s/[np/[np-kim, n-friend], vp/[v-walks]]]).
```
The parsing problem is encoded as a goal as follows. The goal consists of an atom with the predicate `parse` whose first argument instantiated to the string to be parsed and whose second argument is uninstantiated. The answer substitution binds the second argument to the parse tree. For example, an answer substitution for the goal `parse([Kim, friend, walks], Tree)` will have the parse tree for the string `Kim friend walks` as the binding for `Tree`.

Now consider the problem of parsing using the program shown in Figure 1. Even with the variable `String` instantiated, both of the subgoals of `parse` taken independently have an infinite number of subsumption-incomparable answer substitutions. Informally, this is because there are an infinite number of trees generated by the context-free grammar, and there are an infinite number of trees that have any given non-empty string as their yield. Because the standard memoization techniques mentioned above all compute all of the answer substitutions to every subgoal independently, they never terminate on such a program.

However, the set of answer substitutions that satisfy both constraints is finite, because the number of parse trees with the same yield with respect to this grammar is finite. The standard approach to parsing with such grammars takes advantage of this by using a selection rule that “coroutines” the goals `wf` and `y`, delaying all `wf` goals until the first argument is instantiated to a non-variable. In such a system, the `wf` goals function as constraints that filter the trees generated by the goals `y`.

In this example, however, there is a second, related, problem. Coroutining is not sufficient to yield a finite SLD tree, even though the number of refutations is finite. Informally, this is because the grammar in Figure 1 is left recursive, and the search space for a recursive descent parser (which an SLD refutation mimics with such a program) is infinite.

Figure 2 shows part of an infinite SLD derivation from the goal `parse(KW, T)`, where `KW` is assumed bound to `[kim, walks]` (although the binding is actually immaterial, as no step in this refutation instantiates this variable). The selection rule expresses a “preference” for goals with certain arguments instantiated. If there is a literal of the form `wf(T, C)` with `T` instantiated to a non-variable then the left-most such literal is selected, otherwise if there is a literal of the form `y(T, S0, S)` with `S0` instantiated to a non-variable then the left-most such literal is selected, otherwise the left-most literal is selected. The selected literal is underlined, and the new literals introduced by each reduction are inserted to the left of the old literals.

Note that the `y` and `wf` literals resolved at steps (6) and (7) in Figure 2 are both children of and variants of the literals resolved at steps (5) and (6). This sequence of resolution steps can be iterated an arbitrary number of times. It is a manifestation of the left recursion in the well-formedness constraint `wf`.

One standard technique for dealing with such left-recursion is memoization [14, 13]. But there are two related problems in applying the standard logic programming memoization techniques to this problem.

First, because the standard methods memoize and evaluate at the level of an individual literal, the granularity at which they apply memoization is is to small. As noted above, in general individual `wf` or `y` literal can have an infinite number of answer substitutions. The lemma table proof procedure circumvents this problem by memoizing conjunctions of literals (in this example, a conjunction of `wf` and `y` literals which has only a finite number of subsumption-incomparable valid instances).

The second problem is that the standard memoization techniques restrict the order in which literals can be resolved. In general, these restrictions prevent the “goal delaying” required to co-routine among several
consaints. The lemma table proof procedure lifts this restriction by allowing arbitrary selection rules.

3 The Lemma Table proof procedure

Like the Earley Deduction and the OLDT proof procedures, the Lemma Table proof procedure maintains a lemma table that records goals and their corresponding solutions. After a goal has been entered into the lemma table, other occurrences of instances of that goal can be reduced by the solutions from the lemma table instead of the original program clauses.

We now turn to a formal presentation of the Lemma Table proof procedure. In what follows, lower-case letters are used for variables that range over atoms. Upper-case letters are used for variables that range over goals, which are sets of atoms. Goals are interpreted conjunctively; a goal is satisfied iff all of its members are.

A goal \( G \) subsumes a goal \( G' \) iff there is some substitution \( \theta \) such that \( G' = G\theta \). (Note that m.g.u.'s for sets of goals are in general not unique even up to renaming).

The "informational units" manipulated by the lemma table proof procedure are called generalized clauses. A generalized clause is a pair of goals, and is written \( G_1 \leftarrow G_2 \). \( G_1 \) is called the head of the clause and \( G_2 \) is called the body. Both the head and body are interpreted conjunctively; i.e., \( G_1 \leftarrow G_2 \) should be read as "if each of the \( G_2 \) are true, then all of the \( G_1 \) are true". A generalized clause has a natural interpretation as a goal subject to constraints: \( G_1 \) is true in any interpretation which satisfies the constraints expressed by \( G_2 \).

A lemma table is a set of table entries of the form \((G, T, S)\), where

1. \( G \) is a goal (this entry is called a table entry for \( G \)),
2. \( T \) is a lemma tree (see below), and
3. \( S \) is a sequence of clauses, called the solution list for this entry.

A lemma tree is a tree constructed by the algorithm described below. Its nodes have two labels. These are

1. a clause \( A \leftarrow B \), called the clause labelling of the node, and
2. an optional tag, which when present is one of solution, program(b) for some \( b \in B \), or table(B', p) where \( \emptyset \subset B' \subset B \) and \( p \) is either the null pointer nil or a pointer into a solution list of a table entry for some \( G \) that subsumes \( B' \).

Untagged nodes are nodes that have not yet been processed. All nodes are untagged when they are created, and they are assigned a tag as they are processed. The tags indicate which kind of resolution has been applied to this clause. A node tagged program(b) is resolved against the clauses defining \( b \) in the program. A node tagged table(B', p) is resolved against the instances of a table entry \( E \) for some goal that subsumes \( B' \); the pointer \( p \) keeps track of how many of the solutions from \( E \) have been inserted under this node (just as in OLDT resolution). Finally, a node tagged solution is not resolved, rather its clause labelling is added to the solution list for this table entry.

Just as SLD resolution is controlled by a selection rule that determines which literal will be reduced next, the Lemma Table proof procedure is controlled by a control rule \( R \) which determines the next goal (if any) to be reduced and the manner of its reduction.

More precisely, \( R \) must tag a node with clause labelling \( A \leftarrow B \) with a tag that is either solution, program(b) for some \( b \in B \), or table(B', nil) such that \( \emptyset \subset B' \subset B \). Further, \( R \) must tag the root node of every lemma tree with the tag program(b) for some \( b \) (this ensures that some program reductions are performed in every lemma tree, and hence that a lemma table entry cannot be used to reduce itself vacuously).

Finally, as in OLDT resolution, the Lemma Table proof procedure allows a user-specified abstraction operation \( \alpha \) that maps goals to goals such that \( \alpha(G) \) subsumes \( G \) for all goals \( G \). This is used to generalize the goals in the same way as the term-depth abstraction operation in OLDT resolution, which it generalizes.

The Lemma Table proof procedure can now be presented.

Input: A non-empty goal \( G \), a program \( P \), an abstraction operation \( \alpha \), and a control rule \( R \).
Output: A set $\gamma$ of clauses of the form $G' \leftarrow C$, where $G'$ is an instance of $G$.

Algorithm: Create a lemma table with one table entry $(G, T, \emptyset)$, where $T$ contains a single untagged node with the clause labelling $G \leftarrow G$. Then repeat the following operations until no operation applies. Finally, return the solution list from the table entry for $G$.

The operations are as follows.

Prediction. Let $v$ be an untagged node in a lemma tree $T$ of table entry $(G, T, S)$, and let $v$'s clause labelling be $A \leftarrow B$. Apply the rule $R$ to $v$, and perform the action specified below depending on the form of the tag $R$ assigned to $v$.

- Solution: Add $A \leftarrow B$ to the end of the solution list $S$.

- Program: Let $B' = B \leftarrow \emptyset$. Then for each clause $b' \leftarrow C$ in $P$ such that $b$ and $b'$ unify with a m.g.u. $\theta$, create an untagged child node $v'$ of $v$ labelled $(A \leftarrow B' \cup C)\theta$.

- Table: The action in this case depends on whether there already is a table entry $(G', T', S')$ for some $G'$ that subsumes $B'$. If there is, set the pointer in the tag to the start of the sequence $S'$. If there is not, create a new table entry $(a(B'), T'', \emptyset)$, where $T''$ contains a single untagged node with clause labelling $a(B') \leftarrow a(B')$. Set the pointer in $v$'s tag to point to the empty solution list of this new table entry.

Completion. Let $v$ be a node with clause labelling $A \leftarrow B$ and tagged table$(B', p)$ such that $p$ points to a non-null portion $S'$ of a solution list of some table entry. Then advance $p$ over the first element $B'' \leftarrow C$ of $S'$ to point to the remainder of $S'$. Further, if $B'$ and $B''$ unify with m.g.u. $\theta$, then add a new untagged child node to $v$ labelled $(A \leftarrow (B' - B') \cup C)\theta$.

It may help to consider an example based on the program in Figure 1. The computation rule $R$ used is the following. Let $v$ be a node in a lemma tree and let $A \leftarrow B$ be its clause label. If $v$ is the root of a lemma tree and $B$ contains a literal of the form $y(T, S0, S)$ then $R(v) = program(y(T, S0, S))$. If $B$ is empty then $R(v) = solution$ (no other tagging is possible for such nodes). If $B$ contains a literal of the form $wf(T, C)$ where $T$ is a non-variable then $R(v) = program(wf(T, C))$ (there is never more than one such literal). Otherwise, if $B$ contains two literals of the form $wf(T, C), y(T, S0, S)$ where $S0$ is a non-variable, then $R(v) = table\{wf(T, C), y(T, S0, S)\}, \emptyset$). These four cases exhaust all of the node labelling encountered in the example.¹

Figure 3 depicts the completed lemma table constructed using the rule $R$ for the goal $wf(Tree,s)$, $y(Tree,[kim.walks],\emptyset)$. To save space, $kim$ and $walks$ are abbreviated to $k$ and $w$ respectively. Only the tree from each table entry is shown because the other components of the entry can be read off the tree. The goal of each table entry is the head of the clause labelling its root clause, and is shown in bold face. Solution nodes are shown in italic face. Lookup nodes appear with a dashed line pointing to the table entry used to reduce them.

The first few steps of the proof procedure are the following; each step corresponds to the circled node of the same number.

1. The root node of the first table entry's tree restates the goal to be proven. Informally, this node searches for an $S$ located at the beginning of the utterance. The literal $y(Tree,[kim.walks],\emptyset)$ is selected for program reduction. This reduction produces two child nodes, one of which "dies" in the next step because there are no matching program nodes.

2. The reduction (1) partially instantiates the parse tree Tree. The literal $wf(C/[T1,T2])$ is selected for program reduction.

3. This produces a clause body that contains literals that refer to the subtree $T1$ and literals that refer to the subtree $T2$. The computation rule in effect partitions the literals and selects those that refer to the subtree $T1$ (because they are associated with an instantiated left string argument).

¹When used with a program encoding a context-free grammar in the manner of Figure 1, the Lemma Table proof procedure with the control rule $R$ simulates Earley's CFG parsing algorithm [3]. The operations in the Lemma Table proof procedure are named after the corresponding operations of Earley's algorithm.
Figure 3: A lemma table for $\text{wf(Tree,s)}$, $\text{y(Tree,[kim,walks].[])}$
(4) A new table entry is created for the literals selected in (3). Informally, this entry searches for an NP located at the beginning of the utterance. Because this node is a root node, the literal y(T,[kim,walks],S) is selected for program expansion.

(5-6) The literals with predicate wf are selected for program expansion.

(7) The body of this node's clause label is empty, so its label is added to the solutions list of the table entry. Informally, this node corresponds to the string [kim] having been recognized as an NP.

(8) The solution found in (7) is incorporated into the tree beneath (3). A new table entry is generated to search for a VP spanning the string [walks].

(9) Just as in (3), the literals in the body of this clause's label refer to two distinct subtrees, and as before the computation rule selects the literals that refer to T1. However there is already a table entry (4) for the selected goal, so a new table entry is not created. The solutions already found for (4) generate a child node to search for an N beginning at walks. No solutions are found for this search.

4 Soundness and Completeness

This section demonstrates the soundness and completeness of the lemma table proof procedure. Soundness is straightforward, but completeness is more complex to prove. The completeness proof relies on the notion of an unfolding of a lemma tree, in which the table nodes of a lemma tree are systematically replaced with the tree that they point to. In the limit, the resulting tree can be viewed a kind of SLD proof tree, and completeness follows from the completeness of SLD resolution.

Theorem 1 (Soundness) If the output of lemma table proof procedure contains a clause \( G \leftarrow C \), then \( P \models C \leftarrow G \).

Proof: Each of the clause labels on lemma tree nodes is either a tautology or derived by resolving other clause labels and program clauses. Soundness follows by induction on the number of steps taken by the proof procedure. ■

As might be expected, the completeness proof is much longer than the soundness proof. For space reasons it is only sketched here.

For the completeness proof we assume that the control rule \( R \) is such that the output \( \gamma \) of the lemma table proof procedure contains only clauses with empty bodies. This is reasonable in the current context, because non-empty clause bodies correspond to goals that have not been completely reduced.

Then completeness follows if for all \( P, G \) and \( \alpha \), if \( P \models G\sigma \) then there is an instance \( G' \) on the solution list that subsumes \( G\sigma \).

Further, without loss of generality the abstraction operation \( \alpha \) is assumed to be the identity function on goals, since if \( \alpha(G(\tilde{t})) = G(\tilde{t}') \), the goal \( G(\tilde{t}) \) can be replaced with the equivalent \( G(\tilde{t}') \cup \{ \tilde{t} = \tilde{t} \} \) and \( \alpha \) taken to be the identity function.

Now, it is a corollary of the Switching Lemma [11, pages 45-47] that if \( P \models G\sigma \) then there is an \( n \) such that for any computation rule there is an SLD refutation of \( G \) of length \( n \) whose computed answer substitution \( \theta \) subsumes \( \sigma \). We show that if \( \theta \) is a computed answer substitution for an SLD derivation of length \( n \) then there is a node tagged solution and labelled \( G\theta \leftarrow \emptyset \) in lemma tree \( T \) for the top-level goal.

First, a well-formedness condition on lemma trees is introduced. Every lemma tree in a lemma table at the termination of the lemma table proof procedure is well-formed. Well-formedness and the set of nodes tagged solution are preserved under an abstract operation on lemma trees called expansion. The expansion of a lemma tree is the tree obtained by replacing each node tagged table \( \langle B', p \rangle \) with the lemma tree in the table entry pointed to by \( p \).

Because expansions preserve well-formedness, the lemma tree \( T' \) resulting from \( n \) iterated expansions of the lemma tree \( T \) for the top-level goal is also well-formed. Moreover, since the root node of every lemma tree is required to be tagged program, all nodes in \( T' \) within distance \( n \) arcs of the root will be tagged program or solution. This top part of \( T' \) is isomorphic to the top part of an SLD tree \( T_s \) for \( G \), so if \( \theta \) is a computed answer substitution for an SLD derivation in \( T_s \) of length \( n \) or less then there is a node tagged solution and labelled \( G\theta \leftarrow \emptyset \) in \( T' \), and hence \( T \). Since \( n \) was arbitrary, every SLD refutation in \( T_s \) has a corresponding node tagged solution in \( T' \) and hence in \( T \).
5 Conclusion

This paper generalizes standard memoization techniques for logic programming to allow them to be used for constraint logic programming. The basic informational unit used in the Lemma Table proof procedure is the generalized clause $G \leftarrow C$. Generalized clauses can be given a constraint interpretation as "any interpretation which satisfies the constraints $C$ also satisfies $G$". The lemmas recorded in the lemma table state how sets of literals are reduced to other sets of literals. Because the heads of the lemmas consist of sets of literals rather than just individual literals, the lemmas express properties of systems of constraints rather than just individual constraints. Because the solutions recorded in the lemma table can contain unresolved constraints, it is possible to pass constraints out of a lemma into the superordinate computation.

In this paper $G$ and $C$ were taken to be sets of literals and the constraints $C$ were defined by Horn clauses. In a more general setting, both $G$ and $C$ would be permitted to contain constraints drawn from a specialized constraint language not defined by a Horn clause program. Höhfeld and Smolka [5] show how to extend SLD resolution to allow general constraints over arbitrary domains. Their elegant relational approach seems to be straightforwardly applicable to the Lemma Table proof procedure, and would actually simplify its theoretical description because equality (and unification) would be treated in the constraint system. Unification failure would then be a special case of constraint unsatisfiability, and would be handled by the "optimization" described by Höfelfeld and Smolka that permits nodes labelled with clauses $G \leftarrow C$ to be deleted if $C$ is unsatisfiable.
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Abstract

We summarize our work on the parallel complexity of local consistency in constraint networks, and present several basic techniques for achieving parallel execution of constraint networks. We are interested primarily in developing a classification of constraint networks according to whether they admit massively parallel execution. The major result supported by our investigations is that the parallel complexity of constraint networks is critically dependent on subtle properties of the network that do not influence its sequential complexity.

1 Introduction

In this position paper we summarize our work on the parallel complexity of local consistency in constraint networks [Kas90, Kas86, Kas89, KRS87, KD90]. Our research is aimed at deriving a precise characterization of the utility of parallelism in such networks. We are interested primarily in developing a classification of constraint networks according to whether they admit massively parallel execution. We have analyzed parallel execution for chain networks, tree networks, two-label networks, directed-support networks and path consistency in general networks. For example, we show that contrary to common intuition, chain networks do admit fast parallel solutions (as in fact do all acyclic graphs). While the obvious parallel algorithm for local consistency in constraint networks should work well in practice, we would like to obtain lower and upper bounds on the complexity of the problem on ideal parallel machines (such as the PRAM).

This study may have significant practical implications since it should indicate which parallel primitives are fundamental in the solutions of large constraint systems. Once such primitives are implemented in hardware, they execute in essentially constant time for all practical purposes, e.g., parallel prefix on the Connection Machine. The original design of the Connection Machine was motivated by these considerations. The ultimate goal of our research is to produce a set of primitives that are critical to the solution of constraint problems.

2 Constraint Satisfaction, Local Consistency and Discrete Relaxation

Constraint satisfaction networks are used extensively in many AI applications such as planning, scheduling, natural language analysis, truth-maintenance systems, and logic programming [dK86, HS79, Mac77, RHZ76, Win84, VH89a]. These networks use the principle of local constraint propagation to achieve global consistency (e.g., consistent labelling in vision).

A constraint satisfaction network can be defined as follows. Let \( V = \{X_1, \ldots, X_n\} \) be a set of variables. With each variable \( X_i \) we associate a set of labels \( L_i \). Now let \( \{R_{ij}\} \) be a set of binary predicates that define the compatibility of assigning labels to pairs of variables. Specifically, \( R_{ij}(a, b) = 1 \) iff the assignment of label \( a \) to \( X_i \) is compatible with the assignment of label \( b \) to \( X_j \).

The Constraint Satisfaction Problem (CSP) is defined as the problem of finding an assignment of labels to the variables that does not violate the constraints given by \( \{R_{ij}\} \). More formally, a solution to CSP is a
vector \((a_1, \ldots, a_n)\) such that \(a_i\) is in \(L_i\) and for each \(i\) and \(j\), \(R_{ij}(a_i, a_j) = 1\).

A standard approach to model CSP problems is by means of a constraint graph, (e.g., v. \cite{Mac77, Mon74}). The nodes of the constraint graph correspond to variables of the constraint network, and the edges correspond to the binary constraints. In this context, each edge in the constraint graph is labelled with a matrix that shows which assignments of labels to the objects connected by that edge are permitted. In this interpretation CSP can be viewed as generalised graph coloring.

Since CSP is known to be \(NP\)-complete, several local-consistency algorithms have been used extensively to filter out impossible assignments.

Arc consistency allows an assignment of a label \(a\) to an object \(X\) iff for every other object \(X'\) in the domain there exists a valid assignment of a label \(a'\) which does not violate the constraints \cite{Mac77, Mon74}. More formally, we define arc consistency as follows.

Given a constraint network, a solution to the \textit{local version of CSP} or \textit{arc consistency (AC)} is a vector of sets \((M_1, \ldots, M_n)\) such that \(M_i\) is a subset of \(L_i\) and label \(a\) is in \(M_i\) iff for every \(M_j\), \(i \neq j\) there is a label \(b\) in \(M_j\), such that \(R_{ij}(a, b) = 1\). Intuitively, a label \(a\) is assigned to a variable iff for every other variable there is at least one valid assignment of a label to that other variable that supports the assignment of label \(a\) to the first variable.

We call a solution \((M_1, \ldots, M_n)\) a \textit{maximal solution} for AC iff there does not exist any other solution \((S_1, \ldots, S_n)\) such that \(M_i \subseteq S_i\) for all \(1 \leq i \leq n\). We are interested only in maximal solutions for an AC problem. By insisting on maximality we guarantee that we are not losing any possible solutions for the original CSP. Therefore, in the remainder of this paper a solution for an AC problem is identified with a maximal solution. The sequential time complexity of AC is discussed in \cite{MF85, MH86, Kas90}. Discrete relaxation is the most commonly used method to achieve local consistency. Starting with all possible label assignments for each variable, \textit{discrete relaxation} repeatedly discards labels from variables if the AC condition specified above does not hold.

3 Parallel Processing of Constraint Networks

The standard approach for achieving arc consistency is the following discrete-relaxation procedure:

\textbf{Procedure Parallel-AC}

\textbf{Step 1} Start by setting \(M_i = L_i\), for \(1 \leq i \leq n\).

\textbf{Step 2} Repeat the following:

For each constraint between \(X_i\) and \(X_j\) test whether for each label \(a \in M_i\) there exists a label \(b \in M_j\) that permits it. If there is no such \(b\) then remove \(a\) from \(M_i\).

until no label is removed from any \(M_i\).

It is easy to see that this algorithm will terminate in \(O(EK^2nK)\) time, where \(E\) is the number of edges in the constraint-network graph and \(K\) is the number of labels for each variable, (recall that \(EK^2\) is the size of the input). In fact, much better sequential algorithms for the problem are discussed in \cite{MF85, MH86, Kas90}.

Clearly procedure Parallel-AC can be parallelised in a straightforward way. If we assume a CRCW PRAM as our model of parallel computation,\(^1\) we have the following simple result:

\textbf{Claim:} The parallel complexity of procedure Parallel-AC is \(O(nK)\) on a CRCW PRAM with \(EK^2\) processors.

\textbf{Proof:} Simply assign \(K\) processors to each arc and label, and perform the test for arc consistency in Step 2 in parallel. Arc consistency is essentially a logical OR on set membership of a set of labels, and can be performed in constant time on a CRCW PRAM. At each parallel step, if the algorithm does not halt, then at least one label must be dropped and there are a total of \(nK\) labels.

\(^1\)CRCW PRAM is a standard shared-memory parallel computation model that permits concurrent reads and writes into the same location. Concurrent writes are permitted if they agree on the data being written.
On a more realistic model of computation, such as an EREW (exclusive read/exclusive write) PRAM, we can perform the above procedure in \(O(nK \log K)\) parallel time, the extra \(\log K\) factor being required to compute the logical OR.

It is easy to see that the procedure above has a lower bound of \(nK\) steps, i.e., in the worst case it does not fully parallelize in the sense of achieving polylogarithmic parallel time. As a simple example, consider a chain constraint graph. In [Kas90] we proved the following much stronger result, namely, that AC is inherently sequential in the worst case for general constraint networks.

**Theorem 1:** (Kasif 90) The propositional Horn clause satisfiability problem is log-space reducible to the AC problem. That is, AC is \(P\)-complete.

Local consistency belongs to the class of inherently sequential problems called log-space complete for \(P\) (or \(P\)-complete). Intuitively, a problem is \(P\)-complete iff a polylogarithmic-time parallel solution (with a polynomial number of processors) for the problem will produce a polylogarithmic-time parallel solution for every deterministic polynomial-time sequential algorithm. This implies that unless \(P = NC\) (\(NC\) is the class of problems solvable in polylogarithmic parallel time with polynomially many processors) we cannot solve the problem in polylogarithmic time using a polynomial number of processors. The above theorem implies that to achieve polylogarithmic parallel time one (probably) would need a superpolynomial number of processors. We emphasize that this is a worst-case result and indeed several groups have reported successful experiments with massively parallel constraint processing [DdK88, SH87, VH89b].

We first make an observation which is critical to the understanding of the procedural semantics, and consequently the complexity, of achieving arc consistency. In [Kas86, Kas89, Kas90] we provided a two-way reduction between arc consistency and Propositional Horn Satisfiability (PHS). Specifically, given a constraint satisfaction problem \(S\) one can construct a propositional Horn formula (AND/OR graph) \(G\) such that arc consistency of \(S\) can be achieved by (essentially) running a satisfiability algorithm for \(G\). For a formal construction see [Kas90]. We sketch the intuition here. For each label \(a\) and a variable \(X\) we construct a propositional atom \(P_{X,a}\) which means \(a\) drops from \(X\). We also use a propositional atom \(Q_{X,a,Y}\) to mean that variable \(Y\) has no label that supports label \(a\) in \(X\). Consider, for example, a variable \(X\) connected in the constraint graph to variables \(Y\) and \(Z\). Assume that \(Y\) has labels \(a_1, a_2\) and \(Z\) has labels \(a_3, a_4\) that support \(a\) at \(X\). Thus, we construct the formulae:

\[
\begin{align*}
P_{X,a} & \leftarrow Q_{X,a,Y} \\
P_{X,a} & \leftarrow Q_{X,a,Z} \\
Q_{X,a,Y} & \leftarrow P_{Y,a_1} \land P_{Y,a_2} \\
Q_{X,a,Z} & \leftarrow P_{Z,a_3} \land P_{Z,a_4}
\end{align*}
\]

We can apply one iteration of procedure Parallel-AC to determine which labels will be dropped initially.

Note that if the constraint graph has \(E\) edges and \(K\) labels per variable, the size of the formulae is potentially \(EK^2\). More importantly, the sequential complexity of solving satisfiability of this graph is \(O(EK^2)\) (see [Kas90] for details). This is a slight improvement over the result in [MF85] and it matches the algorithm in [MH86]. The advantage is that we can use this reduction to derive optimal algorithms for AC when the resulting Horn-clause formula is of small size. Thus, for example, when the size of the formula is \(O(EK)\) we get an \(O(EK)\) algorithm. We also can devise efficient parallel algorithms when the resulting Horn-clause formula has some special graph structure. Note that this reduction is from AC to PHS, as opposed to the reduction from PHS to AC used to prove Theorem 1.

## 4 AC in Dense Graphs

It has been noted by several researchers that for many \(P\)-complete problems such as depth-first search, circuit evaluation and unification, optimal speed-up is possible if the underlying graph is very dense, i.e., the number of edges in the graph is quadratic [VS86]. We illustrate this simple principle with an example. Assume we are given a boolean circuit that consists of NAND gates only. The circuit contains \(N\) gates and \(E\) edges. We also are given an input to the circuit. Clearly, any sequential algorithm must take \(O(E)\) time to evaluate this circuit. The standard technique for evaluating circuits uses a counter for each gate. The initial value of the counter is set to the number of inputs the gate has. We maintain a queue of gates whose
value has been computed (initially, just the input gates). We pick any gate on the queue and traverse all its outgoing edges. For each such edge we decrement the counter associated with the gate incident to the edge and drop the edge. If the counter becomes zero we simply add the gate to the queue. Note that this simple algorithm is in fact the same algorithm that yields optimal sequential time for both PHS and AC [MH86]. PHS and AC problems may generate circuits with cycles but this does not fundamentally change the algorithm, as was pointed out in [Kas90].

But now consider a brute-force parallel algorithm, where we essentially perform the sequential algorithm, with one exception. When we choose a gate \( g \) from the queue we use \( N \) processors to update the counters of all the gates that are connected to \( g \). This can be trivially done in constant time on a PRAM (parallel shared-memory machine). When any counter becomes zero, we add the gate to the queue as in the sequential version (on some models of parallel computation the above two steps may take logarithmic time). Since we are visiting at most \( N \) nodes the procedure terminates in \( O(N) \) steps using \( N \) processors. Thus we achieve linear speed-up when the number of edges in the circuit is \( O(N^2) \). This observation holds for Propositional Horn Satisfiability. It also holds for Arc Consistency and Path Consistency by using the reduction to Propositional Horn Satisfiability (or circuit evaluation). For AC, this observation yields \( O(nK) \) performance with \( nK \) processors (details are left as an exercise to the reader).

**Theorem 2:** AC can be solved in \( O(nK) \) time with \( nK \) processors.

The algorithm above will work well on any machine that can support broadcasts (to implement traversing edges) and some kind of fast selection operation (to pick the next node from the queue). Parallel prefix on the connection machine can support both primitives efficiently in logarithmic time. Note, that the parallel algorithm described above can be improved in practice by retrieving (in parallel) all nodes (gates) from the queue. Thus, for a tree-structured graph we will achieve performance proportional to the depth rather than the size of the tree.

5 Summary of Parallel AC Results

In this section we summarise our knowledge of the parallel complexity of computing local consistency in constraint satisfaction problems. The results appear in Tables 1 and 2. We have classified the parallel complexity of problems into two classes: \( P \)-complete problems and \( \mathcal{NC} \) problems. \( P \)-complete problems are perceived to be difficult to parallelise (in the same sense that \( \mathcal{NP} \)-complete problems are considered intractable), and \( \mathcal{NC} \) problems can be solved in polylogarithmic time with a polynomial number of processors. \( \mathcal{NC} \) problems are often amenable for optimal speed-up on parallel machines. In both tables \( R \) denotes the binary compatibility predicate.

The main practical conclusions that we can draw from our study are as follows:

1. Local consistency in constraint networks is generally \( P \)-complete. Practical experience suggests that it is difficult to obtain optimal parallel algorithms for such problems. By optimal parallel algorithms we mean algorithms that obtain \( P \)-fold speed-up of the best sequential algorithm with \( P \) processors. However, it is often easy to obtain optimal speed-ups for these (and other) problems when the number of processors is small.

2. Substantial speed-ups for parallel local consistency algorithms are possible if the constraint graph is dense. This can be accomplished using a simple obvious algorithm which is likely to be efficient in practice. Specifically, given a constraint network with \( n \) nodes and \( K \) labels per node, it is easy to obtain an \( O(nK) \) algorithm for arc-consistency with \( nK \) processors on a shared-memory parallel model of computation.

3. The application of the obvious parallel version of the arc-consistency algorithm to such networks does not yield a sublinear algorithm. The parallel complexity of local consistency in chain networks has been shown equivalent to reachability problems in directed graphs. While this class of networks can theoretically be solved very fast, in practice our results imply that the "transitive closure" bottleneck may apply to chain networks. It currently is not known how to get optimal speed-ups for transitive closure problems in graphs unless the number of processors is smaller than the number of nodes in the graph.
### Table 1: Complexity of Arc Consistency for Arbitrary-Size Label Sets

<table>
<thead>
<tr>
<th>$G$</th>
<th>CSP</th>
<th>$AC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chain</td>
<td>$\mathcal{NC}$; reachability</td>
<td>Undirected $R$'s: $\mathcal{NC}$; reachability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: P-complete; reduction from Propositional Horn-Clause Solvability</td>
</tr>
<tr>
<td>Tree</td>
<td>$\mathcal{NC}$</td>
<td>Undirected $R$'s: $\mathcal{NC}$; like expression eval where operation at each node is intersection of sets of support for each label. Directed $R$'s: P-complete; from above</td>
</tr>
<tr>
<td>Simple Cycle</td>
<td>$\mathcal{NC}$; reachability</td>
<td>Undirected $R$'s: $\mathcal{NC}$; cycle detection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: P-complete; from above</td>
</tr>
<tr>
<td>Arbitrary Graph</td>
<td>$\mathcal{NP}$-complete; reduction from graph colouring</td>
<td>Undirected $R$'s: P-complete; reduction from Propositional Horn-Clause Solvability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: P-complete; from above</td>
</tr>
</tbody>
</table>

### Table 2: Complexity of Arc Consistency for Fixed-Size Label Sets

<table>
<thead>
<tr>
<th>$G$</th>
<th>CSP</th>
<th>$AC$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chain</td>
<td>$\mathcal{NC}$</td>
<td>Undirected $R$'s: $\mathcal{NC}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: $\mathcal{NC}$</td>
</tr>
<tr>
<td>Tree</td>
<td>$\mathcal{NC}$</td>
<td>Undirected $R$'s: $\mathcal{NC}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: $\mathcal{NC}$; from above</td>
</tr>
<tr>
<td>Simple Cycle</td>
<td>$\mathcal{NC}$</td>
<td>Undirected $R$'s: $\mathcal{NC}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: $\mathcal{NC}$; from above</td>
</tr>
<tr>
<td>Arbitrary Graph</td>
<td>$K = 2$: Linear sequential algorithm by reduction to 2-SAT which is $\mathcal{NC}$</td>
<td>Undirected $R$'s: For $K = 2$, $\mathcal{NC}$ by reachability along “singleton paths”; For $K \geq 3$, P-complete from Propositional Horn-Clause Solvability</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Directed $R$'s: P-complete for $K \geq 2$</td>
</tr>
<tr>
<td></td>
<td>$K \geq 3$: $\mathcal{NP}$-complete; reduction from 3-colouring graphs</td>
<td></td>
</tr>
</tbody>
</table>
4. For tree networks we suggested several algorithms that achieve sublinear time with many parallel processors. We have been unable to find an obvious practical algorithm to achieve optimal speed-up in tree networks.

5. We provided a reduction from $i$-consistency to propositional Horn satisfiability which allows us to derive optimal sequential algorithms for problems such as path consistency in a simple manner.
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Abstract

Constraint programming is another form of programming and, as such, should be supported by appropriate environments that provide debugging, explanation and optimization capabilities. We are building tools needed for such an environment and using them in the context of geometric constraint programming for graphics and mechanical design. In this paper, we present the components of such an environment and their capabilities. We describe the use of constraint dependency graphs for debugging and explanation, and present an algorithm for identifying constraints that cause a model to be over-constrained.

1 Introduction

Constraints between entities in a model form a declarative specification that is used by a constraint solver to satisfy and maintain relations between entities in the model. The solution steps taken by a solver to satisfy these constraints can be collected in a “solution plan” and can be viewed as a procedural program for solving these constraints. Thus, a constraint model forms a declarative specification of a procedural program that is generated automatically to solve the model’s constraints. As such, constraint programming is another form of programming and should be supported by appropriate environments that support debugging, explanation and optimization. We are building tools needed in such an environment and using them in the context of geometric constraint programming for graphics and mechanical design.

Graphics was one of the first domains to which constraint-based techniques were applied [Sutherland, 1963; Borning, 1979]. Since then, commercial constraint-based computer-aided design (CAD) systems have emerged [Mills, 1992]. While they are considered far superior to previous CAD tools, engineers experience difficulty understanding the constraint models that underlie their designs (constraints may be specified by users or inferred by CAD systems). At times, the constraints in a large model become so confusing that a designer might scrap a design and start anew [Tee, 1992]. Furthermore, when a designer returns to the same design several months later, there is no record of how the constraints were solved and what the design dependencies are; the designer must rediscover the original design intent.

People typically develop their own mental models of the plan of how constraints are satisfied by a constraint system. However, these models often do not reflect the true solution plan. The difficulties users encounter are then compounded because there is no way to view and understand the dependencies in the constraint models they have built.

2 Geometric Constraint Engine

We have developed a Geometric Constraint Engine (GCE) that is currently used in a sketching product [Belleville, 1992]. GCE is based on research in the use of geometric constraints in kinematics and conceptual
<table>
<thead>
<tr>
<th>Constraint name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>dist:point-point(G₁, G₂, d)</td>
<td>Distance between point G₁ and point G₂ is d.</td>
</tr>
<tr>
<td>dist:point-line(Gₚ₁, Gₗ₁, d)</td>
<td>Distance between point Gₚ₁ and line Gₗ₁ is d.</td>
</tr>
<tr>
<td>dist:point-plane(Gₚ₁, Gₚ₂, d)</td>
<td>Distance between point Gₚ₁ and plane Gₚ₂ is d.</td>
</tr>
<tr>
<td>dist:line-circle(G₁, Gₗ₁, d)</td>
<td>Distance between line Gₗ₁ and circle Gₗ₂ is d.*</td>
</tr>
<tr>
<td>angle:vec-vec(G₁, G₂, α)</td>
<td>Angle between vector G₁ and vector G₂ is α.</td>
</tr>
</tbody>
</table>

* In two dimensions, d = 0 represents a tangency constraint.

Table 1: Constraints used in GCE

GCE finds positions, orientations and dimensions of geometric entities in 3D that satisfy a set of constraints relating different entity features. Geometric entities can be nested hierarchically in a part-whole relationship; aggregate entities are composed of combinations of primitive ones—points, vectors and dimensions.

With the exception of dimensional constraints, all constraints used in GCE are binary constraints—they relate two geometric entities. These constraints may additionally involve real parameters. Examples of constraints used in GCE are shown in Table 1. Dimensional constraints are unary; they relate one geometric entity to a real-valued dimension parameter. Constraints may apply to subparts of a given entity. For example, to constrain two lines to be parallel, one constrains the vectors of those lines to have an angle of zero.

GCE addresses an issue currently outside the major focus of constraint-based systems research: solving highly nonlinear constraint problems over the domain of real numbers. To solve these problems, GCE imposes an operational semantics for constraint satisfaction in the geometry domain. It does so by employing a metaphor of incremental assembly: geometric entities are moved to satisfy constraints in an incremental manner. The assembly process is virtual, as geometric entities are treated as ghost objects that can pass through each other during assembly. Such an assumption is allowed because the goal of the constraint satisfaction process is to determine globally-consistent locations of the geometric entities rather than the paths required for a physical assembly of that geometry.

GCE assembles geometric entities incrementally to satisfy the constraints acting on them. As the objects are assembled, their degrees of freedom are consumed by the constraints, and geometric invariants are imposed. An operational semantics is imposed: measurements and actions are used to satisfy each individual constraint. GCE uses information about an entity's degrees of freedom to decide which constraint to solve and to ensure that an action being applied to a geometric entity does not invalidate any geometric invariants imposed by previously-satisfied constraints. This ensures that the solution algorithm is confluent.

The solution algorithms in GCE can handle fully- as well as under- and over-constrained models. The solution of a set of constraints can be captured as a plan that may be replayed to satisfy the constraints when one or more numerical constraint parameters are changed.

3 States of constraint models

A constraint model can be in one or more of several states, which are enumerated here and discussed subsequently. The following notation will be used: Isᵢ denotes line segment ᵢ; lᵢp₁ denotes end-point 1 of Isᵢ; lᵢp₂ denotes end-point 2 of Isᵢ; vᵢ denotes the direction vector of Isᵢ. In the examples in Figure 1, a tick mark in the center of a line segment denotes a fixed dimension constraint for the line segment, an arc with label αᵢⱼ denotes an angle constraint between the vectors of Isᵢ and Isⱼ, and coincident end-points in the
figure indicate a coincidence constraint exists between those end-points. Using this notation, the possible states of a constraint model are now enumerated.

A constraint model is **fully constrained** when there are no remaining degrees of freedom after all constraints have been satisfied, and where no constraint in the system is redundant. An example is shown in Figure 1(a). Here, the length of $l_{s1}$ is fixed, and two angles are known. This corresponds to using the "angle-side-angle" formula of elementary geometry to find all parts of a triangle.

A constraint model may be **under-constrained**. Figure 1(b) is similar to Figure 1(a) except that the dimension of $l_{s1}$ has been freed. This example describes an infinite family of "similar" triangles, which can be parameterized by fixing the length of any one of the three line segments.

**Over-constrained** models result from adding more constraints to a fully constrained model (or by adding a constraint restricting $m$ degrees of freedom to a model with $n$ remaining degrees of freedom, where $m > n$). Figure 1(c) is similar to Figure 1(a), except that constraint $a_{32}$ has been added. In this case, we have chosen $a_{32} = \pi - (a_{13} + a_{21})$, so the model is numerically consistent. Identifying and correctly solving such cases is important in real-world design (e.g., only one hinge is needed to hold a door on a frame in a constraint-based world; the remaining hinges are mathematically redundant, but are quite useful in the physical world).

Over- and under-constrained situations can coexist in the same constraint model. Figure 1(d) shows such an example. The angles are over-constrained but consistent, as in Figure 1(c), but the lengths are under-constrained as in Figure 1(b).

An over-constrained model can also be **inconsistent**, as shown in Figure 1(e). Here, the three angle constraints do not sum to $\pi$. If $a_{13}$ and $a_{32}$ are satisfied, the problem is fully constrained. When $a_{21}$ is asserted, $l_{s2}$ would need to be rotated to the dashed position to satisfy the new constraint. However, $l_{s2}$ is already fully constrained and hence cannot move to the new position.

Fully constrained systems can be **numerically unsatisfiable**, as shown in Figure 1(f). Here, $a_{13}$ and $a_{21}$ are chosen so that $l_{s3}$ and $l_{s2}$, both still of indeterminate length, are parallel. Thus, the desired coincidence constraint between $l_{sP_3}$ and $l_{sP_2}$, shown as a dashed line, cannot be satisfied. The number of degrees of freedom removed from the system by the constraints is the same as in Figure 1(a); only the numerical values have changed.

### 3.1 Reasoning tasks for consistent models

For fully- and under-constrained models, a user may want to replay the solution with different parameter values. Single stepping through the constraint solution can help explain the solution to the user, and allow exploration alternative solutions (by varying the constraint set).

For over-constrained but consistent models, the user may want to compute the sets of over-constraining constraints to determine which constraints should be removed from the model. The user may also want to replay portions of the solution, perhaps in single-step mode, to help explain where the over-constraint lies.

### 3.2 Reasoning tasks for inconsistent models

There are two modes of failure for constraint models. The first one is when the model is over-constrained and inconsistent because of a conflict between some constraints in the model. The model cannot be made consistent unless some constraints are removed from the model.

In this case, the model's **over-constraining set** of constraints must be identified, and one constraint from this set must be selected and removed from the model to alleviate the over-constrained situation. The over-constraining set is defined as the set of constraints $C$ such that retraction of any constraint in $C$ will remove the source of over-constraint, and retraction of any constraint not in $C$ has no effect on the over-constraint. This set includes, but is not limited to, the most recently added constraint and the constraints with which it conflicts directly.

The second failure mode is when a model is not over-constrained, but cannot be satisfied due to numerical inconsistencies. In this case, we can identify the unsatisfiable constraints. A plan stepper, which is described below, can then be used to explain where and why the conflict arises.

---

3 Assuming the constraint system is solved each time a new constraint is added.
(a) fully constrained
(b) under-constrained
(c) over-constrained (consistent)
(d) over- and under-constrained
(e) over-constrained (inconsistent)
(f) numerically unsatisfiable

Figure 1: Various states of geometric constraint systems
4 Constraint dependency graphs

A constraint system’s solution algorithm solves the constraints in a “particular” order that respects the dependencies built into the model and captures this order in a solution plan. However, the captured order is one of many possible orders in which the constraints may be solved. Ordering relationships can be extracted from the solution plan and collected into a dependency graph for the constraint model. The solution plan then describes one of several possible traversals of the nodes in the graph.

Dependency graphs provide a mechanism for constraint dependency analysis which supports debugging and explanation, consistency analysis, user interaction, parameterization of models, and computational optimization.

4.1 Example: an over-constrained model

Figure 2 shows an over-constrained model. The two triangles are fully determined by the coincidence constraints for the line segments’ end-points, and by the lengths of the line segments (all of which are fixed). The notation $c_{ij}$ indicates one end-point of $ls_i$ is coincident with one end-point of $ls_j$: the end-points are numbered in the diagram. $l_1p_1$ and $v_1$ are fixed in space, which “grounds” the assembly in space. The two angle constraints are then added: these are redundant and lead to over-constraint. While these angle constraints are the direct cause of the over-constraint, removing other constraints could alleviate the problem just as easily.

Figure 3 shows the dependency graph for the model of Figure 2. A special node labeled “S” (for “Start”), is the source node. Square nodes indicate constraints, while circular nodes indicate primitive geometric entities whose locations have become known—or fixed—by having been moved to satisfy the constraint immediately preceding it in the graph.

The constraint nodes labeled “g” depict the unary constraints which ground the location of $l_1p_1$ and the orientation of $v_1$, as well as the dimensions of all the line segments. The $c_{ij}$ and $a_{ij}$ nodes correspond to the constraints in Figure 2. The square nodes marked “I” denote inference nodes: Since the representation of line segments is redundant, some information can be inferred after a constraint is satisfied. For example, given $l_1p_1$, $v_1$, and dimension $d_1$, the location of the other end-point $l_2p_2$ may be inferred.

In this graph, the dimensions $d_2$ and $d_5$ are found through two different paths (one by grounding, and another by inference from other knowns). These nodes indicate two areas of over-constraint in the model. Each will have its own over-constraining set, which will be derived in Section 5.1.

5 Debugging and explanation

Debugging and explanation involve analyzing the consistency of a constraint model, analyzing the degrees of freedom in the model, and replaying and modifying the order in which the constraints are solved.
Figure 3: Dependency graph of example of Figure 2.
5.1 Over-constrained models

Although over-constraint is directly caused by the addition of a single constraint to a model, several constraints are involved in the situation. The over-constraining set consists of the constraint that "caused" the over-constraint and a subset of the model’s constraints that conflict with that constraint, directly or indirectly. Selecting one constraint from this set and removing it\(^4\) from the model reduces the over-constrained state to a fully- or under-constrained one. We must now identify the over-constraining set; a potentially different set exists for each over-constrained situation within the same model.

Consider the case of the twice-determined dimension \(d_2\). One determination of \(d_2\) comes from the inference node that points to \(d_2\). That inference node states that if \(l_2p_1\) and \(l_2p_2\) are both known, then we can determine \(d_2\) and \(v_2\). If this inference were not possible, then the source of over-constraint would disappear. We indicate this on the graph of Figure 4 by “flipping” the direction of the arc (originally from “I” to \(d_2\)) to be from \(d_2\) to the “I” node. Continuing the reasoning, the inference would not be possible if either \(l_2p_1\) were unknown or \(l_2p_2\) were unknown. This is indicated by flipping both arcs. Continuing backward from \(l_2p_1\), this point’s location would not be known if \(l_1p_2\) were unknown, so removing the coincident constraint \(c_{12}\) would alleviate the over-constraint.

This chain of reasoning continues back through \(d_1\), but not through \(v_1\) or \(l_1p_1\). The reason is due to the fanout at those nodes, where information is used in two separate chains of constraint solution, and where this information is recombined by an inference node later on. The concept is analogous to the notion of reconvergent fanout in the digital test generation literature [Breuer and Friedman, 1976]. The algorithm for finding the over-constraining set is then as follows:

1. Beginning with the node at which the over-constraint is detected (i.e., the node which has two arcs leading to it), flip the arcs backward through the next set of nodes.
2. Continue flipping the arcs backward until a node is reached where there is reconvergent fanout (such a node is guaranteed to exist due to the existence of node "S").
3. All constraints for which both input and output arcs are members of the set of flipped arcs are members of the over-constraining set.

The over-constraining sets for the graph of Figure 3 are depicted in Figure 4. The set in long dashes corresponds to the constraints that over-determine \(d_2\). The set in short dashes corresponds to the constraints that over-determine \(d_3\). Note that the reconvergent fanout termination criterion for arc flipping is considered separately for each over-constraining set, i.e., two flipped arcs, one from the \(d_2\) set and one from the \(d_3\) set, do not interact and hence are not reconvergent.

Note that the over-constraint of \(d_3\) has no dependence on \(d_2\), although the overconstraining sets have members in common. One might conclude that, since \(Is_2\) is a part of triangle \((ls_1, ls_2, Is_3)\) (call it \(T_1\)) and that triangle \(T_1\) depends on triangle \((ls_2, ls_4, ls_5)\) (call it \(T_2\)), that the over-constraint of \(T_2\) would be dependent on everything in \(T_1\). However, a closer examination of the particular constraints shows that, even if \(d_2\) were not specified, the location of \(l_2p_2\) would be found. Also, \(T_2\) is not dependent on \(l_2p_1\) at all; rather it is dependent on the location of \(l_1p_2\), to which \(l_2p_1\) is made coincident.

Some of the constraints identified may remove more degrees of freedom than occur in the over-constrained situation; removing such a constraint would result in an under-constrained model. For example, the over-determination of \(d_2\) indicates over-constraint of one degree of freedom. Thus, removing an angle constraint like \(a_{13}\) removes the over-constraint, but removing a coincidence constraint such as \(c_{12}\) removes two degrees of freedom, leading to under-constraint. To avoid this, our tools will suggest altering the constraint to require a non-zero distance between \(l_1p_2\) and \(l_2p_1\), which relaxes one degree of freedom. Such suggestions are easy to make automatically.

From a theoretical point of view, all the constraints in an over-constraining set are candidates for removal from a model. However, these sets may need to be filtered depending on the context. For example, in geometric constraint models, constraints that reflect topological relationships (e.g., coincident-points constraints) may have precedence over constraints that specify dimensions.

At present, we have studied the case where the constraints can be solved by pure propagation; we have not yet explored solutions which require the hierarchical structuring utilized by GCE’s strategies of loop

\(^{4}\)Or altering its numerical parameters such that the constraint removes fewer degrees of freedom.
Figure 4: Over-constraining sets for the dependency graph of Figure 3.
analysis and chain analysis. Furthermore, the algorithm described above does not identify the true over-constraining set. It omits constraints that contribute to the over-constraint but whose removal would require loop or chain analysis to solve the constraint system. We are currently working to extend the algorithms to handle these cases.

5.2 Plan stepper and debugger

Since a constraint solution plan is a procedural program that is generated automatically, we are exploring the creation of tools, similar to conventional programming tools, for assisting users in understanding what the program does and how it was generated. One such tool is a plan debugger which will provide facilities found in debuggers for procedural programming languages: stepping forward and backward, setting breakpoints, and examining the status of constraints and constrained entities.

A plan debugger uses the already-generated plan to allow a user to replay the plan in single-step mode and review the choices made by the constraint solver when it was generating the plan. The constraint solver may be able to solve more than one constraint at a time, but "arbitrarily" chooses one of the possible constraints at each choice point. These choices reflect the fact that a plan is one possible traversal of the dependency graph. A user may also explore alternative traversals of the dependency graph by modifying the choices made by the constraint solver. Exploring alternative solution orders may give the user insight into the nature of conflicting or unsatisfiable constraints. The debugger calls on the solver to add a new branch to the plan if the user's new choice has not been explored before.

The debugger may also contain an explanation facility that reviews the solution steps and the choices made by the system to explain to the user an interim solution state and how that state was reached.

5.3 Parameterizing under-constrained models

An under-constrained model may be parameterized by identifying a set of independent model parameters that can be used to determine, completely and irredundantly, the behavior of the model. These parameters represent the degrees of freedom remaining in the model after all of its constraints have been satisfied.

In the graphics and geometric modeling domains, GCE adds "defaulting" constraints to a model whenever it runs out of constraints to solve and there are still some remaining degrees of freedom in the model [Kramer, 1992b]. Each defaulting constraint consumes one degree of freedom of a geometric entity. Defaulting constraints allow GCE to generate a solution to the now fully constrained model and tell the user the number of remaining degrees of freedom that may be consumed by additional constraints. These constraints are captured in the solution plan.

5.4 Improving computational efficiency

The dependency graph of a constraint model specifies a partial order for satisfying the constraints in the model. This partial order can be used to parallelize the solution of the constraint model. Subgraphs in a dependency graph, which correspond to subplans in the solution, can be traversed in parallel and provide coarse grain parallelism. As in dataflow models of parallelism, fine grain parallelism can be identified because the solution of a constraint may proceed as soon as its predecessors in the dependency graph have been satisfied.

The dependency graph may also be used to minimize regeneration of a solution plan when a constraint is added or removed from a model. Graph traversal algorithms can identify portions of the dependency graph that are not affected by the addition or removal of a constraint from a model. The new solution plan reuses the unaffected portion of the previous solution plan (i.e., the unaffected constraints are satisfied) and proceeds to solve the remaining constraints.

Subgraphs result from the hierarchical strategies of chain analysis and loop analysis used in GCE. These are not discussed in this paper due to space limitations.
6 Conclusion

Constraint dependency information can be exploited in a number of areas: debugging and explanation of constraints, consistency analysis, parameterization of models, and computational optimization. As such, the explicit representation of this information in a dependency graph is valuable. The results obtained so far look promising and warrant further study.
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1 Introduction

Logic programming in a broad sense, theorem proving and constraint solving have in common their foundation on a computational system, described by the syntax of formulas, a set of axioms, a set of deduction rules whose application is governed by some strategies, altogether with one or a class of interpretations. All these activities may be formulated as instances of a common schema that consists of applying deduction rules on formulas with some strategy, until getting specific forms. In logic programming the emphasis is on efficiency in reaching a successful solved form characterising an answer, in theorem proving on completeness in detecting trivially false or true formulas, and in constraint solving on getting some predefined solved form of a constraint.

We claim that this similarity is a major advantage for the design of safe programming environments where programs in high-level programming languages can be developed and some of their properties can be proved. Moreover we believe that the implementation of such an environment can rely on a very simple theoretical setting: first-order equational logic. This means that we see formulas, sets of formulas and proofs as first-order terms. We see a deduction rule as a rewrite rule or a transition rule, that is a rewrite rule applying at the outermost position of such terms. Application of deduction rules is rewriting, possibly under some conditions. We think that this framework has several advantages:

— it is conceptually simple.
— we benefit from the work on rewriting and efficient implementation techniques.
— we can define rewriting in the language itself, so bootstrap the system.
— more important, we can reason about computational systems, for instance prove abstract properties of the deduction rules like termination or confluence with rewrite-based techniques. We can also reason about combination and enrichment of computational systems and build new paradigms in a modular way, once we know how systems theoretically interact.

To validate these ideas, we develop a prototype\(^1\) called ELAN, to describe, experiment and study the combination of different computational systems that provide basis for logic programming paradigms. Our favorite starting example, developed in this paper, is the combination of constraint solving with computational systems based on rewriting and narrowing.

\(^1\)This prototype has been partly designed in collaboration with the DEMONS group in Orsay and supported by GRECO PAOIA of CNRS, and Esprit BRA CCL.
2 Conceptual setting

The conceptual setting is given by the notion of computational system whose evaluation mechanism is based on application of transition and rewrite rules. This provides uniformity of the execution principle which is first-order. The notations and definitions used in this paper are consistent with [DJ90, JK91].

In our approach, a computational system is given by a syntactic part and a computational part.

• The syntax is defined by
  - a class Sign of signatures; each signature \( \Sigma \in \text{Sign} \) defines a set of sort symbols, a set of function symbols and a set of predicate symbols.
  - For each signature \( \Sigma \in \text{Sign} \),
    - \( \text{stat}(\Sigma) \) denotes the sets of statements that are sentences (well-formed formulas) built on this signature.
    - \( \text{quer}(\Sigma) \) denotes the queries that are sentences built on the signature \( \Sigma \).

• The computational part is defined by deduction rules and their strategy of application. These deduction rules are aimed to transform queries into "simpler" queries in the sense that they can easily be solved in the axiomatic theory \( P = (\Sigma, \Gamma) \). Indeed it is assumed that the deduction rules and their application strategy have been proved correct and complete w.r.t. an adequate semantics. We do not focus here on this theoretical point but only consider examples where such correctness and completeness results are available.

A computation is a sequence of terms \( t_0 \Rightarrow t_1 \cdots \Rightarrow t_n \), where each \( t_{i+1} \) results from the application of the transition rule \( r_i \) on \( t_i \). A sequence of names of transition rules is a strategy. More precisely, a strategy is a set of such sequences described by a regular expression built on the names of deduction rules using concatenation, iteration and selecting operators. This regular expression (strategy) describes the set of all admissible computations. A computation \( t_0 \Rightarrow t_1 \cdots \Rightarrow t_n \) is admissible w.r.t. the strategy \( s \) iff the word "\( r_0 \cdots r_{n-1} \)" is in the language \( SLan(s) \) described by the regular expression \( s \). \( t_n \) is called the result of this computation w.r.t. \( s \). From this definition we see that more than one computation starting from the initial term \( t_0 \) can belong to \( SLan(s) \); in this case the strategy of computation \( s \) is nondeterministic and its result is the multiset of results for all admissible computations. On the other hand, when there is no admissible computation starting from \( t_0 \), the result of the strategy \( s \) is an empty multiset.

For example, a Horn clause computational system is defined by choosing Sign as the class of first-order signatures, \( \text{stat} \) as sets of formulas of the form \( \forall X : A \leftarrow B_1, \cdots, B_n \), \( \text{quer} \) as formulas of the form \( \exists X : g = d \mid S \), where \( X \) is a set of variables, \( A, B_i, G_i \) are atoms. SLD resolution can be described using deduction rules that produce, from the negation of the query, the empty clause which is trivially unsatisfiable. A correct and complete strategy must include all computations leading to the empty clause.

Another example is an equational computational system defined by choosing Sign as the class of first-order signatures with "=" and "-" being the only predicate symbols, \( \text{stat} \) as all sets \( R \) of universally quantified formulas of the form \( \forall X : l \rightarrow r \), such that \( R \) is a convergent term rewriting system, \( \text{quer} \) as formulas of the form \( \exists X : g = d \mid S \), in which \( S \) is a possibly empty conjunction of equations denoted \( \land (t \equiv t') \), which are solved with syntactic unification (also called unification in the empty theory). The basic narrowing process [JK91] can be used to solve such queries, provided that \( R \) is a convergent term rewriting system. Let us briefly explain this process. Starting from a query of the form \( \exists X : g = d \mid T \), where \( T \) denotes the empty conjunction of equations, the basic narrowing process tries to unify a subterm of \( g \) at position \( \omega \) with a left-hand side of a rewrite rule \( l \rightarrow r \in R \), taking care that its variables are disjoint from those of \( g \). This gives rise to a unification problem \( g_{\omega} = l \) and a new equation \( g[r]_\omega = d \). So the query \( \exists X : g = d \mid S \) is transformed into another one \( \exists X \cup \text{Var}(l \rightarrow r), g[r]_\omega = d \mid S \land (g_{\omega} = l) \) such that the two systems of equations \( \exists X : g = d \mid S \land (g_{\omega} = l) \) have the same set of solutions in the theory defined by \( R \). Indeed a query \( \exists X : g = d \mid S \) has an obvious solution when \( g \) and \( d \) are syntactically unifiable and this is exactly the solution of the system \( S \land (g_{\omega} = l) \). Note that a successful computation transforms a problem in the theory \( R \) into a unification problem in the empty theory. Indeed there is a lot of undeterminism in the choices of the rewrite rule \( l \rightarrow r \) and the
position \( \omega \). All possible choices have to be explored when completeness of the returned set of solutions is required (see [NRS89]).

Accordingly, basic narrowing is described with two deduction rules:

**Narrow**
\[
(\exists X, g = d \parallel S) \\
\iff (\exists X \cup \text{Var}(l \rightarrow r), g[r]_{\omega} = d \parallel S \land (g[\omega] =_{\parallel} l)) \\
\text{if } l \rightarrow r \in \text{Variants}(R) \text{ and } S \land (g[\omega] =_{\parallel} l) \text{ satisfiable}
\]

**Block**
\[
(\exists X, g = d \parallel S) \\
\iff (\exists X, T \parallel S \land (g =_{\parallel} d)) \\
\text{if } (S \land g =_{\parallel} d) \text{ satisfiable}
\]

In this example, \( S \) is a conjunction of equational constraints solved in the empty theory. In general, \( S \) could be solved in any equational theory, for instance with associativity and commutativity axioms, or even in a specific algebra, for instance a boolean algebra. The previous deduction rules are actually parameterized by the constraint solving process. The next step is to describe it also as a computational system.

### 3 Constraint solvers as specific computational systems

The description of constraint solving using rule-based algorithms as in [Com91, JK91], allows easier correctness and completeness proofs of constraint solvers, partly thanks to the explicit distinction made in this approach between deduction rules and control. This is also the starting point for incorporating constraint solving in our framework. A constraint solver for symbolic constraints such as equations, inequations or disequations on terms is also viewed as a computational system aimed at computing solved forms for the class of considered formulas called constraints.

For instance, **unification** in commutative theories is a constraint solving process that can be described as the computational system where \( \text{Sign} \) is the set of first-order signatures with equality in equivalence classes, denoted \( =_{C} \), as the only predicate \( C \) stands for commutative, \( \text{stat} \) is empty. \( \text{gurr} \) is the set of formulas of the form \( (t_1 =_{C} t_2) \). Deduction rules have been proposed and proved correct and complete w.r.t. the computation of a complete set of \( C \)-unifiers (see [JK91] for instance). These rules transform conjunctions of equations of the form \( (P \land s =_{C} t) \) and include for instance the following ones for a commutative operator \( +: \)

- **ComDecompose**
  \[
P \land s_1 + s_2 =_{C} t_1 + t_2 \\
\iff P \land s_1 =_{C} t_1 \land s_2 =_{C} t_2
\]

- **ComMutate**
  \[
P \land s_1 + s_2 =_{C} t_1 + t_2 \\
\iff P \land s_1 =_{C} t_2 \land s_2 =_{C} t_1
\]

In general, a language of constraints is defined by a class of signatures defining the syntax of the constraints, the set of queries which are the constraints to solve in this language and a constraint solver. We are interested here in constraint solving processes that can be described with transition rules that compute solved forms of constraints. This includes for now constraint languages built from elementary constraints that may be equations (as above), disequations [Com91], inequations [Com90] on terms expressed with simplification orderings, membership constraints [CD91].

This view has several advantages over constraint solving systems where solvers are encapsulated in black boxes.
1. Although completeness may be in some cases, like syntactic unification, proved for any strategy, the solved forms are in general reached more efficiently with smart choices of rules. Through the design of rules and strategies, the developer has a direct access to the constraint solver and this point is crucial for discovering and experimenting new solvers.

2. To be able to formalize constraint solving by rewrite rules also makes termination proofs easier and eventually partly automated. This also opens the door to non-trivial applications of termination proof techniques.

3. Another interest of this point of view is the conceptually easy combination of constraint solving with other computational systems. Indeed a computational system for a language involving now formulas with constraints \((\varphi \parallel c)\), where \(\varphi\) is a formula (a Horn clause for instance) and \(c\) is a constraint, is incrementally built by importing a computational system for the constraint language in which \(c\) is expressed. Statements are sets of formulas with constraints, like in \(CLP(X)\) [JL87]. It is yet possible to define transition rules on formulas with constraints, but we shall see later on in Section 5, that such a combination may also generate delicate problems.

4 The ELAN interpreter

ELAN is an environment for designing computational systems, and evaluating queries written in this system. An executable entity for the ELAN interpreter is given by:

A computational system description that provides the syntax, the deduction rules and the strategy of the computational system which is defined.

Specifications that are axiomatic theories written in the syntax of the defined computational system and defining their own signature and set of axioms.

Queries that express the problem to solve in a given specification and can be seen as input values for the computation.

A specification interpreted in a given computational system produces an executable program. which is able to evaluate a query w.r.t. the given computational system.

To achieve our goal of a uniform yet flexible system, the most delicate points were:

- to express the syntax of any computational system that the user wants to define. In this place, ELAN provides a parser for any context-free grammar. This gives the ability to express grammars in a natural way, and in particular to describe mixfix syntax.

- to allow a high degree of modularity. Computational system descriptions for the ELAN interpreter are built from elementary pieces that are modules. A module can import other modules and corresponds to a computational system. It defines its own signature, that is the symbols used to express the syntax of statements and queries, but also function symbols used to express transition rules. It defines its own transition rules and rewrite rules useful to express functions used by transition rules. It defines also strategies for applying these transition rules, that may be deterministic or non-deterministic.

- to express the evaluation mechanism of programs for given inputs, i.e. the mechanism for solving the queries. To evaluate a query, the ELAN interpreter repeatedly applies the transition rules according to the strategy, until the strategy is exhausted. A transition rule is implemented as a rewrite rule that can be applied only at the outermost position of a term and whose application is conditioned by a kind of local assignment. Since our choice is to describe computations by transition rules controlled by strategies, a convenient and powerful language to express strategies is needed. ELAN provides in particular don't-know and don't-care non-determinism, so the possibility to express backward and forward chaining for the deductions.

In the following part of this section, we illustrate the capabilities of ELAN on an example. Let us consider again the case of an equational computational system with narrowing as deduction process. Programs in this simple language are algebraic specifications consisting in the definition of a signature and axioms given as rewrite rules. In Figure 1, a specification of lists is given.
specification rwspec
signature
  Vars: X, Y, Z
  Ops: nil, cons:2, append:2, a, b, c
rwrules
  append(cons(Y,Z),X) -> cons(Y,append(Z,X)),
  append(nil,X) -> X
end of specification

Figure 1:

A query is then a single equation between two terms built on this signature.

A computational system description has to define the syntax of the specification and of the query as well as how the query is solved. In a computational system description, all the notions of terms, equations, systems of equations have to be specified explicitly. Thanks to modularity, it is indeed possible to reuse a library of modules with mostly used constructions.

Figure 2:

For instance, defining the signature part of a specification needs to define what are functional symbols, variables, arities, as well as the syntactic form of a function declaration in the specification. This is done in a module prefix_sig. Similarly, defining the rewrite rules part of a specification needs to define a notion of term (here in the module prefix_term) and the notion of rewrite rule (in the module rwrules). The module prefix_term is reused by the module basic_narrowing where a query and its execution are defined. Figure 2 shows all modules used in the narrowing example with their import relations.

We do not explain here the construction of the concrete syntax of a specification and how it is processed by the system (this is described in [Vit93]), but rather focus on the processing of queries.

4.1 Transition Rules

As already said, the main ELAN mechanism to process a query is application of transition rules. The syntax for transition rules in ELAN is:

<trans rule> ::= transition rule <name of rule> for <type of terms>
  declare <local variable declarations>
  body
  <rule body>
  end of rule
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where

\[ \text{rule body} ::= \text{term} \Rightarrow \text{term} \]

\[ | \text{rule body} \text{ where } \text{variable} ::= (\text{strategy}) \text{ term} \]

The \text{where} construction is a local assignment which assigns to the variable \text{variable} the result of applying the strategy \text{strategy} to the term \text{term}. If the strategy is nondeterministic, then all results are considered. More precisely, let \( r \) be a rule body, \( x \) a local variable, \( s \) a strategy and \( t \) a term. Then the rule

\[ r \text{ where } x := (s) t \]

conceptually represents the set of rules, all with the same name, that are instances of \( r \) of the form \((x \mapsto t') r\) for any term \( t' \) resulting from the computation of \( t \) with respect to \( s \).

A first example of transition rules, without the \text{where} construction, is given by the implementation of the rules \text{ComDecompose} and \text{ComMutate}, for which the translation in ELAN is straightforward:

\begin{verbatim}
transition rule ComDecompose for system
declare P : system;
s_1,s_2,t_1,t_2 : term;
body
P & s_1+s_2 = t_1+t_2 => P & s_1 = t_1 & s_2 = t_2
end of rule

transition rule ComMutate for system
declare P : system;
s_1,s_2,t_1,t_2 : term;
body
P & s_1+s_2 = t_1+t_2 => P & s_1 = t_2 & s_2 = t_1
end of rule
\end{verbatim}

In general, functions in ELAN can be written in mixfix notation; in the last rule we have used the operators \( \& + = \) in infix form.

The rule \text{Narrow} from the narrowing process provides a more complex example, that illustrates several features of ELAN. It will be written as:

\begin{verbatim}
IN rwrules: FOR EACH L,R:term SUCH THAT rwrule(L,R) : {
transition rule Narrow for b_narr_state
declare cc,c_1 : system;
g,d,l,r : term;
sigma : substitution;
oc : occurrence;
body
(g = d [ c_1]) => (g[r] at oc = d [ c_1])
where c_1 := (unifys) g at oc = l & cc
where oc := (occ) non-var-occ(g)
where l := () sigma(L)
where r := () sigma(R)
where sigma := () rename-subst(L, g = d & cc)
end of rule
}
\end{verbatim}

The mixfix operators used in this rule have the following meanings: applying a substitution \text{sigma} on a term \( t \) is written \text{sigma}(t); the subterm of \( t \) at position \text{oc} is written \text{t at oc}; the term produced by replacing a subterm of \( t \) at position \text{oc} by the term \( r \) is written \text{t[r] at oc}. All these functions are imported from other modules.

The quantification \text{IN rwrules: FOR EACH L,R:term SUCH THAT rwrule(L,R): { <rule> } } means that \text{<rule>} will be generated for all instances \( L,R \) such that \( L \rightarrow R \) is a rewrite rule defined in the specification.
All these rules have the name Narrow. For instance two such rules will be generated in the list specification given in Figure 1.

During the application of this transition rule, the variables are successively assigned to the following values: \( \sigma \) to a renaming substitution which introduces fresh variables not occurring in the current system; \( l \) and \( r \) to left and right-hand side of the rewrite rule \( L \rightarrow R \) after variable renaming; \( oc \) is any non-variable position in the term \( g \) (\( oc \) is implemented by a non-deterministic strategy); \( cl \) is a solved form of the unification problem \( g_{oc} = l \& cc \). The strategy unifies returns a solved form just in the case where the original system is satisfiable. It may be worth emphasizing that the transition rule only applies when every local variable has got a result different from the empty set. Else application of the transition rule fails.

For the sake of completeness, we can write in the same way the rule Block:

\[
\text{transition rule Block for } b\_\text{narr state}
\]

\[
declare \text{SF,cc: system;}
\]

\[
g,d: \text{term;}
\]

\[
\text{body}
\]

\[
(g=d || cc) \Rightarrow (\text{top} || \text{SF})
\]

\[
\text{where } \text{SF} := \text{unifies} \ g=d \& cc
\]

\[
\text{end of rule}
\]

4.2 Strategies

Coming back to the narrowing example, we can observe that after \( n \) applications \((n \geq 0)\) of the rule Narrow followed by one application of rule Block, the resulting term is of the form \((T || S)\) where \( S \) provides a solution for the starting equational query. On the other hand, the completeness result for narrowing states that a complete set of \( R \)-unifiers is obtained by gathering all solutions that can be computed as a result of \( n \) applications of rule Narrow for some \( n \geq 0 \), followed by an application of Block. Accordingly, the set of successful computations, that is computations leading to a solution, is described by the following regular expression:

\[
(Narrow)^* \cdot \text{Block}
\]

where the \( \cdot \) is the concatenation operator, and \((.)^*\) is an iteration operator. So we consider this expression as describing a correct and complete strategy for narrowing.

A partial concrete syntax for strategies in ELAN is:

\[
<\text{strategy}> ::= \text{iterate} <\text{strategy}> \text{ enditerate}
\]

\[
| \text{dont know choose( <list of <strategy>> )}
\]

\[
| \text{dont know choose( <list of <rule name>> )}
\]

\[
| <\text{strategy}> <\text{strategy}>
\]

In this syntax, concatenation is omitted, the constructor iterate corresponds to the iterator \((.)^*\) and the dont know choose constructor corresponds to a selecting operator. Note that names of rules are always encapsulated in the selecting operator. This is because the rule name represents in general a set of rules, so a selecting operator has always to be specified. The full ELAN strategy language is of course richer and includes constructions for dont-care strategies, which is interesting especially from the efficiency point of view and to formalize forward chaining computations.

Since narrowing can be described by a regular expression \((\text{Narrow})^* \cdot \text{Block}\), the strategy for our example can be implemented as follows in ELAN:

\[
\text{strategy b\_narrow}
\]

\[
\text{iterate}
\]

\[
\text{don't know choose(Narrow)}
\]

\[
\text{enditerate}
\]

\[
\text{don't know choose(Block)}
\]

\[
\text{end of strategy}
\]

This strategy will generate application of the transition rule Block, then of Narrow followed by Block, then of twice Narrow followed by Block and so on. This leads to a correct implementation of narrowing in ELAN.
Regular expressions can seem to be very weak to express computational strategies, but their power is largely increased by using the where construction inside the rules and by the definition of admissible computations given in Section 2. According to this definition, the dont know choose constructor has to try all possible applications of a transition rule in the list given as argument. In our example, this is the way to exhaustively attempt to apply narrowing with all rewrite rules in R and all positions in the query term. The iterate constructor then successively tries all possible numbers of iterations. In the ELAN interpreter, backtracking is used to implement a computation following this kind of strategy.

Beyond the case of narrowing, we succeeded for instance to specify commutative unification, rewriting, and a simple PROLOG interpreter.

4.3 Flexibility

ELAN supports computational system descriptions with high level of modularity. Modules are non-parametric and their visibility graph is a directed acyclic graph. Each module can use signatures from modules explicitly introduced in an import part. Aliasing of operators is permitted, so an operator can have more than one name; for example it can be used in mixfix and prefix notation at the same time. Direct importation with aliasing allows providing all operations usual in such modular systems, like renaming, masking and so on.

The flexibility of ELAN can be briefly illustrated on two examples.

- We can straightforwardly replace the syntactic unification in narrowing procedure by unification in another theory. We just need to replace the module system.unify by a module providing unification in the desired theory. This can be compared to the CLP(X) framework that could be implemented in ELAN. Each instance would be provided by the choice of a computational system for constraint solving in the computation domain.

- We can also easily change the syntactic form of specification. For example, replacing the module prefix.sig by a module mixfix.sig, adding a module mixfix.term and some minor modifications of basic.narrowing, provides mixfix notation at the specification level.

5 Combining computational systems

Up to now we have expressed in a uniform framework constraint solving and deduction and achieved a high level of modularity. Our objective of designing and experimenting with new computational systems leads us to consider different combination problems. Let us mention two kinds of theoretical problems that arise in this context:

- Putting together a computational system for equality and constraint solving like unification leads to interesting but non-trivial problems from the point of view of their properties [KKR90]. For instance from two oriented equality with constraints, a new equality can be deduced using the deduction rule

\[
\text{Deduce} \\
(g \rightarrow d \parallel c'), (l \rightarrow r \parallel c) \\
\implies \\
(g[r]_m \rightarrow d \parallel c \land c' \land (g[m] =_0 l)) \\
\text{if } c \land c' \land (g[m] =_0 l) \text{ satisfiable}
\]

Unfortunately this deduction rule does not capture all possible equational deductions. Consider for instance the set of function symbols \( \mathcal{F} = \{ a, c, f, g \} \), and two rewrite rules with equational constraints:

\[
g(a) \rightarrow c \\
f(x) \rightarrow a \parallel z =_0 g(y)
\]

Deduce does not apply although

\[a \rightarrow f(g(a)) \rightarrow f(c)\]

is a correct deduction performed with the given rewrite rules. This problem is solved in a general way in [KKR90] by restructuring rules and constraints. Such restrucutration has been shown useless with additional syntactic restrictions on formulas. For instance it has been proved that Deduce is complete with a limited class of initial constraints [BGLS92, NR92].
• Putting together two constraint solvers in two different first-order structures like for instance booleans and a quotient term algebra cannot be reduced to a blind use of both constraint solvers. Typically interactions between theories may appear and must be solved [BS92, KR92].

Such problems are yet an active field of research.

6 Further perspectives and conclusion

As already emphasized, we expect the system to provide a uniform framework for describing computational systems, experimenting new combinations and performing proofs of their properties. Completion-based approaches implemented in theorem provers like RRL or OTTER, to prove properties such as confluence or consistency of enrichments, can also be designed in the conceptual setting of transition rules and strategies [Bac91]. Concepts like critical pairs criteria, that appear very useful in the design of efficient provers can be formalised with constraints [KKR90]. This view is not to obtain efficient theorem provers at once, but rather to allow for experiments and designs of better proof strategies.

A complementary direction is worth considering to get high efficiency: this is the parallelisation of deduction obtained tor free through parallelisation of rewriting (see [KV92, Mes92]). This argument that needs further investigations is an additional point in favor of the choice of the evaluation mechanism of ELAN.

Indeed some aspects of this work can be compared with other logical frameworks like ELF, proof development systems like NuPRL and interactive theorem provers like Isabelle, Clam or 2OBJ. However we think that, because of its emphasized ability to express, execute and combine computational systems and the crucial role of constraint solving, ELAN provides interesting and original features.
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Abstract

We discuss the issues that arise when we add aggregation to a constraint database query language. One example of the use of aggregation in such a context is to compute the area of a region in a geographic database. We show how aggregation could be added to the query language, tuple calculus, and discuss the problems that arise from the interaction of aggregate operators and constraints.

1 Introduction

[KKR90] proposes the use of constraint query languages as a natural way of combining relational databases with constraint formalisms (see also [Kuper90] [Revesz90]). One important aspect of relational databases that is not discussed in that paper is the use of aggregation. Typical aggregate operators in relational databases are: Sum, Average, Count. In a spatial database, the simplest analogue is computing the area of an object. More complicated aggregate operations, such as averaging an attribute over a given region, could be useful.

In this paper, we outline a method to add aggregation to the languages of [KKR90]. Our approach resembles the approach taken by Klug [Klug82] in the framework of traditional relational database systems. The current
paper has two main parts: We first illustrate (mostly by examples) how Klug's approach can be generalized to the constraint framework. We then discuss the problems that arise from the interaction between aggregation and constraints. These problems concern mainly closure under aggregate operations. We conclude with a description of possible directions in which research could be pursued to deal with these problems.

2 Aggregation with Constraints: An Example

The main idea behind Klug's approach is to enable the user to group the tuples being aggregated in all possible ways, without introducing the need to have relations with duplicates.

We will not give here a formal description of Klug's query languages. However, we hope that the key ideas will be clear from the following example, even for the reader who is not familiar with Klug's paper.

Example 1 Let $R(n,x,y)$ be a ternary relation containing a database of rectangles. The semantics of this relation are as follows: Tuple $(n, x, y)$ is in $R$ iff $(x, y)$ is a point in the rectangle with name $n$. This is the same example as in [KKR93]. As explained there, we represent each rectangle in the database by constraints, rather than listing all the points explicitly.

There are various ways in which we could apply the area function to this relation:

1. Suppose we want to compute the area of each rectangle separately. In other words, we want to compute a relation $S(n,a)$, where $a$ is the area of the rectangle with name $n$. This query is written as follows:

   $R(1, \text{area}_{2,3})$

   The meaning of this notation is as follows. We apply, to the relation $R$, the aggregation operator that groups the tuples on their first argument, and then applies the aggregate operator $\text{area}_{2,3}$ to the second and third column.\(^1\)

\(^1\)For technical reasons we have a version of the aggregate operator for each pair of
2. Now suppose that we are interested in the total area covered by the points of the database, counting points that are in several rectangles only once. We can do this, by projecting $R$ onto the second and third columns, thus generating a flat representation of the data without the rectangle names. We then apply aggregation to the result. Formally, the query is:

$$(\Pi_{2,3}(R))\langle\emptyset,\text{area}_{1,2}\rangle$$

Note the first argument of the aggregation is $\emptyset$. This means that the result has only one column, and this column contains the result of the aggregation.

3. Finally, suppose that we want to compute the total area, but this time counting points that are in several rectangles multiple times. To do this, we first compute the relation $S$ as in the first example, and then sum the second column of the result. We can do this using the sum aggregate operator on traditional relational databases. We can apply such an operator to a constraint database whenever the relevant column contains only a finite number of elements. Formally, the query is:

$$(R\langle 1,\text{area}_{2,3}\rangle)\langle\emptyset,\text{sum}_2\rangle$$

An important aspect of this example that we would like to stress is that, as in [KKR93], while the example we gave is of a database of rectangles, we do not actually made use of this fact. In other words, the queries in this example will work, without any changes, for any database that consists of geometric objects that have a well defined area.

### 3 Constraint Query Languages with Aggregation

In this section we briefly describe how to generalize [Klug82] to constraint database. Our basic setting is similar to Klug's. We have a set

$$\text{Agg} = \{f_a, f_\beta, \ldots\}$$

distinct columns. The version of the area function is generated automatically by the tuple calculus to algebra conversion algorithm. This means that the multiple versions of each aggregate operator are in fact hidden from the user.
of aggregate functions. Each function is from the set of all relations to the domain $D$ of the constraints. For example, if we are dealing with polynomial constraints, the range of the aggregate functions must be the reals. We have a "uniformness" condition, as in Klug, that basically says that if we have an aggregate function, say $\text{area}_{1,2}$ in $\text{Agg}$, then we have "similar" functions $\text{area}_{i,j}$, for all $i \neq j$.

The first point in which our approach differs from Klug's, is that aggregate functions can have more than one subscript. In the relational model the aggregate functions are unary: average, sum etc. In constraint databases we can have aggregate operators with higher arities: For example binary (e.g., area), ternary (e.g., volume), etc.

Another point where care is needed is the fact that most of the languages described in [KKR90] use constraints over an unbounded domain (integers, reals, etc.). This means that we could have objects in the database whose are is infinite. We can avoid this problem by assuming that the database instances are bounded. We expect that in real systems this will usually be the case. (Note that a database instance could still represent an infinite set of points, but in a bounded region of space). This is a point where more research is needed, since this problem does have some resemblance to issue of safety in relational databases, and our solution is not completely satisfactory.

For our purposes it will, however, suffice, and we can now define a tuple calculus and algebra for constraint databases with aggregation. We omit the formal details of the construction of the query languages and the proof of their equivalence, since these are fairly straightforward extensions of Klug's work. We hope that the example in the previous section gives a reasonable idea of how the relational algebra is defined.

The most critical difference between constraint and relational databases is a consequence of the requirement that the language be closed. The rest of this paper will discuss the consequences of this requirement.

4 Closure under Aggregate Operations

So far, we have discussed the relational algebra and calculus on constraint databases in terms of the underlying semantics. The problem is that the result of a query must be representable by a finite set of constraints, and there has to be an effective way to compute this representation. It turns out
that for many interesting classes of constraints this is not the case.

**Example 2** Consider the language of linear inequality constraints. Let $R(x, y, z)$ be a ternary relation, with an instance that consists of exactly one generalized tuple:

$$x - y - z \leq 0 \land x \geq 0 \land y \geq 0$$

Suppose that, for each $z$, we want to compute the area of the region

$$\{(x, y) \mid R(x, y, z)\}$$

Formally, we want to evaluate the query

$$R(3, \text{area}, 2)$$

The result is a binary relation $S(z, t)$. Unfortunately, the result $S$ contains all tuples $(z, t)$ for which $z^2 = 2t$. Clearly, in order to represent this instance we need quadratic constraints, i.e., the relational algebra with linear inequality constraints is not closed under aggregation by area.

If we think about this example, this result is actually quite reasonable. Computing the area of a region is essentially integration. Since the integral of a linear function is a quadratic function, it is quite reasonable to expect that quadratic functions are needed to express the result. More surprisingly closure under aggregation by area does not hold even for dense order constraints.

**Example 3** Let $R(x, y, z)$ be a ternary relation, with an instance consisting of the generalized tuple

$$0 < x < y < z < 1$$

Once again, we have the query

$$R(3, \text{area}, 2)$$

whose result is binary relation $S(z, t)$ containing all tuple $(z, t)$ for which $z^2 = 2t$. Once again, quadratic constraints are needed to express the result.

What about polynomial constraints? It turns out that even these are not closed under aggregation by area.
Example 4 Let $R(x, y, z)$ be a ternary relation, with the instance consisting of
\[
\begin{align*}
  x^2 + y^2 & \leq 1 \\
  x & \leq z \\
  x, y, z & \geq 0
\end{align*}
\]
Once again, what is the result of the query
\[ R(3, \text{area}_{1,2}) \]?
We get a relation $S(z, t)$, containing all tuples $(z, t)$ such that $t$ is the area of the part of the unit circle above the $x$-axis, and between $y = 0$ and $y = 1 - z$. In other words, $(z, t)$ is in the result iff
\[
t = \frac{1}{2} \left( (1 - z)\sqrt{2 - z} + \sin^{-1}(1 - z) \right)
\]
Clearly, this cannot be expressed using polynomial constraints.

5 Discussion
We have described here the consequences of adding aggregation operators to a constraint-based database query language. The main problem that arises is finding a finite representation of the result. Most interesting classes of constraints are not closed under aggregation by area. For example, to represent the area covered by linear constraints requires polynomial constraints, and the area covered by polynomial constraints needs transcendental constraints. We outline three approaches that could be pursued to handle this problem, namely, restricting the aggregation operators allowed, restricting the query language, and using a typed language in order to make the consequences of the closure problem less serious.

1. Restricting the aggregation operators. It is possible that some aggregation operators, for example minimum and maximum would have finitely
representable results, using the same class of constraints. One interesting research area is to characterize those aggregation functions with such a property, for the various classes of constraints.

This is of course not a complete solution of the problem, since certain operators, such as area would not be in this class, and they are very important in some applications.

2. *Restricting the query language.* It is possible that for many applications, the full power of the relational query language with aggregation is not required. For example, in a GIS application, we might want to compute the area of several features in a map. As this is a finite set of values, this could be represented by a standard, finite, relation, avoiding the closure problem.

There are, however, applications for which this solution does not suffice. For example, in a database that combines spatial and temporal components, we might want to determine how the area of some feature varies with time. Using a finite relation to store the result loses the advantages of the constraint-based approach. On the other hand, this is precisely the type of query that gives rise to the closure problem.

3. *Using a typed language.* In this approach we do not try to avoid the closure problem, but rather to mitigate its consequences.

Consider the area function. While, superficially, the domain and range of this function are both the set of real numbers, if we take into account the dimensions of the underlying physical units, the domain and range are in fact different.\(^2\) We can therefore have different classes of constraints that are allowed, depending on the types of the variables. For example, we could have linear constraints on length variables, but polynomial constraints connecting length and area variables.

In this way, we could isolate the places where the "harder" classes of constraints can appear, in such a way mitigating their effect on the efficiency of the query language.

\(^2\)In fact, when we said that the fact that the domain of the constraints is bounded implies that the area is also bounded, we ignored the fact that the bounds are different. Using a typed language would address this problem as well.
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Abstract
Motivated by an application in molecular biology, the prediction of biopolymer three-dimensional structures, an appropriate polymorphic tree search control structure has been implemented using a functional programming language to evaluate different tree search approaches to solve discrete combinatorial problems in three-dimensional space. The control structure is the basis of a constraint programming framework implemented in the functional programming paradigm. The non-strict semantic (lazy evaluation) and other features of higher-order functional programming languages have allowed to introduce constraint programming features in the functional programming paradigm.

1 Introduction
In the last two years, we have developed a constraint programming (CP) framework using the functional programming (FP) language Miranda\(^1\) [1] to solve discrete combinatorial problems using tree search strategies. Higher-order FP allows for the expression and abstraction of algorithms and data structures. The CP framework is based on an abstract tree search control structure which has two functional parameters to control the domains before and during execution: a domain generating and a domain ordering function. The task of the programmer is to express his constraint satisfaction problem (CSP) by defining these two functional parameters which completely determine the behavior and efficiency of the search [2, 3].

\(^1\)Miranda is a registered trademark of Research Software Ltd.
The use of this CP framework was demonstrated with a fundamental application in molecular biology: the prediction of biopolymer three-dimensional (3-D) structures. First the CP framework was tested on solving the 8-queen problem and a simplified version of the biopolymer 3-D structure prediction. Then, the Miranda prototype has been used to reproduce small biopolymer motifs [4, 5], demonstrating the feasibility of the approach for real problems. The prototype has recently been translated into C++ in order to solve larger problems.

2 Modeling biopolymers

A biopolymer is a sequence of molecules, called residues, linked by strong chemical bonds. Such sequences fold in 3-D space to adopt a minimum energy state, called native structure. A consensus has been established around the notion that the folding pathway is encoded in the sequence of residues. The native structure is necessary for biological function. The problem of biopolymer structure prediction has been much studied in the past 30 years but we still do not know how a sequence folds in 3-D space (see [6] for protein and [7] for nucleic acid structures). This problem is important because it is believed that knowledge about 3-D structure of biopolymers could help better understand their biological role. Furthermore, current sequence databases contain thousands of biopolymer sequences awaiting for their structure to be determined.

The most accurate method for determining the 3-D structure of a biopolymer is X-ray crystallography, a costly process that does not apply to all biopolymers. X-ray crystallography has been successful to determine the 3-D structure of only about a hundred biopolymers. Another method, Nuclear magnetic resonance (nmr), which has been greatly improved over the past few years is particularly interesting because it allows for studies of molecules in solution. Under some conditions, nmr experiments could produce enough proton-proton distances (Nuclear Overhauser Effects (NOE) distance restraints) such that distance geometry algorithms [8] could be applied to produce accurate 3-D models. However, like X-ray crystallography nmr cannot be applied to all biopolymers. So far, nmr has only been applied successfully on small biopolymers.

The determination of biopolymer structures relies on the determination of structural data using theoretical and experimental methods, as well as, on computer programs that can transform structural data into 3-D models. Biopolymer structure modeling is possible with the identification of tertiary interactions occurring between pairs of residues which stabilize the native conformation. Some of these interactions define common structural motifs, called secondary structure. Theoretical methods are developed in order to infer secondary and tertiary structural information from sequence data. At present time though the accuracy and quantity of such inferred information is not sufficient to accurately predict biopolymer 3-D structure.

Experimental methods are still the most productive source of biopolymer structural data. Proximity of atoms or residues under some conditions can be detected by ultraviolet irradiations, or evaluated by their participation in chemical reactions. The translation of this type of data into 3-D constraints is however more complicated since local modifications could alter, or even disrupt, the native structure. Nevertheless, although less precise than NOE distances, this type of information is extremely useful for 3-D modeling.

3 Variables, domains and constraints

Biopolymer modeling has been defined as a discrete combinatorial problem [4]. Solving this CSP consists of finding all biopolymer structures that satisfy available structural data. In this mapping, each residue is a variable. The values for each variable are taken into the cartesian product.
between a set of residue conformations and a set of 3-D transformations. The set of conformations were determined by statistical analysis of all possible residue conformations. The transformations matrices can only be computed when all residues involve in a relation are appended to the structure. This introduces some complexity in the writing of the search algorithm if a language with strict semantic is used. A complete description of the domains prior to execution is required unless a more sophisticated mechanism is implemented. The non-strict semantic of higher-order FP languages allows for the description of such domains without any problem. The domains are not evaluated before all necessary residues are appended to the structure. In this way, the task of the programmer consists of simply describing the domains. The implementation of any control mechanism is not necessary.

Secondary structure information determines the possible conformations and transformations to be assigned to each residue. Tertiary information is introduced in a constraint function called by the domain generating function which is applied each time a new residue is appended to the structure. The order in which the residues are appended is determined by the user. The control structure performs a backtracking where the domains for each variable is computed dynamically. This search procedure is sound and complete. All models produced are consistent with the input data and all models described by the input data are produced. One of the advantage of this approach and of the use of a general function to introduce structural data is that all types of structural data produced from theoretical and experimental methods can be represented. Other approaches using penalty functions or distance matrices are restricted to distance constraints.

4 Scripts

A biopolymer modeling problem can be defined using a syntax especially developed for this application. All information are introduced in a script composed of three different sections: SEQUENCE, CONSTRAINT and GLOBAL. The SEQUENCE section allows for the introduction of the sequence and secondary structural information. For each residue, an identifier, a set of 3-D transformations, the set of residues which allows for the computation of the 3-D transformation, and a set of residue conformations are given. The CONSTRAINT section allows for the introduction of tertiary structural information. Finally, the GLOBAL section allows for the introduction of constraints that must be verified between every pair of residues, such as collisions.

Since there are many different scripts for the same set of data, the task of the modeler is to find a script that will produce solutions. The production of solutions is interpreted as a proof for the structural data or hypotheses. However, refutation of structural theorems is more difficult since one would have to generate all possible scripts. We are currently working on ways to automatize the generation of scripts. The script syntax we have developed could be thought of as an assembly language for biopolymer modeling.

5 Optimization and hypotheses

For many problems few structural data is available and too many models are produced. Nevertheless, modeling is possible by introducing hypothetical constraints inferred from available ones and making use of heuristics to distinguish between several solutions. This type of information can be represented by an objective, or preference, function to be optimized during the search. The evaluation of partial solutions with the preference function and the use of constraints guide the search towards locally optimal structures that satisfy available data. Biopolymer structures of low energy that include tertiary contacts between non adjacent residues are often preferred.
to structures that do not create tertiary contacts. These criteria are not sufficient to define a preference function that will localize global minima and an exhaustive search is still required to ensure soundness and completeness.

More recently, we have augmented the tree search control structure to introduce the preference function. In addition, partial solutions must be kept in a queue of partial solutions to be explored such as in a branch and bound algorithm. Using a simplified model for representing biopolymers, we are investigating different folding theories and other modeling protocols using this extended tree search control structure.

6 Conversion to C++

The translation of the control structure and domain generating function to C++ was somehow straightforward. In C++, the tree search procedure was implemented using an iteration control structure compared to the recursive function in the Miranda prototype. Many flag bits were necessary to control the evaluation of different variables in order to mimic lazy evaluation. On the same problem the C++ version is approximately 50 times faster than the Miranda prototype on the same computer.

7 Conclusion

A CP framework implemented in a higher-order FP language, Miranda, has been used as a prototype to evaluate different search strategies for solving an important problem in molecular biology. The use of a domain generating function has simplified the writing of efficient programs since such a function is compatible to a priori pruning allowing for the incorporation of problem specific optimization.

Polymorphic types and lazy evaluation are crucial features for applications such as biopolymer structure prediction. Polymorphic types are necessary for the implementation of generic control structures. The implementation of the control structure was also greatly simplified using currying. Currying consists of defining functions from a partial instantiation of the parameters of another (more general) function.

Lazy evaluation allows for the description of domains that are only evaluated dynamically at proper time. Lazy evaluation allows for the description of very large, even infinite, domains efficiently since no evaluation is performed unless necessary. At some point in the execution of the algorithm, the domain could considerably be narrowed using problem specific information. Premature evaluation of the initial domains is inefficient.

The tree search control structure presented in this article could be introduced in the standard environment of functional languages to introduce CP features in the FP paradigm.

References


2lp: Linear Programming and Logic Programming

Ken McAloon and Carol Tretkoff
Logic Based Systems Lab
CUNY Graduate Center and Brooklyn College
2900 Bedford Avenue
Brooklyn, NY 11210
mcaloon@sci.brooklyn.cuny.edu
tretkoff@sci.brooklyn.cuny.edu

The 2lp system is a step in the “Operatica Program,” a project whose grand design is to provide an elegant and powerful programming environment for combining AI and OR methods for decision support software systems. The term “Operatica” was coined by J.L. Lassez to suggest an analogy with the Mathematica system which provides a programming environment for symbolic mathematical computation. In the dialogue between AI and OR, there are two basic themes: (1) declarative programming and the notion of logical consequence and, (2) procedural programming and the search algorithm in its many variations. Integrating AI and OR requires an environment that combines a modeling language with a logic based language. 2lp, which stands for “linear programming and logic programming,” has the simplex based search mechanism of linear programming and the backtracking mechanism of logic programming built in. 2lp is both an algebraic modeling language and a logical control language. By bringing these techniques together in a language which has standard C style syntax and treats the mathematical module in an object-oriented way, this technology provides very powerful and usable tools for decision support programming.

The design decisions that led to 2lp were based on the following considerations:

- For run time efficiency the system should enforce a restriction to linear constraints at compile time.
- The array rather than the linked-list is the natural data structure for mathematical modeling.
- Communication between the logic and the numerical solver should be primitive to the language.
- A small language with standard syntax and with explicit integration of procedural programming constructs would be accessible to decision support programmers.
- The power of constraint programming is such that a compact language is sufficient for the intended applications.
- The system should be callable as a set of library routines.
- Hooks for expandability to an or-parallel system should be built in to the system.

In this paper, after discussing the relationship of 2lp to other programming paradigms and introducing some of the features of the language, we present some examples of 2lp applications and discuss future directions. Other applications can be found in [McAloon,Tretkoff 2], [McAloon,Tretkoff 3].

1. 2lp and other programming paradigms

2lp introduces a new built-in data type continuous in order to capture the modeling methods of linear programming. Constraints on these variables define a polyhedral set. The representation of this convex body includes a distinguished vertex, called the witness point. Other structural information and communication routines are also connected with the polyhedral set. This collection forms an “object” to use object-oriented programming (OOP) terminology. 2lp is a “little language” that supports these constructs and has its own interpreter. On the other hand, object-
oriented programming as in C++ enables one to extend a language with new data types without writing an interpreter for the expanded language. Because of the need for logic based control and because of the permissions and restrictions on the ways in which continuous variables can be used, the C++/OOP method can not be used for the purposes for which 2lp is designed; a little language approach proves necessary.

There has long been a debate in the AI world over the relative importance of declarative versus procedural programming. 2lp enables the programmer to make clean distinctions between the declarative and procedural aspects of a model and facilitates combining them for effective problem solving. The CLP languages Charme and CHIP integrate a declarative treatment of constraints with integrality and logical requirements in a larger programming framework and are an important development. On the other hand, in CLP(R), in Sicstus Prolog with constraints etc., the programmer must provide the routines for driving continuous variables to integer values or to ranges that satisfy given logical requirements. The same is true of 2lp. In 2lp, this uncommitted approach is turned into a feature and tools are provided so that the programmer can tailor the problem solving method to the application at hand. These tools enable the modeler to use fuzzy logic and insight provided by the geometry of the polyhedral object defined by the constraints. This also means that the modeler can utilize powerful OR techniques that are used in MIP solvers such as Specially Ordered Sets of various types. In a similar vein, Prolog III provides built-in facilities which control search for an integer solution to constraints via communication with the state of the solver.

2lp is different from algebraic modeling languages such as AMPL [Fourer,Gay,Kernighan] in two important ways. First it is a logical control language as well as a modeling language. Second, 2lp supports parameter passing and procedure based modularity. In this it differs from current modeling languages in which the program basically consists of global variables and loops to generate constraints. On the other hand, AMPL can support network models directly and supports a set-theoretic view of a model as well as an algebraic view. AMPL also supports symbolic representation of indices and provides powerful and original logical/arithmetic connectives and quantifiers that operate at the level of the description of a constraint. Another feature of AMPL is the way it can enforce integrity constraints on the parameters of the model; the linkage between the data (concrete and large) and the model (abstract and small) is a priority in the AMPL system. Both 2lp and AMPL have a “symbolic computation” facility that recognizes that linear combinations of linear expressions are linear; this means that the modeler can employ natural mathematical expressions in constraints and is not forced to express constraints in some “canonical” form.

The 2lp language has evolved out a series of smaller languages which were developed step by step to maintain the best balance among the logic module of the language, the linear programming module and the intended applications. The decision to restrict the mathematical solver to linear constraints was based in part on the fact that the atomic operations of a programming language should be efficient. This was also motivated by the fact that the range of applications that can be handled with the combination of logic and linear constraints is remarkably rich. The theoretical basis for this work was developed in [Cox,McAloon,Tretkoff] which contains an analysis of the CLP scheme in terms of the computational complexity of the “halting problem” of languages which are instances of the scheme. The analysis also calibrates the role of the underlying logic used - propositional, relational, functional. Let D denote the ordered additive group of the real numbers as a Z-module. Then in the terminology of that paper, implementations of minimal-CLP(D) and conservative-CLP(D) were done before the current version of the language was designed and implemented. The minimal and conservative languages are based on propositional and relational logic respectively. The logic of full 2lp has a more complex character. All along an important consideration was the challenge of compiling this new kind of programming language building on the work of [Warren], [Jaffar,Michaylov] and others.

As a language for AI applications 2lp is dramatically different from LISP and Prolog. For classical AI applications, LISP and Prolog have certain definite strengths. Both support symbolic data and very flexible handling of types. Each is built on one mighty algorithm - lambda conversion in the case of LISP and unification in the case of Prolog - which brings a uniformity and declarative quality to programming [Lassez]. Both make programming with recursion very natural and recursion is the control mechanism of choice when working with data and data structures whose semantics are free in the mathematical sense. This is in contrast to classical imperative languages which are oriented toward numerical processing with its well-understood underlying mathematical semantics. Moreover, the remarkable transparent memory management of LISP and Prolog, made possible by the role of the linked-list as the basic data structure, makes writing code for various search strategies very elegant in these languages: the stacks and
queues are managed by the system and garbage is collected in the background. To this Prolog adds its built-in logical control and more declarative programming facility. The weak point, if you will, of these languages historically has been their handling of numerical computation. The development of the CLP languages was motivated to a large extent by the aim of integrating numerical computation naturally into the declarative framework of logic programming. These systems have been very successful.

Traditionally, the language of choice for heavily numerical computing is FORTRAN. Though built on a static picture of memory management based on the array, FORTRAN has been in fact used for many interesting systems which link AI and mathematics. The language C occupies a middle position and supports arrays and pointers which allow for an elegant treatment of linked-lists which captures much of the modeling power of LISP and Prolog. 2lp itself does not support pointers, and if queues, stacks or linked-lists are used in a 2lp program, they are coded in the FORTRAN style. However, such data management, especially if it is a computationally significant part of the application, is best done in C itself and handled by means of calls from 2lp to external C functions. The fact that 2lp follows the C picture of memory allocation, parameter passing and overall arithmetic syntax makes this integration of C functions very natural.

2. The 2lp language

The basic data types of 2lp are int, double and continuous, which is a new type for working with constraints. The data structures are arrays of elements of a given basic type. Arrays are the natural data structure for mathematical programming and facilitate working with constraints. In a 2lp program, variables of type continuous function in the declarative manner of the variables of linear algebra or linear programming. As a program progresses, linear constraints on the continuous variables are generated and define an evolving polyhedron in n-dimensional space, where n is the number of continuous variables declared in the program.

While the fundamental operation on variables of type int and double is assignment the continuous variables in a 2lp program are constrained by linear equalities and inequalities. Thus 2lp extends to this new type the arithmetic operators +, - and * (for coefficients) and the relational operators ==, <= and >=. The = operator is used for assignment as in C. The operators !=, < and > are also extended to continuous variables and are interpreted by means of negation-as-failure. By default continuous variables are constrained to be non-negative - unless a negative lower bound is explicitly imposed. A program consists of declarations of global storage including external storage and external functions, a main procedure called 2lp_main() and other procedures. All storage locations created in the program are either global variables, external global variables or are declared in 2lp_main(); the exception is that loop control variables are introduced locally. Procedures take parameters by value or by reference following C and C++ conventions. Loop variables can only be passed by value; continuous variables can only be passed by reference. Variables which are passed by value to a procedure can not be assigned in that procedure. As in logic programming, procedures may contain disjunctive control constructs which generate "choice points" in the computation. These are nodes in the logic programming search to which the program can return later in its run. The system uses depth-first search and chronological backtracking. Upon "failure" the backtracking mechanism resets the constraints and the continuous variables to their state at the previous choice point; loop variables and variables passed by value are also reset to their values at the choice point. The state of the global variables of type int and double of and the variables of these types passed by reference is left unchanged by backtracking. In classical logic programming, the "logical variable" is not assigned values but is monotonically constrained by unification. Thus the continuous variables, the loop variables and the variables passed by value capture the role of the "logical variable" and provide the system its declarative kernel.

As a programming language, 2lp is small; its ambitions are circumscribed and focused. It is designed to be embedded in the larger programming scheme of things and to be used as a set of library routines. Arrays of doubles and ints and C-functions can be provided by the principal system and addressed as extern by the 2lp model. The language is built on an abstract machine model called the S-CLAM which is an analog of the WAM and CLAM in the smaller 2lp context [McAloont,Tretkoff 1]. For the record, the S-CLAM supports tail recursion and classical logic programming formats such as multiple procedure definitions and cut. The 2lp architecture provides for a very modu-
lar linkage between the logical control and the mathematical constraint solver. As a result, 2lp supports use of optimization libraries such as Cplex and OSL as well as its own simplex based mathematical code. This means that 2lp can be used for applications that require state-of-the-art optimization software and the system can move with changes in the mathematical programming world. (It is also to be hoped that by interacting with systems like 2lp, optimization software will become more responsive than at present to requirements like incremental loading and deleting of constraints.)

2lp provides language tools for programming the desired semantics for an optimization application. For a classical linear program the semantics of optimization are straightforward. When a richer mix of programming constructs and logic is introduced, there are many possible interpretations to “max: ... subject_to ....” In particular, the programmer will want to control the state of the geometric object defined by the constraints both during and upon exiting this block of code. For that reason, 2lp supports control mechanisms and some built in optimization constructs for writing code that expresses the semantics intended by the modeler. This is especially helpful when optimization routines occur as subroutines in a larger application.

The logic programming “negation-as-failure” is supported by 2lp. It turns out that in programming with constraints, it is double-negation-as-failure that is a most powerful and useful tool. The reason for this is simple: a call to `!!add_constraints()` is a test for the consistency of the constraints generated by a call to `add_constraints()` with the current geometric object; this test for consistency leaves the object unchanged. It is this type of query that is needed for Land and Doig search, for A* search, for computing heuristics, for lookaheads etc. Again for the record, 2lp interprets the open comparison operators `<`, `>`, and `!=` by means of negation-as-failure. This is a coherent reading which preserves the closed, convex set interpretation of constraints and which gives these open operators a natural role to be used as guards or checks.

2lp can be used as a stand-alone system or as a callable library. In stand-alone mode, a 2lp model is sent directly to the compiler/interpreter. In library mode, 2lp is called from C as a function; the 2lp function is sent the whereabouts of the data and C functions it is to use as well as the 2lp model; the model can be sent either as a file or as a pre-compiled C data structure.

3. Dynamic alternation

The 2lp system takes a structured approach to logical modeling. It supports and-loops, or-loops and other logical constructs. This has the advantage of making the structure of the logic of a program clear and high-level. Simply put, it makes the alternating structure of a logic program easier to grasp. In classical logic programming languages, logical loops must be expressed by means of recursion using both multiple procedure definitions and cut. In 2lp logical loops and logical alternation can be expressed in a structured way. By way of example the following 2lp code uses an or loop nested in an and loop to generate permutations of N symbols in lexicographical order. It is a variation of the classical algorithm given, for example, in [Reingold et al]. The and-or construct can often be used to enumerate the possibilities for a search problem. It is the and that moves the search forward to the next level. When a failure occurs, the or has kept track of where to start trying next. The loop control variables are handled declaratively in 2lp in that their proper values are restored upon backtracking. In the first bit of code below, failure is triggered by a fail statement, but in the scheduling example that follows, it is when a potential schedule cannot satisfy the constraints, that failure occurs and the next permutation is tried. This method of generating permutations is useful in 2lp because the lexicographic order meshes correctly with backtracking mechanism of the logic programming search.

```c
#define N ...
int permu[N];
int pt[N][N];
2lp_main()
{
    and(int i=0;i<N;i++) p[0][i] = i; //The identity permutation

    and(int i=0;i<N;i++)
```
or(int j=0; j<N-1; j++)
    if j == 0; then and(int k=i+1; k<N; k++) p[i+1][k] = p[i][k];
    permu[i] = p[i][i+j];
    if j != 0; then p[i+1][i+j] = p[i][i+j-1];
}
and(int i=0; i<N; i++) printf("%d ", permu[i]); printf("\n");
fail; //forces backtracking to generate next permutation
)

The and-or construction is natural to use as a form of V3. In this way, in working with NP-problems, it can play the role of the non-deterministic guess in the Garey-Johnson model [GareyJohnson]. In the context of Complexity Theory, the non-determinism is factored out as one sequence of guesses; in the context of actual programming, candidate guesses are generated incrementally and so take an and-or or V3 structure.

In 21p procedural techniques for doing recursion and for restoring state in a search application are often used in conjunction with the built-in logic programming machinery which restores continuous variables and loop control variables. Let us look an example which uses the lexicographic ordering on permutations. Schedules which require permuting a sequence of tasks in order to meet delivery, production and other kinds of constraints are called permutation schedules. The following code segment is taken from an application to a permutation scheduling problem. The continuous variable start time[i] represents the starting time of task i, permu[k] is the task slated for the kth position in the schedule, prod[i] is the production time required for task i and dt[i] is the time by which task i must be finished.

#define N ... // number of tasks to schedule
extern double prod[], //prod[i] is time required for task i
    dt[]; // dt[i] is delivery time for task i
int permu[N];
int p[N][N];
continuous start_time[N];
    //start_time[i] is the start time for the ith task

21p_main()
    //declarative knowledge
    //priority constraints such as
    start_time[i] >= start_time[j] + prod[j]; //task i depends on task j
    ...
    //delivery constraints such as
    start_time[i] + prod[i] <= dt[i]; //task i must be finished by time dt[i]
    ...
    //throughput constraints such as average job must be finished
    //within 2/3 of the total scheduled time
    (1.0/N)*sigma(int i=0;i<N;i++) (start_time[i] + prod[i]) <= .66 * sigma(int i=0;i<N;i++) prod[i];
    ...
    //procedural part of program
    and(int i=0; i<N; i++) p[0][i] = i; //initialize identity permutation
    if schedule_all();
        then and(int i=0; i<N; i++)
            printf("Schedule task %d in the %dth position\n",permu[i],i);
        else printf("There is no feasible schedule\n");
    }
4. Factoring the logic in and out

As a programming language for classical MIP applications, the fact that 2lp is a logic based language is a significant advantage. For it can handle logical decisions either by means of additional 0-1 variables or by direct encoding of the logic using the 2lp program constructs. Thus, for instance, 2lp can make full use of an important idea that comes from MIP modeling, namely the use of continuous variables as fuzzy logical variables. For example, if the program contains several “constants” such as a fixed-cost or capacity whose values are in fact functions of a single logical decision, then these values can be parametrized as (linear) functions of a continuous variable; this variable is then bound by 0 and 1 and is made equal to 0 or 1 depending on the logical decision made. This yields a fuzzy or continuous declarative approximation to the model sought and can be very useful both from a heuristic point of view and a pruning point of view. However, MIP modeling is not based on a logic language and logical disjunction and other connectives can only be expressed by the introduction of additional 0-1 variables. These variables are used to encode switches that express the logical relationships defined by the application. On the negative side, the introduction of these variables can greatly swell the total number of variables of the model and can add a considerable number of constraints. (This means adding rows and columns to the matrix sent to the linear programming solver; this is exacerbated by the fact that a row also will add an additional column for its slack variable. This comes down to a quadratic increase in the size of this matrix.) With the logical control that is built in to 2lp, coding logic in terms of 0-1 variables can most often be eliminated; the result can be both elegance in modeling and speed in performance. However, in other cases, additional variables can serve to “tighten” a model and to make the “linear relaxation” fit the disjunctive model more closely. This closeness of fit can be most important in the phase of an optimization program where the job remaining is to verify that the current best solution cannot be improved. 2lp facilitates the development of both loose and tight models and the transition back and forth between them. For examples, we refer the reader to [McAloon,Tretkoff 3].

5. An Example: Goal Programming with Logic

The term goal programming is used to describe situations where there are several criteria that must be taken into account to have the best solution to a problem. Goal programming is usually done only for linear programming models. In the application that follows we consider a goal programming case where logic, in the form of integrality requirements, is needed in addition to the straight linear model.

In this application the task is to schedule toll takers. An analysis of traffic patterns has determined the number of employees required for each hourly period during the 24 hour day. Each worker comes on for a 9 hour shift with a 1 hour break in the middle. Management wants to minimize the total number of workers assigned each day. Thus the program must determine the number of workers who should start their shifts at each hour of the day so as to minimize the total number of workers hired. The model requires, of course, a solution which determines an integral number of workers to start at each hour, and it is this requirement that necessitates a logical search strategy. Unavoidably, there
will be periods where the number of workers available exceeds the number required for that period. These people will of course be able to take care of other duties beside collecting tolls. It is desirable to find a schedule which distributes these extra workers as evenly as possible during the day so that continuity can be maintained in these auxiliary jobs.

The first task of the model will be to determine the minimum number of workers required. This will be done with a first objective function. Then, once the minimal total number of workers is found, the next task is to distribute the workers who will not be collecting tolls as evenly as possible during the 24 hour day. For that two stratagems will be employed in succession. First, the largest number of extra workers that can occur at any one hour will be minimized and then the number of different time periods that can have extra workers will be maximized. To do this, for the first two phases of the program, i.e., determining the minimal number of workers needed and then minimizing the largest number of extra workers at any hour, the built-in optimizer construct \texttt{min:} \ldots \texttt{provided} \{ \} \texttt{is used; with this construct, after the optimum is determined the objective function for that optimization call is set equal to its optimal value but otherwise the continuous variables of the program are only constrained by the constraints that were active before the optimizing call was made. This construct supports a "bluff": since the number of workers is necessarily an integer, to avoid alternative solutions which determine the same number of workers, each successive solution found during a search phase of the problem should be required to better the previous solution by at least 1. The command \texttt{bluff(1.0) sets this machinery in motion. (The term "cheat" is also used in this context in the literature, and "bluff" is sometimes used to denote an initial upper bound on the objective function in a minimization problem or lower bound in a maximization problem.) For the final task, \texttt{max: ... subject-to {}} construct is used; upon completion of this block the continuous variables are fixed to the values the witness point had when the optimal solution was found.

The only data in the model is the number \(d[j]\) of toll takers required for each hourly period.; this data is obtained as an external array of integers. The only constraints needed are the ones that sum up the number of toll takers on duty for each hourly period \(j\). We will let the continuous variable \(x[j]\) represent the number of workers who come on at the \(j\)th hour. Looking ahead to hour \(j+8\), the workers on duty will be all those who came on at some time \(j+i\) for \(i=0, \ldots, 3\) and \(i=5, \ldots, 8\). For each \(j+8\) this requirement can be expressed as

\[
\sum (\text{int } i=j; i<=j+8; i++)x[i\%N] - x[(j+4)\%N] \leq d[(j+8)\%N]
\]

where \(N\) is a defined constant equal to 24. Naturally, we have to subtract the term \(x[(j+4)\%N]\) which represents the workers on break. If we let \(sur[i]\) be the number of surplus workers at hour \(i\), a variable which will be used in the second and third phases of the solution process, this can be written

\[
\sum (\text{int } i=j; i<=j+8; i++)x[i\%N] - x[(j+4)\%N] - sur[(j+8)\%N] = d[(j+8)\%N]
\]

In each of the three phases of the program, in order to meet the integrality requirements on the \(x[i]\), the model employs a "lazy" strategy which is akin to a priority argument in Recursion Theory. The linear relaxation is optimized and there is a circular loop around the 24 time periods. If \(wp(x[i])\), the \(x[i]\)-coordinate of the witness point, is currently at an integer value, this time slot is skipped over and the loop continues until a variable is encountered such that the witness point’s coordinate at that variable is not integral; then the process is begun to drive that variable to an integral value. To describe this process, let \(t\) be equal to \(\text{floor}(wp(x[i]))\); then the search loops through the constraints \(t = x[i], t-1 = x[i], \ldots\) continuing upon backtracking toward 0 = \(x[i]\). A fact about convexity is brought into play - if fixing \(x[i]\) at an integer value \(t-k\) is linearly infeasible, then the search in that direction can be cut off since no smaller value will be linearly feasible. After the search in the downward direction, the search proceeds upward from \(t+1\). Naturally, a variable which was at an integer position might be "injured" in the branching and optimization process required to make another variable have an integral value. Either this variable will return to an integral position or it will eventually be reached in the circular loop and branched upon. Thus all integrality "requirements" are met.

\texttt{#define N 24 // hours in the day}
\texttt{#define M 8 // 8 working hours}

\texttt{continuous x[N]; // x[i] is number of workers starting at hour i}
\texttt{continuous sur[N]; // sur[i] is number of surplus workers at hour i}
continuous \( z, u, ex[N], tra[N] \); // auxiliary variables

int s; // circular loop counter
extern double d[]; // data entered in external C code

2lp_main()
{
    sigma(int i=0;i<N;i++) x[i] = z; //z is to be minimized

    set_up_constraints();

    schedule1();
schedule2();
schedule3();

    printf("The total number of workers required is \%d\n", nint(z));
    printf("There will be surplus workers during \%d hourly periods\n\n", nint(sigma(int k=0;k<N;k++) tra[k]));

    printf("The schedule recommended is \n\n");
    and(int i = 0;i<N;i++)
        printf("At hour \%i \t bring on \%d workers\n", i, nint(x[i]));
}

schedule1(){ // determine minimum number of toll takers required
    min: z; provided //only restores optimal value of objective function
        bluff(1.0);
        optimize();
        s = N-1;
        lazy_loop();
}

schedule2(){ // minimize the maximum surplus workers
    and(i=0;i<N;i++) sur[i] <= u;
    min: u; provided {
        bluff(1.0);
        optimize();
        s = N-1;
        lazy_loop(); // find minimum hourly surplus bound
    }
}

schedule3(){ // distribute surplus workers more broadly

    //cap on number of surplus workers at each hour
    and(i=0;i<N;i++) sur[i] <= u;

    //tra[i] is "characteristic function" for presence of surplus workers
    and(i=0;i<N;i++) tra[i] <= 1;

    // decompose hourly surplus
    and(int k=0;k<N;k++) sur[k] == ex[k] + tra[k];

    // favor wide distribution of surplus workers

}
\[
\text{max: } \sigma(\text{int } k=0; k<N; k++) \text{ tra}[k]; \text{ subject to } \{ \\
\quad \text{bluff}(1.0); \\
\quad \text{optimize}(); \\
\quad s = N-1; \\
\quad \text{lazy_loop}(); \\
\} //\text{subject_to restores value at optimum of} \\
\quad //\text{all continuous variables}
\]

\text{lazy_loop}()
\begin{align*}
& \text{and(int } i=0; i<N; i=(i+1)\%N) \\
& \quad \text{if !integral(x[i])}; // \text{fabs(wp(x[i]) - nint(x[i])) } < \text{EPSILON} \\
& \quad \quad \text{then down_and_up(i, floor(x[i]), x[i]);} \\
& \quad \quad \text{else if } i == s; \text{ then break; //break exits and-loop with success}
\end{align*}

\text{down_and_up(int } i, \text{double t, continuous x)}(//i, t passed by value, x by reference \\
\quad \text{either // down} \\
\quad \quad \text{or(int } k=t; k>=0; k--)
\quad \quad \quad \text{if } x == k; \text{ then } \{ \text{optimize}(); s = i; \}
\quad \quad \quad \text{else break;}
\quad \text{or // up}
\quad \quad \text{or(int } k=t+1; k<=M; k++)
\quad \quad \quad \text{if } x == k; \text{ then } \{ \text{optimize}(); s = i; \}
\quad \quad \quad \text{else break; //break exits or-loop with fail}
\)

\text{set_up_constraints}()
\begin{align*}
& \text{and(int } j=0; j<N; j++) \\
& \quad \sigma(\text{int } i=j; i<=j+M; i++) \ x[i\%N] - x[(j+4)\%N] //9 hours less break \\
& \quad \quad \quad - \text{sur}[(j+M)\%N] == d[(j+M)\%N];
\end{align*}

6. Future directions

An interesting topic combining logic and constraints is propositional theorem proving. Experimental work in this field using polyhedral methods is being carried out in several research centers in the USA and abroad, e.g. [Hooker], [Comon et al.], [Hahnle], [Bell et al.]. Our starting point is the analysis of [Blair,Jeroslow,Lowe] and Jeroslow's watershed monograph [Jeroslow] where it is argued that Davis-Putnam-Loveland (DPL) techniques are more amenable to constraint methods than resolution based techniques. The relation of propositional consequence is co-NP complete. With resolution methods, a problem to show there is no polynomially long path of a certain type is transformed into an existential search for a successful path of possibly exponential length. The proper analogy from Recursion Theory is the equivalence of \(\Pi_1^1\) sets of integers and \(\Omega_1^1\) -recursive sets of integers. (Note that in this view \(\text{NP}\) is analogous to \(\text{co-RE}\) and the analytic sets of recursion theory and descriptive set theory.) The DPL approach keeps the consequence relation in its co-NP form and makes it akin to a MIP optimization problem. We have implemented a version of DPL in C calling 2lp to handle the constraints. The first difference with symbolic DPL methods is that the unit resolution check for consistency is done automatically by the simplex based linear program-
ming solver. Note that this also means that the linear programming solver provides a complete theorem prover for the Horn clause fragment of the set of clauses. Using the 21p programming language tool we will also be able to add to the continuous mathematical version of DPL heuristics and search techniques which exploit the geometry of the polyhedral set defined by the propositions interpreted as constraints. This puts at our disposal, heuristics such as the Balas-Martin heuristic from Integer Programming, greedy and Gray code methods, the Jeroslow heuristic for DPL as well as some new opportunistic methods for driving continuous variables to discrete values that we have developed in our own work.

Among important non-traditional connectives are generalized disjunctions such as 5 choose 3. When expressed in clause form these connectives are not very amenable to unit resolution and similar symbolic techniques. However, it can be shown that in conjunction with constraint methods, these generalized disjunctions can be used to detect early failure in the search for a satisfying assignment to a set of propositions. Let us look at a concrete example. The generalized disjunction “At most one of \(p, q, r\) is true” transforms into three clauses, namely, \((p', q'), (q', r'), (p', r')\). If we add to these the clauses \((p, q), (p', q), (p, q'), (q, r)\) the resulting set is inconsistent. However, unit resolution cannot detect this inconsistency and the symbolic DPL algorithm can not detect it without resorting to the splitting rule. As linear constraints, these clauses become

\[
\begin{align*}
q + r & \geq 1; \ (1-p) + (1-q) \geq 1; \ (1-q) + (1-r) \geq 1; \ (1-p) + (1-r) \geq 1; \\
p + q & \geq 1; \ (1-p) + q \geq 1; \ p + (1-q) \geq 1; \ 0 \leq p, q, r \leq 1;
\end{align*}
\]

This set of constraints is still consistent as a set of linear constraints; in fact, by Chapter 5 of [Jeroslow], a set of clauses with no unit clauses is always consistent from the linear point of view. But, if we also add the generalized disjunction “At most one of \(p, q, r\) is true” in the form \(p + q + r \leq 1\), the linear constraints become inconsistent.

21p has been designed with the purpose of bringing into software control and search mechanisms which in MIP and other constraint systems are either hidden in a black-box or simply not available. This aim is being realized to a definite extent and promises to continue to extend its range. The next major challenge is to bring into the 21p orbit (or that of another constraint language) the techniques of “polyhedral theory” and “branch ‘n’ cut.” Certainly the work on MINTO [Savelsbergh, Sigismondi, Nemhauser] makes one believe that this can be achieved with some success. In our opinion this will prove important both for optimization applications and constraint-based reasoning systems and theorem-provers. The reason is that “branch ‘n’ cut” methods encode a kind of “lemma” in the form of constraints which must hold at any solution below the current node in the search. Adding the constraint description of “At most one of \(p, q, r\) is true” to the clause description in the example above is a “lemma” in a similar way. These “lemmas” are special in that unlike an ordinary lemma, they become “resident” and stay in force for the rest of the computation once they are added to the constraint set. In traditional automated reasoning systems, in rewrite-based symbolic computation systems, and in ordinary human mathematical theorem proving, a search process must be invoked to find a previously established lemma and to apply it locally. The “resident lemmas” can be applied once and for all with no additional invocation required. As far as we know, this technique has not been applied in expert systems or symbolic computation systems.

Let us make a “remark” in the mathematical sense: for simplicity, consider the situation where a model has no solution. (This is the case of an optimization model once the best possible solution has been found and it is the situation in a DPL based propositional theorem prover if the theorem to be proved is true!) For simplicity also suppose that a state or node in the search can only be reached one way in either depth-first or breadth-first search and finally suppose that the total number of nodes is finite. Then (it can be seen) both depth-first and breadth-first search visit all possible nodes. It follows from this remark that for all practical purposes in the above situation, exhaustive enumeration by depth first search is the most efficient means of verifying that there is no better solution among classical methods such as A*, Land and Doig etc. This is not a particularly pleasant prospect since it is so limiting; “polyhedral theory” and “branch ‘n’ cut” are the best candidates to look to at this time for some improvement. Parallel processing is another candidate; in [Atay] arguments are given as to why a parallel search will not visit unnecessary or duplicate nodes in this situation.
Another promising application of constraint programming is to respond to the challenge launched by [Dhar, Ranganathan] where it is argued that rule based expert systems are superior to mathematical programming methods for attacking complex constraint problems; in brief they contend that MIP methods do not allow for local control of decisions and do not provide a mechanism for providing good partial solutions.

7. Concluding remarks

The 2lp system currently runs on UNIX workstations and 386/486 PCs. A parallel implementation which basically is an or-parallelization of the depth-first 2lp stack mechanism has been done. This work is reported on in [Atay, McAloon, Tretkoff].

The authors would like to acknowledge the support of NSF grant CCR-9115603.
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Abstract

This paper presents an incremental method to solve hierarchies of constraints over finite domains, which borrows techniques developed in intelligent backtracking, and finds locally-predicate-better solutions. A prototype implementation of this method, IHCS, was written in C and can be integrated with different programming environments. In particular, with Prolog producing an instance of an HCLP language. Possible applications of IHCS are briefly illustrated with a time-tabling and a set covering problem. Because of its portability and incremental nature, IHCS is well suited for reactive systems, allowing the interactive introduction and removal of preferred constraints.

1 Introduction

Modelling a real life problem by means of an explicit set of constraints always involve, to some extent, the abstraction of the context in which these constraints are to be considered. Decision support systems are usually concerned with supplying the decision maker with a set of alternative scenarios in which the most important constraints are satisfied [1]. Because not all constraints can be met by a solution, one might simply specify a set of mandatory constraints and select one of the possible solutions that satisfy such constraints.

Nevertheless, the choice of a good solution often depends on preferred criteria (forming the contextual background knowledge), not explicit in this approach to problem formulation. A more powerful approach consists of specifying all intended constraints in some hierarchy, i.e. qualifying them either as mandatory or as mere preferences, possibly with some associated preference strength. In [2], a general scheme is proposed for Hierarchical Constraint Logic Programming (HCLP) languages, parameterized by $D$, the domain of the constraints and by $C$, a comparator of possible solutions.

The Incremental Hierarchical Constraint Solver (IHCS) that we have developed is intended as the kernel of a HCLP($FD$, $LPR$) instance of this scheme, where $FD$ stand for finite domains and $LPR$ is the locally-predicate-better comparator. Operationally, our approach diverges from the one presented in [2] because it is incremental. Instead of delaying the non-required constraints until the complete reduction of a goal, IHCS tries, in its forward phase, to satisfy constraints as soon as they appear. In case of inconsistency, a special backward algorithm is evoked.

This can be seen as an "optimistic" treatment of preferred constraints (i.e. we bet they will participate in the search for a solution), as opposed to the "pessimistic" view of [2] where non-required constraints (source of possible inconsistency) are delayed as long as possible. The advantage is to actively use these constraints for pruning the search space. This approach nevertheless requires a specialized backward phase where dependencies between constraints, caused by their handling of common variables, are exploited to identify pertinent causes of failure. This is done much in the same way as in intelligent backtracking [9] [4], although instead of finding pertinent choice points, IHCS identifies pertinent constraints to be relaxed.

Because of its portability and incremental nature, IHCS is well suited for reactive systems requiring constraint facilities, allowing the interactive introduction and removal of preferred constraints to further refine any solution found.

This paper presents a formal specification of IHCS and describes the algorithms that perform these transitions. The paper is organized as follows. Section 2 presents the formal specification of the basic IHCS,
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as a set of transition rules over hierarchy configurations, together with supporting definitions. Section 3
describes the algorithms that perform these transitions. Some extensions to the basic IHCS are addressed in
Section 4, to deal with the search for alternative solutions, the incremental removal of constraints and to cope
with disjunctions of constraints. A set-covering application and a time-tabling application are presented in
Section 5 and the conclusions are presented in Section 6.

2 An Incremental Hierarchical Constraint Solver - IHCS

A constraint hierarchy \( \mathcal{H} \) is a set of labelled constraints \( c_{@level} \) relating a set of variables ranging over finite
domains. \( c \) is a constraint on some variables and \( level \) the strength of \( c \) in the hierarchy. Level 0 corresponds
to the required constraints and the other levels to the non-required (or preferred) constraints. The higher
the level, the weaker a constraint is.

A valuation to a constraint hierarchy \( \mathcal{H} \), is a mapping of the free variables in \( \mathcal{H} \) to elements in their
respective domains, that satisfies all the required constraints (level 0). Given two valuations \( \theta \) and \( \sigma \), \( \theta \) is
locally-predicate-better than \( \theta \) [2] if a) \( \theta \) and \( \sigma \) both satisfy exactly the same number of constraints in each
level until some level \( k \), and b) in level \( k + 1 \) \( \theta \) satisfies more constraints than \( \sigma \).

Given a constraint hierarchy \( \mathcal{H} \) with \( n \) variables and \( m \) constraints, \( V = \{ v_1, v_2, \ldots, v_n \} \) denotes the set
of variables and \( C = \{ c_1, c_2, \ldots, c_m \} \) the set of constraints. In our notation, \( c \) or \( c_i \) designates any constraint
from \( C \). The index indicates the introduction order of the constraint in the hierarchy.

Definition 1 (Constraint Store) A constraint store \( S \) is a set of constraints ordered by introduction order,
i.e., if \( c_i \) and \( c_j \) belong to \( S \) and \( i < j \) then \( c_i \) precedes \( c_j \) in \( S \). Any operation on constraint stores preserves
this ordering.

Definition 2 (Configuration) A configuration \( \Phi \) of hierarchy \( \mathcal{H} \) is a triple of disjoint constraint stores
\( \{ AS, RS, US \} \), such that \( AS \cup RS \cup US = C \). \( AS \) is the Active Store, \( RS \) the Relaxed Store and \( US \) the
Unexplored Store.

A configuration may be seen as a state of the evaluation of a hierarchy where the active store contains
all the active constraints (i.e. those that might have reduced some domains of its variables), the relaxed
store is composed by the relaxed constraints and the unexplored store is the set of candidates “queuing” for
activation. We will denote that a store \( S \) is consistent by \( S \models X \perp \), where \( X \) designates a network consistency
algorithm (e.g. \( X = AC \) for Arc-Consistency [6]). \( S_i \) denotes the subset of \( S \) containing only constraints of
level \( i \). A store \( S' = S \cup \{ c \} \) may be expressed by \( c.S \) if \( c \) is the element of \( S' \) with lower introduction order
or by \( S.c \) if \( c \) is the element of \( S' \) with higher introduction order.

Definition 3 (Final Configuration) A configuration \( \Phi = \{ AS_{@level}, RS_{@level}, US_{@level} \} \) of hierarchy \( \mathcal{H} \) is a final configuration
if, given the initial domains of the variables the following conditions hold:

1. \( AS \models X \perp \);
2. \( AS \cup \{ c \} \models X \perp \) (\( \forall c \in RS \));
3. \( US = \emptyset \).

Definition 4 (Locally-Predicate-Better) \( \{ AS_{@level}, RS_{@level}, US_{@level} \} \) is locally-predicate-better than \( \{ AS'_{@level}, RS'_{@level}, US'_{@level} \} \),
if and only if exists some level \( k > 0 \) such that:

1. \( \#(AS_k \cup US_k) = \#(AS'_{k} \cup US'_{k}) \) (\( \forall i < k \));
2. \( \#(AS_k \cup US_k) > \#(AS'_{k} \cup US'_{k}) \).

Definition 5 (Best Configuration) A final configuration \( \Phi \) is a best configuration if there is no other final
configuration \( \Phi' \) which is locally-predicate-better than \( \Phi \).

Definition 6 (Promising Configuration) \( \Phi = \{ AS_{@level}, RS_{@level}, US_{@level} \} \) is a promising configuration, denoted
PC(\( \Phi \)), if i) \( AS \models X \perp \) and ii) there is no final configuration \( \Phi' \) which is locally-predicate-better than \( \Phi \).
IHCS aims at computing best configurations incrementally: given an hierarchy $\mathcal{H}$ with a known best configuration $(AS \cdot RS \cdot \emptyset)$, if a new constraint $c$ is inserted into $\mathcal{H}$, then starting from the promising configuration $(AS \cdot RS \cdot \{c\})$ several transitions will be performed until a best configuration is reached undoing and redoing as little work as possible.

The following rules define the valid transitions for configurations. If we start with a promising configuration and a solution to the hierarchy exist, transitions will always stop at the base rule with a best configuration. While the active store is consistent and the unexplored store is not empty, the forward rule keeps activating a new constraint. If a conflict is raised (the active store becomes inconsistent) the backward rule searches for an alternative promising configuration for the hierarchy, relaxing some constraints and possibly reactivating other constraints previously relaxed. More formally,

**Base rule**

$$\frac{AS \vdash x \perp}{(AS \cdot RS \cdot \emptyset)}$$

**Forward rule**

$$\frac{AS \vdash x \perp}{(AS \cdot RS \cdot cUS) \rightarrow (AS \cdot c \cdot RS \cdot US)}$$

**Backward rule**

$$\frac{\text{Relax } \subseteq (AS \cup US) \quad \text{Activate } \subseteq RS \quad \text{Reset } \subseteq (AS \setminus \text{Relax}) \quad PC(\Phi)}{(AS \cdot RS \cdot US) \rightarrow \Phi}$$

where $\Phi = (AS' \cdot RS' \cdot US')$

\[\begin{align*}
    AS' &= AS \setminus (\text{Relax } \cup \text{Res}) \\
    RS' &= (RS \setminus \text{Activate}) \cup \text{Relax} \\
    US' &= (US \setminus \text{Relax}) \cup \text{Reset} \cup \text{Activate}
\end{align*}\]

The main idea of the backward rule is to find constraints pertinent to the conflict that should be relaxed (the Relax set). Since the relaxation of these constraints may also resolve previous conflicts, constraints previously relaxed may now be re-activated (the Activate set). Constraints affected by the relaxed ones must be reset (temporary removed from the active store) in order to re-achieve maximum consistency (the Reset set). The configuration obtained $\Phi = (AS' \cdot RS' \cdot US')$ must be a promising configuration, since if no other conflict is found, future transitions performed by the forward rule will lead to the final configuration $(AS' \cup US' \cdot RS' \cdot \emptyset)$ which will then be a best configuration.

3 Implementation of basic IHCS

IHCS is divided in two phases: a forward phase performing forward transitions where constraints are activated using an incremental arc-consistency algorithm and a backward phase corresponding to the backward rule that is evoked to solve any conflict raised during the forward phase.

3.1 The Forward Algorithm

Since methods to verify strong $K$-consistency are exponential for $K > 2$, [5], other weaker consistency conditions, such as Arc-consistency ($K = 2$) [6], are usually better suited for real implementations.

The forward algorithm is an adaptation of an arc consistency algorithm based on constraint propagation, generalized for the case of constraints with an arbitrary number of variables. In our implementation we adapted AC5 [10], but since arc consistency algorithms are not the main issue of this article, a simplified algorithm is described to keep this presentation clear.

The forward rule is implemented with function Forward. A counter $AO$ is increased any time a new constraint $c$ is inserted in the active store, to update the activation order of that constraint ($AO_c$). This order will be needed in the backward phase, as will be seen later.

A set of trail stacks are also kept to undo work in the backward phase when constraints are deactivated. For each constraint $c$ a trail stack $T_c$ is kept to record any transformation made on data structures caused by
the activation of $c$. The set of all trail stacks may be seen as a single partitioned trail stack. This partitioning allows to save work that is not related with the conflict raised, as it will be seen in the backward phase.

function Forward()
while $US = \{c \mid \text{US'}\}$ do
    $US \leftarrow \text{US'}$
    $AS \leftarrow AS \cup \{c\}$
    $AO \leftarrow AO + 1$
    $AO_c \leftarrow AO$
    Enqueue($c$, $Q$) % $Q$ initially empty
while Dequeue($Q$, $c_L$) do
    if not Revise($c_L$, $T_c$, $Q$) then
        if not Backward($c_L$) then return false
    return true

Function Revise($c$, $T$, $Q$) performs the removal of inconsistent values from domains of $c$ variables and updates information about dependency between constraints (see below). All these transformations are stacked in trail $T$ and all active constraints over affected variables are enqueued in $Q$ (the propagation queue). If there are no values to satisfy $c$ then Revise($c$, $T$, $Q$) returns “false”, otherwise “true”.

When the revision of some constraint $c$ fails, the backward algorithm will examine this dependency information to find out the pertinent causes of the failure and what will be affected by the relaxation of some constraints. The domain of variable $v$ is denoted by $D_v$ and for each constraint $c$, the set of its variables is designated by $V_c (V_c \subseteq V)$.

**Definition 7 (Constrainer)** $c$ ($c \in AS$) is a constrainer of $v$ ($v \in V_c$) if it actually caused the reduction of $D_v$, i.e., values where removed from $D_v$ during some revision of $c$.

**Definition 8 (Immediate Dependent\Supporter)** $c_k$ is an immediate dependent of $c_j$ (conversely $c_j$ is an immediate supporter of $c_k$), written $c_j \leftarrow c_k$, iff $\exists v \in V_c$ s.t. $c_j$ is a constrainer of $v$.

**Definition 9 (Immediate Related)** $c_j$ is immediate related to $c_k$, written $c_j \rightleftharpoons c_k$, iff $c_j \leftarrow c_k$ or $c_k \leftarrow c_j$.

A special dependency graph ($DG$) is used to record dependencies between constraints. The implementation of $DG$ and its properties are explained in [7]. By analyzing $DG$ it is possible to compute $Supporters_c$, the set of all supporters of $c$ (transitive closure of $\leftarrow$) and $Related_c$, the set of all constraints related to $c$ (transitive closure of $\rightleftharpoons$).

The dependency relation is based on local propagation of constraints in the following way: whenever a constraint $c_j$ ($c_j \in AS$) makes a restriction on some $v \in V_{c_j}$, any other constraint $c_k$ ($c_k \in AS$) such that $v \in V_{c_k}$ will be reactivated and possibly cause the reactivation of further constraints, even if they do not share any variable with $c_j$. The restrictions performed by $c_j$ may consequently affect all those constraints and for this reason they all become dependent of $c_j$.

### 3.2 The Backward Algorithm

During the backward phase, the following requisites should be attained: a) only constraints pertinent to the conflict should change status (relaxed or reactivated), to avoid un-useful search; b) a potentially best configuration must be re-achieved, to obtain a sound behavior; c) no promising configuration should be repeated, to avoid loops; d) no promising configuration should be skipped, for completeness of the algorithm; e) global consistency of the new active store must be re-achieved, undoing as little work as possible.

The relaxed store $RS$ is implicitly maintained: for each active and unexplored constraint $c$, an opponent constraints set is kept ($OC_c$) with all the relaxed constraints with whom $c$ had previous conflicts and $RS = \bigcup_{c \in AS \cup RS} OC_c$. This representation allows an easy access to candidates for re-activation, should $c$ be relaxed. The hierarchical level of $c$ is expressed by $level_c$. 
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function Backward(in ci)

\[ \mathcal{AS}_{conf} = \{ c \in \mathcal{AS} \mid \text{level}_c > 0 \text{ and } c \in \text{Supporters}, \} \] % Step1)

if \( \mathcal{AS}_{conf} = \emptyset \) then return false

else

\[ \mathcal{US}_{conf} = \{ c \in \mathcal{US} \mid \text{level}_c > 0 \} \] % Conflict

\[ \mathcal{RS}_{conf} = \bigcup_{c \in \mathcal{AS}_{conf} \cup \mathcal{US}_{conf}} \mathcal{OC}_c \] % Configuration

ActivateRelaxSets((\( \mathcal{AS}_{conf} \cup \mathcal{US}_{conf} \cup \mathcal{RS}_{conf} \)), Activate, Relax) % Step2) Activate & Relax

Reset = \{ c \in \mathcal{AS} \mid \exists c_i \in \text{Relax}, AO_{c_i} > AO_{c_j} \text{ and } c_i \in \text{Related}_{c_j} \} % Step3) Reset Set

untrail(\( T_c \)) \quad (\forall c \in \text{Reset} \cup \text{Relax}) % Step4) Untrailing

\[ \mathcal{AS} = \mathcal{AS} \setminus (\text{Reset} \cup \text{Relax}) \] % Step5)

\[ \mathcal{OC}_c = \mathcal{OC}_c \setminus \text{Activate} \quad (\forall c \in C) \] % New

\[ \mathcal{OC}_c = \mathcal{OC}_c \cup \text{Relax} \quad (\forall c \in (\mathcal{AS}_{conf} \cup \mathcal{RS}_{conf} \cup \mathcal{US}_{conf})) \] % Configuration

\[ \mathcal{US} = (\mathcal{US} \setminus \text{Relax}) \setminus \text{Reset} \cup \text{Activate} \] %

return true

Conflict configuration. Step 1 of the backward algorithm computes the conflict configuration \( \Phi_{conf} = (\mathcal{AS}_{conf} \cup \mathcal{RS}_{conf} \cup \mathcal{US}_{conf}) \), which includes only those constraints pertinent to the conflict (\( \mathcal{AS}_{conf} \subseteq \mathcal{AS} \), \( \mathcal{RS}_{conf} \subseteq \mathcal{RS} \) and \( \mathcal{US}_{conf} \subseteq \mathcal{US} \)). \( \Phi_{conf} \) is thus the only portion of the whole configuration that should be changed to solve the conflict. \( \mathcal{AS}_{conf} \) and \( \mathcal{US}_{conf} \) are the candidates for relaxation and \( \mathcal{RS}_{conf} \) the candidates for re-activation. Note that although \( \mathcal{US}_{conf} \) does not contain any active constraint, some of them may have to be relaxed (in this case, no longer activated) to ensure that all promising configurations will be tried.

The possible causes of the conflict are all the supporters of \( c_j \) (the failing constraint). Those supporters represent the constraints that directly or indirectly restricted the domains of the variables of \( c_j \), so that no consistent values remained to satisfy \( c_j \). Since required constraints may not be relaxed, \( \mathcal{AS}_{conf} \) will only include the non-required supporters of the failing constraint. If \( \mathcal{AS}_{conf} \) is empty then there is no possible solution to the conflict and the constraint hierarchy is not satisfiable.

The backward rule is the only rule that inserts constraints in the unexplored store. If the current conflict is not the first to occur, then during the resolution of the previous conflict the backward rule generated a promising configuration with unexplored constraints. After some transitions, that configuration proved to be not convertible into a best configuration since it lead to the current conflict. The current conflict is thus related to the previous one and \( \mathcal{US}_{conf} \) is formed by all non required constraints left unexplored.

Constraints relaxed in previous conflicts should be reconsidered for re-activation, if some constraints involved in those conflicts are now relaxed. There is a chance that the new relaxations will also solve those early conflicts hence allowing previously relaxed constraints to be active now. \( \mathcal{RS}_{conf} \) is the set of candidates for re-activation which are the opponents in previous conflicts of any candidate for relaxation.

Activate and Relax Sets. By analyzing the conflict configuration, this step determines which non relaxed constraints should be relaxed (the Relax set), and which relaxed constraints should be activated (the Activate set) in order to obtain the next promising configuration. Since unexplored constraints are candidates for activation, one can consider only two states in which a constraint can be: relaxed or non relaxed. Therefore, step 2 of the backward algorithm only manipulates a simplified form of configurations with only two stores, (\( \mathcal{NS} \cup \mathcal{RS} \)), where the first store contains the non relaxed constraints (active or unexplored) and the second one the relaxed constraints.

As mentioned before, given a constraint store \( S, S_i \) designates the subset of \( S \) containing all constraints of level \( i \). \( S_{c_i} \) and \( S_{c_j} \) are the subsets of \( S \) containing all constraints of levels lower and higher then \( i \) respectively. Given a configuration \( \Phi = (\mathcal{NS} \cup \mathcal{RS}) \), its levels \( i \) is denoted by \( \Phi_i = (\mathcal{NS}_i \cup \mathcal{RS}_i) \).

The \( \text{LTPB} \) ordering is not a total ordering since some configurations are not comparable. A total ordering is necessary to ensure a sound and complete search for solutions without generating the same configuration more than once. Definition 10 is a refinement of Definition 4, adapted for simplified configurations and taking into account introduction orders. In case of ambiguity between configurations not \( \text{LTPB} \) comparable, i.e. having exactly the same number of non relaxed constraints in each level, the introduction orders of constraints are used in Condition 2 to determine the “best” configuration.
Definition 10 (Extended LPB) $(\mathcal{N}' \mathcal{S} \cdot \mathcal{R}')$ is locally-predicate-better than $(\mathcal{N} \mathcal{S} \cdot \mathcal{R})$ if there exist some level $k$ such that:

1. $\forall i < k, \# \mathcal{N} \mathcal{S}_i = \# \mathcal{N}' \mathcal{S}_i$ and $\# \mathcal{N} \mathcal{S}_k > \# \mathcal{N}' \mathcal{S}_k$

or

2. $\forall i, \# \mathcal{N}_i = \# \mathcal{N}'_i$ and
   a. $\mathcal{N} \mathcal{S}_k = \mathcal{N}' \mathcal{S}_k$
   b. $\exists c_i \in \mathcal{N} \mathcal{S}_k, \exists c_j \in \mathcal{N}' \mathcal{S}_k$ s.t. $\{c_i \in \mathcal{N} \mathcal{S}_k | l < i\} = \{c_i \in \mathcal{N}' \mathcal{S}_k | l < j\}$ and $i < j$.

Definition 11 (Restarted Level) A configuration level $\Phi_i = (\mathcal{N} \mathcal{S} \cdot \mathcal{R}_i)$ is restarted, if $\forall c_j \in \mathcal{R} \mathcal{S}_i, \forall c_k \in \mathcal{N} \mathcal{S}_i, j < k$.

Informally a restarted level is the first permutation of constraints of that level with the same number of relaxed constraints which is generated to access its satisfiability.

Example 1 Given $\Phi = \{(c_1 @ 1, c_2 @ 1, c_3 @ 2, c_4 @ 3) \cdot \{c_5 @ 2, c_6 @ 3, c_7 @ 4, c_8 @ 4\}\}$, levels $\Phi_1 = (\{c_1, c_2\} \cdot \emptyset)$, $\Phi_2 = (\{c_3\} \cdot \{c_4\})$ and $\Phi_4 = (\emptyset \cdot \{c_7, c_8\})$ are all restarted.

Definition 12 (Exhausted Level) A configuration level $\Phi_i = (\mathcal{N} \mathcal{S} \cdot \mathcal{R}_i)$ is exhausted, if $\forall c_j \in \mathcal{R} \mathcal{S}_i, \forall c_k \in \mathcal{N} \mathcal{S}_i, j < k$.

Informally, all permutation of constraints of an exhausted level with the same number of relaxed constraints have been (potentially) generated and tested before.

Example 2 Given configuration $\Phi$ of Example 12, levels $\Phi_1 = (\{c_1, c_2\} \cdot \emptyset)$, $\Phi_3 = (\{c_6\} \cdot \{c_8\})$ and $\Phi_4 = (\emptyset \cdot \{c_7, c_8\})$ are all exhausted.

Procedure ActivateRelaxSets, used in Step 2 of the backward algorithm, computes the Activate and Relax sets in order to obtain the successor of $(\mathcal{N} \mathcal{S} \cdot \mathcal{R} \mathcal{S} \cdot \mathcal{R}' \mathcal{S})$ according to the extended LPB ordering. This procedure is fully defined in [7]. Here we simply present examples of its behavior in three illustrative situations.

Example 3 The successor of $\Phi = \{(c_1 @ 1, c_2 @ 2, c_3 @ 3) \cdot \{c_4 @ 1, c_5 @ 2, c_6 @ 3\}\}$ (in the extended LPB ordering) is $\{(c_1 @ 1, c_2 @ 2, c_3 @ 3) \cdot \{c_4 @ 3, c_6 @ 1, c_5 @ 2\}\}$. This is the simplest situation where the highest level (the third) is not exhausted and thus it is the only level to be changed to the next permutation with the same number of relaxed constraints. From input $\Phi$, procedure ActivateRelaxSets produces $\text{Activate} = \{c_6\}$ and $\text{Relax} = \{c_3\}$.

Example 4 The successor of $\Phi = \{(c_1 @ 1, c_2 @ 2, c_3 @ 3) \cdot \{c_4 @ 1, c_5 @ 2, c_6 @ 3\}\}$ is $\{(c_1 @ 1, c_3 @ 3, c_2 @ 2) \cdot \{c_2 @ 2, c_4 @ 1, c_6 @ 3\}\}$. Here the number of relaxed constraints in each level is also kept but the highest non exhausted level (the second) is an intermediate level. Level 2 is thus changed to the next permutation with the same number of relaxed constraints and level 3 is restarted. Procedure ActivateRelaxSets produces $\text{Activate} = \{c_3, c_5\}$ and $\text{Relax} = \{c_2, c_6\}$ from input $\Phi$.

Example 5 The successor of $\Phi = \{(c_2 @ 2, c_4 @ 1, c_6 @ 2) \cdot \{c_1 @ 1, c_3 @ 3, c_4 @ 3\}\}$ is $\{(c_1 @ 1, c_5 @ 2, c_3 @ 3, c_4 @ 3) \cdot \{c_4 @ 2, c_5 @ 3\}\}$. This is an extreme example where all levels are exhausted. Level 2 is the highest level with a relaxable constraint and thus it is restarted with one extra relaxed constraint. Level 1 is restarted with the same number of relaxed constraints and all relaxed constraints of level 3 are activated. A worst configuration is thus obtained. From input $\Phi$, procedure ActivateRelaxSets produces $\text{Activate} = \{c_1, c_3, c_5\}$ and $\text{Relax} = \{c_4, c_6\}$. 
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Reset Set. The Reset set contains all constraints that will have to be reset, i.e. moved from the active store to the unexplored store (for subsequent activation “from scratch”), to re-achieve global consistency. If \( c_j \) is one of the active constraints to be relaxed and \( c_k \) is a constraint activated after \( c_j \), then \( c_k \) needs to be reset if it is related to \( c_j \). Either directly or indirectly by constraint propagation, \( c_j \) has caused the removal of some values from the domains of \( c_k \) variables, that otherwise \( c_k \) itself would be charged to remove. Therefore \( c_k \) will have to be reset to perform such removal. Alternatively, \( c_j \) made more removals after the activation of \( c_k \). Therefore \( c_k \) will have to be reset, to be used in a context without such removals have taken place.

Example 6 Given variables \( X \) and \( Y \) with initial domains \( D_X = D_Y = \{1..10\} \), consider the following constraints:

\[ c_1 \equiv X + Y = 15 \]
\[ c_2 \equiv 3 \cdot X - Y < 5 \]
\[ c_3 \equiv X > Y + 1 \]
\[ c_4 \equiv X < 7 \]

The incremental insertion of each constraint is given by the following transitions:

<table>
<thead>
<tr>
<th>Action</th>
<th>Configuration</th>
<th>( D_X )</th>
<th>( D_Y )</th>
<th>Relaxed</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>insert ( c_1 )</td>
<td>( {0 \cdot 0 \cdot {c_1}} )</td>
<td>1..10</td>
<td>1..10</td>
<td>0 0</td>
<td>forward</td>
</tr>
<tr>
<td></td>
<td>( {c_1} \cdot 0 \cdot \theta )</td>
<td>5..10</td>
<td>5..10</td>
<td>0 0</td>
<td>base</td>
</tr>
<tr>
<td>insert ( c_2 )</td>
<td>( {c_1} \cdot 0 \cdot {c_2} )</td>
<td>5..10</td>
<td>5..10</td>
<td>0 0</td>
<td>forward</td>
</tr>
<tr>
<td></td>
<td>( {c_1, c_2} \cdot 0 \cdot \theta )</td>
<td>0</td>
<td>0</td>
<td>0 0</td>
<td>backward</td>
</tr>
<tr>
<td></td>
<td>( {c_1} \cdot {c_2} \cdot \theta )</td>
<td>5..10</td>
<td>5..10</td>
<td>1 0</td>
<td>base</td>
</tr>
<tr>
<td>insert ( c_3 )</td>
<td>( {c_1} \cdot {c_2} \cdot {c_3} )</td>
<td>5..10</td>
<td>5..10</td>
<td>1 0</td>
<td>forward</td>
</tr>
<tr>
<td></td>
<td>( {c_1, c_3} \cdot {c_2} \cdot \theta )</td>
<td>7..10</td>
<td>5..8</td>
<td>1 0</td>
<td>base</td>
</tr>
<tr>
<td>insert ( c_4 )</td>
<td>( {c_1, c_3} \cdot {c_2} \cdot {c_4} )</td>
<td>7..10</td>
<td>5..8</td>
<td>1 1</td>
<td>backward</td>
</tr>
</tbody>
</table>

4 Extensions to Basic IHCS

In addition to the basic transition rules and algorithms, a number of extensions are incorporated in IHCS, allowing it to search for alternative solutions, to incrementally remove constraints and to cope with disjunctions of constraints.

4.1 Obtaining alternative solutions

Several best configurations of an hierarchy may exist since \( LPB \) ordering is not a total ordering. Given \( (AS \cdot RS \cdot \theta) \), the current best configuration, IHCS is able to find the next promising configuration, with a slightly modified backward rule (the alternative rule).

Alternative rule

\[
\begin{align*}
\text{AS} \not\perp_X & \quad \text{Relax} \subseteq \text{AS} \quad \text{Activate} \subseteq \text{RS} \quad \text{Reset} \subseteq (\text{AS} \setminus \text{Relax}) \quad \text{PC}(\Phi) \\
\text{(AS} \cdot \text{RS} \cdot \theta & \rightarrow \Phi)
\end{align*}
\]

where \( \Phi = (\text{AS} \setminus (\text{Relax} \cup \text{Reset})) \cdot \text{RS} \setminus (\text{Activate} \cup \text{Relax} \cup \text{Reset} \cup \text{Activate}) \)

This rule is implemented using the backward algorithm with slight modifications in Steps 1 and 2 in order to find an alternative to a best configuration rather than to a conflicting one. In Step 1 all active non required constraints must be considered instead of only the supporters of a failing constraint as in the normal backward rule. In Step 2 the search for an alternative fails if an extra relaxed constraint is required (“if” branch of procedure ActivateRelaxSets) since the new configuration would be worse than the known current best configuration.

The promising configuration \( \Phi \) determined by the alternative rule will be input to the normal set of rules (the base, forward and backward rules) to find a best configuration. If, at any, point an intermediate configuration is worse than the previous one, the search for an alternative best solution fails.
Example 7 An alternative to the solution found in Example 6 is computed by the following transitions:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>(D_X)</th>
<th>(D_Y)</th>
<th>(@1)</th>
<th>(@2)</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>({c_1, c_3} \cdot {c_2, c_4} \cdot \emptyset)</td>
<td>7..10</td>
<td>5..8</td>
<td>1</td>
<td>1</td>
<td>alternative</td>
</tr>
<tr>
<td>({c_1} \cdot {c_2, c_3} \cdot {c_4})</td>
<td>5..10</td>
<td>5..10</td>
<td>1</td>
<td>1</td>
<td>forward</td>
</tr>
<tr>
<td>({c_1, c_4} \cdot {c_2, c_3} \cdot \emptyset)</td>
<td>5..6</td>
<td>9..10</td>
<td>1</td>
<td>1</td>
<td>base</td>
</tr>
</tbody>
</table>

4.2 Incremental Removal of Constraints

Given a best configuration \((AS \cdot RS \cdot \emptyset)\) to a hierarchy \(H\), the removal of a constraint \(c\) from \(H\) is straightforward if \(c\) is a relaxed constraint, and a best configuration is immediately obtained by the following rule:

**Relaxed Removal rule**

\[
\frac{AS \perp c \in RS}{(AS \cdot RS \cdot \emptyset) \rightarrow (AS \cdot RS \setminus \{c\} \cdot \emptyset)}
\]

If \(c\) is active, a slightly modified backward rule is necessary to obtain a promising configuration:

**Active Removal rule**

\[
\frac{AS \perp c \in AS \cdot Activate \subseteq RS \cdot Reset \subseteq (AS \setminus \{c\}) \cdot PC(\emptyset)}{(AS \cdot RS \cdot \emptyset) \rightarrow \emptyset}
\]

where \(\emptyset = (AS \setminus (\{c\} \cup Reset) \cdot RS \setminus Activate \cdot Reset \cup Activate)\)

This rule is implemented following Steps 3 to 5 of the backward algorithm, provided that \(Relax = \{c\}\) and \(Activate = OC\), and that \(c\) is not included in the relaxed store obtained. Feeding \(\emptyset\) to the normal set of transition rules will lead to a best configuration.

Example 8 Removing the active constraint \(c_4\) from the configuration obtained in Example 7 produces the following transitions:

<table>
<thead>
<tr>
<th>Configuration</th>
<th>(D_X)</th>
<th>(D_Y)</th>
<th>(@1)</th>
<th>(@2)</th>
<th>Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>({c_1, c_4} \cdot {c_2, c_3} \cdot \emptyset)</td>
<td>5..6</td>
<td>9..10</td>
<td>1</td>
<td>1</td>
<td>active removal</td>
</tr>
<tr>
<td>({c_1} \cdot {c_2} \cdot {c_3})</td>
<td>5..10</td>
<td>5..10</td>
<td>1</td>
<td>0</td>
<td>forward</td>
</tr>
<tr>
<td>({c_1, c_3} \cdot {c_2} \cdot \emptyset)</td>
<td>7..10</td>
<td>5..8</td>
<td>1</td>
<td>0</td>
<td>base</td>
</tr>
</tbody>
</table>

4.3 Disjunctive Constraints and Inter-Hierarchies

In logic programming the alternatives to solve a goal are usually specified as different rules for the same literal. This fact raises some problems, since different choices of rules in the logic program may produce solutions arriving from different constraint hierarchies, sometimes producing non-intuitive solutions. In [11] the HCLP scheme is extended with some non-monotonic properties of comparators to cope with inter-hierarchy comparisons.

This problem was dealt with in IHCS by extending it with disjunctive constraints of the form \(c = c_1 \lor c_2 \lor \ldots \lor c_n\), where \(c_i\) is a normal constraint representing the \(i\)th alternative of \(c\). \(c\) can only be relaxed if \(level_c > 0\) and all alternatives have already failed.

This extension, which is formalized in [7], enables the specification of more complex constraint hierarchies and we take advantage of the dependency graph to backtrack intelligently to alternative choices.

Disjunctions however complicates the overall IHCS algorithm, as non exhausted disjunctions must be integrated in conflict configurations. Since we want to minimize the number of constraints to be relaxed, it is preferable whenever possible to try an alternative choice rather than relaxing extra constraints. As in intelligent backtracking methods, an alternative set is associated to each disjunction – cf. the Alt sets of [4] – and disjunctions to be re-inserted are restarted from the first alternative – cf. the selective reset of [3].
The use of disjunctive constraints is very useful for the final generation of solutions. After the pruning due to all constraints being treated, some variables may still have several possible values in their domains. If the domain of a variable \( v \) is \( \{ w_1, \ldots, w_n \} \) then adding a constraint \( v = w_1 \lor \cdots \lor v = w_n \) will assure that a single value will be assigned to \( v \) within a best solution. We used such constraint as the basic definition for a built-in value generator - predicate \( \text{indomain}(v) \).

5 Applications

We integrated IHCS with Prolog to create a HCLP(\( \mathcal{P}D, \mathcal{P}B \)) language, using pre-processing methods. At present we are employing YAP Prolog running on a NeXT Station 68040.

In this section we describe two problems with our HCLP language, namely a set-covering problem and a time-tableing problem, to illustrate the applicability and declarativity of hierarchical constraints and the efficiency of our incremental approach to solve them.

In the set-covering problem, the goal is to minimize the number of services required to cover a set of needs (the problem variables designated by \( X_1, \ldots, X_m \)). Each variable ranges over the set of services that cover that need. The approach that we took to solve this problem is depicted in the following HCLP program:

\[
\text{cover}([X_1, \ldots, X_m]) \leftarrow \\
X_1 \neq X_2 \lor X_1 \neq X_3 \lor \cdots \lor X_1 \neq X_m \land 1, \\
X_2 \neq X_3 \lor X_2 \neq X_4 \lor \cdots \lor X_2 \neq X_m \land 1, \\
\vdots \\
X_{m-1} \neq X_m \land 1, \\
\text{labeling}([X_1, \ldots, X_m]).
\]

For \( m \) needs, predicate \( \text{cover}/1 \) states \( m - 1 \) disjunctive constraints of level 1. This set of constraints will try to assure that the service assigned to variable \( X_i \) will also be assigned to at least some \( X_j, j > i \). Predicate \( \text{labeling}/1 \) simply uses the built-in predicate \( \text{indomain} \) to generate values for each variables. A best solution (one that relaxes the minimum of constraints as possible) will correspond to the minimization of services. Table 1 presents results obtained using several real life instances, taken from a Portuguese Bus company. The time presented concerns the first (best) solution found and column \( \text{Min} \) reports the minimum number of services required to cover the needs.

<table>
<thead>
<tr>
<th>Needs</th>
<th>Services</th>
<th>Time</th>
<th>Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>43</td>
<td>0.33s</td>
<td>6</td>
</tr>
<tr>
<td>24</td>
<td>293</td>
<td>3.98s</td>
<td>7</td>
</tr>
<tr>
<td>38</td>
<td>67</td>
<td>3.57s</td>
<td>11</td>
</tr>
</tbody>
</table>

The time-tableing problem is taken from the experience in the Computer Science Department of UNL, but it is simplified so that no spatial constraints are considered (it is assumed that there are enough rooms) and each subject is already assigned to a teacher (c.f. [8] for a full description). For this problem we used a multi-level hierarchy to model preferences of different strength regarding the layout of blocks of subjects in a time-table. Table 2 presents results for the generation of time-tables for three semesters. The first line reports the results obtained by specifying only required constraints (teachers availability, blocks for the same subject at different days, non overlapping of classes for the same semester or given by the same teacher). Each of the other lines shows the effect of adding an extra hierarchical level.

Constraints in each level are designated to: level 1) avoid consecutive blocks of a subject at consecutive days; level 2) avoid consecutive blocks of a subject to be apart by more than two days; level 3) disallow any block, from a subject with only two blocks per week, to take place on mondays; 4) place blocks of the same subject at the same hour. The \( \text{Relaxed Constraints} \) columns report the number of preferred constraints.
Table 2: Results for the time-tabling problem

<table>
<thead>
<tr>
<th>Max. level</th>
<th>Number of constraints</th>
<th>Time</th>
<th>@1</th>
<th>@2</th>
<th>@3</th>
<th>@4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>356</td>
<td>1.80s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>+21 = 377</td>
<td>1.86s</td>
<td>16</td>
<td>4</td>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>+21 = 398</td>
<td>1.98s</td>
<td>2</td>
<td>4</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>+11 = 409</td>
<td>1.98s</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>+21 = 430</td>
<td>2.33s</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

relaxed in each level (in fact, values inside round brackets do not represent relaxed constraints, since that level was not being used, but rather the number of those that are not satisfied by the solution).

The introduction of the preferred constraints of each level, significantly increases the quality of the solution. The last one satisfies 95% of the preferences against only 47% satisfied by the first one with a mere slowdown penalty of 32%.

6 Conclusion

This paper reports a first formalization of IHCS as a set of transition rules over hierarchy configurations. We conjecture that the forward and backward algorithms presented are a) sound (only locally predicate better solutions are obtained), b) complete (all such solutions are computed), and c) non redundant (no repeated solutions). These properties are yet to be formally proven, and this task is in our plans for future work.

The experimental results shown in the examples, are quite promising with respect to IHCS performance. Yet, the algorithm complexity (both in time and memory requirements) is yet to be fully assessed. This is likely to be related with the study for a potential replacement of the present criterion (locally-predicate-better), which aims at finding some kind of optimal solutions, by a less demanding satisfiability criterion (e.g. a solution is acceptable if a certain threshold of preferences is met).
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Abstract
Object-oriented languages fail to provide software developers with a way to say many of the things about their systems that they need to be able to say. To address this need, we have designed and implemented a language for use with C++ that allows software developers to express a wide variety of constraints on the designs and implementations of the systems they build. Our language is specifically designed for use with C++, but the issues it addresses are applicable to other object-oriented languages, and the fundamental software architecture used to implement our system could be applied without modification to similar constraint languages for other object-oriented programming languages.

1 Introduction
C++ is an expressive language, but it does not allow software developers to say many of the things about their systems that they need to be able to say. In particular, C++ offers no way to express many important constraints on a system's design, implementation, and stylistic conventions. Consider the following sample constraints, none of which can be expressed in C++:

- The member function $M$ in class $C$ must be redefined in all classes derived from $C$. This is an example of a design constraint, because the constraint is specific to a particular class, $C$, and a particular function in that class, $M$. This kind of constraint is common in general-purpose class libraries. For example, the NIH class library [6] contains many functions which must always be redefined if the library is to function correctly.

- If a class declares a pointer member, it must also declare an assignment operator and a copy constructor. This is an example of design-independent implementation constraint. Failure to adhere to this constraint almost always leads to incorrect program behavior [16].

- All class names must begin with an upper case letter. This is an example of one of the most common kinds of stylistic constraint. Most software development teams adopt some set of naming conventions that developers are required to follow.

Constraints such as these exist (usually only implicitly) in virtually every system implemented in C++, but different systems require very different sets of constraints. That fact makes it untenable for C++ compilers to search for constraint violations. Our approach to this problem is the development of a new language, CCEL ("Cecil") — the C++ Constraint Expression Language — a language for use with C++ that allows
software developers to specify a wide variety of constraints and to automatically detect violations of those constraints.

We took as our original inspiration the lint tool for C programmers, but we quickly discovered that the kinds of errors C programmers need to detect are qualitatively different from the errors that C++ programmers need to detect [17]. lint concentrates on type mismatches and data-flow anomalies, but the stronger typing of C++ obviates the need for lint's type-checking, and data flow analysis is typically unrelated to the high-level perspective encouraged by the modular constructs of C++. Instead, C++ programmers are concerned with concepts such as the structure of a design-specific inheritance hierarchy, but lint offers no provision for design-specific error detection. The most fundamental difference, then, between lint and CCEL is that CCEL was designed from the outset to allow for the addition of programmer-defined constraints.

An earlier working paper describing CCEL has already been published [4], but since the time of that publication we have made significant improvements to both the language and the software architecture built around it. Such improvements include a simpler, more uniform syntax; a set of predefined types that is more expressive and is easier to understand and use; and an implementation architecture that is more portable, more robust, and has a more convenient user interface.

2 Design Considerations, Syntax, and Semantics

Our primary requirements in designing CCEL were these:

- It must offer sufficient expressive power to allow programmers to specify a wide variety of constraints, including constraints on both concrete syntax (stylistic constraints) and semantics (design and implementation constraints).

- It must be relatively easy to learn and use. In particular, the syntax and semantics of the language should mesh well with the syntax and semantics of C++. We chose as our point of departure C++ itself and the well-known assert macro.

Like the programs C++ is used to build, CCEL has an object-oriented basis. CCEL classes represent the concepts of C++. The CCEL classes are arranged in a multiple inheritance "isa" hierarchy (see Figure 1), and each class supports a particular set of member functions (see Table 1).

Syntactically, CCEL constraints resemble expressions in the predicate calculus, allowing programmers to make assertions involving existentially or universally quantified CCEL variables. In general, constraint
violations are reported for each combination of CCEL variable bindings that causes an assertion to evaluate to false.

There are five parts to a CCEL constraint:

1. A unique identifier that serves as the name of the constraint.

2. A set of declarations for universally quantified CCEL variables. Such variables take as their values components of C++ programs. Each CCEL variable has a type; this type is one of the CCEL classes shown in Figure 1.

3. An assertion that comprises the essence of the constraint. Assertions may use universally quantified CCEL variables and may declare and use existentially quantified CCEL variables.

4. A scope specification that determines the region of applicability of the constraint in relation to the C++ source being checked. By default, constraints are globally applicable, but they may be restricted to a single file, function, or class.

5. A message to be issued when a violation of the constraint is detected.

Of these five parts, only the constraint identifier and the assertion are required. If omitted, the set of CCEL variables is empty, the scope of applicability is global, and constraint violations are indicated by a message in a default format.

<table>
<thead>
<tr>
<th>CCEL Class</th>
<th>Member Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>Int</td>
<td>Int operator == (Int)</td>
</tr>
<tr>
<td></td>
<td>Int operator &lt; (Int)</td>
</tr>
<tr>
<td></td>
<td>Int operator != (Int)</td>
</tr>
<tr>
<td></td>
<td>Int operator &amp; &amp; (Int)</td>
</tr>
<tr>
<td></td>
<td>Int operator</td>
</tr>
<tr>
<td></td>
<td>Int operator &gt;= (Int)</td>
</tr>
<tr>
<td></td>
<td>Int operator &lt;= (Int)</td>
</tr>
<tr>
<td>String</td>
<td>Int operator == (String)</td>
</tr>
<tr>
<td></td>
<td>Int operator &lt; (String)</td>
</tr>
<tr>
<td></td>
<td>String operator + (String)</td>
</tr>
<tr>
<td></td>
<td>Int operator != (String)</td>
</tr>
<tr>
<td></td>
<td>Int operator &gt; (String)</td>
</tr>
<tr>
<td></td>
<td>Int operator &lt;= (String)</td>
</tr>
<tr>
<td>C++Object</td>
<td>String file()</td>
</tr>
<tr>
<td></td>
<td>Int begin_line()</td>
</tr>
<tr>
<td></td>
<td>Int end_line()</td>
</tr>
<tr>
<td>NamedObject</td>
<td>String name()</td>
</tr>
<tr>
<td>TypedObject</td>
<td>Type type()</td>
</tr>
<tr>
<td></td>
<td>Int num_indirections()</td>
</tr>
<tr>
<td></td>
<td>Int is_reference()</td>
</tr>
<tr>
<td></td>
<td>Int is_static()</td>
</tr>
<tr>
<td></td>
<td>Int is_volatile()</td>
</tr>
<tr>
<td></td>
<td>Int is_const()</td>
</tr>
<tr>
<td></td>
<td>Int is_array()</td>
</tr>
<tr>
<td></td>
<td>Int is_long()</td>
</tr>
<tr>
<td></td>
<td>Int is_short()</td>
</tr>
<tr>
<td></td>
<td>Int is_signed()</td>
</tr>
<tr>
<td></td>
<td>Int is_unsigned()</td>
</tr>
<tr>
<td></td>
<td>Int is_pointer()</td>
</tr>
</tbody>
</table>

Table 1: CCEL Class Member Functions
As an example of a CCEL constraint, consider Meyers' admonition [16] that every base class in C++ should declare a virtual destructor:

```c
BaseClassDtor ( 
    Class B; 
    Class D | D.is_descendant(B); 
    Assert(MemberFunction B::m; | 
        m.name() == "~" + B.name() && 
        m.is_virtual()); 
); 
```

This constraint is called "BaseClassDtor": 

For all classes B,

for all classes D such that D is a descendant of B,

there must exist a member function m in B such that 

m's name is a tilde followed by B's name and 

m is a virtual function.

Within this constraint, the variables B and D are universally quantified, and m is existentially quantified. The scope of the constraint has been omitted, so it applies to all classes. The violation message has also been omitted. This constraint is in fact an important one in practice, because programs that violate it, though legal, almost always behave incorrectly [17].

The assertion inside a constraint is evaluated only if it is possible to find a binding for each of the universally quantified variables declared in the constraint. It can therefore be useful to write constraints containing assertions that always fail, the goal being to detect the ability to bind to a universally quantified variable. For example, class templates in C++ may take either type or non-type parameters, but function templates may take only type parameters, and this inconsistency (as well as other considerations) may make it advisable to avoid non-type parameters in templates of any kind. This rule can be formalized in CCEL as follows:

```c
// Templates should take only type parameters: 
TypeParametersOnly ( 
    Template t; 
    Parameter t<p>; 
    Assert(FALSE); 
); 
```

Individual constraints are useful, but it is often convenient to group constraints together. This is especially the case with stylistic constraints, because a consistent style can typically be achieved only through adherence to a number of individual constraints. CCEL provides for this grouping capability through support for constraint classes, which comprise a set of individual constraints. For example, suppose there are several constraints on naming conventions. They could be grouped together into a constraint class called NamingConventions:

```c
NamingConventions { 
    // Every class name must begin with an upper case letter: 
    ClassNames ( 
        Class C; // C is a class, struct, or union 
        Assert(C.name().matches("^[A-Z]")); 
    ); 

    // Every function name must begin with a lower case letter: 
    SmallFunctionNames ( 
        Function F; 
        Assert(F.name().matches("^[a-zA-Z]")); 
    ); 
}; 
```

\[1^B and D are both of type Class, which technically corresponds to C++ classes, structs, and unions, i.e., any language construct that may contain member functions. Hence B and D may be bound to any of these language constructs. This use of the term "class" is consistent with that employed by the C++ language reference manual [5]. Member functions in the CCEL class Class allow programmers to distinguish between classes, structs, and unions.\]
Notice that the extent of constraint classes is demarcated by brackets {...}, while individual constraints use parentheses as their delimiters.

Sometimes what is a single conceptual constraint is best expressed using a set of simpler constraints bundled into a constraint class. The following example consists of a pair of constraints that detects undeclared assignment operators for classes that contain a pointer member or are derived from classes containing a pointer member. This is an important constraint in real-world C++ programs [16] and is one that cannot be specified in C++ itself:

```cpp
PointersAndAssignment {
  // If a class contains a pointer member, it must declare an assignment operator:
  AssignmentMustBeDeclaredCond1 {
    Class C;
   DataMember C::cmv | cmv.is_pointer();
    Assert(MemberFunction C::cmf | cmf.name() == "operator=");
  };

  // If a class inherits from a class containing a pointer member, the derived class must declare an assignment operator:
  AssignmentMustBeDeclaredCond2 {
    Class B;
    Class D | D.is_descendant(B);
   DataMember B::bmv | bmv.is_pointer();
    Assert(MemberFunction D::dmf | dmf.name() == "operator=");
  };
};
```

By default, a constraint applies to all code in the system. This is not always desirable. For example, a programmer might have one set of naming conventions for a class library and a different set of naming conventions for application-specific classes. CCEL explicitly provides for the need to restrict the applicability of constraints to subsets of the system being checked. In particular, the scope of a constraint may be restricted to any named portion of a C++ system: a file, a function, or a class. For files, scopes are specified in terms of UNIX shell wildcard expressions. For functions and classes, scopes are specified in terms of UNIX regular expressions. For example, if we wanted to limit the applicability of CapitalizeClassNames to the file file.h, we could declare a scope for the constraint. Such scope specifications precede the name of the constraint:

```cpp
// The name of every class declared in the file "file.h" must begin with a capital letter:
File "file.h": CapitalizeClassNames {
  Class C:
  Assert(C.name().matches("^[A-Z]"));
};
```

Sometimes it is more convenient to specify where an otherwise global constraint does not apply. This can be accomplished by creating a new constraint with a restricted scope of application. The new constraint does nothing but disable the constraint that should not apply to the specified scope. Such disabling occurs through the Disable keyword. For example, to set things up so that CapitalizeClassNames applies to every C++ class except class X, we could disable CapitalizeClassNames for that class (note the use of a regular expression to specify only the class name "X"):

```cpp
// Do not report violations of CapitalizeClassNames in class X:
Class "X" : DontCapitalizelnX {
  Disable CapitalizeClassNames;
};
```

Like individual constraints, constraint classes may be disabled. This is most frequently combined with a scoping specification:
// Ignore naming conventions for the file "importedFromC.h":
File "importedFromC.h" : NamingConventionsOff (  
   Disable NamingConventions;
);

Individual members of a constraint class may be disabled by referring to them using the C++ scoping  
operator("::"):  

// Turn off the constraint NamingConventions::CapitalizeClassNames for the file file.h only:
File "file.h" : SomeNamingConventionsOff (  
   Disable NamingConventions::CapitalizeClassNames;
);

When a constraint violation is detected, a message to that effect is issued identifying the location of  
the CCEL constraint, the name of the C++ object bound to each universally quantified variable, and the  
location of each object so bound. Locations consist of a file name and a line number corresponding to the  
beginning of the source code for the object being identified. For example, consider this declaration for an  
array template:

template<class T, int size> class BoundedArray { ... };

This template violates the TypeParametersOnly constraint discussed earlier, so a violation message in the  
following format would be issued:

"constraints.ccel", line 100: TypeParametersOnly violated:
   t = BoundedArray ("BArray.h", line 15)  
   p = size ("BArray.h", line 15)

CCEL allows this default message format to be overridden by a programmer-defined format on a per-  
constraint basis. Details are available in the CCEL language specification [8].

3 A Software Architecture

The architecture for our prototype constraint-checking environment is shown in Figure 2. CCEL constraints  
may be specified in one or more files and/or within a C++ program in the form of specially formatted  
comments. All features of CCEL may be used inside C++ source, but we expect programmers will use this  
capability primarily to specify constraints specific to a class or file, i.e. to associate a constraint with the  
C++ source to which it applies. For example, a constraint stating that all subclasses of a class must redefine  
a particular member function might be best put in the C++ source file for the class so that programmers  
know that they will need to define that member function. A more generic constraint, such as that every class  
name must begin with an upper case letter, might go in a file containing nothing but stylistic constraints.

The constraints specified in CCEL constraint files and the constraints specified in special comments in  
C++ source code together comprise the set of applicable constraints for the software system to be checked.  
This set of constraints is then used as input to a constraint checker, which employs the services of an  
"oracle" about the C++ system being checked. The oracle is in essence a virtual database system containing  
information about C++ programs. There are many actual database systems containing such information  
(e.g., Reprise[20], CIA++[7], and XREFDB[11]), and our virtual database interface allows us to decouple  
the constraint-checker from any particular database. In fact, our eventual virtual database interface will be  
OQL ("Object Query Language") [19], a virtual interface to many database systems.

The output of the constraint checker is a series of violation messages. These may be viewed as is, or  
they may be parsed by higher-level tools, such as Emacs [21] or the annotation editor inside FIELD [18].  
Use of such tools allows programmers to see not only CCEL constraint violation diagnostics, but also the  
CCEL source giving rise to the violation and the C++ source that violates the constraint. This makes it  
much easier to locate and eliminate constraint violations.
Our earlier working paper [4] described a prototype implementation of CCEL that was less elaborate than that shown in Figure 2. We are currently implementing a second-generation prototype that corresponds to the current (much expanded) language specification [8] and that is based on the database XREFDB.

4 Application to Other Languages

The classes supported by CCEL and the member functions of those classes are clearly specific to C++. The more fundamental design principles behind CCEL, however, apply equally well to other object-oriented languages. The kinds of constraints described in Section 1 exist for languages like Smalltalk and CLOS as much as they do for C++ [9]. The desirability of choosing a syntax, semantics, and conceptual model that is familiar to programmers is as important for an Eiffel constraint language as it is for CCEL. The software engineering considerations that allow CCEL constraints to be bundled into constraint classes, to be explicitly disabled, and to have user-specified scopes and violation messages are as important for Object Pascal programmers as they are for C++ software developers. Furthermore, the software architecture depicted in Figure 2 contains nothing that tailors it to the idiosyncrasies of C++. In short, the primary design considerations — both in terms of the language itself and the implementation of that language — are divorced from the specifics of C++ and can be directly applied to constraint languages for other object-oriented languages.

5 Related Work

In their analysis of the CLOS Metaobject Protocol [9], Kiczales and Lamping identified a number of issues germane to the design of extensible class libraries, and they proposed a set of informal techniques by which to specify requirements and restrictions on classes inheriting from the library. CCEL is an important step towards formalizing such requirements and restrictions and toward making them amenable to automatic verification.

Support for formal design constraints in the form of assertions or annotations was designed into Eiffel [14], has been grafted onto Ada in the language Anna [13], and has been proposed for C++ in the form of A++ [3, 2]. This work, however, has grown out of the theory of abstract data types [12], and has tended to limit itself to formally specifying the semantics of individual functions and/or collections of functions (e.g., how the member functions within a class relate to one another). In general, violations of these kinds of
constraints can only be detected at runtime. Our work on CCEL has a different focus. We are interested in constraints whose violations can be detected at compile time, and we are further interested in addressing the need to constrain relationships between classes, which Eiffel, A++, and Anna are unable to do. CCEL can also express constraints on the concrete syntax of C++ source code (e.g., CCEL class-specific naming conventions); this is also outside the purview of semantics-based constraint systems.
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A Examples

The CCEL constraints that follow serve to demonstrate not only the expressiveness of CCEL itself, but also the kinds of constraints that C++ programmers might well want to express.

The following two constraints are taken from Meyers' book [16]:

// Subclasses must never redefine an inherited non-virtual member function:

NonVirtualRedefines (B, D)

Class B;
Class D | D.is_descendant(B);
MemberFunction B::bf;
MemberFunction D::df | df.overrides(bf);
Assert(bf.is_virtual());

// The return type of operator= must be a reference to the class:

ReturnTypeOfAssignmentOp (C)

Class C;
MemberFunction C::mf | mf.name() == "operator=";
Assert(mf.is_reference() && mf.type().basic_type() == C);

The constraint that structs in C++ should be the same as structs in C (useful for maintaining data structure compatibility between the two) consists of three separate constraints: (1) no struct may contain a non-public member, (2) no struct may contain a function member, and (3) no struct may have a base class. These constraints may be combined into a single constraint class StructsAreSimple as follows:

// Structs in C++ should be just like structs in C:

StructsAreSimple (s)

Class s | s.is_struct();

AllMembersPublic (
   DataMember s::mv;
   Assert(mv.is_public());
);

NoMemberFunctions (s)

MemberFunction s::mf;
Assert(FALSE);

NoBaseClasses (s, base)

Class base | s.is_descendant(base);
Assert(FALSE);
Here is another constraint from Meyers' book, this one also employing a constraint class:

// All classes declaring or inheriting a pointer member must declare a
// copy constructor:
NecessaryCopyConstructors {

// All classes declaring a pointer member must declare a copy ctor:
PtrDeclImpliesCopyCtor {
    Class C;
    DataMember C::my | my.is_pointer();
    Assert(MemberFunction C::mf; Parameter mf(p); |
    mf.name() == C.name() && mf.num_params() == 1 &&
    p.type().basic_type() == C && p.is_reference() &&
    p.is_const());
};

// All classes inheriting a pointer member must declare a copy ctor:
InherPtrImpliesCopyCtor {
    Class B;
    Class D | D.is_descendant(B);
    DataMember B::my | my.is_pointer();
    Assert(MemberFunction D::mf; Parameter mf(p); |
    mf.name() == D.name() && mf.num_params() == 1 &&
    p.type().basic_type() == D && p.is_reference() &&
    p.is_const());
};

The following constraint enforces a common rule of style:

// Members must be declared in this order: public, protected, private:
MemberDeclOrdering {
    Class C;
    Member C::pub | pub.is_public();
    Member C::prot | prot.is_protected();
    Member C::priv | priv.is_private();

    PublicBeforeProtected {
        Assert(pub.begin_line() < prot.begin_line());
    };

    PublicBeforePrivate {
        Assert(pub.begin_line() < priv.begin_line());
    };

    ProtectedBeforePrivate {
        Assert(prot.begin_line() < priv.begin_line());
    };
};
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Abstract

Higher-order logic programming (HOLP) languages are particularly useful for various kinds of meta-programming and theorem proving tasks because of the logical support for variable binding via λ-abstraction. They have been used for a wide range of applications including theorem proving, programming language interpretation, type inference, compilation, and natural language parsing. Despite their utility, current language implementations have acquired a well-deserved reputation for being inefficient. In this paper we argue that HOLP languages can reasonably be viewed as Constraint Logic Programming (CLP) languages, and show how this can be expected to lead to more practical implementations by applying the known principles for the design and implementation of practical CLP systems.

1 Introduction

Higher-order logic programming (HOLP) languages [17] typically use a typed λ-calculus as their domain of computation. In the case of λProlog [18] it is the simply-typed λ-calculus, while in the case of Elf [22] it is a dependently typed λ-calculus. These languages are particularly useful for various kinds of meta-programming and theorem proving tasks because of the logical support for variable binding via λ-abstraction. They have been used for a wide range of applications including theorem proving [3], programming language interpretation [5, 13], type inference [21], compilation [6], and natural language parsing [20]. Despite their utility, current language implementations have acquired a well-deserved reputation for being inefficient. In this paper we argue that HOLP languages can reasonably be viewed as Constraint Logic Programming (CLP) languages [8]. Measurements with an instrumented Elf interpreter confirm that such a view can produce practical benefits, as the known principles for the design and implementation of practical CLP systems [9, 12] are directly applicable to making implementations of HOLP languages more efficient.

The core domain of the languages we consider is the set of typed λ-expressions, where abstraction and application are the only interpreted operations and equality is the only relation (interpreted as βη-convertibility). There are other features of these languages that distinguish them from the CLP language scheme as defined in [8], for example, higher-order predicates, dependent or polymorphic types, modules, embedded implication and universal quantification. Many of these features have been addressed in a satisfactory way in ongoing implementation projects at Duke and IRISA/INRIA in Rennes. Surveys and further
references to the design of these implementations can be found in [11] and [1]. In this paper we will concentrate on the issues related to the view of higher-order logic programming as constraint logic programming which, we believe, has the most fundamental impact on expected execution speed.

2 Solving Equations Between Typed λ-Expressions

Full unification in higher-order languages is clearly impractical, due to the non-existence of minimal complete sets of most-general unifiers [7]. Therefore, work on λProlog has used Huet's algorithm for pre-unification [7], where so-called flex-flex pairs (which are always unifiable) are maintained as constraints, rather than being incorporated in an explicit parametric form. Yet, even pre-unifiability is undecidable, and sets of most general pre-unifiers may be infinite. While undecidability has not turned out to be a severe problem, the lack of unique most general unifiers makes it difficult to accurately predict the run-time behavior of λProlog programs that attempt to take advantage of full higher-order pre-unification. It can result in thrashing when certain combinations of unification problems have to be solved by extensive backtracking. Moreover, in a straightforward implementation, common cases of unification incur a high overhead compared to first-order unification. These problems have led to a search for natural, decidable subcases of higher-order unification where most general unifiers exist. Miller [15] has suggested a syntactic restriction (Lx) to λProlog, easily extensible to related languages [23], where most general unifiers are unique modulo βηα-equivalence.

Miller's restriction has many attractive features. Unification is deterministic and thrashing behavior due to unification is avoided. Higher-order unification in its full power can be implemented if some additional control constructs (when) are available [16].

However, our empirical analysis [14] suggests that this solution is unsatisfactory, since it has a detrimental effect on programming methodology, and potentially introduces a new efficiency problem. Object-level variables are typically represented by meta-level variables, which means that object-level capture-avoiding substitution can be implemented via meta-level β-reduction. The syntactic restriction to Lx prohibits this implementation technique, and hence a new substitution predicate must be programmed for each object language. Not only does this make programs harder to read and reason about, but a substitution predicate will be less efficient than meta-language substitution. This is not to diminish the contribution that Lx has made to our understanding of higher-order logic programming. As we will describe below, it forms the basis for our approach to the implementation of HOLP languages.

3 A Practical Approach to Constraint Logic Programming

The generality of the CLP scheme allows languages to be defined that raise two important implementation problems:

- High overhead for frequently-occurring simple constraints.
  It has been observed [9, 12] that the constraints that occur most frequently in the execution of programs in many CLP systems are relatively simple. However, the generality needed to solve the more complicated, but rarely occurring constraints tends to introduce overheads for solving all constraints. Ideally, it should be possible to solve the simple constraints without incurring this overhead.

- Some constraints may be too hard to solve or solve efficiently.
  For many seemingly desirable domains, the required decision algorithms simply do not exist. For others, the decision problem may be open. For many more domains, either the decision problem is known to be intractable, or the best known algorithms are impractical. Even when a reasonably efficient decision procedure exists, it may be incompatible with the CLP operational model. In particular, a CLP implementation requires incremental satisfiability testing to be efficient. That is, it must be possible to determine efficiently whether a satisfiable set of constraints, augmented with a new constraint, is still satisfiable. Efficiency here loosely means that the time should be proportional more to the size of the added constraint than that of the previous, satisfiable, set. Furthermore, because of backtracking, it must be possible to undo such augmentations of the constraint set efficiently.
Solving the first problem requires that the system be implemented with a bias towards frequently occurring constraints. A data structure that is most appropriate for certain special cases but cumbersome and inefficient for the general case can often result in dramatically improved overall performance.

One approach to the second problem is to syntactically restrict the kinds of constraints on the given domain that can be expressed. Such syntactic restrictions determine what expressions can be constructed using the operators, and what expressions the various relation symbols can be applied to. For example, arithmetic expressions could be restricted to be linear. It turns out that syntactic restrictions on constraints often rule out useful and natural programs. Such programs contain syntactically complex expressions that are typically simplified by the time they are selected at runtime. For example, a non-linear expression could become linear after instantiation of some variables.

We advocate another approach, by which constraints that cannot be decided (or decided efficiently) at the time they arise are delayed with the expectation that the problem will be simplified under additional constraints. This approach can be justified under two diametrically opposed philosophies underlying constraint logic programming.

In the first, perhaps more traditional view of constraint programming, it is important that the programmer should not have to be concerned with when information becomes available but just needs to provide enough constraints for it eventually to become available. Under this philosophy, the delaying approach achieves some amount of independence of the order in which constraints arrive at the solver without unduly restricting programs. This philosophy and the justification of delay is described in considerable detail by Jaffar et al. in [10], where it is argued further that delay does not require the programmer to think substantially more algorithmically.

The second view advances that a constraint logic programming language is a logic with a completely specified operational semantics, which programmers should know in order to predict runtime behavior and evaluate the efficiency of their programs. Under this view, the delaying semantics is simply a design decision in the specification of the language permitting a larger range of algorithms to be expressed concisely and naturally.

It is shown in [10] that delay can be implemented with overhead proportional to the number of delayed constraints whose state is affected by each additional constraint, rather than the total number of delayed constraints. The issue of how to restrict a CLP language appropriately has often arisen and been addressed in different ways in real systems. In CLP(\(\mathcal{R}\)) [9], the selection rule is modified to delay nonlinear constraints until they become linear. A similar approach to nonlinear arithmetic has been adopted in recent commercial versions of Prolog III. Furthermore, the same approach is now used in Prolog III to deal with the intractability of word unification: word equations are delayed until the length of the value of initial variables is known.

We have studied a selection of 12 representative and non-trivial Elf programs with a total of about 3500 lines of code [14]. We analyzed these programs from a static and dynamic perspective. Our study demonstrates that the above observations and strategies for dealing with the problems of CLP languages in general are directly applicable to HOLP languages, and that a considerable performance improvement can be expected. Conversely, the HOLP languages provide further evidence of the general applicability of this approach.

4 Special Cases of HOLP Constraints

Terms in Elf and AProlog that contain no abstraction or functional variables correspond directly to first-order terms (as in Prolog). Our empirical study showed that most unification was either simple assignment or first-order (Herbrand) unification: around 95%, averaged over all examples. When \(\lambda\)-abstractions are present, substitution of a term for a bound variable (\(\beta\)-reduction) is a common operation. Most of these (about 95%) substitute a parameter\(^1\) for a variable. Because first-order unification and parameter substitution dominate, the representation should be designed to handle these cases particularly efficiently.

The obvious representation for terms is that corresponding to first-order abstract syntax: a DAG with special nodes for application, abstraction etc. This is problematic because the frequently occurring first-order unification cases rely heavily on finding the principal functor, which in this representation is at the head

\(^{1}\) A parameter (sometimes called eigenvariable) acts like a constant in unification, but has proper scope. It arises from solving universally quantified goals.
of the spine of applications. Consider, for example, the representation of the term $FM_1M_2M_3M_4$ shown on the left in Figure 1. The major inefficiency results when a disagreement pair must be classified. The classifications are mostly based on the nature of the head and in particular on whether it is a constant or not. Furthermore, in the frequently occurring Rigid-Rigid case (where both heads are parameters or constants), it is necessary to know which constant: the pair is only decomposed into argument pairs if the heads are identical; otherwise unification fails. In the left-associative representation, obtaining information about the head is too expensive. This suggests a representation as a pair of a functor and a list of arguments. This representation, for the same example, is shown on the right in Figure 1. Notice that this representation also makes it easier to make use of clause indexing on rigid term heads.

This Prolog-like functor/argument representation can be problematic when the head is a variable, since it may be bound to an expression which requires some normalization, producing a new head, and the old one needs to be stored for backtracking in some way. These complications are outbalanced by the efficiency improvement for the simple cases, since the overwhelming majority of λProlog or Elf equality constraints can be solved by Prolog unification. We conclude that functor/argument representation is an essential optimization for a λProlog or Elf implementation.\(^2\)

In principle, an important part of term comparison in these languages is the test for α-convertibility. The Duke representation proposal [19] suggests a de Bruijn representation [2] of terms for this reason. While that suggestion may well be appropriate, the empirical study showed the comparison of two abstractions to be a rare occurrence, and so this consideration alone should probably not be allowed to determine the choice of term representation.

Similarly, the implementation of substitution is an important issue. The dominant kinds of substitutions are those that replace bound variables by parameters—the representation should be optimized towards handling this case efficiently. This is a much more difficult issue than the representation of application, but our observations suggest that an explicit way to shift variable references in a term (through a special form of environment) might solve the efficiency problem associated with parameter substitutions.

\(^2\)Such a representation was in fact used pervasively in Nadathur's original implementation of λProlog up to LP2.7. In the current Elf implementation, a functor/argument representation is used as an intermediate form in the constraint solver for the reasons cited above.
5 Hard Constraints in HOLP

Even a brief examination of Elf and λProlog programs shows that syntactic restriction to $L_\lambda$ would affect a significant proportion of programs. While these programs can be rewritten to conform to the $L_\lambda$ restriction, doing so makes them harder to reason about and, with present implementation technology, significantly less efficient. Furthermore, most programs dynamically conform to the $L_\lambda$ restriction even without delay, and we are aware of only one useful program that does not run properly when hard constraints are delayed [4]. On the other hand, there are programs that run significantly more efficiently when hard constraints are delayed (for example, type inference in the polymorphic λ-calculus [21]).

The operational semantics of Elf, in contrast to λProlog, is based on solving all dynamically arising equations that lie within an appropriate extension of $L_\lambda$ to dependent types. All other equations (solvable or not) are delayed. We found that this addresses the problems with higher-order unification without compromising programming methodology. The primary disadvantage of this approach is that one must take care in interpreting the final answer, if it contains delayed constraints, as a conditional: each solution of the remaining constraints yields a proof of the original query. In this section, we state precisely which constraints are deemed to be hard in λProlog and Elf and how they arise, and show how the methodology described in [10] can be used to manage hard constraints in this context.

5.1 Classification of Higher-Order Terms

In Prolog each term can be classified as either a variable, a constant, or a compound term. Solving constraints over higher-order terms requires a finer classification. For example, a term might be a λ-abstraction or a β-redex. The critical cases, however, arise when the head of a term is either a variable or a constant. In our terminology, an Evar is an existential variable (logic variable, in Prolog terminology) and a Uvar is a parameter (a constant with a well-defined scope introduced when solving a universally quantified goal). An Evar $E$ is said to depend on a Uvar $z$ in a goal if $E$ is introduced into the computation within the scope of $z$. If $E$ depends on $z$ the substitution term for $E$ may contain occurrences of $z$, otherwise it may not. Terms are then classified as follows.

- **Gvar**
  \[ Fz_1z_2\cdots z_n, n \geq 0 \] where $F$ is an Evar, the $z_i$ are Uvars, $F$ does not depend on any $z_i$, and the $z_i$ are all distinct.

- **Flex**
  \[ FM_1M_2\cdots M_n, n \geq 0 \] where $F$ is an Evar and the $M_i$ are terms, and the Gvar conditions above are not satisfied.

- **Rigid**
  \[ fM_1M_2\cdots M_n, n \geq 0 \] where $f$ is a constant or a Uvar and the $M_i$ are arbitrary terms.

Note that, to simplify the discussion, types and other classes of disagreement pairs have been omitted, since they are dealt with by straightforward recursive unifications. We should also emphasize that in this discussion the Flex case does not include the Gvar case, unlike in Huet’s usage.

5.2 Classification of Constraints

A HOLP system must solve the nine kinds of equations arising from these three kinds of terms, collapsing to six kinds due to symmetry. The table in Figure 2 shows which pairs are directly solved and which are delayed. Note that the disagreement pairs that are directly solved will either have a most general solution or no solution.

The constraint solver state consists of a set of substitutions of the form $X = M$ where $X$ is an Evar and $M$ is a term, such that $X$ does not occur elsewhere, and a set of Flex-Flex pairs. This is an implicit solved form. In the implementation, the Evar-Term pairs are not represented as pairs, but by pointers from the variable to its instantiation term (as in Prolog). However, Flex-Flex pairs must be represented explicitly. In addition, the constraint solver must handle hard constraints, which arise in two ways:
<table>
<thead>
<tr>
<th>Core Elf Unification Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gvar</td>
</tr>
<tr>
<td>Gvar</td>
</tr>
<tr>
<td>Flex</td>
</tr>
<tr>
<td>Rigid</td>
</tr>
</tbody>
</table>

Figure 2: Core unification table for Elf

1. When a new disagreement pair is a Flex-Rigid pair (under the current substitution). This corresponds to the typical source of hard constraints in languages like CLP(\(\mathcal{R}\)).

2. When additional substitutions are added to the solver as a result of solving a new disagreement pair, and these can be used to rewrite some Flex-Flex pair already in the solver to a pair that is a hard constraint.

The second situation is unusual for constraint languages, since a conjunction of directly solvable constraints may be simplified into a hard constraint. However, this is not problematic in the context of the methodology described in [10]: it merely requires that Flex-Flex pairs be treated as if they were hard constraints when designing the wakeup system, as described below.

5.3 A Wakeup System

In this section, our aim is to describe the management of hard constraints in Elf in terms of the framework developed by Jaffar et al. in [10].

We need five wakeup degrees in addition to awakened. These are for Flex-Flex, Flex-Rigid, Rigid-Flex, Flex-Gvar, and Gvar-Flex. We note that it is not desirable to combine symmetric cases, because the transitions of the two sides of the equation depend on the binding of different variables.

The transitions between these three forms of expressions that we need to consider are as follows. Note that we do not consider leading abstractions.

1. \textbf{Flex} \Rightarrow \textbf{Rigid}

   The head \(F\) in \(FM_1M_2\cdots M_n\) is bound to
   \[
   \lambda x_1 \cdots \lambda x_k. gN_1 \cdots N_m
   \]
   where \(g\) is a constant or a Uvar and the \(N_i\) are arbitrary terms. The resulting Rigid term will be of the form
   \[
   gP_1 \cdots P_l.
   \]

2. \textbf{Gvar} \Rightarrow \textbf{Rigid}

   Same as \textbf{Flex} \Rightarrow \textbf{Rigid}.

3. \textbf{Flex} \Rightarrow \textbf{Gvar}

   (a) All of the arguments are bound to universal variables, such that the Gvar criteria now hold. (This is very unlikely, and expensive to check for, so it has not been implemented to date).

   (b) The head \(F\) of \(FM_1M_2\cdots M_n\) is bound to
   \[
   \lambda x_1 \cdots \lambda x_k. G y_1 \cdots y_m
   \]
   where \(G\) is an existential variable, each \(y_j\) is either a Uvar or one of the \(z_i\), and the resulting term is a Gvar, that is, a term of the form
   \[
   G z_1 \cdots z_l
   \]
   such that the \(z_i\) are all distinct Uvars, and \(G\) does not depend on any of them.
4. $Gvar \Rightarrow Flex$
   The head $F$ of $Fz_1z_2 \cdots z_m$ is bound to

$$\lambda z_1 \cdots \lambda z_k. G N_1 \cdots N_m$$

where $G$ is a existential variable and the $N_i$ are terms, such that the $Gvar$ criteria are now violated.

The resulting Flex term will be of the form

$$GP_1 \cdots P_l.$$

Notice that the above transitions admit the possibility of cycles: A Flex term can turn into a $Gvar$ term when more information becomes available, and with still more information may turn back into a Flex term, all without backtracking. This makes the wakeup system cyclic, as shown in Figure 3. The two arcs shown using a thinner line correspond to the case that is expensive, unlikely, and omitted in the current implementation. We describe the generic wakeup conditions in symmetric pairs, to avoid notational clutter, and ignore the term that does not change in each pair.

6 Conclusion

Higher-Order Logic Programming languages differ substantially from other Constraint Logic Programming languages. However, our empirical evidence shows that the language design and implementation strategies that have made such a substantial difference to better known CLP languages are applicable here as well.

We believe that the main challenge in the design of an abstract machine and a compiler for HOLP languages that achieves Prolog's efficiency on Prolog-like programs is the design of a representation that permits efficient substitution of parameters for bound variables without incurring an undue overhead for the usual first-order unification computation.
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Abstract

Recently constraint satisfaction has been embedded in various high-level declarative programming environments, like the Constraint Logic Programming framework, and even more recently such environments have been extended with concurrency, like in the Concurrent Constraint Programming paradigm. The merging of different areas of research is always an exciting event, and prolific of new ideas. We believe that here it is particularly so, since the above areas, while apparently very far in aims and techniques, are found more and more interconnected, to the point that their coexistence leads to new unexpected directions of research. In fact, we believe that interesting results in constraint satisfaction and in constraint programming can be mixed with concurrency with the consequence that more concurrency, as well as a more natural view of constraint programming, are derived.

1 Organization of the paper

In Section 2 we describe our general scheme for local consistency techniques for finite domain constraint problems, together with a specific efficient instance of the scheme. Then in Section 3 we show how to embed such an instance within the Constraint Logic Programming framework and we discuss its efficiency. In Section 4 we define, in terms of graph rewriting, a concurrent abstract machine for Concurrent Constraint programs, and we describe how to obtain a suitable semantics which is able to show all the concurrency and the nondeterminism contained in a program. Moreover, we show how to exploit it to derive useful information about the causal dependency of the objects involved in the computations, and we give an example of its application to the automatic parallelization of CLP programs. Finally, we give some suggestions for further research.

The presentation is rather informal. Due to the lack of space, we chose to convey the main motivations, ideas, and results instead of writing the technical development. However, the formal details can be found in [Ros93] and in the various papers cited throughout the text.

2 Constraint Satisfaction

Constraint satisfaction problems are very useful for describing many real-life problems, like scene labelling, graph coloring, VLSI routing, hardware design, software specification and design, and operation research problems. In particular, finite domain constraint problems are significantly easier to treat than general ones, and nevertheless are sufficiently descriptive of many real situations. Therefore the growing interest in such problems is widely justified.

A (finite domain) constraint problem can be specified by giving a set of variables and a set of constraints, where each constraint connects only a subset of the variables and is defined by a set of tuples of domain
values. Note that the domains of the variables are not specified separately, but can just be seen as unary constraints. Note also that a constraint may in general involve any number of variables (see for instance [MR88]), not only one or two as in most of the literature ([Mon74, Mac77, MF85, Fre78, DP88]).

Then, the solution of a constraint problem is the set of all the assignments of values to some of the variables which satisfy all the constraints. The reason why we depart from the usual definition of solution, which involves all the variables instead of only some of them, is that we believe it is very reasonable to let the user specify the objects in which he/she is interested, while being able to use many other objects to describe a constraint problem in detail. This is also useful when a constraint problem has to be used by many users, who may be interested to different sets of objects and do not want to know the admissible values for all the other objects.

Given this syntactic description of a constraint problem, there may be many others which represent the same problem. In particular, there may be others which are more compact, i.e. with less tuples. In fact, some of the tuples describing a constraint could be incompatible with some other constraint, and therefore could be eliminated from the syntax of the problem without changing its semantics (which is the set of all its solutions). In this sense, such tuples are redundant.

Assuming that a constraint problem is being solved by some form of a backtracking procedure, the removal of redundant tuples is particularly interesting, since it could cancel some failing branches from the search tree and thus improve the overall behavior of the search. To decide whether a tuple is redundant, it often (not always!) suffices to look only at a small portion of the problem.

Many algorithms have been developed to remove redundant tuples. They all have the same aim, but they differ in their power, i.e. in the amount of redundant tuples they are able to remove. In this line we find, in order of increasing power, the arc-consistency algorithm ([Mac77, MF85]), the path-consistency algorithm (described for the first time in a pioneering paper by one of the authors [Mon74]), the k-consistency framework ([Fre78]), and the adaptive-consistency algorithm ([DP88]). A survey containing a description of most of them can be found in [Kum91]. All such algorithms, usually called local consistency algorithms because they work at a local level, have a polynomial complexity, but are complete (i.e., they remove all the redundant tuples) only when applied to specific classes of problems ([Fre88]). When they are complete, the resulting backtracking search never backtracks, or has a bounded amount of backtracking.

2.1 A general scheme

Even though most the local consistency algorithms have been developed quite separately and without a common notation nor a uniform way of specifying their properties, it is possible to recognize that they are quite similar at the core, in that they all try to remove redundancy at some local level. Based on this observation, we have developed a general scheme which embeds all the previously proposed local consistency algorithms, as well as some new ones, as specific instances ([MR91a]).

In general, the significance of a scheme lies in the fact that all the properties which hold for the scheme are automatically inherited by all its instances. In our case, this was extremely true and convenient, since there were properties which had never been stated formally before for the single algorithms. In fact, while termination of a local consistency algorithm has always been one of the concerns, and therefore it is possible to find several proofs of such property in the various papers introducing new algorithms, the fact that the resulting constraint problem is unique has always been treated very informally. Instead, in our scheme both these properties have a formal proof, which may then be inherited by all the algorithms.

In the scheme, each concrete algorithm is specified once a specific set of basic operators, and a strategy for their application, is chosen. Each of these basic operators is very simple, and involves just the analysis of a subproblem of small size and the removal of some of its redundant tuples. An algorithm consists then of the application of such operators, in the order given by the strategy, until stability is reached (i.e., until no more tuples can be removed by any of the operators). Note that in general an operator may have to be applied more than once before stability is reached, since the application of another operator may make some more tuples in the subproblem associated to the first one to be recognized as redundant only at a later application.

For example, arc-consistency (resp., path-consistency, k-consistency) can be achieved by choosing, as the set of basic operators, all the subproblems spanned by any two (resp., three, k) variables. Note, however, that the scheme is more general, since there is no requirement that all the operators represent subproblems
of the same size.

If we consider the partial order consisting of all the constraint problems equivalent to the given one but with possibly less tuples, ordered by tuple set inclusion, then each basic operator is just a closure operator (i.e., an extensive, monotone, and idempotent function) over such partial order, and thus a local consistency algorithm is simply the application of all these closure operators until quiescence. This observation will turn out to be very important when considering possible linguistic supports for specifying constraint problems and local consistency algorithms, since an adequate support would be one where closure operators are first class objects.

2.2 A Specific Instance: Perfect Relaxation

As noted above, most of the local consistency algorithms developed in the past seem to have the recurring property that all the considered subproblems (where redundancy has to be removed) have the same size (for one algorithm). An exception is the adaptive-consistency algorithm ([DP88]). This is obviously an unreasonable restriction, which may prevent the development of new and convenient algorithms. In our scheme, there is no such restriction about the basic operators, which may be very different in size.

An example of a new algorithm which is an instance of the scheme but which may involve very different basic operators is called perfect relaxation ([MR86, RM89]). The main feature of such algorithm is that it is always complete, and that it uses each of the basic operators exactly once. Moreover, it is very efficient when applied to particular classes of constraint problems. Informally, such problems can be described as consisting of a set of small subproblems loosely connected among them in a tree-like shape. For such classes, perfect relaxation is linear in the size of the solved problem.

More precisely, consider a finite set I of finite domain constraint problems, and consider the class of all those problems which can be built by putting together the problems in I in a tree-like shape. This class is called I-structured. Perfect relaxation is able to solve efficiently any problem in an I-structured class. Since such problem consists of a tree of subproblems belonging to I, the idea is to solve each subproblem in the tree in a bottom-up fashion, from the leaves to the root. In terms of the local consistency scheme, this amounts to having the subproblems in I as basic operators, and the bottom-up traversal as the strategy.

It is possible to show that this bottom-up procedure obtains the complete solution of the problem. Since the subproblems have bounded size (it is bounded once the set I is given), the whole solution process involves as many steps as the subproblems, which can be thought as in number linear with the size of the problem (each step may be exponential in the size of a subproblem and thus is a constant since such size is bounded). Therefore the whole complexity is linear in the size of the problem to be solved.

However, and not surprisingly, not all classes of problems can be recast as I-structured classes. For example, there is no I such that the class of rectangular lattices is I-structured.

3 Constraint Satisfaction in CLP

A lot of effort is currently being put into the task of embedding constraint satisfaction facilities within high level programming languages. In doing so, the aims are many: to be able to treat more complex constraint problems, specifying them in a hierarchical or even recursive way, to combine different algorithms and/or constraint domains, to parametrize constraint solving, to incrementally generate constraint problems, and even to exploit constraints in tasks which have never been considered before, like the exchange of partial information between concurrent program agents.

In particular, one of the most recent languages which are based on constraints is the Constraint Logic Programming (CLP) scheme ([JL87]). It is an extension of logic programming ([Lio87]) where term equalities are replaced by arbitrary constraints and unification by an arbitrary constraint solving algorithm. It is a scheme because it is parametric w.r.t. an underlying constraint system, which is a collection of algorithms to handle and solve a specific class of constraints.

The naive approach to the construction of an instance of the CLP scheme, i.e., a specific CLP language, consisting of the choice of a specific class of constraints, and of the embedding of any efficient algorithm for such class within CLP, can be sometimes reasonably satisfactory. However, issues of incrementality (i.e., the ability of exploiting the knowledge that the previous set of constraints is solvable in order to not repeat
the work done in previous steps) and canonicality (i.e., the existence of a canonical form for each constraint set, which is compact and easy to use) have always to be considered. But most of all, such naive approach does not exploit one of the fundamental features of CLP, which consists of the monotonic accumulation of constraints, performed by the addition of a small constraint set at each computation step.

Perfect relaxation can instead take advantage of such feature in order to check efficiently the satisfiability of the accumulated constraints ([MR91c, MR92b, MR91b]). In fact, consider the instance of the CLP framework over finite domain constraints, called CLP(FD). Then, each computation step in CLP(FD) involves the expansion of a selected subgoal in the current goal via a program clause, together with the consistency check of a set of constraints (those already in the goal plus those in the program clause). Now, the important observation is that this set of constraints can always be seen as an I-structured problem. In fact, we can think of the constraints added at each computation step as the problems of the set I. Moreover, due to the way computation steps are performed (mainly, by letting the current goal and the newly added goals and constraints to interact only via the clause head), we never obtain a cyclic structure, but always a tree whose nodes are the constraints added at each step. This means that perfect relaxation can be used to perform the consistency check required at each derivation step.

Let us now consider the complexity of such use of perfect relaxation. If the constraint set has been obtained via n computation steps, then perfect relaxation needs n steps as well, and each of such steps is exponential in the size of the constraint subproblem added at the corresponding computation step. Therefore, by the properties of perfect relaxation, if such size is bounded, then perfect relaxation is linear in the size of the whole set of constraints.

Unfortunately, given a CLP(FD) program, it is not possible in general to find a bound to the size of such set I of the possible constraint sets added at a derivation step in any of the possible executions of the program. This derives from the fact that in general a CLP(FD) program, although dealing only with finite domain constraints, may contain some data constructors in those atoms which are not constraints. In fact, any CLP instance is always able to handle term unification, no matter which constraint domain is supposed to deal with. In some sense, we may say that a CLP language has two different constraint solvers, one of which is always the unification of Herbrand terms.

The presence of terms in program clauses, for instance of lists, makes it impossible in general to derive a constant bound to the size of the constraints which are going to be added at a derivation step, since the number of variables potentially involved may arbitrarily grow in a computation. However, there are special cases when this cannot happen. The simplest of them is the case where CLP(FD) coincides with Datalog, which means that no data constructor is present. More interesting and general cases, where functions are "allowed but restrictions are posed on the structure of the clauses and/or of the goals, can be studied, for example via abstract interpretation of the CLP(FD) programs, and suitably characterized.

It is important to notice that, while for many algorithms it may be difficult to produce an incremental version, for perfect relaxation it is very easy and convenient. In fact, the set of constraints added in the current derivation step is always a leaf of the tree structure. Therefore the algorithm, which is, we recall, just a bottom-up traversal of the tree, may simply start its traversal from this leaf, and then continue in the path from such leaf to the root, until no change is made in one of the steps (i.e., no redundant tuple is removed). Therefore, while the solution of an entire constraint problem from scratch needs the traversal of the whole tree, the fact that in CLP constraints are generated incrementally makes perfect relaxation even more efficient, since each derivation step requires only the traversal of at most a path from one leaf to the root. For balances trees, the complexity is thus logarithmic in the size of the tree and of the whole constraint set.

4 From CLP to CCP: a Concurrent Abstract Machine for CCP

In the CLP framework, the underlying constraint solver is treated as a black box, which cannot be changed or even looked at by the user. Moreover, the user cannot extend such constraint handler at the program level, because the language does not provide the necessary operations on constraints which are usually used by the constraint solution algorithms.

Although first steps towards the extension of CLP via user-written parts of the underlying constraint handler have been recently proposed ([Fru92]), there is already a language framework which seems to have the
desired flexibility which is instead lacking in CLP. It is the concurrent constraint (cc) programming framework ([Sar89, SR90a]), which can be thought of as CLP plus concurrency. More precisely, a cc program consists of a set of concurrent agents which share a set of variables that are subject to some constraints. Each agent may then either add (tell) a new constraint to the current set of constraints, or check (ask) whether a new constraint is logically entailed by the current constraint set, or split into more agents. As CLP, also the cc framework is parametric w.r.t. the underlying constraint system, which can be described in a simple way as a set of primitive constraints (tokens) plus an entailment relation relating tokens to tokens, and stating when a token is entailed by some other tokens. Starting from an initial constraint and an initial agent (which is in some sense a query), the computation evolves through a monotonic accumulation of constraints until quiescence, at which point the current set of constraints is the answer to the initial query.

It is important to notice that the ask operation is intimately connected to the presence of a concurrent model of computation. In fact, an agent asking a certain constraint may be suspended (if that constraint is not entailed by the current constraint set but it is consistent with it), waiting for another agent to add enough information (i.e., constraints) so that that constraint become either entailed or inconsistent.

4.1 Local consistency in CCP

In our view, one of the most important aspects of the entailment operation is that most constraint solution (or local consistency) algorithms are based exactly on such two operations: consistency and entailment. As a consequence, these algorithms can be easily specified as cc programs. This can be checked also by considering that any cc agent can be assimilated to a closure operator ([SR90b]), just like the basic operators of the constraint solution algorithms (as noted above). More informally, it is enough to see that each basic operator of a local consistency algorithm can be cast as a cc agent which asks whether a certain tuple is entailed by the other constraints of the subproblem (which means that it is consistent with them), and, if so, then tells it as a new constraint.

Among the local consistency algorithms, perfect relaxation is here able to exploit more effectively, as it is in CLP, the incremental nature of constraint accumulation in the cc framework. In fact, both the tell operation, which requires to test whether the told constraint is consistent with the current constraint set (and therefore it is assimilable to a derivation step in CLP), and the ask operation, which requires the test for entailment, can efficiently and naturally be performed via perfect relaxation. The coexistence of these two operations, which are so intimately connected to each other, allows to reduce even more the complexity of each application of the perfect relaxation algorithm. In fact, the knowledge obtained from performing one of such operations could be maintained in suitable data structures and used to speed up the performing of the other operation.

This uniformity of basic local consistency operators and cc agents means that the user can naturally extend the underlying built-in constraint solver by simply writing an additional piece of program. In other words, in the cc framework program agents and constraints are homogeneous, both from a static and form a dynamic point of view, and this makes such a framework very natural and flexible in terms of constraint programming.

4.2 The abstract machine

We have developed an abstract machine for cc programs, based on graphs and graph rewriting rules, which is able to express such homogeneity in a natural way, and also to exploit it for a better understanding of the level of concurrency implicitly contained in cc programs ([MR91d, MR92c]). One of the main features of such machine is that it is concurrent, while most of the computation models used for describing the dynamic behavior of cc programs are instead sequential and thus reduce concurrency to nondeterminism (that is, they cannot distinguish between computation steps which can happen in any order but not simultaneously and computation steps which can happen in any order and also simultaneously).

At any given point, a cc computation state consists of the active agents and of the constraints already generated (i.e., the current store). Our idea is to represent such a state via a graph, where nodes represent program variables, and arcs represent either agents or primitive constraints. In this way, each agent or primitive constraint is connected to the variables it involves, and they are uniformly represented. This
uniform representation of agents and constraints seem very reasonable to us, since agents can be simply seen as user-defined constraints.

Then, each computation step involves either the evolution of an agent, which can perform one of the allowed operations (ask, tell, ...), or the evolution of some set of primitive constraints, which can cause the addition of a new constraint to the store if such new constraint is entailed by them, as specified by the entailment relation. All such operations can be uniformly described as the application of a graph rewrite rule to the graph representing the current state.

Thus, our abstract machine has graphs as states and applications of graph rewrite rules as transitions. However, an algebraic description of this machine, based on term rewriting modulo certain structural axioms representing graphs, is also possible ([CMR92a, CMR92b]).

Note that the interpretation of each pair, say $c \vdash d$, of the entailment relation $\vdash$, as the addition of constraint $d$ to the store whenever $c$ is already in the store, has three consequences. First, the constraint system is not seen as a black box which can passively answer consistency or entailment tests, but as an active entity of the computation environment, which is more realistic if one wants to model the entire environment and not only a part of it. Second, it has a completely distributed representation. This gives to our machine a degree of concurrency higher than usual. In fact, it increases the concurrency: (i) within the constraint system; (ii) between the constraint system and the agents; and (iii) within the agents. Third, the ask operation is reduced to testing the presence of certain constraints in the current store (instead of their entailment).

Note again that this machine is inherently concurrent, since different rewrite rules can be applied in parallel provided that no conflict situations actually occur.

Informally, a graph rewrite rule is a local operation which, given a graph, deletes some of its items (nodes and/or arcs, or, in other words, a subgraph), generates new items, and tests other items for presence. This third set of items (those that are tested for presence) can be thought of as a context. In fact, they are not affected by the application of the rewrite rule, but they are needed for such application to take place.

The use of a context-dependent rewriting formalism is particularly important in describing the cc framework, since it allows for a convenient and correct representation of the asked constraints. In fact, when an agent checks the entailment of a constraint (i.e., it performs an ask operation), such constraint is not affected by the operation, but it is nevertheless needed in order for the operation to succeed.

Moreover, the fact that asked constraints are not affected by the ask operation and the ability of formally describing this situation, has a very convenient consequence in terms of concurrency. In fact, different agents which ask for the same constraint may evolve in parallel without any conflict. This possibility is elegantly modelled in the algebraic framework for graph grammars ([Ehr78]), where different graph rewrite rules which have the same context may be applied in parallel.

Therefore our machine is able to gain concurrency from several directions: from the fact that no sequentialization of graph rewrite rules is ever assumed, from the uniform representation of agents and constraints and a non-monolithic view of the constraint system, and from the context-dependent nature of graph rewrite rules.

This conceptual graph-based abstract machine for cc programming has been the basis for a more general abstract machine for distributed systems called CHARM ([CMR92a, CMR92b]), which has been given an algebraic description and has been shown to be able to implement graph grammars, Petri nets, and cc programs. The CHARM is also related to the CHAM machine ([BB90]), which has simpler structural axioms, and which does not exhibit the same convenient treatment of context items and of shared variables. In some sense we can say that, while the CHAM machine models multiset rewriting via the chemical metaphor, the CHARM machine models term (and graph) rewriting via the graph metaphor.

4.3 The partial order semantics

Given a computation of a cc program, which is represented by a sequence of applications of graph rewrite rules, it is possible to derive a partial order among the computation steps which reflects the existing concurrency ([MR92c]). In fact, elements of the partial order which are not related by the partial order relation are concurrent and can therefore evolve in any order or even simultaneously. Note that such partial order represents not only the given computation, but also all those computations which differ from it for the order of some concurrent steps.
However, given two cc computations, they may be represented by two different partial orders, since they may differ not only for the order of some concurrent steps but also (or alternatively) for the presence or the absence of some steps. This means that such two computations derive from different choices at the various nondeterministic choice points the program may have. Therefore, in general, a cc program is represented by a set of partial orders.

This partial-order based semantics for cc programs allows us to study and possibly exploit the concurrency in each computation, but it is not able to show where the nondeterminism occurs. In fact, different partial orders have nothing in common, even though the corresponding computation classes where just differing for few steps because of a different nondeterministic choice. Therefore we extended the partial order approach and we developed a new semantics, which consists of a structure whose elements are all the steps and the items (tokens and agents) in all the computations, and where three relations are defined among these objects: dependency, concurrency, and mutual exclusion. In this way, all the partial orders are still recoverable (as those substructures where no two elements are mutually exclusive), and in addition it is possible to see how such partial orders interact due to the nondeterminism. In other words, both AND and OR parallelism is formally described and made explicit. Two versions of such semantics have been developed, one ([MR92a]) using the so-called event structures, and another one using an extension of Petri nets with context conditions, called contextual nets ([MR93]).

The causal dependency information expressed by such partial orders (or by the structure containing them) could be conveniently used in all those tasks which would gain from a formal and faithful representation of such knowledge. In particular, we have used our semantics to help an optimizer trying to automatically parallelize CLP programs. The aim is to run in parallel as many goals as possible while not losing efficiency nor answers. The idea is to view a CLP program as a cc program (as if everything could run in parallel), and to obtain the corresponding semantic structure. Then, to add in this structure some dependency links which reflect the left-to-right order in which goals are written in the clauses. At this point, all that is still concurrent can safely be run in parallel. With these technique, we are able to define a new notion of goal independence which is more relaxed than all the existing ones, and which thus allows more goals to be recognized as independent.

We are confident that this same technique, or a very similar one, could be used for a source to source transformation of cc programs, for the transformation of CLP programs into cc programs, for the derivation of an optimal sequential scheduling for cc programs, as well as for intelligent backtracking schemes.

Our semantics can still be improved. In fact, it can only represent one kind of nondeterminism (either don't care or don't know), but not both of them together. This means that for now it can be used only for languages like CLP which only employ don't know nondeterminism, or like the concurrent logic languages and the committed-choice fragment of the cc languages, which employ only don't care nondeterminism. Instead, the cc languages may have both kinds of nondeterminism (and even more complex constructs, like AKL). However we are confident that by adopting suitable variations our semantics can be extended to handle this more general situation. Moreover, our semantic structures are very concrete. That is, any two cc programs which are syntactically different originate different structures, even though they are trivially equivalent in term of their dependency pattern. Therefore we would like to define a suitable equivalence relation among structures which would make our semantics more abstract while still retaining all its useful knowledge.
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Abstract

CLP(BNR) is a constraint system based on relational interval arithmetic and forms part of BNR Prolog /v.4. This is a much more powerful system than previous versions and allows a much wider class of problems to be handled, including discrete domain problems and boolean equations. It is also integrated more closely into Prolog, thus providing for smoother and more flexible interaction between Prolog and the constraint system. This paper describes the programming interface and gives some simple programming examples.

1 Introduction

The problems of providing a logical form of arithmetic for use in Prolog are well-known. The difficulties of doing correct computations with floating point are also well-known. One mechanism for overcoming both of these problems — applying a Prolog-like narrowing mechanism to intervals — was first suggested by Cleary [Cleary 1987]. These ideas were first fully implemented at Bell-Northern Research (BNR) in BNR Prolog in 1987 [BNR Prolog 1988] and have been successfully applied to problems far more complex than those described in [Cleary 1987]. Although similar in intent, Cleary's mechanism differs substantially from other constraint logic programming languages such as CLP(R) [Jaffar and Michaylov 1987] and Prolog-III [Colmerauer 1990] in that it is not based on term-rewriting or symbolic equation solving techniques. In many respects the interval constraint system of BNR Prolog most closely resembles CHIP [Dincbas, Simonis and Van Hentenryck 1990] in that it is not based on term-rewriting or symbolic equation solving techniques. In many respects the interval constraint system of BNR Prolog most closely resembles CHIP [Dincbas, Simonis and Van Hentenryck 1990] in that it is not based on term-rewriting or symbolic equation solving techniques. In many respects the interval constraint system of BNR Prolog most closely resembles CHIP [Dincbas, Simonis and Van Hentenryck 1990] in that it is not based on term-rewriting or symbolic equation solving techniques.

A general description of the technique of relational interval arithmetic and its abstract semantics is given in [Older and Vellino 1993]. Briefly, the description of the problem given by the user is compiled into a constraint network whose nodes are instances of the primitive relations supported by the system. The variables of the problem are associated with a set (regarded as a state) determined by their upper and lower bounds; the states are partially ordered by set inclusion. The constraint network then defines an operator on states which is monotone and contracting with respect to the partial order on states, and which is also idempotent and correct. Correctness here means that no valid solution (e.g., in the theoretical real numbers) is ever eliminated during contraction; as a consequence of correctness the separation of multiple solutions must involve a mechanism such as backtracking or or-parallelism. This technique, since it works by removing non-solutions, can be regarded as a model elimination proof procedure, and this gives it quite different characteristics from constructivist exact arithmetic systems.

As shown in [Benhamou and Older 1992], a major advantage of this approach is that it provides a uniform treatment of a wide range of problems usually treated by very different methods. CLP(BNR) currently deals with boolean variables, the natural numbers, and the reals, and supports a large number of primitive relations. Because they share the same fundamental framework, it is possible to mix all three types of variables in a single problem. In the reals, it can deal with general non-linear functions, transcendental functions, and non-continuous functions on the same footing.
Because the underlying representation is based on intervals, this technique can also deal directly with the low-precision data and tolerance limits characteristic of most real-world applications. It is also for this reason an ideal tool for doing sensitivity analysis on complex models.

This paper is concerned solely with describing the user's view (and programming model) of CLP(BNR) by means of examples.

2 CLP(BNR)

CLP(BNR) is a sublanguage of BNR-Prolog for dealing with relations over the booleans, naturals, and reals. Because it is a separate sub-language, with its own notion of equality (==), it does not alter the usual syntactic meaning of Prolog unification (=). The two systems are closely coupled: both are relational, they share the notion of failure and backtracking, and bindings made by either system are visible in both. Prolog serves as a meta-language for CLP(BNR); in particular, since programming can be done in Prolog there is no need for programming constructs in CLP(BNR) proper.

The variables which are shared between the two systems are called intervals. An interval is a logic variable which has been constrained to only take numeric values (either integer or real) and is possibly further constrained to lie in a (closed) interval of the real line with (floating-point expressible) bounds. An interval can be created using syntax of the form:

\[ V:real(LB,UB) \quad V:integer(LB,UB) \quad V:boolean \]

where LB and UB are either expressions which evaluate to numeric values or they are unbound variables, representing ±∞. Arithmetic relations on intervals, i.e., constraints, will either fail (in the usual Prolog sense), or will succeed, in which case the bounds of the intervals may have been changed (narrowed).

The following simple queries should give some feel for the CLP(BNR) system. (CLP(BNR) generally employs familiar syntax for arithmetic relations and functions, but details can be found in the Appendix.)

Establishing a constraint propagates information from the known to the less known

?- X:real(1,3), Y**2==X.
   ==> X : real(1.0, 3.0),
       Y : real(-1.73205080766888, 1.73205080756888)

Here is the same relation with both integer arguments; note that X becomes bound:

?- X:integer(1,3), Y:integer, Y**2==X.
   ==> X : 1
       Y : integer(-1, 1)

If Y is constrained to be positive, then Y also becomes bound to its unique answer:

?- X:integer(1,3), Y:integer, Y**2==X, Y>0.
   ==> X : 1
       Y : 1

Similar rules apply to general boolean relations:

?- B:boolean, 1 == B and (C or ~D) .
   ==> B : 1
       C : boolean
       D : boolean

?- B:boolean, 1 == B and (C or ~D), 0 == B and C .
   ==> B : 1
       C : 0

In some cases where an equation has a unique solution, equation solving is automatic:
Here is a more interesting example, but with non-linear (including transcendental) equation solving:

?- [X,Y]:real, X > 0, Y >= 0, tan(X) == Y, X**2 + Y**2 == 5.
   %
   ==> X: real(1.09666812870547, 1.09666812870547)
   Y: real(1.94867108960995, 1.94867108960995)

Note that although the upper and lower bounds in these answers print the same at this printing precision, the internal binary forms must differ by at least one bit in the last place, or else the variables would have been bound to the exact answer.

For more complex problems, which may have multiple solutions, there is a "solve" predicate which separates the solutions (by backtracking) and forces convergence. For example, for polynomial root finding:

?- X:real(0, 1), 0 == 35*X**256 - 14*X**17 + X, solve(X).
   %
   ==> X: 0.0 % 1st sol.
   ==> X: real(0.847943660827315, 0.847943660827315) % 2nd sol.
   ==> X: real(0.995842494200498, 0.995842494200498) % last sol.

Similarly, for a pair of simultaneous non-linear equations:

?- [X,Y]:real, X**3 + Y**3 == 2*X*Y, X**2 + Y**2 == 1, X >= 0, solve(X).
   %
   ==> X: real(0.391018886096038, 0.391085781049752)
   Y: real(-0.920382654506382, -0.92035423172858)

The examples have all been pure CLP(BNR) problems. The next few examples use a mixture of Prolog and CLP(BNR), although they can, if one chooses, equally well be regarded as programming in CLP(BNR).

3 Scheduling

The following example of a critical path algorithm computes a minimal completion time for a collection of activities with precedence relations. First we create a "language" for describing precedence relations between activities:

```
?- [X,Y]:real, 1 == X + 2*Y, Y - 3*X == 0. % pair of linear eqns.
   %
   ==> X : real(0.142857142857143, 0.142857142857143)
   Y : real(0.428571428571429, 0.428571428571429)
```

A particular scheduling problem can then be easily formulated, e.g.:
project( Start, Finish, [A,B,C,D,E,F,G]):-
activity(a,10,A), Start before A,
activity(b,20,B), Start before B,
activity(c,30,C), Start before C,
activity(d,18,D), A before D, B before D,
activity(e,8,E), B before E, C before E,
activity(f,3,F), D before F,
activity(g,4,G), F before G,
G before Finish.

The actual computation of the shortest completion time and the start and finish windows for each task
is then done by:
?- activity(start,0,S), activity(end,0,E), project(S,E,List),
   lower_bound(E).

3.1 Disjunctive Scheduling (Resource Limits)

Boolean constraints in BNR Prolog can be used not just for expressing pure boolean constraint problems (e.g.
digital circuits), but are also useful in mixed computations, such as for disjunctive scheduling problems. For
example, suppose that $S$ is the start and $D$ the duration of the task $T$. Now suppose that $T_1$ and $T_2$ (beginning
at $S_1$, $S_2$ and of duration $D_1$, $D_2$ respectively), which are subject to precedence constraints, share the same
resource and cannot execute concurrently (i.e. must be scheduled disjunctively). This constraint could be
expressed by the formula:

$$(S_1 + D_1 <= B_2) \text{xor} (B_2 + D_2 <= B_1) = 1$$

where the $\text{xor}$ constraint expresses the fact that the constraints are exclusive.

This way of expressing the problem provides an efficient alternative to the standard Prolog way of
expressing disjunctive constraints by introducing a choicepoint. It can be applied effectively to solve
scheduling problems with mutually exclusive resource allocation such as the bridge problem described in
[Van Hentenryck 1989]. The CLP(BNR) program for this problem, which involves forty-six tasks and more
than six hundred constraints, is described in detail in the appendix to [Benhamou and Older 1992].

4 Magic Series

Mixed boolean and integer constraints can be used to solve puzzles like the magic series [Colmerauer 1990,
Van Hentenryck 1989]. The problem here is to find a sequence of non-negative integers $(x_0,...,x_{n-1})$ such
that, for every $i$ in $\{0,...,n-1\}$, $x_i$ is the number of occurrences of the integer $i$ in the sequence. In other
words, for every $i \in \{0,...,n-1\}$

$$x_i = \sum_{j=0}^{n-1} (x_j = i),$$

where the value of $(x = y)$ is 1 if $(x = y)$ is true and 0 if $(x \neq y)$ is true. Moreover, it can be shown that the
two following properties are true.

$$\sum_{i=0}^{n-1} x_i = n, \sum_{i=0}^{n-1} ix_i = n$$

The BNR Prolog program that expresses these constraints is as follows:

magic(N,L) :-
length(L,N),
L : integral(0,_,)
constraints(L,L,0,N,N),
5 Non-Linear Continuous Constraints

This example is adapted from [Hong 1993] and serves to illustrate the application of interval arithmetic to continuous non-linear problems. (This case is equivalent to a pair of fourth degree polynomial inequalities.) This problem involves hitting a bird of known size and trajectory with a stone which has a fixed initial velocity and can only be launched at certain discrete instants. The problem is then to choose which instant and what elevation to use. The problem illustrates the logical nature of interval arithmetic, which makes it very natural in the context of Prolog.

The bird is modeled as a horizontal line segment of length L. The point \((X_0, Y_0)\) is the bird initially and is located at \((0, H)\).

\[
bird\text{\_init}(X_0, Y_0, H, L) :\text{- } X_0 \geq 0, X_0 < L, Y = H.
\]

The bird moves horizontally to the right with speed \(U\) and \((D_x, D_y)\) is the displacement of the bird at time \(T\).

\[
bird\text{\_displacement}(T, D_x, D_y, U) :\text{- } D_x = U \cdot T, D_y = 0.
\]

Then \((X, Y)\), the location of the bird at time \(T\), is given by:

\[
bird(T, X, Y, H, L, U) :\text{- } [D_x, D_y] : \text{real},
\]

\[
bird\text{\_displacement}(T, D_x, D_y, U),
\]

\[
bird\text{\_init}(X - D_x, Y - D_y, H, L).
\]

The projectile is modeled as a point; the (first) stone is initially located at \((0.0, 0.0, 0.0)\)

\[
stone\text{\_init}(X, Y) :\text{- } X = 0.0, Y = 0.0.
\]

Note that the constants are not moved into the head of the clause; this will enable us to call \text{stone\_init} with expressions for arguments later. (An expression, of course, will not generally unify with the constant 0.0.)

Stones are shot with initial velocity \((V_x, V_y)\). The gravitational acceleration on earth is taken as \(-9.8 \text{m/} \text{sec}^2\), although an interval would be better. Let \((D_x, D_y)\) be the displacement of the first stone at time \(T\). Then the simplest formulation for the projectile motion is:
stone_displacement(T, Dx, Dy, Vx, Vy):-
  G is 9.8,
  Dx == Vx*T,
  Dy == Vy*T - 0.5*G*T**2 .

Then let (X, Y) be the position of a stone at time T:

stone(T, X, Y, Vx, Vy):-
  [Dx, Dy]::real,
  stone_displacement(T, Dx, Dy, Vx, Vy),
  stone_init(X-Dx, Y-Dy).

Stones are shot at time intervals of Dt; now let (X, Y) be the N-th stone at time T.

stone_N-th(T, X, Y, Vx, Vy, Dt, N):- stone(T-Dt*(N-1), X, Y, Vx, Vy).

The main procedure declares the basic variables and sets up the remaining constraints. The speed of shooting V is defined by V**2 == Vx**2 + Vy**2; S is the slope of the initial stone trajectory and is restricted to be less than 1 (i.e. 45 degrees). Note that the last two calls equate the position of the bird and the position of the stone at the same time, i.e., the stone hits the bird.

hit(H, L, U, V, S, Dt, N, T, X, Y, Vx, Vy, Vx, Vy):-
  N:integer, % shot number
  Dt:real, % time between shots
  H:real, % height of bird
  L:real, % length of bird
  U:real, % x-velocity of bird
  V:real, % initial speed of stone
  S:real, % angle of stone trajectory when fired
  T:real, % time of hit
  [X, Y]:real, % position of stone
  [Vx, Vy]:real, % initial velocity of stone
  V**2 == Vx**2 + Vy**2, % magnitude of velocity is speed
  Vx >=0, Vy>=0, % only fire up and to right
  Vy == S*Vx, % slope restriction
  S >0, S<=1.0,
  T>0, % only consider positive times
  X>0, Y>=0, % and positions
  bird(T, X, Y, H, L, U), % location of bird is same as
  stone_N-th(T, X, Y, Vx, Vy, Dt, N). % location of stone

This initial formulation can now be run with specific data (bird 20 units high, second shot, etc.):

?-hit(20.0, 0.2, 10.0, 30.0, S, 2.0, 2, T, X, Y, Vx, Vy).

The answer (although a somewhat imprecise one) given by narrowing alone is then:

S : real(0.151327378188617, 1.0)
T : real(3.01669538493581, 7.4455056410137)
X : real(30.1518445255967, 75.954267723962)
Y : real(20.0, 20.0)
Vx : real(5.53437068774039, 29.6622317367272)
Vy : real(4.59701024856432, 29.5097324297734)

The large size of these intervals can be reduced by several methods; the easiest method is to use solve on one of the variables:
This yields the much narrower answer:

\[
\begin{align*}
S & : \text{real}(0.878650132936296, 0.943989215521237) \\
T & : \text{real}(3.63774669050188, 3.6737388991241) \\
X & : \text{real}(36.3774689050188, 36.9373889991241) \\
Y & : \text{real}(20.0, 20.0) \\
Vx & : \text{real}(21.8153513340085, 22.5364861715658) \\
Vy & : \text{real}(19.8016865705633, 20.5934563921109)
\end{align*}
\]

The size of the intervals is now determined mainly by the size of the bird. If the bird length is reduced to a point, these intervals also become near points, with the residual intervals reflecting round-off errors.

Another approach which is sometimes very useful is to add a redundant constraint

\[0 \leq Vy - G \times T\]

to the predicate \texttt{stone.displacement}. Although this merely expresses the fact that the stone's trajectory is everywhere lower than its highest point, even without solve it yields the answer:

\[
\begin{align*}
S & : \text{real}(0.878438127193421, 1.0) \\
T & : \text{real}(3.59504189240291, 4.0617518222815) \\
X & : \text{real}(35.9504189240291, 40.8175362967534) \\
Y & : \text{real}(20.0, 20.0) \\
Vx & : \text{real}(19.7989898732233, 22.5388553391693) \\
Vy & : \text{real}(19.7989898732233, 22.5388553391693)
\end{align*}
\]

Finally, if we replace the formula

\[Dy== V_y \times T - 0.5 \times G \times T^2\]

in \texttt{stone.displacement} by the mathematically equivalent expression (formed by “completing the square”)

\[Dy== \frac{(V_y \times V_y)}{2 \times G} - \left(\frac{G}{2}\right) \times \left(T - \frac{V_y}{G}\right)^2\]

we get — without solve — the answer:

\[
\begin{align*}
S & : \text{real}(0.895608876389984, 0.924134061383734) \\
T & : \text{real}(3.60762768765977, 3.7015123584053) \\
X & : \text{real}(36.0436531011464, 37.2740024982711) \\
Y & : \text{real}(20.0, 20.0) \\
Vx & : \text{real}(22.0296057795281, 22.352752887286) \\
Vy & : \text{real}(20.0297702035754, 20.3540924671305)
\end{align*}
\]

Other questions, such as finding the solution(s) when the number of the stone is unknown, can also be easily formulated, e.g.:

\[?- \text{N:integer}(1,10), \text{hit}(20.0,0.2,10.0,30.0,S,2.0,N,T,X,Y,Vx,Vy), \text{enumerate}([N]).\]

Note that this problem involves both continuous and discrete variables.
6 Concluding Remarks

In problems involving pure integer and pure boolean constraints we have been able to compare the performance of the initial version of CLP(BNR) with other constraint systems specialized for these domains. The performance of CLP(BNR) appears to be roughly comparable to other systems (within a small linear factor) in most cases so far examined. The major exception is problems consisting mainly of not-equal relations, for which interval representations are not well suited.

One of the advantages of this approach is that the uniform semantics makes it easy to handle cases involving a mixture of integers, booleans, and reals in the same problem. We have found that in many cases, such as disjunctive scheduling as discussed above, the use of mixed type interval formulations leads to significant performance improvements over previously available techniques, yet also simplifies the problem formulation.

One area of our ongoing research is that of continuous, non-linear constrained optimization problems, where this technology looks very promising. In marked contrast to conventional approaches, a useable general algorithm for this class of problems in BNR Prolog is a succinct direct encoding of the classical mathematical theory of such problems, and its execution provides in principle a formal proof of optimality as well as a numerical solution.

The application of this technology to really complex problems is not always straightforward, because different formulations of the same problem can sometimes have quite different performance characteristics. Finding "good" formulations is therefore still a process of discovery, guided by experience, intuition, and a handful of basic principles, such as the deferring of choices, the first fail principle, and the controlled use of redundancy. Once found, however, such formulations are usually transparently clear (but possibly subtle) statements of the problem.
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Appendix

Table 1: Declarations and Definitions

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X: Type(LB, UB)</td>
<td>declaration</td>
<td>constrains logic variable(s) X to be of specified type and range</td>
</tr>
<tr>
<td>X is Y</td>
<td>definition</td>
<td>variable X takes the type of expression Y</td>
</tr>
<tr>
<td>X := Y</td>
<td>definition</td>
<td>same as is but only does interval arithmetic</td>
</tr>
</tbody>
</table>

Table 2: First-Order Relations

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X == Y</td>
<td>arithmetic equality</td>
<td>X and Y constrained to be equal</td>
</tr>
<tr>
<td>X &lt;= Y</td>
<td>less than or equal</td>
<td>X is constrained to be less than or equal to Y</td>
</tr>
<tr>
<td>X &gt;= Y</td>
<td>greater than or equal</td>
<td>X is constrained to be greater than or equal to Y</td>
</tr>
<tr>
<td>X &lt; Y</td>
<td>strict less than</td>
<td>(may be unsound on real intervals)</td>
</tr>
<tr>
<td>X &gt; Y</td>
<td>strict greater than</td>
<td>(may be unsound on real intervals)</td>
</tr>
<tr>
<td>X &lt;&gt; Y</td>
<td>dif, inequality</td>
<td>X and Y (both integer) are constrained to be distinct</td>
</tr>
</tbody>
</table>

Table 3: Second-Order Relations

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>X &lt;= Y</td>
<td>inclusion</td>
<td>X is constrained to be a subinterval of Y</td>
</tr>
<tr>
<td>X</td>
<td>= Y</td>
<td>start together</td>
</tr>
<tr>
<td>X =</td>
<td>Y</td>
<td>end together</td>
</tr>
</tbody>
</table>

Table 4: Dyadic

<table>
<thead>
<tr>
<th>Operation</th>
<th>Type Signature</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z := X + Y</td>
<td>I := I + I or R := R + R</td>
<td></td>
</tr>
<tr>
<td>Z := X - Y</td>
<td>I := I - I or R := R - R</td>
<td></td>
</tr>
<tr>
<td>Z := X * Y</td>
<td>I := I * I or R := R * R</td>
<td></td>
</tr>
<tr>
<td>Z := X / Y</td>
<td>R := I / I or R := R / R</td>
<td>Y=0, X&lt;&gt;0 automatically excluded</td>
</tr>
<tr>
<td>Z := min(X,Y)</td>
<td>I := min(I, I) or R := min(R, R)</td>
<td></td>
</tr>
<tr>
<td>Z := max(X,Y)</td>
<td>I := max(I, I) or R := max(R, R)</td>
<td></td>
</tr>
<tr>
<td>Z := (X ; Y)</td>
<td>I := (I ; I) or R := (R ; R)</td>
<td>(means Z=X or Z=Y)</td>
</tr>
</tbody>
</table>

Table 5: Monadic
<table>
<thead>
<tr>
<th>Operation</th>
<th>Type Signature</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z := x * y</td>
<td>I := I * I ; R := R * I</td>
<td></td>
</tr>
<tr>
<td>Z := -x</td>
<td>Y := -Y ; R := -R</td>
<td></td>
</tr>
<tr>
<td>Z := abs(x)</td>
<td>X := abs(I) ; R := abs(R)</td>
<td>Z &gt;= 0</td>
</tr>
<tr>
<td>Z := sqrt(x)</td>
<td>R := sqrt(R)</td>
<td>Z &gt;= 0, I &gt;= 0</td>
</tr>
<tr>
<td>Z := exp(x)</td>
<td>R := exp(R)</td>
<td>Z &gt; 0</td>
</tr>
<tr>
<td>Z := ln(x)</td>
<td>R := ln(R)</td>
<td>X &gt; 0</td>
</tr>
<tr>
<td>Z := sin(x)</td>
<td>R := sin(R)</td>
<td>-1 &lt;= Z &lt;= 1</td>
</tr>
<tr>
<td>Z := asin(x)</td>
<td>R := asin(R)</td>
<td>-1 &lt;= X &lt;= 1, -pi/2 &lt;= Z &lt;= pi/2</td>
</tr>
<tr>
<td>Z := cos(x)</td>
<td>R := cos(R)</td>
<td>-1 &lt;= Z &lt;= 1</td>
</tr>
<tr>
<td>Z := acos(x)</td>
<td>R := acos(R)</td>
<td>-1 &lt;= X &lt;= 1, -pi/2 &lt;= Z &lt;= pi/2</td>
</tr>
<tr>
<td>Z := tan(x)</td>
<td>R := tan(R)</td>
<td>-1 &lt;= Z &lt;= 1</td>
</tr>
<tr>
<td>Z := atan(x)</td>
<td>R := atan(R)</td>
<td>-1 &lt;= X &lt;= 1, -pi/2 &lt;= Z &lt;= pi/2</td>
</tr>
</tbody>
</table>

Table 6: Boolean

<table>
<thead>
<tr>
<th>Operation</th>
<th>Type Signature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z := x and y</td>
<td>B := B and B (and)</td>
</tr>
<tr>
<td>Z := x nand y</td>
<td>B := B nand B</td>
</tr>
<tr>
<td>Z := x or y</td>
<td>B := B or B (inclusive or)</td>
</tr>
<tr>
<td>Z := x nor y</td>
<td>B := B nor B</td>
</tr>
<tr>
<td>Z := x xor y</td>
<td>B := B xor B (exclusive or)</td>
</tr>
<tr>
<td>Z := x</td>
<td>B := B (boolean negation)</td>
</tr>
</tbody>
</table>

Table 7: Mixed

<table>
<thead>
<tr>
<th>Operation</th>
<th>Type Signature</th>
<th>Restrictions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z := (x = y)</td>
<td>B := (R = R)</td>
<td>test/impose equality</td>
</tr>
<tr>
<td>Z := (x &gt; y)</td>
<td>B := (R &gt; R)</td>
<td>equiv. Z := (x = y)</td>
</tr>
<tr>
<td>Z := (x &lt; y)</td>
<td>B := (R &lt; R)</td>
<td>test/impose inequality</td>
</tr>
<tr>
<td>Z := (x &gt; y)</td>
<td>B := (R &gt; R)</td>
<td>equiv. Z := (x = y)</td>
</tr>
<tr>
<td>Z := (x &gt; y)</td>
<td>B := (R &gt; R)</td>
<td>equiv. Z := (x &lt; y)</td>
</tr>
<tr>
<td>Z := (x &lt; y)</td>
<td>B := (R &lt; R)</td>
<td>equiv. Z := (x &gt; y)</td>
</tr>
</tbody>
</table>

Table 8: Miscellaneous

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Semantics</th>
</tr>
</thead>
<tbody>
<tr>
<td>lower_bound(x)</td>
<td>interval X is narrowed to its lower bound</td>
</tr>
<tr>
<td>upper_bound(x)</td>
<td>interval X is narrowed to its upper bound</td>
</tr>
</tbody>
</table>

Table 9: Pseudo-functions on intervals

<table>
<thead>
<tr>
<th>Syntax</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>midpoint(x)</td>
<td>returns midpoint of an interval, i.e. (UB - LB)/2</td>
</tr>
<tr>
<td>median(x)</td>
<td>returns a point in an interval (suitable for splitting)</td>
</tr>
<tr>
<td>delta(x)</td>
<td>returns the width of an interval (i.e. UB - LB)</td>
</tr>
<tr>
<td>Predicate</td>
<td>Description</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-----------------------------------------------------------------------------</td>
</tr>
<tr>
<td><code>interval(I)</code></td>
<td>true if variable ( I ) is an interval, fails otherwise.</td>
</tr>
<tr>
<td><code>domain(I, Type(L,U))</code></td>
<td>get the type and bounds of interval ( I ), fails otherwise.</td>
</tr>
<tr>
<td><code>range(X, [L,U])</code></td>
<td>queries the lower and upper bounds of an interval or numeric.</td>
</tr>
<tr>
<td><code>enumerate(IntervalList)</code></td>
<td>systematic enumeration of a list of intervals (usually used on integer and boolean intervals).</td>
</tr>
<tr>
<td><code>firstfail(IntegerIntervalList)</code></td>
<td>systematic enumeration of a list of integer intervals in dynamic order of size.</td>
</tr>
<tr>
<td><code>solve(X, N, Eps)</code></td>
<td>a nondeterministic subdivision algorithm for real intervals which stops after ( N ) levels or when ( \text{delta}(I) ) becomes less than ( Eps \cdot \text{initial delta}(I) ). ( I ) may also be a list of intervals.</td>
</tr>
<tr>
<td><code>solve(X)</code></td>
<td>the same as <code>solve(X,6,0.0001)</code>. Produces a maximum of ( 2^{6} ) answers) (Note 3)</td>
</tr>
<tr>
<td><code>presolve(X)</code></td>
<td>an intelligent solve for use with complex problems with many variables</td>
</tr>
<tr>
<td><code>absolve(X, N)</code></td>
<td>deterministic predicate to trim the ends of interval ( X ) to make it as small as possible. ( N ) is a small integer (( i \leq 32 )) which controls the relative precision. ( X ) may be a list of intervals.</td>
</tr>
<tr>
<td><code>absolve(X)</code></td>
<td>same as <code>absolve(X,14)</code></td>
</tr>
<tr>
<td><code>degrees_of.freedom(X,E,R,I,D)</code></td>
<td>returns the number of equations ( E ), continuous variables ( R ), inequalities ( I ), and discrete (integer or boolean) variables ( D ) in the constraint network attached to interval ( X ).</td>
</tr>
<tr>
<td><code>constraint_network(X, N where S)</code></td>
<td>returns a description of the network attached to interval ( X ) and its current state.</td>
</tr>
</tbody>
</table>
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Abstract

Constraints play a central role in the analysis and planning of robot motion. We suggest that constraints form an appropriate language with which to program robot motion as well and describe the Least Constraint framework.

1 Introduction

Robot programming has largely been based on specifying motions in terms of trajectories in a configuration space or a state space. For example, motions of industrial robot manipulators are usually specified in terms of the trajectory of the hand.

Such specifications are simple and intuitive and adequate for some applications. But their deficiencies are increasingly apparent. For example, consider the problem of programming a human-like robot to walk dynamically in three dimensions [Pai90]. The robot has a large number of joints which have to be used to achieve a desired motion of the body. One approach to programming such a task is to pick some periodic trajectory for the joints, and attempt to track it. However, it is not clear that this is the natural characterization of the task.

Some important issues:

- How to specify trajectories for high degree of freedom (also called "redundant") robots? Such robots are increasingly common since they improve versatility and fault tolerance.
  
  Most natural specifications for these robots will only partially constrain the motion. There has been considerable research into "redundancy resolution", i.e., the generation of unique trajectories from partial specifications by the introduction of other criteria such as singularity avoidance (e.g., [HS85]). But the problem of "redundancy maintenance," i.e., accepting and maintaining partial specifications remains.

- How should a trajectory specification deal with objects in the robot's environment? It was quickly realized that in order to perform interesting tasks, a robot has to interact with its environment — to avoid some objects (obstacles) [LP81] and to manipulate others [MS85]. A motion specification should account for the geometric constraints imposed by the objects. This problem has usually been solved by using a separate motion planner which generates a safe trajectory for a low-level trajectory executor. However since the motion constraints are not known at run-time, the executor cannot safely alter the planned trajectory in response to sensed events.

- How to combine motions at run-time? The motion planning task is often divided among different modules whose outputs are combined to produce the actual motion. Since trajectory specifications are entirely procedural most researchers have used mutual exclusion to arbitrate among the modules, leading to run-time behavior that is difficult to anticipate.

*Supported in part by NSERC and the Institute for Robotics and Intelligent Systems. Support for this work at Cornell University was provided in part by ONR Grant N00014-88K-0591, ONR Grant N00014-89J-1946
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Returning to our example of the human-like walking machine, we would instead like to program such machines incrementally, by specifying assertions about its behavior. We can specify several requirements for walking: for instance, (i) the foot should clear the ground during the swing phase of the leg, (ii) the swing foot should be moved to a location suitable for dynamic balance by foot placement, and so on. The machine is controlled to satisfy these requirements at run-time.

It may turn out that the initial requirements were inadequate — for example, one may find that there is nothing to prevent knee flexion from becoming so large that walking is impossible. In this case one would like to modify the existing program by merely adding new assertions: for example, by adding the assertion that the pelvis should be above a certain height. This is not possible in current robot programming languages.

The Least Constraint (LC) framework was designed to address these problems [Pai89, Pai91]. It has been successfully used to program dynamic walking in a simulated human-like biped and will be used to program a new class of high degree of freedom robots that are under construction in our lab.

2 Constraints in Robotics

2.1 Robot domains: configuration space, task space

The behavior of robots is usually described in two types of spaces:

A configuration space of the robot is a space whose points uniquely describe all possible positions and orientations of every part of the robot. It is usually understood that the dimension the configuration space is the minimum required. Otherwise, it can be called a descriptor space.

The desired behavior, on the other hand, may be more conveniently expressed in other spaces called task spaces. For example, the position and orientation of the gripper of a robot is a task space used by most industrial robot programming languages.

The configuration and task spaces are usually differentiable manifolds, but not necessarily covered by a single chart. The space of rigid body rotations, $SO(3)$, is a common example.

Typical spaces include:

- Joint space: the configuration space of a chain of rigid bodies with one degree of freedom joints. Most industrial robots are of this type. A robot with $r$ revolute joints and $p$ prismatic joints has a joint space $\mathbb{T}^r \times \mathbb{R}^p$.

- The space of rigid motions: In three dimensions, this is the manifold of the Special Euclidean group, $SE(3) \equiv \mathbb{R}^3 \times SO(3)$. In two dimensions, this is $SE(2) \equiv \mathbb{R}^2 \times S^1$. The desired configuration of an object manipulated by the robot or of a link of the robot could be expressed in this space.

2.2 Geometric Constraints

Interaction between a robot and solid objects in its environment impose a natural set of constraints on its motion and have been extensively studied in motion planning (see e.g., [Yap87, Lat91]). The solid objects are usually modeled in world coordinates and can be transformed into configuration space (see [LP83, Don87, Lat91]).

For example, consider the configuration space of a mobile robot modeled as a rectangle free to move in the plane; its configuration space $C$ is $\mathbb{R}^2 \times S^1$ with coordinates $x$ for $\mathbb{R}^2$ and $\theta$ for $S^1$. A configuration space obstacle $CO_jk$ due to a convex subset $A_j$ of the robot interacting with a convex subset $B_k$ of the obstacle can be defined by a family of constraints [LP83, Don88],

$$C^{jk}_i := (\theta \in A_i) \rightarrow (f_i(x, \theta) \leq 0).$$

(1)

Here $f_i : C \rightarrow \mathbb{R}$ with positive $f_i$ corresponding to free space. $A_i$ is the applicability set, which in this case is of the form

$$(\theta \leq \theta_{\text{max},i}) \land (\theta_{\text{min},i} \leq \theta).$$

(2)

The configuration space obstacle is given by

$$\bigwedge_{i \in \text{family}(A_j, B_k)} C^{jk}_i.$$  

(3)
In the general case when the robot $A$ and obstacles $B$ are non-convex, they can be decomposed into (possibly overlapping) convex polygons $A_j$ and $B_k$, so the general form of the free configuration space around the obstacle is

$$
\mathcal{C} = \bigvee_{j,k \in \text{family}(A_j,B_k)} C_j^k \setminus \bigwedge_{j,k \in \text{family}(A_j,B_k)} C_j^k.
$$

2.3 Motion constraints

The physics of the robot and its interaction with the world imposes additional constraints on its motion. The exact constraints depend on our model of the robot and its world. Modeling remains a task involving engineering judgement regarding the significant physics. It is important to note that unlike the geometric constraints above these are differential-algebraic constraints.

The following are constraints resulting from some commonly useful models.

2.3.1 Differential kinematic constraints

Simple examples of such constraints are bounds due to actuator limits or safety considerations of the form

$$
\dot{q}_{\text{min}} \leq \dot{q} \leq \dot{q}_{\text{max}},
$$

$$
\ddot{q}_{\text{min}} \leq \ddot{q} \leq \ddot{q}_{\text{max}}.
$$

More interesting constraints arise from motion involving rolling without slipping, such as in wheels and fingers. In the above example of the mobile robot with $x = (x, y)^T$, the constraint that the instantaneous motion of the center of a wheel is restricted to the plane of the wheel leads to a differential kinematic constraint

$$
\dot{x} \sin \theta - \dot{y} \cos \theta = 0.
$$

This constraint can be shown to be non-holonomic, i.e., it can not be integrated to produce a geometric constraint involving $x$, $y$, and $\theta$ only.

2.3.2 Dynamic constraints

The dynamics of the rigid bodies in the robot and the dynamics of the actuators can be significant for high performance robots. These lead to a system of highly non-linear, coupled differential equations which impose additional constraints. The formulation of these constraints for control and simulation has been extensively studied (see e.g. [FLS88]). These can be broadly classified as

- State space constraints: the equations of motion are formulated in terms of a minimal set of Lagrangian coordinates $q$, leading to a system of ordinary differential equations. For example if a robot is constructed as a chain of rigid bodies, the equations of motion are of the form

  $$
  \dot{q} = v, \quad M(q)v = \tau - f(q, v),
  $$

  where $M$ is a symmetric positive-definite inertia tensor and $\tau_i$ is the generalized force applied along $q_i$.

- Descriptor space constraints: the equations of motion are formulated in terms of a sufficient, but not necessarily minimal, set of coordinates, $x$. Additional constraints are imposed between the coordinates, leading to differential-algebraic equations of the form

  $$
  \dot{x} = v, \quad M(x)v = f(x, v) + G^T(x)\lambda \quad \text{and} \quad 0 = g(x),
  $$

  where $M$ is a (different) symmetric positive-definite inertia tensor, $G = [Dg]$, and $\lambda$ are Lagrange multipliers. A common example is to take the position and orientation of each rigid body as descriptors,
and introduce constraints for each joint of the robot. It is easier to formulate the dynamics of closed
kinematic chains using this approach. However, equations in descriptor form can be difficult to integrate
for high index problems [BCL89, AP91].

3 Least Constraint (LC)

3.1 Program constraints

While the system constraints above have been used in the analysis and planning of robot motion, user
specification of desired robot behavior has been in terms of either a trajectory of the robot or a goal state.
In the former case the motion is explicitly specified and the main focus has been on the control of the robot
to track this trajectory. In the latter case, the motion of the robot is implicitly specified and the focus has
been on motion planning, i.e. the construction of a trajectory which reaches the goal.

We believe that specifying robot motions with constraints is appropriate and natural in many situations.
A simple example is toleranced motion, in which we want to follow a trajectory but within a generous
tolerance of the nominal trajectory. Most robot motions are of this type. Another example is the idea of a
"funnel" [Mas85]. Here we only require that the robot lie in a set that contracts over time until a desired
set of configurations is attained.

3.2 LC

In the LC framework, motions are expressed by means of time- and state-dependent assertions [Pai91]. These
assertions are defined using inequality constraints which describe the set of allowed states as a function of
time. The constraints are solved at run time to produce a satisfying motion.

Since complex mechanical systems have large state spaces, it is not convenient or natural to express all
of the constraints in a single space. For instance, even the simple walking machine simulated in [Pai90]
has a 28-dimensional state space. For convenience of expression, users define derived variables in terms of
the basic (e.g., state) variables — an example of this is the definition of task and end-effector coordinates
for robot manipulators. LC generalizes such constructions to allow the creation of arbitrary, user definable
quantities which are natural to the tasks and the constraints being expressed. One can isolate small groups
of variables into domains on which to focus. For example, the foot collision constraints in the above walking
example are best expressed in a separate foot position domain.

In LC, users define a domain system, \( \{D^i : i \in I\} \), related by linking functions

\[ l_{ij} : D^i \rightarrow D^j, \quad (i, j) \in L \subset I \times I, \]

which satisfy the basic consistency condition that all diagrams of the following form commute.

```
D^k \xrightarrow{l_{kl}} \cdots \xrightarrow{l_{mj}} D^j
```

All domains \( D^i \) are connected to a basic domain \( D^0 \) by compositions of linking functions:

\[ D^0 \xrightarrow{l_{ij}} \cdots \xrightarrow{l_{ip}} D^i. \]

Briefly, the motivation for using domain systems is that they allow a constraint on a subdomain \( D^i \) to
be lifted to an equivalent constraint on the basic domain \( D^0 \) using compositions of linking functions. \( D^0 \) is
usually the configuration space or state space.

\(^1\)A notable exception is the potential field approach to obstacle avoidance [Kha86] which shares many features with LC. LC
generalizes obstacles to constraints in arbitrary domains. See [Pai91] for a discussion.
A motion specification in LC consists of a system of time-varying inequality constraints $C_\alpha, \alpha \in A,$ on the domains $D^i;$ here each constraint $C_\alpha$ is expressed by

$$C_\alpha := f_\alpha(x^i, \dot{x}^i, t) \leq 0,$$

where $f_\alpha : D^i \times TD^i \times \mathbb{R} \to \mathbb{R}$ is a smooth map and $x^i(t)$ denotes a time-dependent trajectory in $D^i.$ Such $C_\alpha$ and their conjunctions

$$C := \bigwedge_{\alpha} C_\alpha$$

are executable LC motion programs. The meaning of the constraint is that the robot is controlled to make the specified expressions $C_\alpha := f_\alpha(x, \dot{x}, t) \leq 0$ true at all times $t.$

### 3.3 Constraint Satisfaction

LC programs are executed by satisfying constraints at run-time. This produces a trajectory $x(t) \in D^0$ such that the derived constraints

$$\tilde{C}_\alpha := f_\alpha((l_{k1} \circ \cdots \circ l_{k0})(x(t)), t) \leq 0$$

obtained by lifting the original constraints using the linking maps are satisfied at all times $t.$ In LC, this is done at discrete time steps $t(n);$ at every time step $t(n),$ a feasible point $x(t(n))$ is produced, and is used to compute the control $u.$

Criteria for good constraint satisfaction algorithms for LC constraints are quite different than those encountered in other domains such as finite constraint satisfaction and large scale optimization. We first describe features of a suitable constraint satisfaction algorithm and then describe the constraint satisfaction algorithm we currently use.

- On-line constraint satisfaction. This is required since many of the constraints will only be known at run time.
- Any time solution [DB88]. The constraint satisfaction should be interruptible – if a feasible solution cannot be found in the allotted time an improved estimate should be returned.
- Exploit continuity. The constraints typically vary slowly relative to the rate at which they are satisfied. Since a similar problem was solved at the previous time step, a good starting guess is available.
- Exploit "large" feasible sets due to inequality constraints.

LC separates the specification of constraints and the techniques used for satisfying them. Different constraint satisfaction algorithms can be used. We first discretize the constraint function in time using numerical methods with good stability properties such as linear multistep methods or implicit Runge-Kutta methods [BCL89]. The step size $h > 0$ is taken to be the servo rate. For example, using the simple implicit backward-Euler scheme, the constraint

$$\dot{x} - \cos(\theta)v \leq 0$$

is discretized as

$$x(n) - x(n-1) - h \cos(\theta(n))u(n) \leq 0.$$

The discretization yields a set of algebraic constraints in $x(n)$ at time $t(n).$

Next, the inequalities are solved to produce a solution at $t(n).$ The solution is usually advanced a few time steps beyond the present time to produce a trajectory segment, combining simulation with trajectory generation. We currently use a conjugate direction method with a quadratic penalty function. We have also experimented with other methods such as relaxation methods [Pai97, Zha] and barrier methods. These methods are local and iterative. The locality is a limitation but makes the methods fast enough to be implementable in real time. The methods exploit knowledge of a good starting point for iteration. Since the feasible sets specified with inequality constraints are usually of non-zero measure and typically large, overrelaxation is used to speed convergence. The gradients are computed cheaply using automatic differentiation [PS93], which enables us to compute each update within only a small factor of the time to evaluate the constraint functions.
Finally, the satisfying trajectory segment is sent to a low-level tracking controller which drives the actuators.

The method is fast and effective in practice. We should point out that the numerical solution of non-linear systems is a delicate matter. There are several practical considerations such as pre-scaling of constraints, maintaining active constraints and selecting numerical tolerances that are important for implementing such constraint solvers.

4 Example: Mobile robots

Here we demonstrate the LC approach in programming the motion of a mobile robot. This work is part of the Dynamo mobile robotics project at UBC led by Mackworth and Pai. The Dynamo facility includes the Dynamite testbed consisting of radio controlled cars whose absolute position is sensed at video rates using off-board vision.

While mobile robots are relatively low degree of freedom machines, a collection of mobile robots may be viewed as a single high degree of freedom robot. The presence of non-holonomic constraints also adds to the difficulty of specifying the motion of a wheeled robot. These constraints do not lower the dimension of configuration space, but on the other hand, the user cannot specify an arbitrary trajectory to track. By specifying the desired motion weakly in terms of the constraints on the required motion, the constraints can be solved at run-time to produce a motion that satisfies the constraint.

The Dynamite mobile robots are front-wheel steered with a steering angle \( \phi \) and can be controlled by setting a throttle value and steering angle. We have implemented a low-level PI controller which servos the robot to track a specified speed \( v_d \) and turning radius \( \rho_d \). To a first approximation, the robot can be modeled as a kinematic machine, with two inputs \( v_d \) and \( \rho_d \). Experiments with programming these mobile robots with LC are in progress, but we describe a simple example here.

Following the notation in [Lat91] (see Figure 4), let the configuration space \( \mathcal{C} \) of the mobile robot be the space of displacements of a coordinate frame \((O_r, x_r, y_r)\) attached to robot. \( \mathcal{C} \) has coordinates \( x, y, \theta \). For simplicity, we take \( \theta \in \mathbb{R} \) so \( \mathcal{C} \) is a covering space of \( SE(2) \). Define the forward speed \( v = \dot{x} \cos(\theta) + \dot{y} \sin(\theta) \) and the turning radius \( \rho = \frac{v}{\dot{\theta}} \). Note that \( \rho \) is a signed quantity, with \( \rho > 0 \) corresponding to the center of rotation of the robot lying to the "left" of the robot, i.e., having \( y_r > 0 \). However, since \( \rho = \infty \) when the robot is moving along a straight line, we use the less natural but more convenient quantity \( \varsigma = \frac{1}{\rho} \).

The robot has the following constraints

**Motion constraints**

1. Rolling constraint:

\[
C_1 := \dot{x} \sin(\theta) - \dot{y} \cos(\theta) = 0
\]
2. Speed limit:

\[ C_2 := (v_{min} \leq v) \land (v \leq v_{max}) \]  \hspace{1cm} (15)

3. Steering limit:

\[ C_3 := (\kappa_{min} \leq \kappa) \land (\kappa \leq \kappa_{max}) \]  \hspace{1cm} (16)

Geometric constraints

4. Wall and obstacle constraints: The robot is in a convex, enclosed pen populated by other robots (see figure 2). The pen and the robots are well represented by convex polygons. Details of representing the free space of the robot among such obstacles can be found in [LP83, Don88, Can86]. Here only type-B contact between an edge of the pen and a vertex of the robot needs to be considered and each contact mode generates a constraint in the configuration space. Let an edge \( w \) be at a distance \( d_w \) along the unit normal to the edge \( (n_{w,x}, n_{w,y}) \) oriented in the direction of free space. Contact between the edge and the vertex \( u \) of the robot whose coordinates are \( (p_{u,x}, p_{u,y}) \) in the \( (O_x, x, y) \) frame generates the configuration space obstacle constraint (see Equation 1)

\[ C^w_u := (\theta \in A_{u,w}) \rightarrow ((x + p_{u,x} \cos \theta - p_{u,y} \sin \theta)n_{w,x} + (y + p_{u,x} \sin \theta + p_{u,y} \cos \theta)n_{w,y}) - d_w \leq 0 \]  \hspace{1cm} (17)

User constraint

5. Pusher: The task is to reach the "end zone" \( 0 \leq x \leq 25 \) at the left wall (see figure 2). This can be achieved by the constraint

\[ C_p := x - x_{w,max} + s t \leq 0 \]  \hspace{1cm} (18)

where \( s \) is the speed of the pusher and \( x_{w,max} \) is the \( x \)-coordinate of the right wall.

With more complicated obstacles, a motion planner can be used to process the constraints into a form suitable for LC. For example, Brooks [Bro83] describes a method for extracting a net of "freeways" which are generalized cylinders covering the free space of the robot. However instead of traveling along the spines of the cylinders as in [Bro83] we can use the freeways as constraints. The robot is pushed through a freeway by pusher constraint. The advantage of this approach is that additional constraints such as those due to unforeseen obstacles can be added run time.

5 Future Work

We are developing a new version of LC with a better software architecture, improved performance, and with additional capability to handle differential-algebraic constraints. This is required for new applications such as programming modular legged robots. The new implementation of LC in progress is designed to be efficient enough to run on a network of small embedded controllers.

In the long term, we are interested in the problem of verifying the correctness of LC programs for appropriate notions of correctness. This involves exact or approximate methods for detecting topological changes to the feasible set of system states and for estimating whether a connected component of the feasible set will collapse.
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Abstract

We report on the use of constraints to govern partial models of first-order logic. These models are constructed using systems of default rules, as in the default logic of Reiter, but where Reiter's rules build logical theories, our rules build models. Our approach takes advantage of domain-theoretic notions. A system of default rules is a straightforward generalization of Scott's notion of information system, already an important tool in understanding constraint programming.

We apply our theory to resolve an anomaly due to Poole on the meaning of defaults. Using finite default models, constraints, and a constructive, rule-based notion of conditional degree of belief, we give a probabilistic way of interpreting default statements.

1 Introduction

This paper is concerned with an application of constraint theory, information systems, and domain theory in artificial intelligence. Specifically, we are interested in finding a proper semantic setting for Reiter's original work on default logic [10]. We would like to report on a new solution to this problem, which we call default model theory. This theory comes in several flavors. In this paper, we show how to give default model semantics to first-order logic. Doing this crucially involves the notion of constraint as a kind of law that governs the behavior of partial models of first-order logic.

Etherington [4] gave the first model-theoretic semantics to Reiter's logic. This was a system based on sets of first-order models. Marek, Nerode, and Remmel [8], gave a semantics for nonmonotonic rule systems. They translated Reiter's default rules into finitary formulas of a certain special infinitary logic. Extensions - the central construct of Reiter's logic - are viewed as models for certain formulas encoding the existence of default derivations.

Our approach has certain commonalities with the Nerode, Marek, and Remmel theory, in that we view extensions model-theoretically. However, we use extensions as models for ordinary first-order logic, not the special logic used by Marek, Nerode and Remmel. It will also be clear that first-order logic is not the only possible logic for which default models could serve as a semantic space. But we concentrate on the first-order case, since that involves the use of constraints.

Our treatment also has the advantage that one can analyze default reasoning situations by working directly with models, as one does all the time in ordinary mathematical reasoning. This contrasts with the approaches of MNR and Etherington, where in the first case, the logic describes a proof theory, and in the second, where one works with models of first order models as models for default logic. We hold the thesis that Reiter's default systems should be regarded, not as proof rules, but as algorithms for the direct construction of partial models for some appropriate logic. This is a simple and radical reconstruction of default reasoning. To give it a proper explication, though, we use domain-theoretic tools - information systems and Scott domains, in particular, since in our view default reasoning is about what happens when information necessary to resolve a question is lacking. No one to date (including us) has attempted to use the full power of domain theory to attack such questions.

As we have stated, we want our models to be governed by constraints, which in our setting are thought of as laws which govern the behavior of partial models, but which are in the background. This is an idea taken from situation

---
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theory; see Barwise's book [2], but it is very much akin to the notion of constraint in CLP. We encode a constraint theory into the monotonic forcing relation $\vdash$ of a Scott information system appropriate for a first-order logic semantics.

How to accomplish this encoding is not absolutely clear. One possibility is to use a generalization of information systems themselves, due to Saraswat et al. [11], to the first-order case. We have determined, however, that such a move is unnecessary. We represent constraint theories as a special case of ordinary monotonic information systems.

The next problem is how to add a non-monotonic component to information systems. This we have done by simply adding default forcing rules to Scott’s systems. We prove in the full paper that this a natural move, not an ad hoc one, by the use that (normal) default information systems characterize an abstract domain-theoretic concept: the idea of a normal covering relation on a Scott domain. This result generalizes Scott’s own characterization of domains via information systems.

A final problem is how to use the domains we generate as models for first-order logic itself, and specifically, how to interpret negation. We have chosen a restricted, positive version of first-order logic, which only allows negation on atomic formulas. Then we introduce a notion $\vdash$ of non-monotonic consequence between sentences of first-order logic, as in Kraus, Lehmann, and Magidor [6]. We say that in a default model structure, one sentence non-monotonically entails a second if the second holds in all extensions of “small” partial models of the first. Here “smallness” is interpreted with respect to the natural partial order associated with a Scott domain.

We then turn to the construction of probabilities using finite models. Finite default models are of course a special case of our theory. We can generalize the usual finite model theory to partial models, and can use default rules to assign probabilities to statements in FOL, representing an agent’s degree of belief in certain situations obtaining. This gives a way of thinking about the usual “birds normally fly” as a probabilistic statement. We illustrate this method in the resolution of an anomaly with standard default reasoning, due to Poole [9].

The paper is organized as follows. In section 2 we cover the basics of domain theory and information systems, introduce our non-monotonic generalization, and state a representation theorem for default domains. In Section 3 we show how to interpret first-order positive logic using default models. This is where constraints play a crucial role. Then in Section 4 we introduce our notion of conditional degree of belief, and treat Poole’s anomaly. Finally, in Section 5 we mention other applications of our theory, including some speculations on CLP itself.

2 Default Domain Theory

2.1 Domain Theory

To make the paper self-contained, we recall some basic domain theoretic definitions. A directed subset of a partial order $(D, \sqsubseteq)$ is a non-empty set $X \subseteq D$ such that for every $x, y \in X$, there is a $z \in X, x \sqsubseteq z$ and $y \sqsubseteq z$. A complete partial order (cpo) is a partial order which has a bottom element and least upper bounds of directed sets. A subset $X \subseteq D$ is bounded (or compatible, consistent) if it has an upper bound in $D$. An isolated (or compact, finite) element $x$ of $D$ is one such that whenever $x \sqsubseteq \bigcup Y$ with $Y$ directed, we also have $x \sqsubseteq y$ for some $y \in X$. A cpo is algebraic if each element of which is the least upper bound of a set of isolated elements. A cpo is $\omega$-algebraic if it is algebraic and the set of isolated elements is countable. A Scott domain is an $\omega$-algebraic cpo in which every compatible subset has a least upper bound. By convention, we write $x \vdash y$ if the set $\{ x, y \}$ is bounded.

Now we review Scott’s representation of domains using information systems, which can be thought of as general concrete monotonic “rule systems” for building Scott domains.

Definition 2.1 An information system is a structure $\mathcal{A} = (A, \text{Con}, \vdash)$ where

- $A$ is a countable set of tokens,
- $\text{Con} \subseteq \text{Fin}(A)$, the consistent sets,
- $\vdash \subseteq \text{Con} \times A$, the entailment relation,

which satisfy

1. $X \subseteq Y \land Y \in \text{Con} \Rightarrow X \in \text{Con},$
2. $a \in A \Rightarrow \{ a \} \in \text{Con},$
3. $X \vdash a \land X \in \text{Con} \Rightarrow X \cup \{ a \} \in \text{Con},$
4. $a \in X \land X \in \text{Con} \Rightarrow X \vdash a,$
5. $(\forall b \in Y. X \vdash b \land Y \vdash c) \Rightarrow X \vdash c.$
Example: Approximate real numbers. For tokens, take the set \( A \) of pairs of rationals \((q, r)\), with \( q \leq r \).

The idea is that a pair of rationals stands for the "proposition" that a yet to be determined real number is in the interval \([q, r]\) whose endpoints are given by the pair.

Define a finite set \( X \) of "intervals" to be in \( \text{Con} \) if \( X \) is empty, or if the intersection of the "intervals" in \( X \) is nonempty. Then say that a set \( X \vdash (q, r) \) iff the intersection of all "intervals" in \( X \) is contained in the interval \([q, r]\).

Note that there is only atomic structure to these propositions. We cannot negate them or disjoin them.

The representation of Scott domains uses the auxiliary construct of ideal elements.

**Definition 2.2** An (ideal) element of an information system \( \Delta \) is a set \( z \) of tokens which is

1. consistent: \( X \subseteq z \Rightarrow X \in \text{Con} \),
2. closed under entailment: \( X \subseteq z \& X \vdash a \Rightarrow a \in z \).

The collection of ideal elements of \( \Delta \) is written \(|\Delta|\).

Example. The ideal elements in our approximate real system are in 1-1 correspondence with the collection of closed real intervals \([x, y]\) with \( x \leq y \). Although the collection of ideal elements is partially ordered by inclusion, the domain being described - intervals of reals - is partially ordered by reverse interval inclusion. The total or maximal elements in the domain correspond to "perfect" reals \([x, x]\). The bottom element is a special interval \((-\infty, \infty)\).

It can be easily checked that for any information system, the collection of ideal elements ordered by set inclusion forms a Scott domain. Conversely, every Scott domain is isomorphic to a domain of such ideal elements. These results are basic in domain theory, and have been generalized to other classes of complete partial orders by Zhang [12] and others.

### 2.2 Default Information Systems

We generalize the theory of information systems by simply adding a default component. We should mention at this point that we limit ourselves to the so-called normal default structures. The reason for this is not that we cannot define general default rules, but rather that there are problems with the existence of extensions in the full case that we want to avoid.

**Definition 2.3** A normal default information structure is a tuple

\[ \Delta = (A, \text{Con}, \Delta, \vdash) \]

where \((A, \text{Con}, \vdash)\) is an information system, \( \Delta \) is a set of pairs \((X, Y)\) of consistent finite subsets of \( A \), each element of which is written as \( X : Y \).

In our application, tokens will be "tuples" or infox of the form

\[ \{\sigma, m_1, \ldots, m_n; i\} \]

where \( \sigma \) is a relation name, the \( m_i \) are elements of a structure, and \( i \) is a "polarity" - either 0 or 1. The rules in \( \Delta \) should therefore be read as follows. If the set of tuples \( X \) is in our current database, and if adding \( Y \) would not violate any database constraints, then add \( Y \).

In default logic, the main concept is the idea of an extension. We define extensions in default model theory using Reiter's conditions, but extensions are now (partial) models. The following definition is just a reformulation, in information-theoretic terms, of Reiter's own notion of extension in default logic.

**Definition 2.4** Let \( \Delta = (A, \Delta, \vdash) \) be a default information structure, and \( z \) a member of \(|\Delta|\). For any subset \( S \), define \( \Phi(z, S) \) to be the union \( \bigcup_{i\in\sigma} \phi(z, S, i) \), where

\[ \phi(z, S, 0) = z, \]

\[ \phi(z, S, i + 1) = \overline{\phi(z, S, i)} \cup \{Y \mid X : Y \in \Delta \& X \subseteq \phi(z, S, i) \& Y \cup S \in \text{Con} \}. \]

\( y \) is an extension of \( z \) if \( \Phi(z, y) = y \). In this case we also write \( z \in \Delta y \), with the subscript omitted from time to time.
Example 1: The eight queens problem. We have in mind in an 8 x 8 chessboard, so let S = \{0, 1, \ldots, 7\}. Our token set A will be 8 x 8. A subset X of A will be in Conf if it corresponds to an admissible placement of up to 8 queens on the board. For defaults \( \Delta \) we take the singleton sets

\[
\{ \{(i, j)\} \mid (i, j) \in 8 \times 8 \}.
\]

We may take \( \vdash \) to be trivial: \( X \vdash (i, j) \) iff \((i, j) \in X\). Now, if \( z \) is an admissible placement, then the extensions \( y \) of \( z \) are those admissible placements containing \( z \) and so that no more queens may be placed without violating the constraints of the problem.

Example 2: Default approximate reals. Use the information system described above. We might like to say that "by default, a real number is either between 0 and 1, or is the number \( \pi \)." We could express this by letting \( \Delta \) consist of the rules \( \frac{Y}{Y} \), where \( Y \) ranges over singleton sets of rational pairs \( \{(p, q)\} \) such that \( p \leq 0 \) and \( q \geq 1 \), together with those pairs \( \{(r, s)\} \) such that \( r < \pi \) and \( s > \pi \). Then, in the ideal domain, the only extension of \([-1, 2] \) would be \([0, 1] \); the interval \([-2, 0.5] \) would have \([0, 0.5] \) as an extension, and there would be 2 extensions of \([-2, 4] \), namely \([0, 1] \) and \([\pi, \pi] \).

These examples are intended to wean the reader away from the view of defaults as default logic. In the eight queens problem, it seems desirable to have a language for reasoning about differing placements. For example, given a placement \( z \), is there an extension \( y \) which uses all eight queens? This corresponds exactly to our philosophy: default systems are used model-theoretically, and logic is used to describe default models. The example also foreshadows how constraints are to be modeled using the \( \vdash \) relation. For first-order systems the constraints can be explicitly described as first-order axioms.

2.3 Representation theory

We now restate the definition of extension in domain-theoretic terms. In the following, \( D^0 \) is the set of finite elements of the Scott domain \( D \).

Definition 2.5 Let \((D, \sqsubseteq)\) be a Scott domain, and \( \Lambda \) a subset of \( D^0 \times D^0 \). The normal preferential cover \( \delta_\Lambda \) determined by \( \Lambda \) is the binary relation on \( D \) given by the condition

\[
z \delta_\Lambda y \iff y = z \cup \bigcup \{ \mu \mid (\exists \lambda \sqsubseteq y) : (\langle \lambda, \mu \rangle \in \Lambda \land \mu \vdash y) \}.
\]

Here \( \mu \vdash y \) means that the set \( \{ \mu, y \} \) is bounded or consistent.

The idea of this definition is that \( \langle \lambda, \mu \rangle \in \Lambda \) denotes a default of the form \( \frac{X:Y}{\lambda} \). One can prove all sorts of facts about extensions purely order-theoretically, assuming that \( D \) is a Scott domain.

Theorem 2.1 Let \( D \) be a Scott domain and \( \Lambda \) be as above. We have

1. \( \forall z \in D \exists y \in D \ z \delta_\Lambda y \).
2. If \( z \delta_\Lambda y \) then \( y \sqsupseteq z \).
3. \( z \delta_\Lambda y \) and \( y \delta_\Lambda z \) implies \( y = z \).
4. If \( z \delta_\Lambda y \) and \( x \subseteq z \subseteq y \) then \( z \delta_\Lambda y \).
5. If \( z \delta_\Lambda y \) and \( z \delta_\Lambda y' \) then either \( y = y' \) or \( y \not\subseteq y' \).

For the special case of precondition-free normal defaults, where \( \langle \lambda, \mu \rangle \in \Lambda \rightarrow \lambda = \bot \), we have

Theorem 2.2 \( z \delta_\Lambda y \) if and only if there is a \( B \), a maximal subset of \( \{ \mu \mid (\bot, \mu) \in \Lambda \} \) such that \( B \cup \{z\} \) is bounded, and such that

\[
y = z \cup \bigcup \{ \mu \mid \mu \in B \}.
\]

These results all suggest a general representation theorem.
Theorem 2.3 Every normal preferential covering relation on a Scott domain is isomorphic to the extension relation generated by a normal default system, and conversely.

The real point of the theorem is that, since Scott domains are quintessentially model-theoretic, we should regard default systems this way too.

3 Constraint default structures for first-order logic

Assume, for purposes of this paper, that we are given a signature for first-order logic with equality, and with no function symbols other than constants. (This is essentially Datalog.) We will interpret first order logic using a nonstandard class of models. Our structures will be default information systems based on a particular set of individuals $M$. We first have to assume some constraints on any relations which are going to be holding in such sets $M$. These constraints will be used to generate the monotonic forcing relation $\vdash$ in the default structure. (The defaults themselves can be arbitrary, as long as they are normal.) We can use sets $C$ of arbitrary closed formulas of first-order logic to state background constraints; in fact, we can use any language for which first-order structures are appropriate models.

To interpret formulas, we first of all choose some set $M$ of individuals. We do not fix relations on $M$ as in the standard first-order case, but we do choose particular individuals to interpret the constants\(^1\). Now, tokens will be infons of the form

$$\sigma = \langle R, m_1, \ldots, m_n; i \rangle$$

where $R$ is a relation name, $m_j \in M$, and $i \in \{0, 1\}$. (This last item is called the polarity of the token.) We say that a set $\sigma$ of these tokens is admissible if (i) it does not contain any tokens conflicting in polarity, and (ii) it matches a model of $C$ in the usual first-order sense. That is, there is a structure

$$M = (M, (R_1, \ldots, R_k))$$

where the $R_j$ are relations on $M$ of the appropriate arities, such that $M$ is a model of $C$, and such that

$$\langle R_j, m_1, \ldots, m_n; 1 \rangle \in s \Rightarrow R_j(m_1, \ldots, m_n)$$

is true in $M$.

Similarly,

$$\langle R_j, m_1, \ldots, m_n; 0 \rangle \in s \Rightarrow R_j(m_1, \ldots, m_n)$$

is false.

An admissible set of infons is total if it is maximal in the subset ordering on sets of infons. A total set is isomorphic to an ordinary first-order structure $M$.

Now we can specify a default information structure relative to $M$ and $C$. Actually, the work is in specifying the strict (monotonic) part of the system. The defaults can be arbitrary normal ones.

Definition 3.1 Let $M$ be a set, and $C$ a constraint set. A first-order default information structure relative to $M$ and $C$ is a structure of the form

$$A(M, C) = (A, \text{Con}, \Delta, \vdash)$$

where $A$ is the token set described above. A finite set $X$ of tokens will be in $\text{Con}$ if it is admissible, and $X \vdash \sigma$ iff for any total admissible set $t$, if $X \subseteq t$ then $\sigma \in t$.

Examples. The above definition encodes the constraints $C$ into the $\vdash$ relation of the information system. For example, consider the constraint obtained by taking $C$ to be the true formula $t$. Intuitively, this should be no constraint at all, so our entailment relation should be the minimal one in which $X \vdash \sigma$ if and only if $\sigma \in X$. This is in fact the case. First notice that because $C = t$, that a total admissible set $t$ is one which (i) contains no infon $\sigma = \langle \sigma, m; i \rangle$ and the dual infon $\overline{\sigma}$ of opposite polarity; and (ii) for any infon $\sigma$, contains either $\sigma$ or $\overline{\sigma}$. Now let $X$ be a finite set of infons. If $X \vdash \sigma$ then by properties of information systems, the dual infon $\overline{\sigma} \not\in X$. By definition of $\vdash$, for any total admissible set $t$ of infons, if $X \subseteq t$ then $\sigma \in t$. If $\sigma$ is not in $X$, let $t$ be a total admissible set containing $X$ and the infon $\overline{\sigma}$ of opposite polarity. Then both $\sigma$ and $\overline{\sigma}$ would be in $t$, which is not possible for an admissible set.

Here is a more interesting constraint system:

\(^1\)In terms of philosophy of language, we are taking constants to be rigid designators.
Exercise. Consider the eight queens problem again. Write first-order constraints $C$ expressing the constraints of the eight queens problem.

Notice that our general definition is easily modified to particular classes of interpretations. For example, our constraints may be stated for just one intended model, say the real numbers with addition and multiplication. In that case, we choose our sets $M$ to be allowable by the particular interpretation class, and we change the definition of admissibility so that first-order structures are chosen from our particular class as well. Technically, we should restrict $M$ to be countable, so that our Scott domain is in fact $\omega$-algebraic. In fact, though, we will mostly be interested in finite default models for first-order logic.

3.1 Syntax and Semantics

In this workshop paper, we give just one application of constraints in first-order default model theory. This consists of a probabilistic resolution of an anomaly in default logic, due to Poole [9]. We begin, though, with the syntax and semantics of first-order logic itself.

Here is the official syntax:

$$\varphi ::= t \mid f \mid R(v_1, \ldots, v_n) \mid \neg R(v_1, \ldots, v_n) \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \exists \varphi \mid \forall \varphi$$

where $R(v_1, \ldots, v_n)$ is an atomic formula and the $v_i$ are either variables in some set $X$, or constants.

We remark that one can treat the case of arbitrary negations by interpreting negation using the strong Kleene truth tables. This interpretation gives us a persistence property for partial models that is useful in establishing properties of nonmonotonic entailment and conditional degree of belief. For simplicity we omit this general definition.

Next we turn to the semantics. Fix constraints $C$ and a set $M$. Then select a default information structure $\Delta(M, C)$. Let $s$ be an ideal element (also called a situation) of $\Delta(M, C)$, and let $\alpha : X \to M$.

Then the clauses for $(s, \alpha) \models \varphi$ are as follows.

- $(s, \alpha) \models t$ always and $f$ never;
- $(s, \alpha) \models R(v_1, \ldots, v_n)$ iff $\langle \langle R, \alpha(v_1), \ldots, \alpha(v_n) \rangle, 1 \rangle \in s$. (If some of the $v_i$ are constants, we use instead of $\alpha(v_i)$ the fixed interpretation of that constant.)
- $(s, \alpha) \models \neg R(v_1, \ldots, v_n)$ iff $\langle \langle R, \alpha(v_1), \ldots, \alpha(v_n) \rangle, 0 \rangle \in s$;
- The usual clauses for $\land$ and $\lor$;
- $(s, \alpha) \models \exists \varphi$ iff for some $m \in M$, $(s, \alpha[u \leftarrow m]) \models \varphi$;
- $(s, \alpha) \models \forall \varphi$ iff for all $m \in M$, $(s, \alpha[u \leftarrow m]) \models \varphi$.

3.2 Nonmonotonic consequence

Our semantics can now be used to define a relation of nonmonotonic entailment, written $\models$, between sentences of our (positive) first-order logic. Understanding this notion is a step towards understanding the probabilistic measure introduced in the next subsection.

Intuitively, when we say that $\varphi$ nonmonotonically entails $\psi$, we mean that having only the information $\varphi$, we can "leap to the conclusion" $\psi$. The usual example is that, knowing only that Tweety is a bird, we can leap to the conclusion that Tweety flies, even though penguins do not fly. A great deal of effort in the AI community has gone into giving a proper interpretation to the assertion $\varphi \models \psi$. We use (finite) default models and extensions to interpret it.

The notion of "only knowing" $\varphi$ in $\varphi \models \psi$ [7], given a default information structure, is captured by interpreting the antecedent $\varphi$ in a certain small class of situations for the structure. There are at least two possibilities for this class. One natural one is to use all set-theoretically minimal situations supporting $\varphi$. The second is to interpret $\varphi$ in the supremum closure of these minimal models. We choose the second in this paper, because it seems better motivated from the probabilistic standpoint to be given in the next subsection.

We therefore make the following definitions.

Definition 3.2 Let $\Delta(M, C)$ be a default information structure, and $\varphi$ a sentence of our logic. Let $s, t$ range over situations.
\* \( \mathcal{M}(\varphi) \) is the set \{ \sigma \mid \sigma \text{ is minimal such that } \sigma \models \varphi \} \:

\* \( \mathcal{U}(\varphi) \) is the supremum closure of \( \mathcal{M}(\varphi) \): the collection of situations obtained by taking consistent least upper bounds of arbitrary subcollections of \( \mathcal{M}(\varphi) \). If \( \sigma \in \mathcal{U}(\varphi) \) we will say that \( \sigma \) is a minimal-closure model of \( \varphi \).

Notice that since our logic is positive, every situation in \( \mathcal{U}(\varphi) \) will support \( \varphi \).

Given these concepts, we can define nonmonotonic consequence as follows.

**Definition 3.3** Let \( \varphi \) and \( \beta \) be sentences in first-order logic. Let \( \Delta = A(M, C) \) be a finite normal default information system as above. We say that \( \varphi \models_{\Delta} \beta \) if for all minimal-closure models \( \sigma \in \mathcal{U}(\varphi) \),

\[
\forall t : t \text{ is an } \mathcal{A} \text{-extension of } \sigma \Rightarrow t \models \beta.
\]

**Example.** We give the standard bird-penguin example. Assume that our language contains two predicates \( \text{Bird} \) and \( \text{Penguin} \), and that \( \text{Tweety} \) is a constant. Let \( C \) be the constraint

\[
(\forall x)(\text{Penguin}(x) \rightarrow \text{Bird}(x) \land \neg \text{Fly}(x)).
\]

Consider a structure \( A(M, C) \). Form the defaults

\[
\begin{align*}
&\langle \text{bird}, m; 1 \rangle \models \langle \text{fly}, m; 1 \rangle \\
&\langle \text{fly}, m; 1 \rangle
\end{align*}
\]

for each \( m \) in \( M \). These defaults express the rule that birds normally fly. We then have

\[
\mathcal{M}(\text{Bird}(\text{Tweety})) = \mathcal{U}(\text{Bird}(\text{Tweety})) = \{ \{ \langle \text{Bird}, tw; 1 \rangle \} \}
\]

where \( tw \) is the element of \( M \) interpreting \( \text{Tweety} \).

The only extension of \( \{ \langle \text{Bird}, tw; 1 \rangle \} \) is \( \{ \langle \text{bird}, tu; 1 \rangle, \langle \text{fly}, tu; 1 \rangle \} \). Therefore

\[
\text{Bird}(\text{Tweety}) \models \neg \text{Fly}(\text{Tweety}).
\]

We do not have \( \text{Penguin}(\text{Tweety}) \models \neg \text{Fly}(\text{Tweety}) \), because of the constraint \( C \).

### 4 Probabilities, Constraints, and Default Models

One of the most interesting ramifications of our approach is that we can use defaults to generate degrees of belief or subjective probabilities of various logical statements. By "subjective probability" we mean an analogue of the usual probability, a number that would be assigned to a statement by a particular agent or subject, given a default system and some basic constraints on the world. Let us illustrate with an example of Poole [9].

#### 4.1 Poole's anomaly

Assume that there are exactly three mutually exclusive types of birds: penguins, hummingbirds, and sandpipers. It is known that penguins don't fly, that hummingbirds are not big, and that sandpipers don't nest in trees. Now suppose we want to assert that the typical bird flies. Since we only speak of birds, we can do this with the precondition-free "open default"

\[
: \text{fly}(z)
\]

\[
\frac{\text{fly}(z)}{}
\]

(This notation is of course a schema for the model-theoretic defaults in the default information structure to be given below.) We would also like to say that the typical bird is (fairly) big, and that it nests in a tree. Similar defaults are constructed to express these beliefs.

The "paradox" is that it is impossible now to believe that \( \text{Tweety} \), the typical bird, flies. To see why, let us formalize the problem more fully in our first-order language. Let \( C_1 \) be the obvious first-order sentence asserting that every individual is one of the three types of birds, and that no individual is of more than one type. Let \( C_2 \) be the conjunction of three sentences expressing abnormalities. One of these is, for example,

\[
(\forall x)(\text{Penguin}(x) \rightarrow \neg \text{Fly}(x)).
\]
Let the background constraint $C$ be $C_1 \land C_2$.

The defaults must be given in the semantics. Let $M$ be a finite set, and consider the first-order default structure $A$ with precondition-free defaults

$$
\lbrack \text{fly}, m; 1 \rbrack, \lbrack \text{big}, m; 1 \rbrack, \lbrack \text{tree}, m; 1 \rbrack
$$

We need only precondition-free defaults, because we only speak about birds. Further, we need no inferences mentioning penguins, or any of the other species. The constraints can still operate.

We assert that if $M$ has $n$ elements, then there are $3^n$ extensions of the empty set (which is in fact the least model of $t$). This is because any extension will include, for each bird $m \in M$, exactly two out of the three inferences $\lbrack \text{fly}, m; 1 \rbrack, \lbrack \text{big}, m; 1 \rbrack, \lbrack \text{tree}, m; 1 \rbrack$. The extension cannot contain all three inferences, because the constraints rule that out. So each of $n$ birds has three choices, leading to $3^n$ extensions.

One such extension is

$$\{ \lbrack \text{big}, m; 1 \rbrack : m \in M \} \cup \{ \lbrack \text{tree}, m; 1 \rbrack : m \in M \}$$

which omits any inferences of the form $\lbrack \text{fly}, m; 1 \rbrack$. This extension is one where no birds fly, where all birds are penguin-like. So now if Tweety is a constant of our language, then the formula $\text{Fly(Tweety)}$ is not a nonmonotonic consequence of the "true" formula $\text{true}$, whose minimal model is the empty set. Further, if we move to the situation of seventeen bird types, each with its own distinguishing feature, we still have the case that Tweety cannot be believed to be flying. Poole suggests that this raises a problem for most default reasoning systems.

### 4.2 A probabilistic solution

We now contend that the problem is not so severe. Notice that it is only in $3^n-1$ extensions that Tweety does not fly. This is because in an extension where Tweety does not fly, the inferences involving Tweety must assert that he is big and lives in a tree. Tweety thus only has one non-flying choice. The other $n-1$ birds have the same three choices as before. It seems therefore truthful to say that with probability $(3^n-3^n-1)/3^n = 2/3$, Tweety believably does fly. Moreover, imagine a scenario with seventeen mutually exclusive bird types, the same kinds of exceptions for each type, and defaults for all of the types. Then we would get that Tweety flies with probability $16/17$.

We use this example to define our notion of subjective probability:

**Definition 4.1** Let $\varphi$ be a sentence of positive first-order logic. Assume that relative to a constraint $C$, $\varphi$ has minimal models in a structure $M$ with $n$ elements. Then the conditional subjective probability $Pr(\psi \mid \varphi; n, C)$ is defined to be the quantity

$$
\frac{1}{N} \sum_{s \in U(\varphi)} \frac{\text{card}\{ e : s \models e \land e \models \psi \}}{\text{card}\{ e : s \models e \}}
$$

where $N$ is the cardinality of $U(\varphi)$.

**Example.** Referring to the case of Tweety above, we have

$$Pr(\text{Fly(Tweety}) \mid t; n, C) = 2/3$$

Note the non-dependence on $n$. We conjecture that there is in fact a limit law, as in the case of 0-1 laws for first-order systems, in operation here. (See the survey by Compton [3] for a general introduction to 0-1 laws.)

Our definition bears a strong resemblance to the notion defined by Bacchus, Grove, Halpern, and Kolleff [1]. Their definition of the conditional probability of a statement $\psi$ given another statement $\varphi$, though, is not made with reference to a given default information system. Instead, defaults are "translated" into a special logic for reasoning about statistical information. (For example, one can say that the proportion of flying birds out of all birds is approximately .9.) Then, the translated default statements, and the given formulas $\varphi$ and $\psi$ are given a conditional probability in a standard first-order structure, much as in the case of 0-1 laws. Our corresponding "translation" of default statements is into a system of default rules, just as in Reiter's formulation.

Our semantics also contrasts with that of BGHK in that it looks at partial worlds as well as total ones, and can assign probabilities to a statement's not being resolved one way or another.

---

1Grove, Halpern, and Kolleff prove limit laws for their notion of conditional probability in [5].
We illustrate the role of partial models, and the role played by the class $U(\varphi)$, with an example not involving constraints or default rules at all.

Consider the "evidence" $\varphi = (\exists x)P(x)$, where $P$ is some unary predicate. What is the degree of belief in $P(\text{tweety})$, given $\varphi$? Assume a set $M$ with $n$ individuals. From the definitions, we see that $U(\varphi)$ can consist of any nonempty subset of the set

$$\{\langle p, m; 1 \rangle \mid m \in M\}.$$ 

Thus $N = 2^n - 1$, and

$$Pr(P(\text{tweety}) \mid \varphi; n, t) = \frac{1}{2^n - 1} \cdot \text{card}\{s \in U(\varphi) \mid \langle P, \text{tweety}; 1 \rangle \in s\}.$$ 

There are $2^n - 1$ sets of infons containing the desired one, so that our answer is

$$\frac{1}{2 - 1/2^n - 1}$$

which is close to $1/2$ for large $n$.

This result agrees with the BGHK definition of conditional probability, but the analogous result for the negative case does not. In the standard case, every question is settled in a structure. But in our case, we do not have this. For example $\neg P(\text{tweety})$ is not settled in any situation in $U(\varphi)$ above, because $\langle P, m; 0 \rangle \notin U(\varphi)$ for any $m$. Thus we get

$$Pr(\neg P(\text{tweety}) \mid \varphi; n, t) = 0$$

whereas BH would get a number slightly less than $1/2$.

Finally, our semantics avoids certain "dependencies on language." Referring to Poole's example, notice that if we change our set of predicates and constraints to the case of seventeen bird types, but retain the rule system for three types, then we still get the same degree of belief ($2/3$) for Tweety's flying. The BGHK semantics does not have this property. In our case, it is as if, when we expand our universe to the case of seventeen types, we have not yet learned the new rules for building models of those types of birds.

As a general comparison of our method with that of BGHK, it seems fair to say that we are approaching the problem of re-creating direct inference (reasoning logically from statistical information) by using synthetic rule-based systems with constraints, whereas BGHK are concerned with the analytic reasons for the rules in the first place. In any case, the connections deserve further exploration.

## 5 Conclusion

We hope to have shown in this paper some of the uses of constraints in non-monotonic rule-based reasoning, embodied in default model theory. There should be many more interesting applications of our technique. One such may be to logic programming and CLP itself. The connections between default logic and logic programs with negation as failure are well known. Our research indicates that default rules should be regarded as algorithms to construct models. If this is so, then by analogy, logic programs should be constructing models too. (We think that this is exactly the new view of constraint programming.) Then, we would need a new logic to reason about the worlds (in fact partial worlds) built by a logic program, which might be rechristened a "model generator." But this is exactly the view of denotational semantics and standard logics of programs: programs are interpreted model-theoretically, and a specification logic is used to reason about the models that have been "built" by the program. These analogies and questions are what we want to work on in the near future. We hope to have awakened interest in the topic for the practitioners of constraint programming.
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Abstract

The SkyBlue constraint solver is an efficient incremental algorithm that uses local propagation to maintain sets of required and preferential constraints. SkyBlue is a successor to the DeltaBlue algorithm, which was used as the constraint solver in the ThingLab II user interface development environment. Like DeltaBlue, SkyBlue represents constraints between variables by sets of short procedures (methods) and incrementally resatisfies the set of constraints as individual constraints are added and removed. DeltaBlue has two significant limitations: cycles of constraints are prohibited, and constraint methods can only have a single output variable. SkyBlue relaxes these restrictions, allowing cycles of constraints to be constructed (although SkyBlue may not be able to satisfy all of the constraints in a cycle) and supporting multi-output methods. This paper presents the SkyBlue algorithm and discusses several applications that have been built using SkyBlue.

1 Introduction

The DeltaBlue algorithm is an incremental algorithm for maintaining sets of required and preferential constraints (constraint hierarchies) using local propagation [4, 5, 9]. The ThingLab II user interface development environment was based on DeltaBlue, demonstrating its feasibility for constructing user interfaces [5]. However, DeltaBlue has two significant limitations: cycles in the graph of constraints and variables are prohibited (if a cycle is found, an error is signaled and the cycle is broken by removing a constraint) and constraint methods can only have one output variable.

The SkyBlue algorithm was developed to remove these limitations. Even though it is not always possible to solve cycles of constraints using local propagation, SkyBlue allows constructing such cycles. SkyBlue cannot satisfy the constraints around a cycle, but it correctly maintains the non-cyclic constraints elsewhere in the graph. In some situations it may be possible to solve the subgraph containing the cycle by calling a more powerful solver. Future work will extend SkyBlue to call specialized constraint solvers to solve the constraints around a cycle, and continue using local propagation to satisfy the rest of the constraints.

SkyBlue also supports constraints with multi-output methods, which are useful in many situations. For example, suppose the variables X and Y represent the Cartesian coordinates of a point, and the variables ρ and θ represent the polar coordinates of this same point. To keep these two representations consistent, one would like to define a constraint with a two-output method (X, Y) → (ρcosθ, ρsinθ) and another two-output method in the other direction (ρ, θ) → (√X² + Y², arctan(Y, X)). Multi-output methods are also useful for accessing the elements of compound data structures. For example, one could unpack a compound CartesianPoint object into two variables using a constraint with methods (X, Y) → (Point.X, Point.Y) and Point ← CreatePoint(X, Y).

Support for multi-output methods introduces a performance issue. It has been proved that supporting multi-output methods is NP-complete [5]. In actual use, the worst-case time complexity has not been a problem. Both DeltaBlue and SkyBlue typically change only a small subgraph of the constraint graph when a constraint is added or removed so the actual performance is usually sub-linear in the number of constraints. Over the same types of constraint graphs that DeltaBlue can handle (no cycles, single-output methods), SkyBlue has been measured at about half the speed of DeltaBlue. In the future SkyBlue may be...
extended to detect when the constraint graph contains no cycles or multi-output methods and achieve the speed of DeltaBlue in this case.

SkyBlue is currently being used as the constraint solver in several applications (see Section 6). SkyBlue implementations are available from the author. Detailed information on SkyBlue, including complete pseudocode, is available in a technical report [7].

2 Method Graphs

A SkyBlue constraint is represented by one or more methods. Each method is a procedure that reads the values of a subset of the constraint's variables (the method's input variables) and calculates values for the remaining variables (the method's output variables) that satisfy the constraint. For example, the constraint \( A + B = C \) could be represented by three methods: \( C \leftarrow A + B \), \( A \leftarrow C - B \), and \( B \leftarrow C - A \). If the value of \( A \) or \( B \) were changed, SkyBlue could maintain the constraint by executing \( C \leftarrow A + B \) to calculate a new value for \( C \).

To satisfy a set of constraints, SkyBlue chooses one method to execute from each constraint, known as the selected method of the constraint. The set of constraints and variables form an undirected constraint graph with edges between each constraint and its variables. The constraint graph, together with the selected methods, form a directed method graph. In this paper, method graphs are drawn with circles representing variables and squares representing constraints (Figure 1). Lines are drawn between each constraint and its variables. If a constraint has a selected method, arrows indicate the outputs of the selected method. If a constraint has no selected method, it is linked to its variables with dashed lines. Small diagrams beneath each constraint square indicate the unselected methods for the constraint (if any). These diagrams are particularly useful when a constraint doesn't have methods in all possible directions or has multi-output methods (such as \( C_1 \)).

The following terminology will be used in this paper. If a constraint has a selected method in a method graph the constraint is enforced in that method graph, otherwise it is unenforced. Assigning a method as the selected method of a constraint is known as enforcing the constraint. Assigning no method as the selected method of a constraint is known as revoking the constraint. A variable that is an output of a constraint's selected method is determined by that constraint. A variable that is not an output of any selected method is undetermined. Following the selected method's output arrows leads to downstream variables and constraints. Following the arrows in the reverse direction leads to upstream variables and constraints.

If a method graph contains two or more selected methods that output to the same variable, this is a method conflict. In Figure 1a, there is a method conflict between the selected methods of \( C_3 \) and \( C_4 \). SkyBlue prohibits method conflicts because they prevent satisfying both constraints simultaneously. If we satisfy \( C_3 \) by executing its selected method (setting \( V_5 \)), and then satisfy \( C_4 \) by executing its selected method (again setting \( V_5 \)), then \( C_3 \) might no longer be satisfied. If a method graph has no method conflicts and no directed cycles, then it can be used to satisfy the enforced constraints by executing the selected
methods so any determined variable is set before it is read (i.e., executing the methods in topological order). For example, Figure 1b shows a method graph for the same constraints where all of the constraints can be satisfied by executing the selected methods for C1, C2, C3, C4, and C5, in this order. The method graph specifies how to satisfy the enforced constraints, regardless of the particular values of the variables.

If a method graph contains directed cycles, such as the one between C1 and C2 in Figure 1a, it is not possible to find a topological sort of the selected methods. In this case, SkyBlue sorts and executes only the selected methods upstream of cycles. Any methods in a cycle or downstream of a cycle are not executed and their output variables are marked to specify that their values do not necessarily satisfy the enforced constraints. If a cycle is later broken, the methods in the cycle and downstream are executed correctly. SkyBlue will be extended in the future to call more powerful solvers to find values satisfying a cycle of constraints and then propagate these values downstream.

3 Constraint Hierarchies

An important property of any constraint solver is how it behaves when the set of constraints is overconstrained (i.e., there is no solution that satisfies all of the constraints) or underconstrained (i.e., there are multiple solutions). If the solver is maintaining constraints within a user interface application, it is not acceptable to handle these situations by signaling an error or halting. The constraint hierarchy theory presented in [2] provides a way to specify declaratively how a solver should behave in these situations. A constraint hierarchy is a set of constraints, each labeled with a strength, indicating how important it is to satisfy each constraint. Given an overconstrained constraint hierarchy, a constraint solver may leave weaker constraints unsatisfied in order to satisfy stronger constraints. If a hierarchy is underconstrained, the solver can choose any solution. The user can control which solution is chosen by adding weak stay constraints to specify variables whose value should not be changed.

The SkyBlue solver uses the constraint strengths to construct locally-graph-better (or LGB) method graphs [5]. A method graph is LGB if there are no method conflicts and there are no unenforced constraints that could be enforced by revoking one or more weaker constraints (and possibly changing the selected

Figure 2: LGB and non-LGB Method Graphs.

In this paper, strengths will be written using the symbolic names required, strong, medium, and weak, in order from strongest to weakest.
methods for other enforced constraints with the same or stronger strength).\textsuperscript{2} For example, consider the method graph in Figure 2a. This graph is not LGB because the strong constraint C2 could be enforced by choosing the method that outputs to V2 and revoking the medium constraint C3, producing Figure 2b. Actually, this method graph is not LGB either since C3 could be enforced by revoking C4, producing Figure 2c. This method graph is LGB since the only unenforced constraint (C4) cannot be enforced by revoking a weaker constraint.

There may be multiple LGB method graphs for a given constraint graph. Figure 2d shows another LGB method graph which is neither better nor worse than Figure 2c. Given these constraints, SkyBlue would construct one of these two method graphs arbitrarily. The constraint strengths could be modified to favor one alternative over the other. For example, if the strength of C1 was changed to medium, the only LGB method graph would be the one in Figure 2e. One way for the programmer to control the method graphs constructed is to add stay constraints that have a single null method with no inputs and a single output. A stay constraint specifies that its output variable should not be changed. A similar type of constraint is a set constraint, which sets its output to a constant value. Set constraints can be used to inject new variable values into a constraint graph. In Figure 2, C1 and C4 are stay or set constraints.

Reference \[2\] presents several different ways to define which variable values "best" satisfy a constraint hierarchy. The concept of read-only variables extends this theory to constraints that may not be able to set some of their variables, such as SkyBlue constraints without methods in all possible directions. For many constraint graphs, LGB method graphs compute "locally-predicate-better" solutions to the constraint hierarchy (defined in Reference \[2\]). Reference \[5\] examines the relation between LGB method graphs and locally-predicate-better solutions.

4 The SkyBlue Algorithm

The SkyBlue constraint solver maintains the constraints in a constraint graph by constructing an LGB method graph and executing the selected methods in the method graph to satisfy the enforced constraints. Initially, the constraint graph and the corresponding LGB method graph are both empty. SkyBlue is invoked by calling two procedures, add-constraint to add a constraint to the constraint graph, and remove-constraint to remove a constraint. As constraints are added and removed, SkyBlue incrementally updates the LGB method graph and executes methods to resatisfy the enforced constraints.

The presentation of SkyBlue is divided into several sections. Sections 4.1 and 4.2 present an overview of add-constraint and remove-constraint. Section 4.3 describes how a constraint is enforced by constructing a method vine, the core of the SkyBlue algorithm. The algorithm described in these sections produces correct results, but its performance suffers as the constraint graph becomes very large. Section 5 presents several techniques used in the complete algorithm that significantly improve the efficiency of SkyBlue for large constraint graphs. More detailed information on SkyBlue, including complete pseudocode for the algorithm, is available in a technical report \[7\].

4.1 Adding Constraints

When a new constraint is added to the constraint graph it may be possible to alter the method graph to enforce it by selecting a method for the constraint, switching the selected methods of enforced constraints with the same or stronger strength, and possibly revoking one or more weaker constraints. This process is known as constructing a method vine or mvine (described in Section 4.3). add-constraint adds a new constraint cn to the constraint graph by performing the following steps:

1. Add cn to the constraint graph (unenforced) and try to enforce cn by constructing an mvine. If it is not possible to construct such an mvine, leave cn unenforced and return from add-constraint. In this case, the method graph is unchanged (it is still LGB).

2. Repeatedly try to enforce all of the unenforced constraints in the constraint graph by constructing mvines until none of the remaining unenforced constraints can be enforced. Note that each time an

\textsuperscript{2}Reference \[5\] defines "locally-graph-better" such that directed cycles are prohibited. In this paper, the definition of LGB is modified so LGB method graphs may include directed cycles.
unenforced constraint is successfully enforced, one or more weaker constraints may be revoked. These newly-unenforced constraints must be added to the set of unenforced constraints.

3. Execute the selected methods in the method graph to satisfy the enforced constraints (as described in Section 2).

The second step must terminate because there are a finite number of constraints. Each time an unenforced constraint is enforced, one or more weaker constraints may be added to the set of unenforced constraints. These additional constraints may be enforcible, adding still weaker constraints to the set of unenforced constraints, but this process cannot go on indefinitely. Eventually the process will stop with a set of unenforcible constraints. When the second step terminates the method graph must be LGB, since no more mvines can be constructed.

As an example, suppose that add-constraint has just added \( C_2 \) to the constraint graph and the current method graph is shown in Figure 2a. One way that an mvine could be constructed is by enforcing \( C_2 \) with the method that outputs to \( V_2 \) and revoking \( C_3 \) (Figure 2b). Given this method graph, the second step would try constructing an mvine to enforce \( C_2 \) (possibly by revoking \( C_4 \) (Figure 2c). At this point it is not possible to construct an mvine to enforce \( C_4 \) so the second step terminates. This method graph is LGB. Alternatively, if the first mvine had been constructed by revoking \( C_1 \) then the LGB method graph of Figure 2d would have been produced immediately and the second step would not have been able to enforce \( C_1 \).

4.2 Removing Constraints

remove-constraint is very similar to add-constraint. When an enforced constraint is removed this may allow some unenforced constraints to be enforced, which leads to the same process of repeatedly constructing mvines. remove-constraint removes a constraint \( cn \) from the constraint graph by performing the following steps:

1. If \( cn \) is currently unenforced, remove it from the constraint graph and return from remove-constraint. Removing an unenforced constraint cannot make any other constraints enforcible so the method graph is still LGB.

2. Repeatedly try enforcing all of the unenforced constraints in the constraint graph by constructing mvines (adding revoked constraints to the set of unenforced constraints) until none of the unenforced constraints can be enforced. As in add-constraint this step eventually terminates with an LGB method graph.

3. Execute the selected methods in the method graph to satisfy the enforced constraints (as described in Section 2).

4.3 Constructing Method Vines

The SkyBlue algorithm is based on attempting to enforce an unenforced constraint by changing the selected methods of constraints with the same or stronger strength and/or revoking one or more constraints with weaker strengths. There are many ways this could be implemented, including trying all possible assignments of selected methods without method conflicts. The technique used in SkyBlue, known as constructing a method vine (or mvine), uses a backtracking depth-first search.

An mvine is constructed by selecting a method for the constraint we are trying to enforce (the root constraint). If this method has a method conflict with the selected methods of other enforced constraints, we select new methods for these other constraints. These new selected methods may conflict with yet other selected methods, and so on. This process extends through the method graph, building a “vine” of newly-chosen selected methods growing from the root constraint. This growth process may terminate in the following ways:

1. If a newly-selected method in the mvine outputs to variables that are not currently determined by any constraint, then this branch of the mvine is not extended any further.
2. If a newly-selected method in the mvine conflicts with a selected method whose constraint is weaker than the root constraint, then the weaker constraint is revoked, rather than attempting to find an alternative selected method for it. As a result, all of the methods in the mvine will belong to constraints with equal or stronger strengths than the root constraint.

3. If an alternative selected method is chosen for a constraint and there is a method conflict with another selected method in the mvine, then we cannot add this method to the mvine and must try another method. If all of the methods of this constraint conflict with other selected methods in the mvine, then the mvine construction process backtracks: previously-selected methods are removed from the mvine and the mvine is extended using other selected methods for these constraints. If no method can be chosen for the root constraint that allows a complete conflict-free mvine to be constructed, then the root constraint cannot be enforced.

Figure 3 presents an example demonstrating the process of constructing an mvine. A complete mvine is a connected subgraph of the method graph. An mvine is not necessarily a tree: separate branches may merge and it may contain directed cycles. If all of the constraint methods in the mvine have a single output, then an mvine will have the structure of a single stalk leading from the root constraint through a series of other constraints with changed selected methods. If there is a method with multiple outputs in the mvine, the mvine will divide into multiple branches with one branch for each output. The different branches cannot be extended independently since methods in different branches cannot output to the same variables. The backtracking search must take this into account by trying all possible combinations of selected methods for the constraints in the different branches.

5 Performance Techniques

The SkyBlue algorithm described in Section 4 works correctly, but its performance suffers as the constraint graph becomes very large. This happens because larger constraint graphs may contain greater numbers of unenforced constraints that SkyBlue has to try enforcing, and each attempt to construct an mvine may involve searching through more enforced constraints. The following subsections describe techniques used in SkyBlue to improve its performance with larger constraint graphs.

5.1 The Collection Strength Technique

The initial SkyBlue method graph is empty and LGB. Every call to add-constraint or remove-constraint leaves an LGB method graph. Therefore, the current method graph must be LGB whenever add-constraint or remove-constraint is called. This fact can be used to avoid collecting and trying to enforce some of the unenforced constraints.

Whenever add-constraint adds a constraint cn, it is impossible for it to enforce any unenforced constraints with the same or stronger strength than cn, other than cn itself. If it was possible to enforce any such constraint after cn was added, then it would have been possible to enforce it before cn was added and the previous method graph would not have been LGB.

Whenever remove-constraint removes an enforced constraint cn, it is impossible to enforce any unenforced constraints that are stronger than cn. If it was possible to enforce any stronger constraint after cn was removed, then it would have been possible to enforce it before cn was removed and the previous method graph would not have been LGB. Note that unlike add-constraint, removing a constraint may allow unenforced constraints with the same strength to be enforced, as well as weaker ones.

5.2 The Local Collection Technique

If the method graph is LGB and a constraint is added or removed from the constraint graph, any unenforced constraints in a subgraph unconnected to the added or removed constraint clearly cannot be enforced. It is possible to be more selective: Whenever add-constraint is called to add a constraint cn and an mvine is successfully constructed to enforce it, it is sufficient to collect unenforced constraints that constrain variables downstream in the method graph from all of the “redetermined variables” whose determining constraint...
Suppose we start with this method graph, and we want to enforce the strong constraint $C_1$ by building an mvine.

First, $C_1$'s selected method is set to its only method so it determines $V_1$.

This causes a method conflict with $C_2$ so we have to enforce $C_2$ with its other method.

This causes method conflicts with $C_3$ and $C_4$. Suppose we process $C_4$ first: we can simply switch its selected method so it determines $V_5$. $V_5$ is not determined by any other constraints so we don't have to extend this branch of the mvine.

We have to process $C_3$ by choosing another method. Suppose we try the one that determines $V_2$. This is not permitted because it causes a method conflict with $C_2$, which is already in the mvine.

Therefore, we have to backtrack and try another method for $C_3$. Suppose we now try the method that determines $V_4$ (causing a method conflict with $C_5$).

Now we need to handle $C_5$. Because it is weaker than $C_1$ we don't have to find an alternative method but can simply revoke it, producing this final method graph.

Figure 3: Constructing an mvine. Methods in the mvine are drawn with thicker lines.
5.3 Walkabout Strengths

An mvine is constructed by repeatedly choosing a new selected method for a constraint and then trying to extend the mvine from the outputs of this method. It will be possible to complete the mvine below these outputs only if the mvine eventually encounters undetermined variables or constraints weaker than the root constraint, and there are no method conflicts between different branches of the mvine. If SkyBlue could predict that one of these conditions was untrue then the selected method could be rejected immediately without trying to extend the mvine.

The DeltaBlue algorithm predicts whether a constraint can be enforced by using the concept of walkabout strengths [4]. A variable's walkabout strength is the strength of the weakest constraint that would have to be revoked to allow that variable to be determined by a new constraint. This could be the strength of the constraint that currently determines the variable or the strength of a weaker constraint elsewhere in the method graph that could be revoked after switching the selected methods of other constraints. If the variable is not currently determined by any constraint then the walkabout strength is defined as weakest, which is a special strength weaker than any constraint. A variable will also have a walkabout strength of weakest if it can be left undetermined by switching selected methods without revoking any constraints.

One important property of DeltaBlue's walkabout strengths is that they can be calculated using local information. The walkabout strength of a variable determined by a constraint can be calculated from the constraint's strength, its methods, and the walkabout strengths of the rest of the constraint's variables. If the method graph has no cycles (required for DeltaBlue), all of the variable walkabout strengths can be updated by setting the walkabout strengths of all undetermined variables to weakest and processing each enforced constraint in topological order to set the walkabout strengths of the determined variables.

![Diagram of method graph with a possible conflict.](image)

There is a problem with using walkabout strengths in SkyBlue because methods may have multiple outputs. Consider the method graph of Figure 4. DeltaBlue would correctly calculate the walkabout strengths of V2-V6 to be weakest. But what about V1? The walkabout strengths of V2 and V3 imply that V1 should have a walkabout strength of weakest, since the alternative (multi-output) method for C1 can be chosen that outputs to V2 and V3, which both have weakest walkabout strengths. However, it is not possible for a method to set both V2 and V3 simultaneously, without revoking one of the required constraints. Simply switching methods would lead to a method conflict with both C4 and C5 determining V6. However, this cannot be detected without exploring the graph, which would remove one of the benefits of walkabout strengths (i.e., they can be calculated using local information).

In SkyBlue, the definition of walkabout strength is modified. A variable's walkabout strength is defined as a lower bound on the strength of the weakest constraint in the current method graph that would need to be revoked to allow the variable to be determined by a new constraint. SkyBlue uses the modified definition of walkabout strengths to reject methods when constructing an mvine: if any of the outputs of a method have walkabout strengths equal to or stronger than the root constraint, then it is not possible to complete the mvine using this method. The use of walkabout strengths cannot eliminate all of the backtracking during mvine construction but it can reduce it considerably.

Whenever SkyBlue successfully constructs an mvine it modifies the method graph, so the walkabout strengths must be updated to correspond to the new method graph. This is done by processing all of the

---

Another interpretation of the weakest strength is that each variable has an implicit stay constraint with a strength of weakest, which specifies that the variable value doesn't change unless a stronger constraint determines it.
enforced constraints in the constraint graph (in topological order) and recalculating the walkabout strengths of the determined variables. It is possible to apply the technique from Section 5.2 in this situation by processing only the enforced constraints downstream of the redetermined variables.

SkyBlue uses the modified definition of walkabout strengths to simplify the processing of cycles. If the method graph contains directed cycles, it is not possible find a topological sort for the constraints. The walkabout strengths for variables in the cycle could be calculated by examining all of the constraints in the cycle, but this would require non-local computation. Instead, SkyBlue chooses a selected method in the cycle and calculates the walkabout strengths of its outputs as if all of its input variables in the cycle had walkabout strengths of weakest. This is guaranteed to be a correct lower bound. This simplifies the updating of walkabout strengths at the cost of increasing the search when constructing an mvine, because the walkabout strengths in a cycle and downstream may be weaker than necessary.

5.4 Comparing Performance Techniques

For regression testing and performance tuning, a random sequence of 10000 calls to add-constraint and remove-constraint was generated and saved. Using this sequence it is possible to measure how the performance of SkyBlue is improved by the performance techniques described above.

<table>
<thead>
<tr>
<th>local collection</th>
<th>walkabout strengths</th>
<th>time (seconds)</th>
<th>number mvines attempted</th>
<th>number mvines constructed</th>
<th>number backtracks</th>
</tr>
</thead>
<tbody>
<tr>
<td>on</td>
<td>on</td>
<td>25.3</td>
<td>5840</td>
<td>12748</td>
<td></td>
</tr>
<tr>
<td>on</td>
<td>off</td>
<td>47.2</td>
<td>5840</td>
<td>196012</td>
<td></td>
</tr>
<tr>
<td>off</td>
<td>on</td>
<td>44.1</td>
<td>5826</td>
<td>36262</td>
<td></td>
</tr>
<tr>
<td>off</td>
<td>off</td>
<td>125.5</td>
<td>5826</td>
<td>571534</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5: Measurements collected while executing a sequence of 10000 constraint operations in SkyBlue with different performance techniques enabled.

Figure 5 shows the timing results when executing the sequence with four different configurations of the SkyBlue algorithm. The local collection column specifies whether the technique from Section 5.2 was used to collect constraints local to the added or removed constraint when enforcing and executing methods, versus processing all of the constraints in the constraint graph. The walkabout strengths column specifies whether variable walkabout strengths were used to improve mvine searches and updated whenever an mvine was constructed, as described in Section 5.3. The times in the third column show that SkyBlue is most efficient with both techniques enabled, about half the speed with either technique disabled, and exceedingly slow with neither of the techniques enabled. The collection strength technique of Section 5.1 was enabled in all four cases. Disabling this technique did not change the times as much as the other two techniques.

These timings are explained by the remaining three columns, which record the number of times SkyBlue attempted to enforce a constraint by constructing an mvine, the number of times the mvine was successfully constructed, and the number of times backtracking occurred while trying to construct an mvine. These timings can be interpreted as follows: the local collection technique saves time by reducing the number of attempts to construct mvines and the number of constraint methods executed. The walkabout strength technique saves time by reducing the amount of backtracking when constructing an mvine. This particularly reduces backtracking (and time) when there are numerous unsuccessful mvines, such as when the local collection technique is disabled.

6 SkyBlue Applications

SkyBlue is currently being used as the constraint solver in Multi-Garnet [8], a package that extends the Garnet user interface construction system [6] with support for hierarchies of multi-way constraints. SkyBlue is also currently being used as the constraint solver in an implementation of the Kaleidoscope language [3] and as an equation manipulation tool in the Pika simulation system [1].
6.1 Multi-Garnet

Garnet is a widely-used user interface toolkit built on Common Lisp and X Windows [6]. However, Garnet only supports one-way constraints, all of which must be required (no hierarchies). The Multi-Garnet package uses the SkyBlue solver to add support for multi-way constraints and constraint hierarchies to Garnet [8].

Figure 6: Three views of a scatterplot built within Multi-Garnet: The initial scatterplot, the initial scatterplot after moving the X-axis, and the initial scatterplot after scaling the point cloud by moving a point.

Figure 6 shows three views of a graphic user interface constructed in Multi-Garnet: a scatterplot displaying a set of points. SkyBlue constraints are used to specify the relationship between the screen position of each point, the corresponding data value, and the positions and range numbers of the X and Y-axes. As the scatterplot points and axes are moved with the mouse, SkyBlue maintains the constraints so that the graph continues to display the same data.

The scatterplot application exploits many of the features of SkyBlue. SkyBlue resatisfies the constraints quickly enough to allow continuous interaction. The different interactions (move axis, move point cloud, scale point cloud, etc.) are defined by adding weak stay constraints to specify variables that should not be changed. Multi-way constraints allow any of the scatterplot points to be selected and moved, changing the axes data. This changes the positions of the other points, reshaping or moving the point cloud. Finally, the scatterplot uses constraints with multi-output methods, such as a constraint with three two-output methods that maintains the relationship between the X-coordinates of the ends of the X-axis, the range numbers displayed at the ends of the axis, and the scale and offset variables used to position points relative to the axis. It would be difficult to build this application in Garnet without maintaining some of the relationships using other mechanisms in addition to the Garnet constraint solver.

6.2 The Pika Simulation System

SkyBlue is being used as an equation manipulation tool in a version of the Pika simulation system [1]. Pika constructs simulations in domains such as electronics or thermodynamics by collecting algebraic and differential equations representing relationships between object attributes. For example, in a simulation of an electronic circuit, one equation would relate the voltage across and the current through a particular resistor. Pika processes these equations and passes them to a numerical integrator that calculates how the object attributes change over time.

Pika uses SkyBlue to manipulate the collected equations. Each equation is expressed as a SkyBlue constraint with one method for each possible output variable. SkyBlue chooses one method from each constraint so that no two constraints select the same output variable, and topologically orders the selected methods. Pika uses the ordered list of selected methods to set up the numerical integrator. Note that Pika does not use SkyBlue to maintain the constraints (equations) directly, but rather uses it to process the equations for the numerical integrator, which will maintain the equations during the simulation.

During equation processing, Pika takes advantage of SkyBlue's support for constraint hierarchies to influence the methods selected. There may be many possible ways to directionalize a given set of equations, leaving different sets of variables constant. Within the simulation, it may be preferable to keep some variables constant over others. This is represented by adding weak stay constraints to variables that should remain constant. SkyBlue will choose an equation ordering that leaves these variables constant, if possible.
Pika uses SkyBlue's facilities for incrementally adding and removing constraints to update the sorted list of equation methods as equations are added and removed. This may occur while the simulation is executing. For example, when the temperature of a container of water increases and it starts to boil, a different set of equations describing its behavior is activated.

Often there are cycles in the sets of selected methods produced by SkyBlue. Currently, Pika handles these cycles by extracting the equations in the cycle, and passing them to an symbolic mathematics system which tries to transform them to a non-cyclic set of equations. Pika replaces the cycle of equations by the reduced equations, SkyBlue (incrementally) updates the constraint graph, and Pika processes the new ordered list of selected methods.
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Abstract
Although concurrent logic programming languages provide a suitable implementation environment for real time systems, they fail to give any notion of temporal correctness. We define a set of semantics whereby temporal constraints, consisting of delay, maximum execution time, and priority specifications can be implemented into existing concurrent logic programming languages. The notion of temporal inheritance is described which allows distribution of common temporal constraints to processes that are all part of the same task. We give some examples illustrating the utility of the language extension.

1 Introduction
Real time systems (RTS) can be defined as systems whose result not only depends on the correctness of the output, but also the time at which the output is produced. Hard RTSs have deadlines which if missed can be either disastrous (missile guidance systems) or useless (stock market prediction). Soft RTSs such as telephone exchanges, on the other hand can tolerate a certain proportion of missed deadlines with little or no catastrophic effect.

Logic programming languages were found to be suitable for the implementation of real time control systems [1, 6, 8]. Declarative nature of programming, automated translation of software design specifications to logic [5, 7, 11], and reduced development time [11] are some of the advantages offered by these languages.

Currently, there exist two attempts to extending concurrent logic languages for real time. Fleng [8], incorporates a delay predicate which binds a logical variable after a specified amount of time. PARLOG-RT [6] introduces predicates, after, before, and delay. The before and after predicates allow exception handling if deadlines are preceded or missed respectively, while the delay predicate executes a specified goal after a finite duration of time.

The problem with the current approaches is the lack of process urgency specification and scheduling. Under heavy system loads multiple jobs contending for CPU time will be serviced in an order based on some non-temporal algorithm. The result is that lower urgency jobs may execute before higher urgency ones possibly causing system failure.

The objective of this work is twofold. First, to provide a set of formal semantics by which existing concurrent logic programming languages can be extended for real time and second, to allow schedulability of the language by assigning urgencies to all processes of a program.

1.1 Concurrent Constraint Logic Programming
The work presented here is centered around the notion of concurrent constraint logic programming(ccclp) [9]. We now give a brief introduction to the relevant issues of ccclp.

The architecture of a ccclp language, shown in Figure 1, consists of an executing program communicating with a central store. A program is composed of a number of agents, each of which communicates

---

1 Here we use the term agent to refer to a process in the constraint logic programming scheme.
independently with the store via ask and tell operations (corresponding roughly to read and write).
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**Figure 1: Architecture of a clp Language**

### 1.1.1 Store

The store is best described as being analogous to a memory map of a traditional computer. The addresses of a memory map correspond to variables in a store (i.e., a variable is mapped to a given address) and the data elements correspond to constraints which are told on the variables by agents. The ask and tell operations differ from a memory map in that they read and post constraints rather than data values.

Constraints, which remain in the store for the lifetime of the computation, are added to the existing constraints of a variable in a conjunctive fashion. The store can be considered a fundamentally parallel model of memory since agents telling constraints will not overwrite previous entries and all entries will become part of the final solution.

Variables in the store and their associated constraints must be defined under a specific domain of discourse which we shall assume to be the set of real numbers for purposes of this paper. The result of a successful computation is a set of variables and their associated constraints which when solved by an appropriate constraint solver² yield a general solution.

A computation is said to fail if there exists a variable in the store, whose associated conjunction of constraints entails the empty set. Such a variable is called an inconsistent variable and a store containing an inconsistent variable is correspondingly called an inconsistent store.

### 1.1.2 Tell

A tell operation consists of adding a conjunctive constraint to the existing constraints for a given variable. Since the conjunctions, \( c_0 \land c_1 \) and \( c_1 \land c_0 \) are equivalent, it should be apparent that the order of which constraints are posted to the store is irrelevant. Thus the store has the notion of stability, or more precisely, a store where constraint \( c_0 \) is posted before \( c_1 \) is equivalent to a store in which constraint \( c_1 \) is posted before \( c_0 \).

For computations to remain consistent, each variable must be checked for consistency before a tell is allowed to succeed. Thus a tell operation must block the telling agent until it is determined that the constraint which is to be posted to the store is consistent. We call this type of tell atomic tell. If the constraint to be posted by atomic tell is inconsistent with the store, the tell operation fails.

### 1.1.3 Ask

An ask operation checks if a specified variable in the store entails the asked constraint. To maintain the notion of stability, an asked constraint in which there does not exist enough information in the store to ensure that this constraint will be met after all future tell operations by other agents will suspend. If a constraint is posted by another agent such that the store entails the asked constraint, the previously suspended agent is allowed to proceed. Conversely if the constraints posted falsify the asked constraint, the ask operation fails.

²The constraint solver will depend on the domain of discourse.
The notions of stability within the store imply that a successful ask operation will be successful if it is asked any time in the future provided that the store remain consistent. Thus we have a framework by which ask operations will suspend waiting for tell operations, providing an automatic computation synchronization mechanism allowing all agents to execute concurrently.

1.1.4 Eventual Tell

Atomic tell is a computationally expensive operation since a consistency check must be done before the operation is allowed to succeed. If one could guarantee that all posted constraints will be consistent with the store then this consistency check could be omitted. This type of tell operation is called eventual tell\(^2\).

An eventual tell always succeeds and telling agents do not suspend waiting for constraints to reach the store. The constraints are put into a repository and eventually migrated to the store. Given that the store is stable, agents asking constraints not yet entailed by the store will suspend until the store entails the asked constraints. Thus we have a framework of asking agents' waiting for telling agents' constraints to be posted to the store and ensuring correct computation regardless of the time constraints take to migrate to the store through the repository.

2 Incorporation of Temporal Constraints

We now augment the cclp framework as to introduce the notion of time.

2.1 Temporal Constraints

The proposed structure of the real time cclp language (rtcclp) is given in Figure 2. Agents post constraints to the buffer and proceed with computation (ie eventual tell). Agents have no notion of how long it will take to post a constraint told by an eventual tell to the store. By making the posting delay of eventual tell specifiable, we can introduce the notion of time into the computation. The buffer will serve as a scheduler since it will effectively suspend computation until constraints are posted. We call this buffer a temporal buffer.

Agents telling constraints through the temporal buffer must have some way of synchronizing with the constraints when posted, or more precisely should suspend until their constraint is posted to the store by the temporal buffer. We thus introduce the notion of a temporal tell. The temporal tell is a compound operation composed of an eventual tell through the temporal buffer followed by an ask of a said constraint from the store. The temporal tell effectively communicates scheduling information to the temporal buffer and suspends until scheduled by having its told constraint posted. Since eventual tells must be consistent with the store, all temporal constraints must be consistent with previously posted constraints. This issue shall be readdressed when temporal constraints are defined in section 2.3.

![Figure 2: Architecture of a Real-Time cclp Language](image)

2.2 Real-Time Constraints

Specification of start and finish times are the two parts of a temporal constraint. An infinite or zero specification of finish or start time respectively is used to indicate a non-specification. For example an agent

\(^2\)The motivation of eventual tell is largely distributed systems. The interested reader is referred to [9] for details.
that wishes to be delayed for a period of Delay but not have a definite finish time could post a constraint such as given in equation 1 (where $T_c$ is the current time, $t_s$ the start time and $t_f$ is the agents desired finish time). An agent with a specific deadline by which computation must terminate would post a temporal constraint similar to equation 2. A window of execution can be established for an agent by specifying both the delay and maximum execution time as finite, non-zero values. From these examples it should be apparent that an agents complete temporal properties can be expressed by specifying only the parameters, Delay and Max Execution Time.

$$t_s \geq (T_c + \text{Delay}) \land t_f \leq (T_c + \infty) \quad (1)$$

$$t_s \geq (T_c + 0) \land t_f \leq (T_c + \text{Max Execution Time}) \quad (2)$$

### 2.3 Temporal Tell

We now formalise the notion of a temporal tell. A temporal tell consists of telling the start and finish time constraints of the currently executing agent to the temporal buffer followed by an ask of the start constraint from the store. Since the temporal buffer is a global entity, it performs scheduling based on agents start and finish times. When an agent is to be scheduled for computation, the temporal buffer posts a constraint of the form $t_s \geq T_c$, satisfying the agents ask and allowing computation to proceed. Since $T_c$ (current time) is ever increasing, and an agent will suspend until its asked inequality is satisfied (ie will not perform any tells while suspended), it should be apparent that all temporal tells will be consistent.

The reader should note that each agent's start and finish times as posted by the temporal tell operation are entirely consumed by the temporal buffer. The start time places a lower bound on the time at which the agent will be unsuspended, while the finish time indicates to the temporal buffer the agent's urgency of execution. This notion of agent urgency becomes important when more than one agent wish to be executed at any point in time. We shall re-address the specification of agent urgency when priorities are introduced into this framework in section 3.3.

The temporal tell mechanism requires that each agent be allocated a unique variable, $(t_s)$ in the store to which all temporal constraints are told. We call this variable a temporal variable and assume each agent's temporal variable to exist for the lifetime of the agent. At any given point in time, each temporal variable entails its associated agent's start time.

To allow newly created agents with higher urgencies to preempt the currently executing one, processes will be required to execute asks of the form $t_s \geq T_c$ on a regular basis. This gives the temporal buffer the ability to execute agents for a finite period of time, $\text{etime}$, by posting a constraint, $t_s \geq T_c + \text{etime}$.

### 3 Incorporating Temporal Tells into a Concurrent Logic Programming Language

We now turn our attention to the semantics associated with incorporating temporal tells into a concurrent logic programming language. Although the concepts presented here should be widely applicable throughout the family of commit choice languages, our implementation was centered around PARLOG [2].

It should be noted that although the extensions proposed are rooted in concurrent constraint logic programming, one need not implement a store to realize rtcclp.

#### 3.1 Compound Guard

The clause syntax for rtcclp is as follows:

$$\text{Head} \leftarrow \text{Guard} \mid \text{TemporalGuard} \mid \text{Body}.$$

The guard of concurrent logic programming languages is augmented with a temporal guard to form a compound guard. The two commit operators ($\mid$) imply that the Guard must succeed before the Temporal Guard.

---

*We assume the temporal buffer to have knowledge of when agents terminate so as to be able to schedule another agent.*
is executed and the Temporal Guard must commit before the body of the clause is executed. The temporal guard performs a temporal tell and commits upon its ask constraint being satisfied by the store. Since both the Guard and TemporalGuard are optional, we use the commit operator notation below to specify clauses without a Guard, TemporalGuard and compound guard respectively.

\[ \text{Head} \leftarrow \text{|TemporalGuard|Body}. \]
\[ \text{Head} \leftarrow \text{Guard||Body}. \]
\[ \text{Head} \leftarrow ||\text{Body}. \]

The temporal guard consists of specification of an agent's Delay and MaxExecutionTime as shown below.

\[ \text{Head} \leftarrow \text{Guard|Delay, MaxExecutionTime|Body}. \]

The temporal buffer ensures that an agent's asked constraint will be posted after \((T_c + \text{Delay})\) seconds, and early enough so that its finish time will be less than \((T_c + \text{MaxExecutionTime})\) (where \(T_c\) is sampled after the delay portion of the temporal guard has succeeded).

The Delay parameter of the temporal guard may be an input parameter of the clause head, however if uninstantiated at time of temporal guard evaluation, the agent will suspend until the variable becomes instantiated, after which the agent will execute a temporal tell (effectively sampling \(T_c\) after Delay gets instantiated). The MaxExecutionTime specification is to be specified as a constant at compile time. This will ensure, that at runtime, deadline specifications are not unspecified, leading to possible system error. The situation when a fixed specification time becomes awkward is with common procedures which are called by multiple agents with different finish times. The next section introduces a set of semantics to circumvent this problem.

3.2 Inheritance of Temporal Specifications

To permit multiple clauses to share identical temporal specifications (start and finish times) as a given parent clause we introduce the notion of temporal constraint inheritance.

Consider the abstract program below. Clause A contains a temporal guard which specifies a finite execution time. Subgoal B1 will unify with the head of clause B1. Clause B1 will inherit the finish time of clause A. Similarly clause B4 will unify with clause B1's subgoal B4 and it too will inherit the finish time of clause A. Inheritance can be conceptualized as having all child process inherit the finish time of their parent. All processes which inherit a finish time from a common parent will be referred to as a task. Temporal guards serve to modify the finish time of a process, in effect creating a new task. It should be noted that clauses inherit the actual finish time, \((T_c + \text{MaxExecutionTime})\), where \(T_c\) is sampled by the parent), not just \text{MaxExecutionTime}.

\[ \leftarrow A. \]
\[ A \leftarrow |0, \text{MaxExecutionTime}|B1, B2, B3. \]
\[ B1 \leftarrow ||B4, B5, B6. \]
\[ B4 \leftarrow ||B7, B8. \]
\[ B8 \leftarrow |\text{TemporalGuard}|B9. \]

The notion of tasking creates non-determinism in the finish time if (for example) clause B8's temporal guard has a long finish time, \((T_c2 + \text{MaxExecutionTime}2)\) and clause B1's temporal guard has a short finish time, \((T_c1 + \text{MaxExecutionTime}1)\), such that \((T_c1 + \text{MaxExecutionTime}1) < (T_c2 + \text{MaxExecutionTime}2)\), the specification of \text{MaxExecutionTime}1 may not be met due to the fact that it could be waiting for the temporal guard of clause B8. This requires all subclasses which are part of the same functional task to inherit their temporal specifications from a common parent. A programmer specified temporal guard creates a new task and as such parent tasks should not be dependent on child tasks, but remain functionally and temporally independent.

Semantically, clauses inherit start times as well as finish times, however since start times have been met when the temporal guard has committed, they will also be met after the start times are inherited given the fact that \(T_c\) is sampled by the parent. For this reason clauses need only inherit finish times.
3.3 Priorities

Programmers often require more temporal expressive power than can be bought with the temporal specifications described. For example, supervisory processes in a system are usually required to be of higher urgency than worker processes. For this reason, we introduce the notion of priorities.

Syntactically, a clause priority is specified as an optional third element in the temporal guard and does not change any of the commitment semantics. Like MaxExecutionTime, priority information is entirely consumed by the temporal buffer and is treated as scheduling information. In the event of an unspecified priority, the system defaults to some predetermined middle priority, giving the programmer the flexibility of using priorities higher or lower than the default.

Inheritance of priorities is identical to that of finish times. Processes that execute a temporal guard have their priority modified to reflect that of the temporal guard. Child processes that are spawned by a parent inherit the finish time and priority of the parent. In the example below, processes B, C, D and E execute at MaxExecutionTime1 and Priority1 while processes F and G execute at MaxExecutionTime2 and at the system default priority.

\[ A \leftarrow |Delay_1, MaxExecutionTime_1, Priority_1|B, C. \]
\[ B \leftarrow |D, E. \]
\[ D \leftarrow |Delay_2, MaxExecutionTime_2|F, G. \]

The inclusion of priorities into the framework should be regarded solely as process urgency information. Should other urgency information, such as process execution time or confidence intervals of execution, be available, it could be incorporated into this framework in an identical fashion.

3.4 Input & Output

Program input and output (I/O) such as handshaking introduces non-determinism into deadline specifications since a process belonging to a task may wait indefinitely for an external device over which it has no control. It becomes impossible to bind deadlines around such events. For this reason we provide a set of semantics for non-deterministic I/O by which the programmer can effectively perform I/O and maintain the temporal properties of tasks.

We begin by separating possibly non-deterministic I/O predicates from the remainder of the predicates of the language. Each I/O predicate will implicitly execute a temporal guard before the actual I/O predicate is executed. The effect is that each I/O predicate creates a separate task for itself and does not inherit its parents finish time. The problem with this scheme is that all predicates following an I/O predicate would then inherit its finish time. For this reason we restrict the placement of I/O to the final predicates of the guard as shown below.

\[ A \leftarrow |TemporalGuard_1|B_1, B_2, B_3, \ldots, B_i. \]
\[ B_i \leftarrow G_1, G_2, \ldots, G_j & I/O_1, I/O_2, \ldots, I/O_k|TemporalGuard_2|Body_2. \]

The predicates \( G_1 \ldots G_j \) of the second clause form the standard component of the concurrent logic programming guard. The \& is a sequential operator\(^6\) which ensures that the standard guard completes execution before the I/O is begun. After all the I/O goals have completed, the temporal guard is executed and creates a new task for subgoals in the body of the clause.

The net effect is that the parent clause's task is responsible for scheduling the I/O operations within the duration of its finish time. In the example above, the first clause's subgoal in the body, \( B_1 \) unifies with the head of the second clause. Guard predicates \( G_1 \ldots G_j \) are executed under the first clause's task. Upon reaching the I/O predicates, the task of the first clause is terminated and each I/O predicate executes its temporal guard and creates its own task. When all I/O predicates have succeeded, the guard commits which invokes the clause's temporal guard, effectively creating a new task for the clause's body.

\(^6\) We borrow this sequential operator notation from PARLOG [2].
The temporal guards for the I/O subgoals are specified when the language is implemented and are not user modifiable. Typically I/O predicates are given a high system priority, infinite MaxExecutionTime and a delay time of zero.

4 Examples

We now turn our attention to the implementation of a few examples which illustrate the utility of the extensions.

4.1 Delay

A finite delay can be modeled as a delayed start time with an unspecified finish time.

\[ \texttt{A} \leftarrow \texttt{Delay, 0 \text{Body.}} \]

Above, when the goal unifies with the clause, the temporal guard waits at least Delay before committing.

4.2 Timeout

We can also model an action that waits for an input for a fixed amount of time and if the input does not occur, a timeout handler is executed. In the example below, ProcessInput is to be executed should the input occur before Waittime and ProcessTimeout if the timeout expires. Neither of the clauses uses a MaxExecutionTime specification and default to the system priority.

\[ \texttt{A} \leftarrow \texttt{Input(x), 0 \text{ProcessInput.}} \]
\[ \texttt{A} \leftarrow \texttt{Waittime, 0 \text{ProcessTimeout.}} \]

4.3 Periodic Processes

A periodic process such as the sampling of a computer keyboard is a task which is performed repetitively, say every D units of time. The example below highlights the design of such a process. Scan is invoked by the goal and delays D time units before committing. After commitment, Scan and Key.Pressed predicates execute in parallel.

\[ \texttt{A} \leftarrow \texttt{Scan.} \]
\[ \texttt{Scan} \leftarrow \texttt{D, e|Scan, Key.Pressed.} \]
\[ \texttt{Key.Pressed} \leftarrow \texttt{YES|0, 6|Process.Key.} \]
\[ \texttt{Key.Pressed} \leftarrow \texttt{NO|}. \]

Both Scan and Key.Pressed have maximum execution times of e as defined by the temporal guard. It should be apparent that the Scan clause will be re-invoked on the interval [0, e] time units after unsuspension of the temporal guard. This mechanism allows the programmer to effectively specify the worst case error in sampling due to program execution and take the factor into account in the calculation of D.

The Key.Pressed clauses process the input depending if a key was pressed or not. In the key pressed case, a new task is created with a MaxExecutionTime = 6. For this example, it is required that a key be processed before the next sampling. Based on this knowledge, we calculate the worst case execution time for 6. Initially, the temporal guard of the Scan clause is executed at t0. In the worst case, Scan will re-invoke itself at time t0 and the temporal guard for the Key.Pressed clause will be executed at time t0 + e (assuming a key was pressed). The Process.Key must be executed before the next scan interval, (t0 + D), and thus (t0 + e + 6 < t0 + D), or (e + 6 < D).

With little or no modification, this segment of code could serve as an interrupt generator and handler for a larger system. By specifying high system priorities, one could ensure that these clauses preempt lower priority system processes and hence would function very similarly to a hardware generated interrupt.
4.4 Representation of State Machines

The state machine of Figure 3 can be represented in rtcclp as shown below.

\[ A \rightarrow A. \]
\[ A \leftarrow X|\text{TemporalGuard}_1|B. \]
\[ B \leftarrow Y|\text{TemporalGuard}_2|C. \]
\[ C \leftarrow Z|\text{TemporalGuard}_3|A. \]

The inputs of the state machine (X, Y and Z) treated as non-deterministic I/O and are placed in the guards. The temporal guard specifies the processing time of transitions after the input has occurred. It is interesting to note that each task is responsible for scheduling the next. For example if the state machine is currently in state A and an X transition is received, TemporalGuard1 is executed which forms a new task. The newly created task is completed when subgoal B succeeds or more precisely when the state machine is in state B waiting for input Y.

![Figure 3: Typical Finite State Machine](image)

5 Conclusions

We have defined a methodology by which to incorporate real time constraints into a concurrent logic programming language based on the concurrent constraint logic programming paradigm. Time is introduced into the logical framework by making the time taken to post constraints deterministic. The rtcclp language was implemented by modifying the abstract machine of PARLOG [3, 4]. The expressive power of rtcclp was found to be natural and effective in the implementation of a small private branch telephone exchange (PBX).

At the programmer level, tasks and inheritance allow for increased programmer expressiveness, while at the emulator level, tasks are used to group work. Since the processor executes a single task with the highest urgency\(^6\), tasks are completed sequentially rather than attempting to service many processes at once by timeslicing.

Preliminary simulations indicate approximately 10% decrease in performance of the real time extended PARLOG based on the PARLOG benchmarks described in [3]. Simulations of the PBX indicate almost two orders of magnitude decrease in CPU utilization between the real time and non-real time PARLOG due to the ability to suspend tasks for a finite delay. As expected, real time PARLOG produced results which had

\(^6\)Urgency is a function of the current time, task priority, task deadline and scheduling algorithm.
greater probabilities of being within temporal specification than standard PARLOG. Further details of the implementation of real time PARLOG can be found in [10].
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1 Introduction

Constraint propagation is one of the key operations on constraints in Constraint Programming. In a constraint program, a constraint set partially characterizes objects of interest and their relationships. As commitments are made that further characterize some object, we want to infer consequences of those commitments and add those consequences as new constraints. Efficiency concerns drive us to look closely at the representation of constraints, inference procedures for solving constraints and deriving consequences, and the capture of inferred consequences as new constraints.

We report here on our current efforts at developing automated methods for deriving problem-specific constraint propagation code. This effort is part of a broader development of automated tools for transforming formal specifications into efficient and correct programs. The KIDS system [9] serves as the testbed for our experiments and provides tools for performing deductive inference, algorithm design, expression simplification, finite differencing, partial evaluation, data type refinement, and other transformations. We have used KIDS to derive over 60 algorithms for a wide variety of application domains, including scheduling, combinatorial design, sorting and searching, computational geometry, pattern matching, and mathematical programming.

A transportation scheduling application motivated our constraint propagation work [8]. We used KIDS semiautomatically to derive a global search (backtrack) scheduler. The derivation included inferring pruning conditions and deriving constraint propagation code. The resulting code is given in [8] and has proved to be dramatically faster than other programs running the same data (e.g. OPIS at CMU). The pruning and constraint propagation are so strong that the program does not backtrack on the data we have tried. For example, on a transportation problem involving 15,460 movement requirements obtained from the US Transportation Command, the scheduler produces a complete feasible schedule in about one minute. A constraint network formulation of this problem would have over 46,000 variables and 150,000 constraints.

Any constraint programming system depends on an abstract datatype of constraints. What are some of the basic operations on constraints? First, constraints are expressed in the language of some theory (e.g. linear arithmetic with inequalities) and there must be a representation of constraints. Second, in that theory there must be procedures for solving constraints and extracting solutions. Third, there must be a procedure for inferring consequences of constraints and capturing their content in a new constraint (perhaps by weakening or approximation). Fourth, there must be a way to compose two constraints (e.g. to assimilate a new constraint).

Current constraint programming languages (e.g. CLP(R) [4], CHIP [2]) effectively carry out these operations via representations and operations specialized to the theory of the constraint language. For the sake of efficiency it may be necessary to design representations and operations that exploit not only the general background theory, but the intrinsic structure of the particular problem being solved.

*This research was supported in part by the Office of Naval Research under Contract Office of Naval Research Grant N00014-90-J-1733, in part by the Air Force Office of Scientific Research under Contract F49620-91-C-0073, and in part by DARPA/Rome Laboratories under Contract F30602-91-C-0043.

We will not distinguish constraints and constraint sets, since a constraint set usually denotes the constraint that is a conjunction of the constituent constraints.
2 Global Search Theory

Our studies of constraint propagation take place within a formal model of a class of constraint programs called global search algorithms. Global search generalizes the well-known algorithm concepts of binary search, backtrack, and branch-and-bound [6].

The basic idea of global search is to represent and manipulate sets of candidate solutions. The principal operations are to extract candidate solutions from a set and to split a set into subsets. Derived operations include (1) filters which are used to eliminate sets containing no feasible or optimal solutions, and (2) constraint propagators that are used to eliminate nonfeasible elements of a set of candidate solutions. Global search algorithms work as follows: starting from an initial set that contains all solutions to the given problem instance, the algorithm repeatedly extracts solutions, splits sets, eliminates sets via filters and propagates constraints until no sets remain to be split. The process is often described as a tree (or DAG) search in which a node represents a set of candidates and an arc represents the split relationship between set and subset. The filters and constraint propagators serve to prune off branches of the tree that cannot lead to solutions.

The sets of candidate solutions are often infinite and even when finite they are rarely represented extensionally. Thus global search algorithms are based on an abstract data type of intensional representations called space descriptors (denoted by hatted symbols). The space descriptors can be thought of as constraints or representations of constraints.

Global search can be expressed axiomatically via a global search theory [6] which we elide here. In the following we present just those parts needed to discuss the formal derivation of constraint propagation code.

A problem can be specified by presenting an input domain D, an output domain R, and an output condition \( O : D \times R \rightarrow \text{boolean} \). If \( O(x, z) \) then we say \( z \) is a feasible solution with respect to input \( x \). In other words, the output condition defines the conditions under which a candidate solution is feasible or acceptable. Global search theory extends the components of a problem with a datatype of space descriptors (constraint representations) \( \hat{R} \) and a predicate Satisfies : \( R \times \hat{R} \rightarrow \text{boolean} \) that gives the denotation of space descriptors; if Satisfies\( (z, \hat{r}) \) then \( z \) is in the set of candidate solutions denoted by \( \hat{r} \) and we say that \( z \) satisfies \( \hat{r} \).

One version of the transportation scheduling problem can be specified as follows. The input is a set of movement requirements and a collection of transportation resources. A movement requirement is a record listing the type of cargo, its quantity, port of embarkation, port of debarkation, due date etc. Schedules are represented as maps from resources to sequences of trips, where each trip includes earliest-start-time, latest-start-time, port of embarkation, port of debarkation, and manifest (set of movement requirements). The type of schedules has the invariant (or subtype characteristic) that for each trip, the earliest-start-time is no later than the latest-start-time. A partial schedule is a schedule over a subset of the given movement records.

Twelve constraints characterize a feasible schedule for this problem:

1. **Consistent POE and POD** – The POE and POD of each movement requirement on a given trip of a resource must be the same.
2. **Consistent Resource Class** – Each resource can handle only some movement types. For example, a C-141 can handle bulk and oversize movements, but not outsize movements.
3. **Consistent PAX and Cargo Capacity** – The capacity of each resource cannot be exceeded.
4. **Consistent Initial Time** – The start time of the first trip of a transportation asset must not precede its initial available date, taking into account any time needed to position the resource in the appropriate POE.
5. **Consistent Release Time** – The start time of a trip must not precede the available to load dates of any of the transported movement requirements.
6. **Consistent Arrival time** – The finish time of a trip must not precede the earliest arrival date of any of the transported movement requirements.
7. **Consistent Due time** – The finish time of a trip must not be later than the latest arrival date of any of the transported movement requirements.
8. **Consistent Trip Separation** – Movements scheduled on the same resource must start either simultaneously or with enough separation to allow for return trips. The inherently disjunctive and relative nature of this constraint makes it more difficult to satisfy than the others.

9. **Consistent Resource Use** – Only the given resources are used.

10. **Completeness** – All movement requirements must be scheduled.

These constraints are expressed concisely as quantified first-order sentences.

A simple global search theory of transportation scheduling has the following form. A set of schedules is represented by a partial schedule. The split operation extends the partial schedule by adding one movement requirement in all possible ways. The initial set of schedules is described by the empty partial schedule – a map from each available resource to the empty sequence of trips. A partial schedule is extended by first selecting a movement record mvr to schedule, then selecting a resource r, and then a trip t on r (either an existing trip or a newly created one). Finally the extended schedule has mvr added to the manifest of trip t on resource r. The alternative ways that a partial schedule can be extended naturally gives rise to the branching structure underlying global search algorithms. The formal version of this global search theory of scheduling can be found in [8].

When a partial schedule is extended it is possible that some problem constraints are violated in such a way that further extension to a complete feasible schedule is impossible. In global search algorithms it is crucial to detect such violations as early as possible. The next two subsections discuss two general mechanisms for early detection of infeasibility and techniques for mechanically deriving them.

### 2.1 Pruning Mechanisms

**Pruning tests** are derived in the following way. Let \( z \) be a problem input and \( \dot{r} \) be a space descriptor. The test

\[
\exists (z : R) \ (\text{Satisfies}(z, \dot{r}) \land O(z, z))
\]

(1)

decides whether there exist any feasible solutions satisfying \( \dot{r} \). If we could decide this at each node of a global search algorithm then we would have perfect search – no deadend branches would ever be explored. In practice it would be impossible or horribly complex to compute it, so we rely instead on an inexpensive approximation to it. In fact, if we approximate (1) by weakening it (deriving a necessary condition of it) we obtain a sound pruning test. That is, suppose we can derive a test \( \Phi(z, \dot{r}) \) such that

\[
\exists (z : R) \ (\text{Satisfies}(z, \dot{r}) \land O(z, z)) \implies \Phi(z, \dot{r}).
\]

(2)

By the contrapositive of (2), if \( \neg \Phi(z, \dot{r}) \) then there are no feasible solutions satisfying \( \dot{r} \), so we can eliminate \( \dot{r} \) from further consideration. More generally, necessary conditions on the existence of feasible (or optimal) solutions below a node in a branching structure underlie pruning in backtracking and the bounding and dominance tests of branch-and-bound algorithms [7].

It appears that the bottleneck analysis advocated in the constraint-directed search projects at CMU [3, 5] leads to a semantic approximation to (1) that is neither a necessary nor sufficient condition. Such a heuristic evaluation of a node is inherently fallible, but if the approximation to (1) is close enough it can provide good search control with relatively little backtracking.

In KIDS, a filter \( \Phi \) is derived using a general-purpose first-order inference system. The inference of \( \Phi \) takes place within the theory of the specified problem. Potentially, any special problem structure captured by the axioms and theorems of this theory can be exploited to obtain strong problem-specific pruning mechanisms. Analogous comments apply to the constraint propagation mechanisms discussed next. For details of deriving pruning mechanisms for various problems see [6, 9].
2.2 Cutting Constraints and Constraint Propagation

Pruning has the effect of removing a node (set of solutions) from further consideration. In contrast, constraint propagation has the effect of changing the space descriptor so that it denotes a smaller set of candidate solutions. Constraint propagation is based on the notion of cutting constraints which are necessary conditions \( \psi(z, x, \hat{r}) \) that a candidate solution \( z \) satisfying \( \hat{r} \) is feasible:

\[
\forall (z : D, x : R, \hat{r} : \hat{R}) \quad (Satisfies(z, \hat{r}) \land O(x, z) \implies \psi(z, x, \hat{r})).
\] (3)

By the contrapositive of (3), if \( \neg \psi(z, x, \hat{r}) \) then \( z \) cannot be a feasible solution satisfying \( \hat{r} \). So we can try to incorporate \( \psi \) into \( \hat{r} \) to obtain a new descriptor, without losing any feasible solutions. See Figure 1.

Once the inference system has been used to derive a cutting constraint \( \psi \), we specify an operation, called \( \text{Cut} \), that maps \( \hat{r} \) to a new descriptor \( \hat{s} \) such that

\[
Satisfies(z, \hat{s}) \iff (Satisfies(z, \hat{r}) \land \psi(z, x, \hat{r})).
\]

Constraint propagation is the iteration of \( \text{Cut} \) until we reach a fixpoint \( \text{Cut}(\hat{r}) = \hat{r} \) (See Figure 2). The challenge in implementing constraint propagation is scheduling this iteration in order to minimize unnecessary work. This involves analyzing the dependencies between variables at design time and generating the control structure needed to reestablish a fixpoint when the \( \text{Split} \) operation causes the value of some variable to change.

The effect of constraint propagation is to propagate information through the subspace descriptor resulting in a tighter descriptor and possibly exposing infeasibility. There are several reasons for constraint propagation. First, it shrinks the space of candidate solutions and may thus reduce the branching required to explore it. Second, the generated descriptors may fail the pruning tests and thus allow early termination.

The mechanism for deriving cutting constraints is similar to (in fact a generalization of) that for deriving pruning mechanisms. For transportation scheduling, the derived \( \text{Cut} \) operation has the following form, where \( \text{est}_i \) denotes the earliest-start-time for trip \( i \) and \( \text{est}'_i \) denotes the earliest-start-time for trip \( i \) after applying \( \text{Cut} \) (analogously, \( \text{let}_i \) denotes latest-start-time), and \( \text{roundtrip}_i \) is the roundtrip time for trip \( i \) on resource \( r \). For each resource \( r \) and the \( i^{th} \) trip on \( r \),

\[
est'_i = \max \left\{ \text{est}_i, \begin{align*}
est_{i-1} + \text{roundtrip}_i \end{align*} \right\}
\text{max-release-time(manifest}_i)
Here max-release-time(manifest_i) computes the max over all of the release dates of movement requirements in the manifest of trip i and min-finish-time(manifest_i) computes the minimum of the finish times of movement requirements in the same manifest. Boundary cases must be handled appropriately.

The effect of iterating this Cut operation after adding a new movement record to some trip will be to shrink the (earliest-start-time, latest-start-time) window of each trip on the same resource. If the window becomes negative for any trip, then the partial schedule is necessarily infeasible and it can be pruned.
3 Summary

The message of this work is that there are knowledge-based tools that can be used to synthesize highly specialized and efficient implementations of constraint programs. The idea is to exploit not only the structure of the theory within which the constraints are stated, but the local theory of the particular problem being solved. The local structure supports the inference of specialized pruning and constraint propagation code. The use of a datatype refinement system [1] also allows specialized representations of objects, constraints, and efficient implementation of their operations. The result can be much more efficient code than is possible using general-purpose representations, solvers, and inference procedures.
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1 GOAL

We focus our attention on the manner in which constraint programming (CP) may serve as a basis for languages that support the modeling and database activities of a large class of scientific investigators. In particular, we will examine the applicability of high-level languages based on constraints to problems relating to scientific modeling and database systems for large-scale environmental modeling. We believe that it is necessary to have a clear model of the nature of scientific investigations in order to proceed with such an examination. We therefore base our discussion of the applicability of such languages on a model of scientific investigation, and examine several classes of problems that arise as a consequence of the model.

Our discussion is based on the preliminary results of a multi-year investigation whose goal is the design and partial implementation of a modeling and database language with which scientists may represent a large variety of problems in such a manner that all irrelevant computational issues are hidden. In particular, our research is driven by the long-term computational requirements of a group of earth scientists who are investigating the hydrology, geochemistry and geomorphology of the entire Amazon drainage basin. The computational requirements of these scientists are based on the need to develop, in an iterative manner, models of complex phenomena. Such model development involves issues relating to very large, heterogeneous databases and to numerically intensive computations.

2 SCIENTIFIC INVESTIGATIONS, DOMAINS OF ELEMENTS AND CONSTRAINTS

The goal of our project is to provide scientists with a system that combines the functionality of a database system and the functionality of a modeling system. We believe, as a result of our requirements analysis of the Amazon project, that these two functionalities cannot be usefully separated. In particular, we believe that it is important to provide the scientist with a system that supports the iterative development, testing and application of models of phenomena under investigation. Such support is to be provided in terms of a high-level language that is being designed to enable scientists to represent, both efficiently and effectively, any of the operations that they may wish to carry out during the various stages of the conceptual or computational modeling of some phenomenon.
A central component in the design of the language is an extensible and potentially very large collection of abstract and concrete representational domains of elements that represent the total set of concepts that a scientist needs for modeling complex earth science phenomena in data- and numerically-intensive investigations. The reason for our focus on this concept of a set of representational domains is based upon our idea that the core activities of scientists involved in complex modeling operations relate to the discovery and application of large numbers of clever and powerful representational domains of elements and associated transformations. In particular, we view much of science as an activity in which scientific investigators:

1. construct, evaluate and employ a large set of representational domains for conceptual entities;
2. construct, evaluate and employ many representations of transformations between these domains;
3. construct instances of domain elements;
4. apply sequences of specific transformations to specific sets of domain elements in specific investigations.

Of particular importance are domains involving spatio-temporal elements.

There appear to be two major sets of reasons for supporting large lattices of domains and associated transformations as the core element in a high-level language that is designed to support scientific activity:

1. such a lattice reflects a major component of scientific activity, which involves the iterative discovery of expressive conceptual domains of elements and associated transformations, together with appropriate representations of these domains and transformations. The expressiveness of such domains is apparent in terms of their value in constructing models of given domains of phenomena. In many subfields of science and mathematics, there are typically large numbers of such domains. We therefore believe that it is important to provide computational support for the construction and use of such lattices of domains.

2. In computational terms, such a lattice is of value in relation to reducing the cost of search, insofar as domain membership may be used to provide information on where to search, and in terms of reducing errors, insofar as domain membership may be used to provide a basis for such operations as type checking.

2.1 Lattices of Domains and Constraints

Abstract representational domains correspond to the conceptual domains of a scientist while concrete representational domains correspond to the scientist's choice of a representation for the elements of some abstract domain, in terms of elements from other abstract and concrete representational domains. There may be more than one concrete representational domain for each abstract representational domain. The several characteristics of any concrete representational domain include:

1. the structure of the domain elements;
2. constraints on the values of domain elements;
3. sets of transformations on the domain elements, that in part provide the semantics of the domains.

Hence, one may view domain membership as involving constraints on the structure (or representation) of the elements in a domain; constraints on the values of the elements in a domain; and constraints on the transformations that are applicable to the elements in a domain. Furthermore, we note that a major mechanism for creating new representational domains involves placing constraints on the values of elements of previously constructed domains. The placing of such constraints also induces a structure on the domains that has inheritance properties associated with representation and structure.

3 CONSTRAINTS IN MODELING AND DATABASE LANGUAGES

Our basic hypothesis, based upon observations of the activities of many environmental scientists, is that nearly all of the problems for which such scientists require computational support may be expressed by constraints in a manner that is both very easy and very natural for the scientists. The ease of expression results, in part, from the facts that:

1. constraints are largely declarative in nature and typically permit a very parsimonious representation of conditions that some computational modeling activity must satisfy;

2. the iterative strengthening and weakening of constraints provides a simple yet powerful strategy for acquiring scientific understanding;

3. expressing problems in terms of constraints permits one to hide computational issues that are independent of the scientific phenomena under investigation.

More importantly, perhaps, the simplicity and expressiveness of constraint-based representations follows naturally from our model of scientific activity and in particular from its characterization in terms of lattices of algebraic domains. In particular, it follows from this model that there are at least four major classes of problems for which expression by means of constraints is natural and important;

1. checking for the satisfaction of constraints defining membership in some domain;

2. accessing elements of domains in terms of constraints;

3. accessing transformations in terms of constraints;

4. specifying transformations of elements in terms of constraints that relate to the schema of domain transformations and to values.

3.1 Checking Constraints that Define Membership in Some Domain

It is clear that one would frequently wish to check whether a given element belongs to some domain. For example, this would occur whenever type checking is being performed. In general, this will require that we check whether the value constraints associated with the domain are satisfied.
Another issue that arises with respect to value constraints that are used to define domains is that an arbitrary set of constraints may be unsatisfiable, unless there is some mechanism that tests for such unsatisfiability.

3.2 Accessing Elements of Domains

A major activity in many scientific investigations relates to accessing elements from given domains. One may view such access as a process in which constraints are placed on some abstract entity, which are satisfied during the access process. Given the previous comments on domains, it is clear that specifying that an element belongs to some domain is equivalent to specifying constraints concerning the representation, values and applicable transformations (i.e., the semantics) of the desired element. Additional constraints on the values of the element may then specify search within a given domain. An advantage of constraints is that it permits a satisficing strategy with respect to accessing appropriate domain elements, while it is also easy to refine a search with the addition of more constraints. There appears to be considerable value, from a scientist’s point of view in terms of expressiveness, in representing values of domain elements in implicit form. For example, we may wish to represent constraints on the values of some elements in terms of equations or inequalities that must be solved in order to obtain explicit representations of the values. Computational systems must therefore possess some means for determining the meaning associated with such constraints.

3.3 Accessing Transformations of Domains

An issue that appears to have received little attention involves accessing transformations on domains. Apart from giving a names to transformations and accessing them by name, they too may be accessed by providing a set of constraints. Such constraints may be specified in terms of the schema of the constraint, expressed in terms of the domain names for the domain and range of the transformations, and by constraints on allowable subsets of domain-range pairs, which may be expressed in terms of arbitrary sets of constraints.

Accessing transformations using their names is very restrictive since the only feasible constraints on transformation names must be given in terms of syntactic processing of regular expressions in the name space. Moreover, even if transformation modules were given some mnemonic names suggestive of what the transformations do, we cannot expect globally acceptable naming conventions among the developers and users of transformations. Furthermore, since the values of input/output pairs of transformations are stored in its intensional form, value-based retrieval, while theoretically feasible, is impractical.

We therefore focus on signature-based retrieval of transformations. The domain names constitute partial information concerning transformations, and as such the signature of transformations may serve as search keys. For example, suppose that a domain called POLYGON is defined, and a transformation which computes intersections of two polygons is stored under the name polygon.intersection. If the signature of this transformation is stored in a relational table with the schema of [NAME, INPUT_DOM, OUTPUT_DOM], the names of the transformations may be retrieved by simple table lookup.

The use of domain names in the signature, however, will suffer from the same problem as the use of transformation names as search keys, since constraints on names are essentially that of syntactic identity. By relaxing the constraints in such a manner that the intended semantics of queries is preserved, transformations that are behaviorally identical could also be retrieved. Thus,
we could improve the situation by considering equivalence among domains and signatures. Aliasing or renaming of domains should be taken into consideration in processing queries, together with the order and any "irrelevant" domains appearing in the signature.

In addition to these syntactic relaxations, the system may perform some form of semantic matching of transformation signatures based on the notion of domain interdependencies. The class of interdependencies we will consider include equivalence, super/sub domains, aggregated domains, and other set-theoretic relations such as disjoint, covering, etc. To utilize these dependencies among domains, query processing may be extended by constraint solving capabilities. Suppose for example that a transformation-base is queried about transformations for computing the intersection of two rectangles. If there is no transformation whose signature matches exactly that of the query, the system relaxes the constraints and starts searching the domain lattice for its super domains. Since the domain \texttt{RECTANGLE} is a subdomain of \texttt{POLYGON}, together with constraints on the number of sides and angles between adjacent sides, transformation for computing the intersection of polygons may be accepted as an appropriate answer to the query.

3.4 Specifying Transformations of Elements in Terms of Constraints

An additional approach for accessing transformations involves the idea of implicitly defined transformations. When a transformation is not explicitly stored in the transformation-base, it may be of value for the system to suggest a construction of the desired transformation from the existing lattice of domains and the associated sets of transformations. Since transformation signatures may be represented in terms of a graph-like structure in which nodes denote domains and directed edges denote transformations, a path suggests the derivability of a new transformation and the edges in the path represent compositions of transformations.

As an illustration of the value of the proposed mechanism, consider a scientist investigating a model of river discharge who wishes to extract a representation of a drainage network (TN) from a representation of topography. Suppose that the only topographic dataset available for the region of interest takes the form of a triangulated irregular network (TIN). The scientist may query the system in order to locate appropriate transformations that transform the TIN to a DN with the use of a query that includes constraints on its signature. If there is no transformation in the system having this signature, there may be a transformation that generates a DN from a raster digital elevation model (DEM), and a further transformation that converts the TIN to a DEM, which when composed may provide an acceptable solution to the scientist's problem.
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Abstract: Concurrent engineering (CE) shortens design cycles and improves design quality by designing more of the total system, including both the product and the manufacturing system, in parallel. Reason and empirical studies suggest that members of the design team should communicate and reason about sets of possible solutions, rather than changes to a single solution. This process can in part be formalized and automated. This paper summarizes my recent work in this area.

1) Introduction

By design I mean the entire process by which an organization decides what to make and how to make it. My students and I focus on design processes that a) involve multiple designers using multiple models to make interconnected decisions simultaneously and b) gradually narrow a set of possible solutions, rather than making changes to a "points in the design space." A trivial example is arranging a meeting by telephone. We may call with a single time, changing it as we discover conflicts. Or, we may identify several possible days, and call to eliminate unsatisfactory times; this set-based approach is superior when the problem is highly constrained.

This discussion proceeds from motivations, through some basic concepts, to recent results, and finally to current projects.

1) Motivation

If team members ensure that their communications are correct about the entire set of solutions to be considered, then communications remain valid throughout the design process. This permits simultaneous decisions. Conversely, communication that change a single solution invalidate previous communications and decisions. Nevertheless, engineers often emphasize "shortening the iterative loop", and design theorists often emphasize rapid translation of point solutions.

These point-based views may be influenced by academic instruction and optimization theory, which emphasizes iterative hill-climbing using a single model: experience with CE should lead to a more set-based approach. Jeff Liker, a sociologist in the UM Industrial Operations Engineering department, and I are finding support for this hypothesis by comparing US and Japanese automobile companies. For example, we have studied the design of cooling fans by suppliers. All assembly companies studied but one communicate with suppliers through early, informal discussions, followed by a "hard specification". Suppliers design a part to meet the specification. The exception, a highly successful Japanese company with 30 years experience in CE, imposes a 20-30 percent "design tolerance" on specifications. The suppliers, in turn, produce some 30 different prototype designs. The specifications and solutions are gradually narrowed: a five percent "design tolerance" remains two years into the development cycle. This is clearly expensive, but increases reliability of communication, design performance and modularity, flexibility in response to concurrent market research, and availability of data for the next design cycle.

We have begun incorporating these ideas, together with a theory of design relationships that provides a fundamental explanation for most of the standard CE "methodologies", into teaching design at the university and in industry. Performance in the UM senior mechanical design project
course has been improving dramatically, although that causes cannot be isolated. The Industrial Technology Institute has agreed to assume the training load.

Additional motivation is provided by the success of a "mechanical design compiler," a program that accepts schematics, specifications, and utility functions for a fairly wide variety of mechanical designs, and returns an optimal selection of catalog numbers for components implementing the design. The compiler, part of my PhD work at the MIT AI Lab, appears to have been the first of its kind.

We also apply these concepts in designing innovative, computer-controlled machines. While most computer-controlled machines evolved from manual machines, or imitation of humans, we examine the design space to find new approaches that exploit computer control to simplify the mechanical system. We also hope that the set-based approach, and the associated theory of design relationships, will support construction of "maps of the design space" that can be communicated in journal articles, removing an important obstacle to treating design as academic research. Currently funded projects include a milling machine and a transfer press (consult project); proposals are in preparation for an internal combustion engine, an autonomous vet, and two actuators: one with high stiffness to inertia ratio, one with high power to weight ratio.

2) Basic concepts

The overall goal of this research is a computationally implemented theory, comparable to optimization theory, but supporting multiple designers (agents) using multiple models and making decisions simultaneously. Where game theory focuses on the conflict of objectives among agents, this theory focuses on the conflict of information, prescribing local decisions based on partial information.

Early research created a formalism, called the Labeled Interval Calculus (LIC), for concurrent reasoning over networks of ternary relationships about the feasibility of sets of possibilities. The calculus extends the basic notion of interval constraint propagation (or interval arithmetic) in several ways: 1) It adds "inverse" operations. 2) It uses "labels" to assign various meanings to intervals. 3) It combines these into inference rules that produce provably correct conclusions about feasibility.

These ideas can be understood through an example. Suppose we are designing mounts for an old-fashioned naval gun (figure). We want the gun to aim steadily at every elevation \(e\) (relative to the horizon) between 0 and 40 degrees, even though the ship may be rolling at any angle \(r\) (also relative the horizon) between -20 and 20 degrees. Thus, the mount angle \(m\) must move from -20 through 60 degrees.

To formalize this inference, let \(E\) be the interval of values for \(e\), written \(<e \ 0 40>\), \(R = <r -20 20>\) and let \(G\) be the relationship \(e + r - m = 0\). Define Range\((G,E,R)\) to produce the interval of values for \(m\) which is compatible with \(E\) and \(R\) under the relationship \(G\); that is \(M =
\( \{ m \mid \exists e \in E, \exists r \in R \text{ satisfying } G \} = \langle m \ 0 \ -20 \ 60 \rangle \). This is (for this "monotonic" equation) just interval propagation or interval arithmetic in the usual sense. We can perform the operation by substituting values for the endpoints of \( E \) and \( R \) into \( G \), then selecting the minimum and maximum of the results as the endpoints of \( M \).

\[
\begin{array}{cccc}
0 & + & -20 & = m \\
0 & + & 20 & = 20 \\
40 & + & -20 & = 20 \\
40 & + & 20 & = 60 \\
\end{array}
\]

\( \text{Range}(G,E,R) = M = \langle m \ -20 \ 60 \rangle \)

The operation defined, we can formulate the inference rule:

\( \text{every } <E> \& \text{every } <R> \& G \Rightarrow \text{every } \text{Range}(G,E,R) \), where the rule is general, but stated for ease of interpretation in symbols specific to this problem. In the mechanical compiler, equations were linked into a full network based on the schematic, and each inference often triggered more.

Now to invert the problem. Suppose we have a mount design capable of producing angles \( m \) from -20 to 60, and want to know what elevations we can fire despite a -20 to 20 degree roll. We need another operation, \( \text{Domain}(G,M,R) = \{ e \mid \forall r \in R, \exists m \in M \text{ satisfying } G \} \). Domain selects the two central results of the endpoint substitution.

\[
\begin{array}{cccc}
m & - & r & = e \\
0 & -20 & -40 & = e \\
0 & -20 & 0 & = 0 \\
60 & -20 & 40 & = 40 \\
60 & -20 & 80 & = 80 \\
\end{array}
\]

\( \text{Domain}(G,M,R) = E = \langle e \ 0 \ 40 \ \rangle \)

In fact, \( \text{Domain}(G,X,Y) = Z \) if and only if \( \text{Range}(G,Y,Z) = X \). Domain is an inverse to Range, in much the sense that division is an inverse to multiplication. Of course, we also need another inference rule:

\( \text{every } <R> \& \text{only } <M> \& G \Rightarrow \text{only } \text{Domain}(G,R,M) \).

Neither inference is always correct: the second, for example, depends on \( m \) and \( e \) varying independently, "causing" the variation in \( r \). The mechanical design compiler used another level of labels indicating whether variables were fixed at manufacture or changed during operations, as well as some useful but ad hoc assumptions about the problems, to address this issue: current research seeks a formal representation for such causal reasoning. At least three kinds of "causality" turn out to be relevant.

There is another useful "inverse" we call Sufficient-Points, defined by 
\( \text{Sufficient-Points}(G, M, E) = \{ r \mid \text{Range}(G, (r), E) \supseteq M \} \). A total of 16 propagation rules, together with abstraction and elimination rules, were used in the compiler.

3. Recent results

Nothing in the formulation of the operations or inferences above restricts them to the algebraic, monotonic equations covered by the LIC. Recent work generalizes them.

Bain's master's thesis (1992) extends the operations to all convex ternary equations, as required for some mechanical systems, demonstrating that monotonicity is not required.

Chen's PhD thesis (1992) extends the operations from algebraic to matrix equations. For matrix/vector equations of the form \( Ax = b \), the three fundamental operations have a total of twelve variants. The interval matrix arithmetic community, an applied mathematics community with some 2000 published papers, had independently discovered 5 of the twelve variants, but apparently has not identified the general forms. This suggests that the LIC may represent a new "twig" of mathematical research.
Chen applied these processes to simple finite element problems, suggesting that it may be possible to use finite element methods not to analyze a completed design, but to reason about the feasible designs. He is now applying his work to robust control system design.

Lin's PhD thesis (1992) inductively extends the LIC operations to work on sets of intervals (represented by "quadrevals"). Propagation operations are defined on quadrevals, whose elements are connected by interval relationships defined using the LIC operations. A second extension is to "octervals": sets of sets of intervals. These higher order constructs turn out to be equivalent, without labels, to the labeled intervals, and each operation on them to several LIC inferences. They therefore provide an equivalent formulation for the LIC, which can be used to establish completeness of the LIC. These results then can be used to demonstrate that the LIC cannot solve the "causality problem" mentioned above, without introducing new concepts.

4. Current and near term research

While my ultimate goal is an implemented axiomatization, I lack John von Neumann's skills and proceed through mutually supporting sub-projects (concurrently, of course.)

a) The national Automated Configuration Design System (ACDS). Working programs provide insight. This large scale implementation of the distributed set-based design concept is led by Bill Birmingham (of the UM EECS department), and includes Chelsea White (Chairman, Industrial and Operations Engineering), Dan Atkins (Dean, Information and Library Science), and Mike Wellman and Edward Durfee of EECS. Like the MDC, ACDS will accept a schematic and other specifications, and select implementing components (initially from catalogs, later including parametrically designed components). However, components may be mechanical, electronic, and software; nationwide vendors will "bid" over electronic networks, supporting "agile manufacturing". ACDS will test the following extensions to theory.

b) Causal reasoning in design: discussed above.

c) Extension of interval based methods to reasoning about utility. The LIC can only eliminate provably infeasible solutions; the MDC used centralized optimization methods. Here, each interface variable between problem components will be controlled by one of the agents involved. Other agents will provide intervals of possible marginal utility on the variable; intervals are required because the marginal utility depends in part on decisions not yet made. Chelsea White's Imprecisely Specified Multi-Attribute Utility Theory will be modified to allow the deciding agent to eliminate Pareto-dominated solutions. LIC extensions will prove that at least one of the dominant solutions will be feasible.

d) Stochastic decision procedures. The previous mechanisms cannot guarantee convergence; the stochastic approaches considered here can. Controlling agents will transmit probability distributions on their selection of interface values. They will use genetic algorithms (and other standard methods) to achieve "conceptual robustness" against the "conceptual noise" imposed by their uncertainty about the decisions of other team members. They will consider the value of time in determining whether to eliminate designs with utilities strongly dependent on other's decisions.

e) Axiomatization. A more fundamental, broader approach will assume a local perspective, and explicitly represent the sources of variation, to provide a fully axiomatic discussion of the actions appropriate for an agent operating in a concurrent engineering network.
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Abstract
We view constraints as relations and constraint satisfaction as a dynamic process of approaching a stable equilibrium. We have developed an algebraic model of dynamics, called Constraint Nets, to provide a real-time programming semantics and to model and analyze dynamic systems. In this paper, we explore the relationship between constraint satisfaction and constraint nets by showing how to implement various constraint methods on constraint nets.

1 Motivation
Constraints are relations among entities. Constraint satisfaction can be viewed in two different ways. First, in the logical deductive view, a constraint system is a structure \( (D, \vdash) \), where \( D \) is a set of constraints and \( \vdash \) is an entailment relation between constraints [20]. In this view, constraint satisfaction is seen as a process involving multiple agents concurrently interacting on the store-as-constraint system by checking entailment and consistency relations and refining the system monotonically. This approach is useful in database or knowledge-based systems, and can be embedded in logic programming languages [2, 5, 9]. Characteristically, the global constraint is not explicitly represented, even though for any given relation tuple the system is able to check whether or not it is entailed.

An alternative view, more appropriate for real-time embedded systems, is to formulate the constraint satisfaction problem as finding a relation tuple that is entailed by a given set of constraints [12]. In this paper, we present an approach to this problem. In this approach, constraint satisfaction is a dynamic process with each solution as a stable equilibrium, and the solution set as an attractor of the process. "Monotonicity" is characterized by a Liapunov function, representing the "distance" to the set of solutions over time. Moreover, soft as well as hard constraints can be represented and solved. This approach has been taken in neural nets [18], optimization, graphical simulation [16] and robot control [15]; however, it has not yet been investigated seriously in the area of constraint programming.

We have developed and implemented an algebraic model of dynamics, called Constraint Nets (CN), to provide a real-time programming semantics [22] and to model and analyze robotic systems [23]. Here we investigate the relationship between constraint satisfaction and constraint nets. The rest of this paper is organized as follows. Section 2 describes some basic concepts of dynamic systems. Section 3 introduces Constraint Nets. Section 4 presents various constraint methods for solving global consistency and unconstrained optimization problems. Section 5 discusses embedded constraint solvers and some implementation issues. Section 6 concludes the paper.

2 Properties of Dynamic Systems
In this section, we review some basic concepts in metric spaces, dynamic systems and the relationship among stability, attractors and Liapunov functions.

*Shell Canada Fellow, Canadian Institute for Advanced Research
2.1 Metric spaces

Let \( \mathcal{R} \) be the set of all real numbers and \( \mathcal{R}^+ \) denote the set of all nonnegative real numbers. A metric on a set \( X \) is a function \( d: X \times X \to \mathcal{R}^+ \cup \{\infty\} \) which satisfies the following axioms for all \( x, y, z \in X \):

1. \( d(x, y) = d(y, x) \).
2. \( d(x, y) + d(y, z) \geq d(x, z) \).
3. \( d(x, y) = 0 \) iff \( x = y \).

A metric space is a pair \((X, d)\) where \( X \) is a set and \( d \) is a metric on \( X \). In a metric space, \( d(z, y) \) is called "the distance between \( x \) and \( y \)."

Given a metric space, we can define the distance between a point and a set of points as:

\[
\inf_{z \in X} d(z, X^*)
\]

For any point \( z^* \in X \) and \( \epsilon > 0 \), if \( \{x | d(x, z^*) \leq \epsilon\} \supset \{z^*\} \), we call this set the \( \epsilon \)-neighborhood of \( z^* \), denoted \( N^\epsilon(z^*) \). Similarly, for any subset \( X^* \subset X \), if \( \{x | d(x, X^*) \leq \epsilon\} \supset X^* \), we call this set the \( \epsilon \)-neighborhood of \( X^* \), denoted \( N^\epsilon(X^*) \).

Let \( \mathcal{T} \) be a set of totally ordered time points which can be either discrete or continuous. A trace \( v: \mathcal{T} \to X \) is a function from a set of time points to a set of values. We use \( V^\mathcal{T}_X \) to denote the set of all traces from \( \mathcal{T} \) to \( X \).

A point \( z^* \in X \) is an equilibrium (or fixedpoint) of the process \( p \) iff \( \forall t, p(z^*)(t) = z^* \). An equilibrium \( z^* \) is stable [13] iff \( \forall \epsilon > 0 \exists \mathcal{N}^\epsilon(z^*) \forall x \in \mathcal{N}^\epsilon(z^*) \mathcal{O}_p(x) \subseteq \mathcal{N}^\epsilon(z^*) \).

A set \( X^* \subset X \) is an attractor [19] of the process \( p \) iff \( \exists \mathcal{N}^\epsilon(X^*) \forall x \in \mathcal{N}^\epsilon(X^*) \lim_{t \to \infty} d(p(x)(t), X^*) = 0 \); \( X^* \) is an attractor in the large iff \( \forall x \in X \lim_{t \to \infty} d(p(x)(t), X^*) = 0 \). If \( \{x^*\} \) is an attractor (in the large) and \( z^* \) is a stable equilibrium, \( z^* \) is called an asymptotically stable equilibrium (in the large).

2.3 Liapunov functions

Let \( X^* \subset X \) and \( \Omega = \mathcal{N}^\epsilon(X^*) \) for some \( \epsilon > 0 \). A Liapunov function for \( X^* \) and a process \( p: X \to V^\mathcal{T}_X \) is a function \( V: \Omega \to \mathcal{R}^+ \), satisfying:

1. \( \forall x, x' \in \Omega, V(x) \leq V(x') \) iff \( d(x, X^*) \leq d(x', X^*) \).
2. \( \forall x \in \Omega \forall t, V(p(x)(t)) \leq V(x) \).

The first condition states that \( V \) has a local minimum at \( z^* \in X^* \). The second condition guarantees that \( V \) moves downhill along any traces of \( p \) starting at \( x \in \Omega \). This definition is a simplified version of the one given in [10]. The following two theorems are similar to those in [10].

**Theorem 1** An equilibrium \( z^* \in X \) of a process \( p \) is stable if there exists a Liapunov function \( V \) for \( \{z^*\} \) and \( p \).

**Proof:** Let \( \Omega \) be the domain of \( V \), which is an \( \epsilon' \)-neighborhood of \( z^* \) for some \( \epsilon' > 0 \). Given an \( \epsilon \)-neighborhood \( \mathcal{N}^\epsilon(z^*) \) of \( z^* \), let \( \delta = \min(\epsilon, \epsilon') \), we have a \( \delta \)-neighborhood \( \mathcal{N}^\delta(z^*) \subseteq \Omega \), therefore, \( \forall x \in \mathcal{N}^\delta(z^*) \mathcal{O}_p(x) \subseteq \mathcal{N}^\epsilon(z^*) \).

**Theorem 2** Suppose a process \( p \) satisfies the following condition: for any \( z^* \in X \), if there is \( x \) such that \( p(x) \) approaches \( z^* \), then \( z^* \) is an equilibrium. A set of stable equilibria \( X^* \subset X \) of the process \( p \) is an attractor if there exists a Liapunov function \( V \) for \( X^* \) and \( p \), such that \( V \) satisfies the following conditions:
1. \( V \) is continuous, i.e. \( d(x, x') \to 0 \) implies \( |V(x) - V(x')| \to 0 \).

2. \( \forall x \in \Omega t, V(p(x)(t)) < V(x) \) if \( x \notin X^* \).

Furthermore, if \( \Omega = X \), \( X^* \) is an attractor in the large.

**Proof:** For any \( x \in \Omega \), since \( V \) is continuous, \( \lim_{t \to -\infty} V(p(x)(t)) = V(\lim_{t \to -\infty} p(x)(t)) = V(x^*) \). We can prove that \( x^* \in X^* \) since otherwise according to Condition 2, \( x^* \) cannot be an equilibrium. If \( \Omega = X \), \( X^* \) is an attractor in the large. \( \Box \)

3 Constraint Nets: A General Model of Dynamics

In this section, we first introduce Constraint Nets, a model for dynamic systems, then examine the relationship between constraint nets and constraint satisfaction.

3.1 Constraint Nets

A constraint net is composed of transductions and locations. A **transduction** is any mapping from a tuple of input traces to an output trace which is causal, viz. the output value at any time is determined by the input values prior to or at that time. Transductions are mathematical models of transformational processes.

There are two elementary types of transductions for dynamic systems: transliterations and delays. A **transliteration** \( f_T \) is a pointwise extension of a function \( f \) over a time set \( T \). We use \( \delta(\text{init}) \) and \( \int(\text{init}) \) to denote a unit delay in a discrete system and an integration in a continuous system respectively with init as the initial value.

A **constraint net** is a triple \( C = (L_c, T_d, C_n) \), where \( L_c \) is a set of locations, \( T_d \) is a set of transductions, each of which is associated with a tuple of input ports and an output port. \( C_n \) is a set of directed connections between locations and ports of transductions, with the following restriction: (1) there is at most one connection pointing to each location, (2) each port of a transduction connects to a unique location and (3) no location is isolated.

A location is an input if there is no connection pointing to it otherwise it is an output. A constraint net is **closed** if it has no input location otherwise it is **open**. We use \( CN(I, O) \) to denote a module with a set of input locations \( I \) and a set of output locations \( O \) as the interface.

The graphical representation of a constraint net is a bipartite directed graph where locations are represented by circles, transductions by boxes and connections by arcs, each from a port of a transduction to a location or vice versa.

Semantically, each location \( l \) denotes a trace \( x \) and each transduction \( F_T \) corresponds to an equation \( x = F_T(x_1, \ldots, x_n) \). A constraint net corresponds to a set of equations; its semantics is the least fixpoint of the equation set [22].

In general, constraint nets can model hybrid dynamic systems, with components operating on different time structures or triggered by events. In this paper, we focus on only two types of constraint nets: discrete transition systems and continuous integration systems, corresponding respectively to two different types of constraint solvers.

3.2 Constraint solvers

An output location is a **state location** if it is an output of a unit delay or an integration. A state of a constraint net is a mapping from the set of state locations to a set of values.

A **constraint solver** can be regarded as a special kind of constraint net which is closed and state-determined, i.e. a state trace is determined by its initial state. A constraint solver \( CS \) defines a process \( p : S \to V_S^\omega \) where \( S \) is a set of states and \( V_S^\omega \) is a set of state traces. A (stable) equilibrium of \( p \) is called a (stable) equilibrium of \( CS \); an attractor of \( p \) is called an attractor of \( CS \).

\( CS \) solves \( C \) iff (1) every solution of \( C \) is a stable equilibrium of \( CS \) and (2) the solution set of \( C \) is an attractor of \( CS \); \( CS \) solves \( C \) globally iff, in addition, the solution set of \( C \) is an attractor in the large.

**Lemma 1** If \( CS \) solves \( C \) globally then every equilibrium of \( CS \) is a solution of \( C \).

**Proof:** Trivial. \( \Box \)
We discuss here two basic types of constraint solvers: state transition systems for discrete cases and state integration systems for continuous cases. A state transition system is a pair \((S, f)\) where \(S\) is the set of states and \(f : S \rightarrow S\) is the state transition function. A state transition system can be represented by a constraint net with a transliteration \(f_T\) and a unit delay \(\delta(s_0)\) where \(s_0 \in S\) is an initial state (Fig. 1). The solution of this net is an infinite sequence \(p(s_0) \equiv s_0, f(s_0) \ldots f^n(s_0) \ldots\).

Clearly, a state \(s^* \in S\) is an equilibrium of a state transition system \((S, f)\) iff \(s^* = f(s^*)\).

**Lemma 2** Let \((S,d)\) be a metric space. An equilibrium \(s^*\) in a state transition system is stable if \(\exists \Omega = N^\epsilon(s^*), \forall s \in \Omega, d(f(s), f(s^*)) \leq d(s, s^*)\). Moreover, \(s^*\) is asymptotically stable if \(\exists \Omega, \forall s \in \Omega, d(f(s), f(s^*)) \leq k d(s, s^*)\) for \(0 < k < 1\). If \(\Omega = S\), \(s^*\) is an asymptotically stable equilibrium in the large.

Proof: Let \(V(s) = d(s, s^*)\). It is easy to see that \(V\) is a Liapunov function for \(s^*\) and \((S, f)\). □

Integration is a basic transduction on continuous time structures. A state integration system is a differential equation \(\frac{ds}{dt} = f(s)\) which can be represented by a constraint net with a transliteration \(f_T\) and an integration \(\int f(s)\) where \(s_0 \in S\) is an initial state (Fig. 2).

Clearly, a state \(s^* \in S\) is an equilibrium of a state integration system \(\frac{ds}{dt} = f(s)\) iff \(f(s^*) = 0\).

**Lemma 3** An equilibrium \(s^*\) in a state integration system is stable if \(f\) is continuous at \(s^*\) and \(s^*\) is a local minimum of \(-\int f(s)ds\). Moreover, \(s^*\) is asymptotically stable if it is the unique minimum in its neighborhood. If there is no other equilibrium and \(s^*\) is the global minimal point, \(s^*\) is an asymptotically stable equilibrium in the large.

Proof: Let \(V(s) = -\int f(s)ds\). It is easy to check that (1) \(\frac{dV}{dt} \leq 0\) and (2) since \(s^*\) is a local minimum of \(V\), there is a neighborhood of \(s^*\) such that \(V(s) \leq V(s^*)\) iff \(d(s, s^*) \leq d(s', s^*)\). Therefore \(V\) is a Liapunov function for \(s^*\) and \(\frac{ds}{dt} = f(s)\). □

### 4 Properties of Constraint Methods

In this section, we examine various constraint methods and their properties. In particular, we discuss two types of constraint satisfaction problems, namely, global consistency and unconstrained optimization, for four classes of relations: relations on finite domains, linear, convex and nonlinear relations in \(n\)-dimensional Euclidean space \(\mathbb{R}^n\), where \(d_0(x, y) = \|x - y\| = \sqrt{(x_1 - y_1)^2 + \ldots + (x_n - y_n)^2}\).

Global consistency corresponds to solving hard constraints and unconstrained optimization corresponds to solving soft constraints. A problem of the first kind can be translated into one of the second by introducing an energy function representing the degree of global consistency.

\[\text{If } s \text{ is a tuple, } \frac{ds}{dt} = f(s) \text{ represents a set of equations.}\]
4.1 Unconstrained optimization

The problem of unconstrained optimization is to minimize an energy function \( E : \mathbb{R}^n \rightarrow \mathbb{R} \). Here we first discuss two methods for this problem: the gradient method (GM) [16] and Newton’s method (NM) [19], and then study the schema model (SM) for minimizing an energy function \( E : [0, 1]^n \rightarrow \mathbb{R} \).

4.1.1 Gradient method

The gradient method is based on the gradient descent algorithm, where state variables slide downhill in the opposite direction of the gradient. Formally, if the function to be minimized is \( C(x) \) where \( x = (x_1, \ldots, x_n) \), then at any point, the vector that points towards the direction of maximum increase of \( C \) is the gradient of \( C \).

\[
\frac{dx_i}{dt} = -k_i \frac{\partial C}{\partial x_i}, \quad k_i > 0.
\]

Let \( X^* = \{ x^* | x^* \text{ is a true local minimum of } C \} \) and \( Y^* = \{ x^* | x^* \text{ is a global minimum of } C \} \). Let GM be a constraint net representing the gradient descent equations (1). The following theorem specifies the conditions under which GM solves the problems \( X^* \) and \( Y^* \).

**Theorem 3** GM solves \( X^* \) if \( \frac{\partial C}{\partial x} \) is continuous at every \( x^* \in X^* \). GM solves \( Y^* \) if, in addition, \( E \) is bounded from below. GM solves \( Y^* \) globally if, in addition, \( E \) is convex.

**Proof:** According to Lemma 3 every solution is a stable equilibrium. According to Theorem 2, by letting \( \phi \) be a Liapunov function, we can prove that \( X^* \) is an attractor. If \( E \) is convex, \( Y^* \) contains all of the equilibria, therefore, the set of global minima is the attractor in the large. □

4.1.2 Newton’s method

Newton’s method is to minimize a second-order approximation of the given energy function, at each iterative step. Let \( \Delta E = \frac{\partial C}{\partial x} \) and \( J \) be the Jacobian of \( \Delta E \). At each step with current point \( x^{(k)} \). Newton’s method is to minimize the function:

\[
E_a(x) = E(x^{(k)}) + \Delta E^T(x^{(k)})(x - x^{(k)}) + \frac{1}{2}(x - x^{(k)})^T J(x^{(k)})(x - x^{(k)}).
\]

Let \( \frac{\partial C}{\partial x} = 0 \), we have:

\[
\Delta E(x^{(k)}) + J(x^{(k)})(x - x^{(k)}) = 0.
\]

The solution of the above equation becomes the next point, i.e.

\[
x^{(k+1)} = x^{(k)} - J^{-1}(x^{(k)})\Delta E.
\]

Newton’s method defines a state transition system \((\mathbb{R}^n, f)\) where \( f(x) = x - J^{-1}(x)\Delta E(x) \).

Let NM be the constraint net representing Newton’s method. The following theorem specifies the conditions under which NM solves the problem \( X^* \) and \( Y^* \).

**Theorem 4** NM solves \( X^* \) if \( |J(x^*)| \neq 0 \) at every \( x^* \in X^* \), i.e. \( E \) is strictly convex at \( x^* \). NM solves \( Y^* \) if, in addition, \( E \) is bounded from below. NM solves \( Y^* \) globally if, in addition, \( E \) is convex.

**Proof:** First, we prove that \( x^* = f(x^*) \) and \( |J(x^*)| \neq 0 \) implies \( x^* \) is asymptotically stable. Let \( R \) be the Jacobian of \( f \). It is easy to check that \( |R(x^*)| = 0 \). There exists a neighborhood of \( x^* \), \( N^*(x^*) \), for any \( x \in N^*(x^*) \), \( |f(x) - f(x^*)| \leq k|x - x^*| \) for \( 0 < k < 1 \). According to Lemma 2, \( x^* \) is asymptotically stable. If \( E \) is convex, there is no other equilibrium, so that \( x^* \) is asymptotically stable in the large. □

Here we assume that the Jacobian and its inverse are obtained off-line. Newton’s method can also be used to solve a set of nonlinear equations \( g(x) = 0 \) by replacing \( \Delta E \) with \( g \).

\[\text{This excludes flat maximum and saddle surfaces.}\]

\[\text{A function } f \text{ is convex iff for any } \lambda \in (0, 1), f(\lambda x + (1 - \lambda)y) \leq \lambda f(x) + (1 - \lambda)f(y); \text{ it is strictly convex iff the inequality is strict.}\]

\[\text{Obviously, a strictly convex function has a unique minimal point. Linear functions are convex, but not strictly convex.}\]

\[\text{A quadratic function } x^T M x + c^T x \text{ is convex if } M \text{ is semi-positive definite; it is strictly convex if } M \text{ is positive definite.}\]
4.1.3 Schema model

The schema model has been used for finite constraint satisfaction in the PDP framework [18]. Basically, there is a set of units, each can be on or off; constraints between units are represented by weights on connections. The energy is typically a quadratic function in the following form:

\[ E(a) = -(\Sigma_{i,j} w_{ij} a_i a_j + \Sigma_i b_i a_i) = -(a^T W a + b^T a) \]

where \( a_i \in [0, 1] \) indicates the activation value and \( b_i \) specifies the bias for unit \( i \). \( w_{ij} \) represents the constraint between two units \( i \) and \( j \). \( w_{ij} \) is positive if units \( i \) and \( j \) support each other, it is negative if the units are against each other and it is zero if the units have no effect on each other.

There are various methods for solving this problem. The schema model [18] provides the simplest discrete relaxation method. Let \( n_i(a) = \frac{\partial E}{\partial a_i} = -\Sigma_j w_{ij} a_j - b_i \). The schema model defines a state transition system \( ([0, 1]^n, f) \) where \( f = \langle f_1, \ldots, f_n \rangle \) with \( f_i(a) = a_i - n_i(a) a_i \) if \( n_i(a) > 0 \) and \( f_i(a) = a_i - n_i(a)(1 - a_i) \) otherwise. In other words, \( f_i(a) = (1 - |n_i(a)|)a_i - \min(0, n_i(a)) \).

**Theorem 5** Let \( SM \) be a constraint net representing the schema model with \( |n_i(a)| \leq 1 \) for any \( i \) and \( a \). \( SM \) solves the set of minima of \( E \), denoted \( A^* \).

Proof: Let \( a^{(k+1)} \) denote \( f(a^{(k)}) \). First, because \( |n_i(a)| \leq 1 \), \( a^{(k)} \in [0, 1]^n \) implies \( a^{(k+1)} \in [0, 1]^n \). Therefore \( f \) is well defined. Second, for each minimum \( a^* \) of \( E \), and for any \( i \), either (1) \( n_i(a^*) = 0 \) or (2) \( n_i(a^*) > 0 \) and \( a_i^* = 0 \) or (3) \( n_i(a^*) < 0 \) and \( a_i^* = 1 \). Therefore \( a^* \) is an equilibrium. Now we prove that \( a^* \) is stable. Let \( N^+(a^*) \) be a neighborhood such that \( a \in N^+(a^*) \) and for any \( i \), either (1) \( n_i(a^*) = 0 \) or (2) \( n_i(a^*) > 0 \) and \( a_i \) have the same sign otherwise if \( n_i(a) \geq 0 \), then \( a_i \geq a_i^* \) otherwise \( a_i \leq a_i^* \). Such a neighborhood exists because \( n_i \) is continuous. Considering \( |f_i(a) - a_i^*| \), there are four cases.

1. \( n_i(a^*) > 0 \): In this case, \( a_i^* = 0 \) and \( |f_i(a) - a_i^*| = |f_i(a)| = |1 - n_i(a)| \times |a_i| \leq |a_i - a_i^*| \).
2. \( n_i(a^*) < 0 \): In this case, \( a_i^* = 1 \) and \( |f_i(a) - a_i^*| = |f_i(a) - 1| = |1 + n_i(a)| \times |a_i| \leq |a_i - a_i^*| \).
3. \( n_i(a^*) = 0 \) and \( n_i(a) \geq 0 \): \( |f_i(a) - a_i^*| = |(1 - n_i(a))a_i - a_i^*| = |a_i - a_i^* - n_i(a)a_i| \leq |a_i - a_i^*| \).
4. \( n_i(a^*) = 0 \) and \( n_i(a) \leq 0 \): \( |f_i(a) - a_i^*| = |(1 + n_i(a))a_i - n_i(a) - a_i^*| = |a_i - a_i^* - n_i(a)(1 - a_i)| \leq |a_i - a_i^*| \).

Therefore \( \forall a \in N^+(a^*), |f_i(a) - a_i^*| \leq |a_i - a_i^*| \) and \( |f_i(a) - a^*| \leq |a_i - a_i^*| \). According to Lemma 2, \( a^* \) is stable. Furthermore, let \( V(a) = |a - A^*| \) be defined on a neighborhood of \( A^* \), \( V \) is a Liapunov function for \( A^* \) and \( SM \). According to Theorem 2, \( A^* \) is an attractor.

4.2 Global consistency

Unconstrained optimization methods can also be used to solve a set of equations \( g_i(x) = 0 \), \( i = 1 \ldots n \), by letting \( E_2(x) = \Sigma_{i=1}^n w^2_i g_i^2(x) \) where \( w_i > 0 \) and \( \Sigma w_i = 1 \). If a constraint solver \( CS \) solves \( \min E_2(x) \), \( CS \) solves \( g(x) = 0 \). Inequality constraints can be transformed into equality constraints. There are two approaches. Let \( g_i(x) \leq 0 \) be an inequality constraint, the equivalent equality constraint is (i) \( \max(0, g_i(x)) = 0 \) or (ii) \( g_i(x) + z^2 = 0 \) where \( z \) is introduced as an extra variable. Similarly, the schema model can be used to solve a set of constraints with finite domains, by assigning each possible value a unit and each constraint between two values a weight.

However, in many cases it is more efficient to solve a set of (in)equality constraints directly. Moreover, a method for solving a set of equality constraints can also be used to solve an unconstrained optimization problem, since \( z^* \) is a local extremum of \( E \) implies \( \frac{\partial E}{\partial z}(z^*) = 0 \). Similarly, the problem of finite domain constraint satisfaction can be solved directly on constraint nets.

Here we first discuss the projection method (PM) for solving (in)equality constraints, and then study the method for solving global consistency of finite domain constraints (FM).
4.2.1 Projection method

A projection of a point \( x \) to a set \( R \) in a metric space \((X, d)\) is a point \( P_R(x) \in R \) such that \( d(x, P_R(x)) = d(x, R) \). Projections in the \( n \)-dimensional Euclidean space \((\mathbb{R}^n, d)\) share the following properties.

**Lemma 4** [8] Let \( R \subset \mathbb{R}^n \) be closed and convex. The projection \( P_R(x) \) of \( x \) to \( R \) exists and is unique for every \( x \), and \((x - P_R(x))^T(y - P_R(x)) \leq 0 \) for any \( y \in R \).

Suppose we are given a system of convex and closed sets, \( X_i \) for \( i = 1 \ldots n \). The problem is to find \( x^* \in \bigcap_i X_i \). Let \( P(x) = P_{X_1}(x) \) be a projection of \( x \) to a least satisfied set \( X_1 \), i.e. \( d(x, X_1) = \max_i d(x, X_i) \). The projection method [8] for this problem defines a state transition system \((\mathbb{R}^n, f)\) where \( f(x) = x + \lambda(P(x) - x) \) for \( 0 < \lambda < 2 \).

The following theorem is derived from a similar one in [8], however, the proof given here is simplified by the use of Liapunov functions.

**Theorem 6** Let \( PM \) be a constraint net representing the projection method. \( PM \) solves \( X^* = \bigcap_i X_i \) globally if all the \( X_i \)'s are convex.

**Proof:** First of all, it is easy to see that if \( x^* \) is a solution, then \( x^* = f(x^*) \), i.e. \( x^* \) is an equilibrium. Moreover, we can prove that \(|f(x) - x^*| \leq |x - x^*|\) for any \( x \) as follows.

\[
|f(x) - x^*|^2 = |x + \lambda(P(x) - x) - x^*|^2 = |x - x^*|^2 + \lambda^2|P(x) - x|^2 + 2\lambda(x - x^*)^T(P(x) - x) \\
= |x - x^*|^2 + (\lambda^2 - 2\lambda)|P(x) - x|^2 + 2\lambda(P(x) - x)^T(P(x) - x^*) \\
\leq |x - x^*|^2 - \lambda(2 - \lambda)|P(x) - x|^2 \quad \text{according to Lemma 4} \\
\leq |x - x^*|^2 \quad \text{since} \quad 0 < \lambda < 2.
\]

According to Lemma 2, \( x^* \) is stable.

Then, we can prove that \( X^* \) is an attractor in the large. Let \( V(x) = |x - X^*| \) on \( \mathbb{R}^n \). \( V(x) \) is a Liapunov function on \( X^* \) since \( V(f(x)) \leq V(x) \) for any \( x \). Moreover \( V(f(x)) < V(x) \) for any \( x \in X^* \) since for any \( x^* \in X^* \) and \( x \notin X^* \), \(|f(x) - x^*| < |x - x^*|\). In addition, we can prove that the process defined by \( PM \) satisfies the condition in Theorem 2, since \( \lim_{n \to \infty} x^n = x^* \) implies \( \lim_{n \to \infty} |x^{n+1} - x^n| = 0 \). Therefore \( \lim_{n \to \infty} |P(x^n) - x^n| = 0 \) and \( P(x^*) = x^* \), so that \( x^* \) is an equilibrium. According to Theorem 2, \( X^* \) is an attractor in the large.

The projection method can be used to solve a set of inequality constraints, i.e. \( X_i = \{x | g_i(x) \leq 0\} \) for convex function \( g_i \). Linear functions are convex. Therefore the projection method can be applied to a set of linear inequalities \( Ax \leq b \), where \( x = (x_1, \ldots, x_n) \in \mathbb{R}^n \). Let \( A_i \) be the ith row of \( A \). The projection of a point \( x \) to a half space \( A_i x - b_i \leq 0 \) is defined as:

\[
P_i(x) = \begin{cases} 
  x & \text{if } A_i x - b_i \leq 0 \\
  x - cA_i^T & \text{otherwise}
\end{cases}
\]

where \( c = (A_i x - b_i)/|A_i|^2 \). This reduces to the method described in [1]. Without any modification, this method can be also applied to a set of linear equalities, by simply replacing each linear equality \( g_i(x) = 0 \) with two linear inequalities: \( g_i(x) \leq 0 \) and \( -g_i(x) \leq 0 \).

There are various ways to modify this method for faster convergence. For instance, [3] gives a simultaneous projection method in which \( f(x) = x + \lambda \sum \omega_i w_i (P_i(x) - x) \) where \( I \) is an index set of violated constraints, \( \omega_i > 0 \) and \( \sum \omega_i = 1 \). [21] gives a method in which \( f(x) = x + \lambda (P_S(x) - x) \) where \( S = \{x | \sum \omega_i g_i(x) \leq 0\} \). Furthermore, for a large set of inequalities, the problem can be decomposed into a set of \( K \) subproblems with \( f_k \) corresponding to the transition function of the \( k \)th subproblem. The whole problem can be solved by combining the results of \( \{f_1, \ldots, f_K\} \).

\[\text{A set } R \text{ in } n\text{-dimensional Euclidean space is convex iff for any } \lambda \in (0, 1), x, y \in R \text{ implies } \lambda x + (1 - \lambda)y \in R. \text{ Clearly if } g \text{ is a convex function. } \{x | g(x) \leq 0\} \text{ is a convex set.}\]
4.2.2 Finite constraint satisfaction

Many problems can be formalized as finite constraint satisfaction problems (FCSPs), which can be represented by constraint networks [24]. Formally, a constraint network \( C \) is a quadruple \( (V, \text{dom}, A, \text{con}) \) where

- \( V \) is a set of variables, \( \{v_1, v_2, \ldots, v_N\} \).
- associated with each variable \( v_i \) is a finite domain \( d_i = \text{dom}(v_i) \),
- \( A \) is a set of arcs, \( \{a_1, a_2, \ldots, a_n\} \).
- associated with each arc \( a_i \) is a constraint \( \text{con}(a_i) = r_i(R_i) \) where \( R_i \subseteq V \) is a relation scheme and \( r_i \) is a set of relation tuples on \( R_i \).

The solution set for the constraint network \( C \) is the join of all the relations, \( \text{sol}(C) = r_1 \sqcap \ldots \sqcap r_n \).

An FCSP can be solved using the schema model (SM) by assigning each possible value in the finite domain of a variable a unit. The units of two values from the same variable are against each other; the units of two values from different variables support each other if they are consistent. However, SM does not solve an FCSP globally.

An FCSP can be solved directly using various methods [4, 6, 11, 12, 14]. Let \( \text{Scheme}(C) = \{R_1, \ldots, R_n\} \) be the scheme of a constraint network \( C \). The solution of a constraint network \( C \) is a network \( C' \), with \( \text{sol}(C') = \text{sol}(C) \), \( \text{Scheme}(C') = \text{Scheme}(C) \), and \( r_i = \Pi_{R_i}(\text{sol}(C')) \) where \( \Pi_{R_i} \) is a projection operator.

Such a solution network is called a minimal network [14]. Here we present a relaxation method (FM) which finds the solution network of a constraint network with an acyclic scheme. This kind of method has been studied by many researchers, for instance, [7, 17, 24]. We examine the property of the method within the framework of dynamic systems.

Let \( C \) be the set of constraint networks with the same scheme and solution set. We define a state transition system \((C, f)\) where \( f = \{f_i\}_{a_i \in A} \) with \( f_i(r_i) = \bigcap_{\exists r \in R_i, \# \#} \Pi_{R_i}(r, \# \# r_j) \).

**Theorem 7** Let FM be a constraint net representing a state transition system \((C, f)\). FM finds the solution network globally in \( C \) if the scheme of \( C \) is acyclic.

Proof: First of all, it is clear that a solution network \( C^* \) is an equilibrium of the state transition system. Now let us define a metric on the set \( C \). Given a relation scheme \( R \), the distance between two relation tuples can be defined as \( d_R(r_1, r_2) = |(r_1 - r_2) \cup (r_2 - r_1)| \) where \(|r|\) denotes the number of relation tuples. The distance between two constraint networks in \( C \) can be defined as \( d(C_1, C_2) = \sqrt{\sum_{\text{Scheme}(C)} d_R^2(r_1, r_2)} \). Let us define a function \( L \) on \( C \) as: \( L(C) = \sqrt{\sum_{\text{Scheme}(C)} d_R^2(r_1, r_2)} \). Let \( L \) be a Liapunov function for the solution network \( C^* \) and \((C, f)\) since (1) \( L(C_1) \leq L(C_2) \) iff \( d(C_1, C^*) \leq d(C_2, C^*) \) and (2) \( L(f(C)) < L(C) \) for any \( C \in C \). Therefore \( C^* \) is a stable equilibrium. Finally, we can prove that if the scheme of \( C \) is acyclic, \( C^* \) is an asymptotically stable equilibrium. For an acyclic network, an equilibrium implies a minimal network [24] and clearly if \( C \neq C^* \), \( L(f(C)) < L(C) \). According to Theorem 2, \( C^* \) is asymptotically stable.\( \Box \)

5 Embedded Constraint Solvers and Implementation Issues

In this section, we consider two variations of constraint solvers. The first corresponds to open constraint nets, for designing embedded control systems. The second corresponds to constraint nets with latency.

5.1 Embedded constraint solvers

One of the important applications of constraint solvers is the design of robot control systems [15]. There are two kinds of embedded constraint solvers for this application. First, a constraint solver is coupled to a dynamic environment. Second, a constraint solver is coupled to the plant of a robot. In both cases, the embedded constraint solver is part of the robot controller. The combination of these two embeddings will occur in real applications.

An embedded constraint solver coupled to an environment (resp. a plant) is an open constraint net \( CN(I, O) \), where the set of input locations \( I \) act as sensors of the environment (resp. the plant). Constraints
are relations on input and output values. A constraint net is an embedded constraint solver for the set of constraints $C$ and the environment (resp. the plant) if the composition of the constraint net and the environment (resp. the plant) solves $C$.

Consider the case of designing a tracking system $S$ which chases a target $T$. Let $x$ be the position of $S$ and $x_d$ be the position of $T$, the constraint to be satisfied is $|x - x_d| = 0$. Suppose we design a tracking system with the following law: $\frac{dx}{dt} = -k(x - x_d)$ where $x_d$ is an input trace. However, this system is not an embedded constraint solver for $|x - x_d| = 0$ if $\frac{dx}{dt} > 0$. A correct design is $\frac{dx}{dt} = -k(x - x_d)$. To see why this is the right design, we define a Liapunov function $V(x, x_d) = \frac{1}{2}|x - x_d|^2$ and observe that $\frac{dV}{dt} = (x - x_d)(\frac{dx}{dt} - \frac{dx}{dt}) \leq 0$. In reality, both $x_d$ and $\frac{dx}{dt}$ can be inaccurate. However, the system is robust with respect to the inaccuracy.

5.2 Implementation issues

Constraint solvers (or embedded constraint solvers) can be implemented as analog or digital circuits, or as programs in multiprocessor environments. For a discrete constraint solver, the efficiency can be characterized by the convergence rate of the method and the computation cost of the transition function. Constraint nets are inherently parallel, while sequential computation can be considered as a special case. Clearly, for discrete constraint solvers, except those embedded in dynamic environments, the computation time will not affect the dynamic behaviors.

However, for a continuous constraint solver, latencies in the circuit may change the dynamic behavior of the constraint solver totally. Consider a simple example: $\frac{dx}{dt} = -kx$ with $k > 0$ solves $x = 0$ globally. However, if there is a latency $\delta$ in the wires, the actual equation becomes $\frac{dx}{dt} = -k(x(t - \delta))$. In this case, $x = 0$ is still an equilibrium, but it may not be an asymptotically stable equilibrium. In fact, if $k\delta > 2$, it is unstable at $x = 0$. Therefore, it is important at the design stage to model the possible latencies and to choose the right value for $k$.

6 Conclusion

We have presented a unitary model of constraint satisfaction as a dynamic process. Various constraint methods and their dynamic properties have been studied, and their applications to control system design are examined. The Constraint Net model serves as a useful abstract target machine for constraint programming languages, providing both semantics and pragmatics.
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Scientific programs tend to be quite large and complex, and their creation is quite error prone. We have been pursuing a program transformation approach to the creation of scientific programs, where the transforms can be conventional compiler optimizations like loop unrolling, strength reduction and common subexpression elimination, and more mathematical transformation like applying Newton's method to a coupled system of algebraic equations or a Runge-Kutta method to a system of ordinary or partial differential equations.

The language to which these transforms is applied contains, by necessity, a combination of conventional programming constructs and constructs from continuous mathematics such as differential equations, integrals and function spaces. We call this language SPL. A very appropriate way to combine these different constructs is to begin with a conventional programming language, but one where the type system is extended to include types like continuous functions and further extend it to use constraints to represent the algebraic and differential equations of the scientific problem.

The constraints are the mechanism by which the physical problem is modeled. Two additional mechanisms are introduced in the constraint system to provide sufficient physical modeling flexibility: (1) the constraints themselves are scoped in much the same manner as variable bindings, and (2) predicates are provided to control when the constraints are applicable. The first mechanism permits standard code walking and analysis tools to be used on the the scientific programs, while the second allows us to model changes in the physical model that occur when, say, two mechanical bodies come into contact, or in combustion, the fuel is completely consumed.

The constraint programs that we produce are not executable in the sense that conventional constraint networks are. Rather they are interpreted as a specification of what needs to be computed. By sequences of mathematical transformations we are able to compile these high level scientific constraint programs into executable code.

1 SPL Design Goals

We note that there are two different communities that engage in program transformations, but which use rather different languages and techniques. On the one hand there are those involved in compilers, program transformations and partial evaluation in the computer science community. This community, or communities, is interested in source to source transformations of programming languages such as loop unrolling, common subexpression elimination and strength reduction. It is this community that one usually thinks of when the phrase "program transformations" is mentioned.

On the other hand there is the numerical analysis/scientific computing community, whose transformations are on mathematical objects like differential equations. Typical of their transformations
are the following.

- **Approximation**
  \[
  \sin x \Rightarrow x - \frac{x^3}{6} + \frac{x^5}{120}
  \]

- **Horner's rule**
  \[
  x - \frac{x^3}{6} + \frac{x^5}{120} \Rightarrow x \cdot \left(1 - x^2 \left(\frac{1}{6} - \frac{x^2}{120}\right)\right)
  \]

- **discretization**
  \[
  \frac{dx}{dt} = f(x) \Rightarrow \frac{x^{n+1} - x^n}{\Delta t} = f(x^{n+1})
  \]

Although the numerical analysis/scientific computing community usually does not think of these transformations as operating on programs, notice that the discretizations of ordinary differential equations convert a single equation into a sequence of assignments.

One of the goals of the on-going design of SPL is that be able to support both types of program transformations and provide a basis for cooperation between these two communities. As a consequence, SPL must be able to represent the constructs of conventional programming languages: variables, arrays, structures, loops, recursions, etc. and it must support the constructs of the scientific computing community: continuous functions, differential equations, function spaces, etc.

In addition, we feel it important that it be possible to specify scientific computations in SPL in a way that does not bias how the computation is actually performed. Thus we want to be able to say that a certain function is the solution of a differential equation, without specifying the numerical method to be used to compute the function. This means that by specifying the proper program transformations on will be able to produce programs that use computational methods that are appropriate for different architectures.

## 2 SPL Examples

This section gives a couple of examples of the SPL language and a few of the transformations that are being developed. For expository purposes we have used an infix syntax for SPL programs although we use a parenthesized Lisp syntax in our implementations. The examples given here are quite simple, and our main purpose is to illustrate the use of the constraints and how they are transformed in to code.

### 2.1 System of Algebraic Equations

Assume we wish to know the real values of \( y \) such that there exists real numbers \( x \) satisfying

\[
x^2 + y^3 = 5,
\]

\[
xy + y^2 = 3.
\]

The following program specifies this computation.

```plaintext
declare x, y \in \mathbb{R};
[7 \Rightarrow \{x^2 + y^3 = 5, xy + y^2 = 3\};
  print(y);
]
```
The first statement of the program indicates that \( x \) and \( y \) are only allowed to take on real values. The square brackets delimit the scope of a set of constraints. The constraints themselves are qualified and are written with the syntax:

\[
(predicate) \implies (set \ of \ mathematical \ equations)
\]

The set of constraints indicated is to be enforced only within the square brackets and only when the predicate is true.

In the program above, the constraints always take effect since the predicate is \( T (= true) \). The body (just a print statement in this case) is executed for every \((x, y)\) pair that satisfies the system of equations, not just once. (In this case, the three real values that \( y \) can take on would be printed.)

There are two things to note about the program above. First, it is a mixture of mathematical constructs and the programming constructs. The print statement is a programming construct while the constraint equations are mathematical and do not themselves contain computational content. Second, the program above is not executable in the form given. Some transformations need to be applied to transform the constraints to a more conventional programming paradigm.

One approach would be as follows. Since the body of the program does not involve \( x \), it makes sense to try to eliminate it from the constraint equations. If the "lexical Gröbner basis transform" is applied to constraint "\( T \implies \{x^2 + y^3 = 5, xy + y^2 = 3\} \)" we end up with:

\[
declare x, y \in \mathbb{R};
\[ T \implies \{y^5 + y^4 - 11y^2 + 9 = 0, x + y^4 + y^2 + \frac{8y}{3} = 0\};
\]

\[
\text{print}(y);
\]

Now since the constraint in \( x \) is linear, any real value of \( y \) will give a real value of \( x \). So we can drop the second constraint and all reference to \( x \).

\[
declare y \in \mathbb{R};
\[ T \implies \{y^5 + y^4 - 11y^2 + 9 = 0\};
\]

\[
\text{print}(y);
\]

At this point we can apply the "Newton's method transformation"

\[
declare y \in \mathbb{R};
\]

\[
\text{loop } y - \text{FindInitialSoln}\{y^5 + y^4 - 11y^2 + 9 = 0\} \text{ do } \{;
\]

\[
\text{loop } y - y - \frac{y^4 + y^2 + 9}{5y^4 + 2y^2 - 11y};
\]

\[
\text{until convergence;}
\]

\[
\text{print}(y);
\]

The phrase \texttt{until convergence} covers a number of details will be discussed in the full paper.

2.2 RC Circuit

Assume we have a simple RC circuit driven by a voltage of \( V(t) \). The device equations for the resistor and capacitor give the constraints

\[
V(t) - V(t) = R \cdot I(t),
\]

\[
I(t) = C \frac{dV(t)}{dt}.
\]

In SPL, we can write this as
\[
\text{declare } V, I \in C^\infty(\mathbb{R}^+ \rightarrow \mathbb{R}) ;
\]
\[
[t \in \mathbb{R}^+ \implies \{ V_i(t) - V(t) = R \cdot I(t), I(t) = C \cdot \frac{dV(t)}{dt} \};
\]
\[
\text{print}(V(t));
\]

Again, the body only involves \( V \), so we can eliminate \( I \) from the equations to give
\[
\text{declare } V \in C^\infty(\mathbb{R}^+ \rightarrow \mathbb{R});
\]
\[
[t \in \mathbb{R}^+ \implies \{ V_i(t) - V(t) = R C \frac{dV(t)}{dt} \};
\]
\[
\text{print}(V(t));
\]

At this point we have a constraint on continuous functions that involves a derivative. The usual constraint propagation techniques do not work in this case. In the work of Stallman, Steele and Sussman on circuits, they took the approach of writing the constraints in the frequency domain, where the differential equation becomes a linear equation. In our context that corresponds to taking the Fourier transform of the above program:
\[
\text{declare } v \in \mathcal{F} \cdot C^\infty(\mathbb{R}^+ \rightarrow \mathbb{R});
\]
\[
[s \in \mathbb{C} \implies \{ \mathcal{F} \{ V_i(t) \} - v(s) = s R C v(s) \};
\]
\[
\text{print}(\mathcal{F}^{-1}(v(s)));
\]

In this case however, we would like to generate a standard transient analysis and thus want to numerically integrate the differential equation. This is done by discretizing time using the backward Euler formula.
\[
\text{declare } V[] \in C^\infty(- \mathbb{R});
\]
\[
[n \in \{ 0, 1, 2, \ldots \} \implies \{ V_i(n \Delta t) - V[n + 1] = R C \frac{V[n+1]-V[n]}{\Delta t} \};
\]
\[
\text{print}(V[]);
\]

At this point the continuous function \( V(t) \) has been discretized into an array of numbers. Thus the \( i^{th} \) element of the array \( V[] \) should be \( V[i] = V(i \Delta t) \).

Isolating \( V[n + 1] \) and converting to a loop we have
\[
\text{declare } V[] \in C^\infty(- \mathbb{R});
\]
\[
[n \in \{ 0, 1, 2, \ldots \} \implies \{ V[n + 1] = (1 + \frac{\Delta t}{RC})^{-1} [V[n] + \frac{\Delta t}{RC} V_i(n \Delta t)] \};
\]
\[
\text{print}(V[]);
\]

At this point we could convert the program to one that is executable by converting the constraint into an assignment and loop over values of \( n \). Since no initial conditions have been provided, there isn’t much point in this.
2.3 Burgers’ Equation Example

In this subsection we consider a partial differential equation, Burgers’ equations:

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2},
\]

with periodic boundary conditions: \( u(x + L, t) = u(x, t) \).

Now the initial program is a bit more complex:

```markdown
D ← Per(0, L);
declare u ∈ C∞(D × R+ → R);
[(x ∈ D) ∧ (t ∈ [0, T]) → \{ \frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} = \frac{\partial^2 u}{\partial x^2} \};
[t = 0 → u(x, t) = u_0(x);
print (u(x, t));
]}
```

\( D \) is the interval 0 to \( L \) made periodic. The declaration indicates that \( u \) is an infinitely differentiable function from the direct sum of \( D \) and the positive real numbers to the real numbers. The outer constraint is constrains \( u \) to satisfy Burger’s equation when \( x \) is in \( D \) and when \( t \) is in the time interval of interest. The inner constraint provides the initial conditions. This approach (and the nesting of the constraints) allows us to state problems with different initial conditions in a single program.

If time is discretized in uniform steps of length \( \Delta t \), using the forward Euler method, we get the following program

```markdown
D ← Per(0, L);
declare u[] ∈ C∞(D → R);
loop for n ∈ \{0, 1, 2,..., T/\Delta t\} do { [ x ∈ D → \{ \frac{u[n+1]−u[n]}{\Delta t} + u[n] \frac{du[n]}{dt} = \frac{\partial^2 u[n]}{\partial x^2} \};
[ n = 0 → u[n](x) = u_0(x);
print (u[n](x));
]}
```

Notice that after the time discretization, unlike the simple circuit problem, the constraint is still a differential equation not an algebraic equation. Further discretizations in space are needed to convert this program into something that is close to executable. Nonetheless, at this point we could apply compiler optimizations and parallelizations to the program (although in this case there is not much to optimize).

3 Conclusions

We have presented some examples of a scientific programming language that combines constraints with conventional programming tools. The constraints are used to represent the mathematical aspects of the program, such as the differential or algebraic equations that functions must satisfy.

Programs in this language are converted into executable form using a library of program transformations, which spans compiler optimizations, parallelizations and mathematical discretizations.
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