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Abstract

This paper describes techniques for knowledge representation and compilation of large software systems in a model-based, automatic program synthesis environment. Domain specific declarative models are used to represent specifications and implementation strategies for reactive systems. Dynamic re-synthesis of an executing system is supported, allowing the system structure to adapt to the external or internal environment. The paper describes an application of these techniques to a large, high performance parallel instrumentation system used for analysis of turbine engine strain gauge signals produced during altitude testing. The unique features of this approach include: explicit domain-specific declarative models; graphical representation of models; multiple aspect models; automatic specification of the necessary hardware architecture; and on-line re-synthesis of dynamic systems.
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Introduction

One of the most challenging problems in software engineering is to build large, high-performance systems that must perform continuous interaction with their environment. The behavior of these reactive systems is typically complex, concurrent, and non-deterministic. This makes them difficult to build.

Automatic program synthesis is one of the prime disciplines that can contribute to the advancement of the software engineering of reactive systems. The technique has been successfully applied to a specific "real-world" application: a large-scale, parallel instrumentation system, called Computer Assisted Dynamic Data Analysis and Monitoring System (CADDMAS). The CADDMAS system was developed in cooperation with the US Air Force at Arnold Engineering Development Center (AEDC). The software synthesized is a complex, reactive, signal processing system running on a heterogeneous network of nearly 100 processors.

Terminology

Before describing the software synthesis technique utilized, the main terms and concepts used in automatic program synthesis, reactive systems, and model-based systems are briefly defined and discussed. In some cases, the definitions are constrained to the specific needs of this paper.

- Parallel Instrumentation System

  Parallel Instrumentation systems use multiple computers to cooperatively convert a set of acquired input signals into a more desirable format. The need for a parallel system as
opposed to a single processor system can be a result of the raw data rate requirements, or as a result of the number of simultaneous input signals that must be processed.

- **Reactive Systems**

Most Instrumentation Systems have their behavior driven by external inputs. In such cases, they may be classified as reactive systems [26]: embedded real-time systems characterized by continuous interaction with their environment. Process monitoring and control systems, and real-time signal processing systems are typical examples of this category. The complexity, concurrency, and non-deterministic behavior of reactive systems make their construction very difficult. There is an extensive research effort to find disciplines and methods that simplify construction of reactive systems.

- **System Specifications**

System specifications are the design parameters that must be met by an instrumentation system. These parameters can include: timing constraints, accuracy requirements, cost, and bandwidth limits. There are often tradeoffs between different implementation possibilities. However, a correctly operating instrumentation system must concurrently meet all of its system specifications. Systems engineers strive to obtain, verify, test, and interrelate system specifications.

- **Automatic program synthesis**

In a broad sense, automatic program synthesis is any automatized technique used to speed the generation of a computer program. David Barstow uses the words automatic program generation in this same fashion. He claims that the advent of Fortran compilers (1954) was the origin of automatic programming systems [1]. He continues and constrains his definition however, to a system that "interacts with the user in natural terms, makes all the implementation decisions, and produces robust efficient software". In this paper, the terms automatic program synthesis, software synthesis, and automatic program generation are used equally in reference to systems characterized by: combining a priori knowledge about how to synthesize programs according to the required system specifications of a particular system at design time to automatically generate correctly operating system software.
• **Search Space**

The exact implementation of a particular instrumentation system is typically chosen by engineers from a vast set of alternatives [8]. For an alternative to be viable, it need only offer an approach that will meet the system specifications. When a computer program attempts to automatically synthesize the control software for an instrumentation system, it must search through and select from this set of alternatives. The set of alternatives is called the *search space*. The core of many Artificial Intelligence (AI) algorithms attempts to navigate through a search space of possible solutions in order to select the "best" or at least an acceptable solution without expending an exhaustive search [18].

• **Declarative Programming**

One of the valuable contributions of AI research has been a rich set of knowledge representation formalisms [13]. Declarative programming techniques allow the programmer to represent knowledge known about a problem without describing a solution or algorithm for the problem. Rather, in a second step, a separate mechanism automatically derives a solution from the declared knowledge. These two steps of declarative programming are typically called *representation* and *interpretation* [9].

The knowledge declarations used in a declarative programming system may be expressed in a textual or graphical fashion. The knowledge itself may be of a *general purpose* form or constrained to be *domain specific*.

One of the main advantages of declarative programming is that it allows the programmer to express knowledge about the problem to be solved separately from the technique that will be used to solve it. This abstraction technique can be quite helpful in complex domains [14].

• **Model-Based Systems**

Modeling is a typical problem solving technique used by the engineering community [11]. It helps engineers manage the laws and hypothesis concerning real world phenomena. Spriet [21] calls these representations *models*.

In a broad sense, a system that incorporates an explicit model of the problem to be solved as part of its implementation is a *model-based system*. Typical examples of model-based
systems are: parameter identification systems, and control systems with explicit control models [4].

In this paper, the term model-based system is used to refer to a programming technique that utilizes explicit declarative language models describing engineering knowledge about system specifications for parallel instrumentation systems, and their possible implementation. The realm of possible implementations described by the model comprise the search space that should be considered by an automatic program synthesis system.

The Need for Automatic Software Synthesis

This research was motivated by the desire to provide new engineering approaches to aid in overcoming the obstacles encountered when trying to build large, parallel, instrumentation systems. The method used included building real instrumentation systems of this type.

"We would like to make a thinking machine...[12]" With this introductory call in his celebrated dissertation, Dennis Hillis began an era of new concepts in parallel computing, the Connection Machine. Likewise, Gregory Fox focused his thoughts by stating: "We want to solve real problems with real computers" during the early days of the CalTech Cosmic Cube experience [10]. Specifically, the goal in building the first hypercube computer was not to simply build another, faster, computer. It was to build a computer to solve real physics simulation problems that were costing too much time and money on existing computers.

One of the primary difficulties encountered when trying to build parallel instrumentation systems is with system software complexity [16]. Robert McCartney, recently introduced the primary motivation for the field of automatic program synthesis in a textbook highlighting a collection of papers about the topic by writing:

"The first disappointment for most users of computers is that real computers are not like those in science fiction stories—rather than responding to simple requests, they demand textual input in some arcane language. Even an expert user ultimately faces this problem: Computers are not easy to program. [17]"

McCartney continues by declaring we are undergoing a "software crisis" with hardware technology advances far out pacing those concerning the software development cycle. He maintains that the result of this crisis is that the continually rising demand for complex computer systems
is thwarted by missed deadlines and over spent budgets.

Fred Brooks, author of the famous collection of software engineering essays, *The Mythical Man Month* [6], uses the metaphor of werewolves to describe the problems that creep into large software projects [5]. Here Brooks claims there is no single “silver bullet” that can kill these problems thereby providing the order-of-magnitude improvements necessary to build the types of software systems currently desired.

Edward Yourdon in his call for American programmers to keep up with the current, worldwide, trends in software engineering highlights the use of automated computer aided software engineering (CASE) tools to face Brooks' monsters [24]. He includes an argument saying that this is indeed what Brooks himself indicated to be necessary. Yourdon does not contend that CASE is a single “silver bullet” that will solve the problem, but rather, includes it in a list of eleven partial bullets that all need improvement. Yourdon points out that artificial intelligence technology can be used to improve CASE tools in the following areas [25]: Debugging, Maintenance, Systems Analysis, Configuring Software Packages, Transforming analysis models into design models, Assistance in partitioning and leveling of models, Application-specific “domain models”, and Advice on which methodology to use. The domain specific model-based automatic program synthesis technique described in this paper offers approaches to most of the improvement areas cited by Yourdon.

**The Transformational Approach to Software Synthesis**

Software Synthesis researchers have utilized a variety of approaches to their problem. The approaches are typically broken into three categories: Interactive tools such as the Programmers Apprentice [20], Theorem Proving techniques [19], and Transformational Approaches.

The technique described in this paper uses a domain specific transformational approach. Assuming that the specifications for a system are complete as well as correct, an error free implementation of the required software may be generated through a series of replacements being made on the specification. The replacements should be such that they are continually refining and transforming the specifications into an executable program. The process is often represented as a series of “if then” rules. In which case, the typical implementation has the following recursive procedure: (1) First a pattern match of the transformation rules is made against the current system definition (which starts as the system specifications). (2) Next, a transformation
is chosen from the set of matching patterns. The choice is made through a cost function. (3) Finally, the transformation is applied to the current system definition thereby creating a new, transformed system definition. (4) The updated system definition is recursively transformed in this fashion until no patterns match. At this point the system definition has been transformed into an executable program.

Each transformation step may be of a vertical-refining nature moving the specification closer to a program, or of a lateral-optimizing nature choosing between the various possible implementations for each level. Transformational systems are different from application generators because they do not represent knowledge as an explicit set of procedures. Rather, they represent it as a series of possible transformations that are subsequently used during the pattern matching and application process. The main difficulty with transformational approaches is the control of the search space. Typically there are many different implementation possibilities for any level [19]. Confining the transformation knowledge to a specific domain reduces the search space problem.

Test Case Target Domain: Turbine Engine Testing

Testing turbine engines involves running an instrumented version of the engine through various operational maneuvers (e.g. Acceleration, Deceleration or Throttle Snap) while the engine is in a test cell (wind tunnel) capable of simulating altitude, atmospheric, and air speed conditions. In order to analyze dynamic vibrations of internal components, strain gauges (and other stress sensors) are attached to the turbine blades.

The CADDMAS system was developed to analyze all data on-line. The system processes all sensor readings and presents the results both graphically and in hard copy form, during the test. The immediate availability of results opens the possibility for interactive test planning.

The CADDMAS system performs spectral analysis on a large number of channels. The spectral information is accumulated and processed into several types of computationally intensive, calibrated engineering diagrams [7]. A graphical user interface allows the user to configure the data processing and visualization screens interactively. The user can select the number of visible windows on a screen, the contents of each plot window, and the parameters of each plot.

The CADDMAS hardware consists of various computational building blocks. The basic building blocks are modular so as to allow systems of various size and personality to be “plugged”
The CADDMAS is a high performance, reactive instrumentation system, which runs on a heterogeneous parallel processor network. Beyond the obvious software engineering complexity of building the system, there have been additional operational requirements that led to the development and application of automatic software synthesis techniques:

1. Changing Software Requirements: The CADDMAS is used to test new and redesigned turbine engines. Engine capabilities are constantly improving. Consequently, testing scenarios are updated on a test-by-test basis. When a new test is scheduled, the engine manufacturer's aero-mechanical engineers specify the number, types, and accuracy of the plots desired. The CADDMAS must be open and scalable to meet these changing and unknown needs. New data analysis techniques that produce new types of plots will need to be "plugged" into the software. Wind tunnel air time used during the engine test drives the overall test cost. Therefore, the CADDMAS system integrity is crucial. Yet, the software for each test must be unique.

2. Changing Hardware Configurations: In order to meet these changing demands, the CADDMAS hardware has been designed as a set of basic building blocks. System hardware architecture may be configured as needed by "plugging" together these blocks. The hardware configuration will change frequently based on the number of available processors and the computational demand, based on channel capacity and processing requirements.

3. Dynamically changing specifications: Number of plots to be generated; type of plots; and accuracy requirements change during the test period. It requires the use of different versions of the processing modules and reconfiguration of the program structure. The number of alternatives is too high to pre-build all of the possible alternatives. It is unacceptable to shut down, rebuild, and load the new version during a running test.

Modeling Paradigm for CADDMAS

The CADDMAS system required two aspects to be modeled. The **Signal-Flow aspect** declares the structure and alternatives of the possible instrumentation scenarios. The **Hardware Structure aspect** declares the architecture and alternatives possible considering the available resources and
their capabilities. A unique declarative language has been defined for each aspect using the declarative language tools of the Multigraph (TM) Programming Environment (MPE) [13]. Likewise, interpreters for these two aspects have been generated using tools from the (MPE).

Hierarchy plays a key role in all of the modeling techniques. It serves to limit the complexity visible to the system designer at any one time, as well as reducing the search space during the interpretation process.

The basic concept of the Signal-Flow Model (SFM) is the module. The module has three kinds of interfaces: the signal interface, which connects the module in the signal flow; the specification interface, which contains the required specifications for the module, including performance on the hardware and the dynamic control interface, which defines the dynamic control parameters. The modules can be primitive or compound. Primitive modules represent the elementary computation units and define their interfaces. The primitive module can be a subroutine, device handler, or interface to a hardware accelerator.

The SFM declaration of a primitive is defined as:

```
(defprimitive <name>
  (interface
    (<input-signals> -> <output-signals>)
    (<specification-list>)
    (<dynamic-control-parameters>)
  )
  (body
    (<primitive-name>)
    (<discipline>)
    (<environment>)
  )
)
```

The lists after the interface keyword specify the elements of: the signal interface; the specification interface; and the dynamic control interface respectively. The symbols following the body keyword determine the features of the computation unit itself. The <primitive-name> identifies the subroutine to be invoked. The subroutine can be written in C, Fortran, or Lisp.
The `<discipline>` specifies whether the control principle of the actor node is "ifall" or "ifany". The `<environment>` defines the system resource (task, or processor) where the primitive operation will be executed.

Compound modules are composed of other modules that may be either primitives or other compounds. Their primary purpose is to represent knowledge about building specific pieces of signal flow graphs. The key issues regarding the representation of "building knowledge" are: (1) what is the reasonable level of flexibility in defining possible alternatives; and (2) how the alternatives and the selection rules are structured. Reactive instrumentation systems generally have strict operational constraints. The number of structural alternatives for implementing a specific function is usually quite limited. The various alternatives need to be thoroughly tested for performance and run-time behavior. As a result, introducing enough limitations in the representation to keep the selection (or planning) process manageable while not losing all the flexibility is possible.

An important limitation is that the functional architecture of a compound structure is fixed. It is described by the declaration of the functional units and their connections. Flexibility is achieved by introducing the possibility that each unit can be "implemented" by various modules having the same functionality, but with different specifications. After receiving the required specifications through the "specification interface", the selection rules select the appropriate implementation module for the functional units and determine the external specifications for them. Since the selected modules on the lower-level may also have an internal structure with various implementation alternatives, this process is applied recursively down the signal flow model. This recursive process can generate a tremendous number of alternatives.

The representation technique described above decomposes the "building knowledge" into rule sets that are relevant on a given level of the hierarchy. This method is a natural way of organizing the knowledge in instrumentation systems. It helps to keep the complexity of the building process manageable.

The SFM declaration for compound modules is:

```
(defcompound <name>

  (interface
    (<input-signals> -> <output-signals>)
    (<specification-list>)
    (<dynamic-control-parameters>)
    (<environment>)

```
The `<environment>` parameter in the `interface` section determines the computing environment where the module is allocated. (This declaration has significance only in multiprocessor and multicomputer implementations.) The `connections` specify those symbols that are used to declare the internal structure of the module. The `<signals>` and `<specifications>` are a list of symbols that are referred to in the signal interfaces and the specification interfaces of the internal modules.

The `<list of units>` after the `structure` keyword specifies the functional components of the compound. The `<selection rules>` define the conditions for selecting among the functionally equivalent alternatives. The rules may refer to the external specifications passed to the module through its specification interface, and to arbitrary global variables describing the state of the execution environment. As a result of rule evaluations, the units will be assigned to specific modules. The `body` of the compound is simply a list of expressions that can be used for various initializations at build time. The `link-points` are used for linking the execution environment with the builder environment.

The hardware structure is modeled using a the `Multiprocessor Description Language (MPDL)`
The purpose of hardware structure modeling in the CADMAS application is to show the distributed processor configuration to the level of detail that allow the generation of the routing system and the modeling of the resource allocation. MPDL allows three types of components: \textit{Processors} (cpu), \textit{Linkpoints} (link), and \textit{Multiprocessors} (mpr). Processors are the basic building blocks. They are characterized by a set of attributes, including type, memory size and unique resources. Processors can have linkpoints that are used to connect them together in a given topology. Multiprocessors are aggregates of processors comprising other multiprocessors, processors and linkpoints. The MPDL templates are the shown in [15].

\textbf{Execution Environment.}

The interpretation process transforms the models into a set of communicating executable programs spread across a network of processors. Further, the dynamic reconfiguration capability requires that the interpreters be able to interrogate, control, and modify a set of these running programs. In order to make this dynamic program synthesis computationally feasible, the Multigraph Computational Model (MCM) is used as a unified virtual machine in the Execution
Environment. The MCM is a *macro dataflow model*, which defines the run-time structure of the executable program in terms of a control-flow graph \((CG)\). \(CG\) is a directed bipartite graph containing *actor nodes*, *data nodes*, and their *connections*. An *execution structure* (tasks and environments) is used for assigning sub graphs of the \(CG\) to particular computational resources \([2], [22]\) (Please see figure( 1)).

*Actornodes* are the computational operators of the dataflow graph. Associated with an actor are: *scheduler state* (inactive, active, ready, or running); *script*, a reentrant algorithm expressed in a procedural/numeric language, usually incorporated from a *library of standard operations*; *context*, a static local i.memory section for state and builder-initialized variables; *input* and *output ports*, the input and output data streams.; and *control principle* determines what criteria will be used to decide when an actor should be executed: *ifall* (all data is present), *ifany*, or based on a *real-time event*. MCM kernel calls allow actor scripts to receive input tokens, access their context, and propagate output tokens.

*Datanodes* provide a queuing and asynchronous connection function between actornodes. Any number of actor output ports may be connected to a datanode. A datanode may be connected to any number of actor input ports. Datanodes may be enabled or disabled and have a specified length. Datanodes provide a simple interface for the *model interpreters* to control, build, and monitor an executing graph.

*Environments* are used to protect system resources and provide a priority mechanism for sections of the dataflow graph. All actors are assigned to an environment. Environments of the same priority are serviced in a round-robin fashion. Only one actor per environment will be executed at any one time, ensuring mutual exclusion within an environment to protect data integrity.

*Tasks* provide a generic interface to the basic computational resources of the underlying machine. In a multitasking environment they are simply the different processing threads available to the MCM kernel. In a multiprocessor system they are the individual processors themselves. Environments are attached to tasks. The *task* and *environment* concepts allow the actual implementation of the underlying system to be hidden from the user.

The MCM *interpreter interface* provides several functions for the management of the execution environment.

In summary, the MCM kernel provides an interface to build, modify, monitor, and control an asynchronous macro-dataflow graph. The graph may be partitioned by the concept of environ-
ments and tasks. The actual dataflow graph looks slightly different from that of a classic dataflow graph due to the introduction of the passive nodes providing queuing functions, datanodes. The use of distinct actornodes and datanodes provides the capability for the model interpreters to build, control, and monitor the dataflow graph.

Model Interpreters

The model interpreters perform a $M \rightarrow CG$ (Model $\rightarrow$ Control Graph) mapping between the models and the executable system specified in terms of the MCM computational model. The interpretation process is dynamic. It can be retriggered as a response to events detected during execution, such as an operator request for a new or modified plot during the CADDMAS operation. Complex systems typically include several functional components that form the executable system. The CADDMAS monitoring system includes the signal processing system and the message router. These different subsystems are synthesized from the same integrated model database by means of different interpreters. This process, called multiple-aspect interpretation, helps to keep the complexity of the individual interpreters low. At the same time, it ensures that the generated subsystems will be consistent with each other.

General Structure of Model Interpretation

Each model interpreter is closely related to the modeling paradigm and the category of the target system to be generated. The logic structure of the model interpretation process for dynamically reconfigurable processing networks is shown in Figure(2).

Model Database. The declarative language representations of the models are loaded and transformed into a model database. This model database becomes part of the runtime system.

Builder Object Network. The builder object network includes one builder object for each compound and primitive in the processing model hierarchy, which were selected during the model interpretation process. The role of builder objects are: (a) to store reference to the appropriate level in the model database, (b) to store references to all of the components of the processing network (actornodes and datanodes) that are relevant to the given level of the hierarchy, and (c)
to maintain connections to the processing network (modeled as linkpoints) for receiving events that trigger reconfiguration.

**Processing Network.** The processing network constitutes the generated executable system, specified by the CG control graph and running above MCM kernel. The Builder and Control Interface of the kernel facilitates the construction, modification and control of the operation of the processing network.

**Model Interpreter.** The model interpreter traverses the model database in a top-down direction starting from the root of the model hierarchy, and incrementally builds the actual version of the runtime structure, including the Builder Object Network and the Processing Network. The interpretation process, which performs the mapping between the models and the runtime structure comprises the following steps at each level in the model hierarchy: **Step 1** create builder object. **Step 2** evaluate selection rules. **Step 3** create and connect actornodes/datanodes. **Step 4** repeat **Step 1** for each selected lower level module.

The mapping between the models and the processing network is determined in **Step 2** and **Step 3**. The selection rules determine which of the lower level modules must be selected in the given situation, which in turn defines the overall structure of the processing network. The processing
network (actornodes, datanodes, their connection and attributes) is built up by transforming modeling concepts into processing network objects according to the modeling paradigm. For instance, for each signal in the model a datanode is created, etc. The model interpreter, which executes these transformations is independent from the actual content of the model database, but specific to the modeling paradigm and the category of the target system to be built.

The dynamic reconfiguration of the processing network requires a solution for the synchronization between the interpreter and the processing network. The reconfiguration process is triggered by an event received by a builder object through a linkpoint. The event restarts the model interpreter from the referenced model, which may result in changes in the selection of component modules. The replacement of an already running processing module (which may include a complex structure of actornodes and datanodes) occurs according to the following protocol: **Step 1** Complete interpretation of the new module and build up the new processing network. **Step 2** Block the input datanodes of the old processing network using the available references and MCM calls. **Step 3** Complete the already scheduled computations in the old processing network using MCM calls. **Step 4** Disconnect the old processing network and connect already built new processing network. **Step 5** Enable the interface datanodes of the new processing network. **Step 6** Destroy the old processing network.

The problems and details of different reconfiguration methods and the related synchronization methods are described in [3].

**Model Interpretation in CADDMA*S**

The interpretation of Signal Flow Model (SFM) structures starts by defining a set of required specifications (i.e. the engineering plots desired) for the top-level modules. The interpretation process proceeds recursively. The specifications propagate downward and the interpreter uses the selection rules to choose the appropriate modules for the functional units on the consecutive levels of the hierarchy. The result of the interpretation is: a hierarchy of the needed signal flow graph; and a set of specifications used as input for the MPDL interpreter (specifying the required hardware architecture and communication system). It is only valid to allow new physical hardware architecture generation during the very first synthesis pass. On all subsequent passes, the system specification constraints are set to lock the physical architecture. The communication
map paths (i.e. the logical architecture) may, however, be changed. The MPDL interpretation is then started.

Interpretation of the MPDL model produces the following components (as necessary) for the MCM:

- A hardware wiring list and test programs.
- A system load map for program initialization
- Communication maps telling processors how to talk to each other. These include processor hops.

After the hardware architecture has been configured, the SFM interpretation may continue where it left off. That is, the new CG is built on the execution environment under the MCM. This is accomplished by traversing the SFM and instantiating the basic compute elements as actornodes and interconnections as datanodes. At this point, the generated real-time system is ready for execution. Computations produce results as specified in the SFM without the intervention of any interpreter. These include on-line plots, data monitoring, hard copy output, etc.

Summary

This paper has described the Model-Based Software Synthesis technique used to develop the CADDMAS system, a large parallel instrumentation system. The hierarchy and domain specific models have been used to to cut down the search space. The program generated is a Multigraph Computational Graph, a kind of macro-dataflow graph. Its basic compute elements are high performance subroutines written in traditional languages. By using the Multigraph, synchronization, performance, granularity, and synthesis issues can all be attacked.
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Aerospace system testing is a highly complex and dynamic process. Requirements are constantly changing, even as a test progresses. Handling data from aerospace tests must adapt to these changes. The algorithms to process data are typically complex, due to the variety of applicable algorithm classes and the large number of channels which must be managed. Furthermore, the processing throughput and response times require a parallel processing approach. A software system was developed to address these issues. The Transient Data Analysis System automatically generates test data processing systems for parallel processors from high level specifications. The process is dynamic in that the processing algorithms executed by the system can be changed at any time during execution.
AUTOMATIC TEST INSTRUMENTATION
PROGRAM GENERATION

Csaba Biegl

Introduction

Aerospace testing is a complex process. Typically, the test article is installed in a facility where many conditions are controlled and monitored to simulate flight conditions. The data from the measurements is extensively processed to extract the parameters necessary to determine system performance and expected reliability.

As the test progresses new information is revealed about the test object. This new information can cause the reevaluation of the information processing strategy. Subsequent reconfiguration of the data analysis software is highly desirable at this point.

Typically, on the order of thousands of sensors are monitored and analyzed. This has several impacts on the information processing system. The large aggregate bandwidth of the incoming data imposes a significant computational load. Large computers or parallel processors are required to meet these needs. The large number of channels, with varying processing algorithms combine to produce a large, complex software system. Large, complex software systems are notoriously difficult to manage [HAREL].

The conventional technique for developing these software systems is to give a high level specification, the Test Requirements Specification Document, to the software analyst, who then manually convert these to computer programs (aka mainframe Fortran). The programs are then compiled and tested by the users. The programs cannot be changed until the next set of requirements documents is processed. This precludes the flexibility of on-line adaptation of changing requirements. If the target hardware is a parallel system, this manual translation process increases in difficulty.

This paper describes work done to automatically translate a high-level Test Requirements Specification into a parallel program. The specifications for the software system can be changed on-line, and a new parallel program is generated as needed without interrupting the testing process. This technique eases many of the problems faced by the conventional approach.
A prototype system was implemented for automatic program generation from a Test Requirement Specification (TRS) input. This system is capable of generating executable code for a network of Inmos Transputers [INMOS] controlled by an IBM PC (R) compatible host. It has the following main components: (see Figure 1)

- user interface
- compiler
- run-time environment

The user interface provides an interactive menu-based programming environment. It presents a spreadsheet-like interface, where the structure of the spreadsheet corresponds to the organization of the TRS data sheets used by AEDC. Application-specific editing services aid the user in data entry and/or modification. The user interface also controls the operation of the other components in the system: the compiler and the run-time environment. An example user interface screen can be seen in Figure 2.

The compiler translates the TRS information entered via the user interface into executable code. It performs syntax and dependency checking on the input data before the actual translation takes place. If any error is detected, the compilation process is aborted and the user is given an explanation about the cause of the error. Additionally, the edit cursor of the user interface is set to the offending item. The user interface is capable of graphically representing various views of the executable program's structure using the information produced by the compiler. Using the compiler's dependency information it is possible to display the dependency graph of the program generated from the TRS. Additionally there is an analysis module.
in the system which determines the critical path and the theoretical possible best speedup (in a multiprocessor system) for the given configuration. An example dependency graph can be seen in Figure 3, while Figure 4 shows the results of the speedup analysis.

The output of the compiler is a machine independent assembly-like code. This code was designed such that its execution is very fast. Only a few machine instructions are needed for interpretation of an instruction in the compiler's output code. This will cause a small performance degradation. However, we used this solution for the following reasons:

- according to estimates, a typical program generated from the TRS sheets spends about 70-80 percent of its time in the subroutines of the Validated library used by AEDC. This means that reducing the execution speed of the remaining 20 percent is tolerable.

- the use of the machine independent code makes compiling and linking of transputer assembly code unnecessary. This is a VERY slow process on the PC based transputer development system.
The output of the compiler is machine-independent. In fact we can run the generated code on a parallel network of Unix workstations with a few minor changes (to the network configuration information contained in the code).

The compiler generates a subroutine for each computed item in the TRS sheet. This subroutine is written according to the conventions of the Multigraph Kernel (MGK) [MGK1] which is used as the run-time environment of the system. The MGK implements a dynamically configured parallel macro-dataflow computational model on various computer architectures. It hides the machine-dependent details of process scheduling and interprocess communication from the user, thus making code written for it highly portable. We implemented a version of the Kernel on the PC/transputer configuration expanded with the code necessary to run the machine-independent assembly output of the compiler.

The compiler has two output options. One option can generate code for a version of the MGK which is built into the user interface. This version of the Kernel runs on the PC only. It can be used for debugging purposes while developing test programs. The other output option is the generation of code for a network of multiple transputers. In this case the output is written into a file which can later be loaded into the Multigraph Kernel. The compiler optimizes the processor assignments if it generates code for a multiprocessor configuration.

Simulation Test Results

The system was tested using an example test program. This example was generated from an actual Test Requirement Sheet (TRS) representing a “typical” test. This program contains a total of 300 items (= nodes in the dependency graph) of which about 100 were computed nodes (the remaining ones were inputs and constants). We used this test program in the performance evaluation of the system. Our main interest was in obtaining the speedup curves with respect to increasing processor numbers. We think that absolute measurements at this point are less significant since we have no hard data concerning the performance of the validated library once ported.
to the transputer. Our tests were geared towards analyzing the parallelization methods and the communication overhead introduced by the run-time support.

![Graph 1](image1.png)  
**Figure 5. Test Program Execution Times**

The result of these measurements is a set of speedup curves with the independent variable being the number of transputers. We performed the tests under different conditions, with varying transputer network architectures, changing (and sometimes randomly simulated) execution times for the validated library functions, and with different processor assignment strategies. The results of these tests can be seen in Figures 5 through 8.

![Graph 2](image2.png)  
**Figure 6. The Effect of Pipelining**

Figure 5 shows the execution times of the test program using a different number of processors. For this test we simulated the data dependency of the library routine execution times with random delays in the 1 to 10 millisecond range.

![Graph 3](image3.png)  
**Figure 7. The Effect of CPU Assignment**

![Graph 4](image4.png)  
**Figure 8. The Effect of Network Structure**
Figure 6 shows the effects of Pipelining, that is the dependence of the execution time on the number of iterations.

Figure 7 shows the effect of the optimizing processor assignment strategy versus random assignment. Finally, the data in Figure 8 indicates that the achieved speedup is nearly independent of the transputer network architecture.

In summary we can determine that the obtainable speedup is fairly linear under varying conditions for the range of processor numbers.

Discussion

Performance:

Our evaluation of the performance measurement results is the following:

- The available data indicates that communication issues are not important in the system. The small differences between the execution times for unoptimized and optimized processor assignments on different transputer configurations justifies this conclusion.

- The scheduling overhead of the Multigraph Kernel seems to have a somewhat higher impact. However, for realistic library subroutine execution times its effect seems to be less significant, causing about a 20 percent performance loss. We think that this could be reduced measurably by:
  
  (1) creating a version of MGK especially optimized for the transputers. (The currently used MGK version is just a port of the 'general' Unix version.)

  (2) employing static scheduling, that is joining together nodes which run only a very short piece of code.

On the other hand, the advantages provided by using of the Multigraph approach (dynamic system configuration, portability, etc...) must also be considered when making this evaluation. For example, it is very easy to recompile a TRS sheet for a different transputer configuration -- this is something what would be very hard to achieve without the kind of support MGK provides.

- The communication between the transputers and the host PC seems to be a bottleneck also. Therefore such communication should be minimized and vectorized.
Function Interface:
The validated library needs dynamic linking of functions to executing programs. This will allow the per-processor memory requirements to be minimized. Alternatively, static linking can also be used. In this case all possible routines must be included into the execution for each processor. It may be possible, however, to assemble a minimal collection of routines which will be used in a test in advance. In this case dynamic linking will not be necessary during the application building phase. This static linking would speed up the compile-debug cycle considerably.

Compiler Output:
Currently the compiler produces machine independent code as its output. To increase the performance of the system it might be necessary to add a direct machine code generation option. We think that the current output option should be preserved even in this case for reasons of portability and fast prototyping. The machine code output option could be used for the final version of the test program. It may be possible to generate position independent transputer code by the compiler which links to the AEDC Validated library routines using some dispatch table mechanism. In this case the generated code could be downloaded incrementally into the transputers without the costly link phase. Of course this assumes that it is possible to preload the necessary subroutines.
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PREFACE

The work reported here was done at the Arnold Engineering Development Center (AEDC), Air Force Materiel Command (AFMC), as part of the Air Force Office of Scientific Research Summer Research Extension Program. Suggestions for improving the accuracy of a mathematical model previously developed for flow past a cavity opening (the CAP Code) were made by modifying the code to include a Reynolds decomposition of the turbulent velocity, temperature and density fields. Through this approach, additional terms were developed in modeling the frequency and amplitude of the unsteady pressures acting at the rear wall. The predicted spectra were compared to both experimental data and previous predictions. The predictions using the modified CAP Code more closely produced the measured overall sound pressure level and root mean square of the turbulent pressure fluctuations. In addition, an attempt was made to develop a new damping coefficient for the pressure fluctuations, making use of ongoing efforts at the University of Tennessee Space Institute (UTSI).
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Some Suggestions for the Engineering Model of Unsteady Flow in a Cavity

George D. Catalano

1.0 INTRODUCTION

Flows past cavities continue to be of considerable interest to the aerodynamic research and development communities. From a basic research point of view, the flow past a cavity presents challenges to the turbulence investigator because of the complex interaction of fluid dynamic and acoustic phenomena. From a development perspective, the aerospace engineer is confronted with a challenging flow field to predict with any degree of confidence.

Research and development efforts in this area can be divided into three broad categories: experimental investigations, acoustic solutions, and Navier-Stokes equations. Dix has performed an extensive experimental investigation at Arnold Engineering Development Center (AEDC). The data obtained was used to validate Navier-Stokes solutions such as those published by Om, Baysal, Rizzetta, Suhs, and Dougherty. Unfortunately, computer time on the order of 100 cpu-hr of a multiple-cpu, parallel processing, Class VI computer was required. Suhs subsequently reduced the computational time to 20 cpu-hr by applying a thin-layer viscosity approximation and assuming that the cavity centerline is a plane of symmetry. However, the results did not include a computed spectrum, and as a result cannot be used to estimate the forces acting on the structure of the cavity. Acoustic theories have been used in an attempt to predict the spectrum. Unfortunately, such theories can be used only to predict the natural frequencies based on the dimensions of the cavity without predicting the magnitude of the pressures that occur at these frequencies. Caruthers and Raviprakash have undertaken a parametric study of the acoustics of 2-D rectangular cavities exposed to a subsonic external flow using a panel method. Bauer and Dix have taken a different approach developing a simple mathematical model (called the Cavity Acoustic Prediction Code, or CAP Code) with the intent of developing a means of predicting at least a first order estimate of both the frequency and amplitude of the tones occurring in a cavity. The CAP Code model has served as the starting point for the present investigation.

2.0 THE CAVITY ACOUSTIC MODEL

The CAP Code mathematical model developed by Bauer and Dix considers the amplitudes of pressure fluctuations in a cavity to be attributable to the interaction of fluid dynamic and fundamental acoustic phenomena. A continuous spectrum of acoustic waves is assumed to be generated by a turbulent mixing zone that separates the outer flow from the internal cavity flow field. The acoustic waves then in turn trigger vortices of enhanced strength which set up in effect a closed feed-back loop circuit. Bauer and Dix use a variable damping term, which is an empirical function of the relative magnitude of the frequencies of the fundamental acoustic modes of the cavity and the edge tones generated at the leading edge. From experimental results, the maximum rms pressure in a cavity is known to occur at the downstream wall where the turbulent mixing zone impinges. This serves as the justification for the assertion that the maximum rms pressure is related to the maximum rms pressure in the turbulent mixing zone.
In developing the CAP Code, Bauer and Dix\textsuperscript{9} derived an expression for the rms pressure in a turbulent mixing zone beginning with a form of the Bernoulli equation. An important assumption was made in the assertion of a linear relationship between the Reynolds shear stress and the turbulent kinetic energy. Along with this assumption, two methods developed by Bauer\textsuperscript{10} were used: 1) a technique to determine the shear force along the dividing streamline in a turbulent mixing region; and 2) a correction factor accounting for the existence of a boundary layer at the upstream edge of the cavity. The absolute level of the pressure spectrum (i.e. the overall or integrated strength of the vortices produced by the acoustic waves generated in the turbulent mixing region) was calculated from the rms pressure.

Using the CAP Code, it was possible to predict both the frequency and amplitude of the acoustic tones in unsteady flow past a cavity. Good agreement between predictions and an extensive database was noted for both the frequency and amplitude of moderately deep cavities (L/D = 4.5). However, comparisons of the predicted overall rms pressure and data were not within the same quality of agreement. One focus of the present work was, therefore, to improve the quality of CAP Code predictions vis-à-vis the existing data base by modifying the existing code to include concepts of turbulent fluid physics.

3.0 DEVELOPMENT OF THE MODIFIED CODE

A compressible turbulent flow can be modeled using the Reynolds' velocity decomposition as follows:

\begin{align}
P &= \overline{P} + p' \\
T &= \overline{T} + T' \\
u_i &= \overline{u_i} + u'_i \\
\rho &= \overline{\rho} + \rho'
\end{align}

where the overbar indicates a spatial ensemble average, and the prime indicates a fluctuating quantity. Note the ensemble-averaged quantities are still functions of time in that each represents the relatively large-scale (or low-frequency) oscillations, and the primed quantities model the higher-frequency turbulent fluctuations. Substituting the decomposition into the Bernoulli equation results in

\[d(\overline{P} + p') + (\overline{\rho} + \rho')(u_i + u'_i)d(u_i + u'_i) = 0\]  

(5)

where the index of the \(i\)th direction has been dropped because the flow is following along a stream tube. Expanding Eq. (5) produces

\[d(\overline{P} + p') + \overline{\rho u d\overline{u}} + \rho' \overline{u d\overline{u}} + \overline{\rho u' d\overline{u}} + \rho' \overline{u' d\overline{u}} + \overline{\rho u' d\overline{u'}} + \rho' \overline{u' d\overline{u'}} + \rho' \overline{u' d\overline{u'}} = 0\]  

(6)

The ensemble average of each term taken individually yields:

\[\overline{d\overline{P}} = d\overline{\rho}\]  

(7)

\[\overline{d\rho'} = 0\]  

(8)
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\begin{align}
\bar{\rho} \bar{u} \bar{u} & = \bar{\rho} \bar{u} \bar{u} \\
\rho' \bar{u} \bar{u} & = 0 \\
\bar{\rho} u' \bar{u} & = 0 \\
\rho' u' \bar{u} & = \rho' u' \bar{u} \\
\bar{\rho} u' \bar{u} & = 0 \\
\bar{\rho} u' \bar{u} & = \frac{\bar{\rho}}{2} d \bar{u}^2 \\
\rho' \bar{u} \bar{u} & = \bar{u} \rho' \bar{u}' \\
\rho' u' \bar{u} & = \frac{\rho'}{2} d \bar{u}^2 \\
\rho' u' \bar{u} & = \frac{\rho'}{2} d \bar{u}^2
\end{align}

An order of magnitude analysis leads to the following conclusions:

\begin{align}
|\bar{\rho} \bar{u} \bar{u}|, \quad \frac{|\bar{\rho} \bar{u} \bar{u}|}{2 d \bar{u}^2}, \quad \text{and} \quad |\rho' \bar{u} \bar{u}| \gg |\bar{u} \rho' \bar{u}'| \quad \text{and} \quad |\rho' u' \bar{u}'|
\end{align}

so that the resulting Bernoulli equation [from Eq. (5)] becomes:

\begin{align}
d \bar{P} = -\bar{\rho} \bar{u} \bar{u} - \frac{\bar{\rho}}{2} d \bar{u}^2 - \rho' \bar{u}' \bar{u}
\end{align}

Assuming the existence of a Universal Equilibrium Range and an Inertial Subrange (and thus the applicability of Kolmogorov's First and Second Theorems\textsuperscript{11}), there is a net transfer of kinetic energy from the lower to the higher frequencies. Consequently, there is a balance between the turbulent kinetic energy in the flow attributable to the oscillating shear layer, and the turbulent kinetic energy in the range of the turbulent scales. Thus:

\begin{align}
(\bar{u}_{rms})^2 = O(u'_{rms}^2)
\end{align}

and Bernoulli's equation [Eq. (18)] becomes:

\begin{align}
P_{rms} = \bar{\rho} \bar{u} u_{rms} + \frac{\bar{\rho}}{2} (u_{rms})^2 + \rho' u' u_{rms}
\end{align}
Addressing the correlation between the fluctuating density and velocity fields, Schlichting\textsuperscript{12} argues that

\[ \frac{\overline{u'T'}}{u_{\text{rms}} T_{\text{rms}}} = 0.6 \rightarrow 0.8 \] (21)

Assuming the density field responds in a manner similar to that of the temperature field, then

\[ \frac{\overline{\rho' u'}}{\overline{\rho_{\text{rms}} u_{\text{rms}}}} \equiv 0.6 \rightarrow 0.8 = a_2 \] (22)

From the conservation of mass,

\[ d(\overline{\rho' u'}) = 0 \] (23)

or

\[ \overline{u'} d\overline{\rho} + \overline{\rho'} d\overline{u'} = 0 \] (24)

or

\[ \frac{d\overline{\rho}}{\overline{\rho}} + \frac{d\overline{u'}}{\overline{u'}} = 0 \] (25)

so that

\[ \overline{\rho_{\text{rms}}} = \frac{\overline{\rho' u_{\text{rms}}}}{\overline{u}} \] (26)

from which

\[ \overline{\rho_{\text{rms}}} \overline{u_{\text{rms}}^2} = \frac{\overline{\rho}}{\overline{u}} \overline{u_{\text{rms}}^3} \] (27)

Bauer and Dix\textsuperscript{9} argue that it is common to assume a linear relationship between the Reynolds shear stress and the turbulent kinetic energy, or:

\[ F_s = a_1 \overline{\rho' \tau_{KE}} \] (28)

where it is usually accepted that

\[ a_1 = 0.3 \] (29)

A friction coefficient is defined as

\[ C_f = \frac{F_s}{q_{\omega}} = a_1 \frac{\overline{\rho' \tau_{KE}}}{q_{\omega}} \] (30)

so that one may write

\[ \overline{u_{\text{rms}}^2} = \frac{2 q_{\omega} C_f}{a_1 \overline{\rho}} \] (31)

Thus

\[ \overline{\rho_{\text{rms}}} \overline{u_{\text{rms}}^2} = \frac{\overline{\rho}}{\overline{u}} \left( \frac{2 q_{\omega} C_f}{a_1 \overline{\rho}} \right)^{\frac{3}{2}} \] (32)
and \[(p)Y^2 = (q)Y^2 \sqrt{2} = \sqrt{2q}\] (33)

Dividing by \(q_{\infty}\):
\[
\frac{\bar{p}_{rms} \bar{u}_{rms}^2}{q_{\infty}} = \frac{1}{\sqrt{2}} \left( \frac{q_{\infty}}{\bar{q}} \right)^Y \left( \frac{2C_f}{a_1} \right)^Y
\] (34)

Recalling that the square of the Crocco number is defined as
\[C^2 = \frac{u_{\infty}}{2c_p T_i}\] (35)

and defining the velocity ratio as
\[\phi_d = \frac{\bar{u}}{u_{\infty}}\] (36)

then
\[
\left( \frac{q_{\infty}}{\bar{q}} \right)^Y = \sqrt{\frac{1-C^2_d \phi_d^2}{(1-C^2_d) \phi_d^2}}
\] (37)

so that
\[
\frac{\bar{p}_{rms} \bar{u}_{rms}^2}{q_{\infty}} = \frac{1}{\sqrt{2}} \sqrt{\frac{1-C^2_d \phi_d^2}{(1-C^2_d) \phi_d^2}} \left( \frac{2C_f}{a_1} \right)^Y
\] (38)

Then the final expression for the ratio of the rms pressure to the free-stream dynamic pressure is:
\[
\frac{P_{rms}}{q_{\infty}} = \frac{\bar{u}}{q_{\infty}} \sqrt{2 \bar{p} q_{\infty} + \frac{C_f}{a_1} + \frac{1}{\sqrt{2}} \sqrt{\frac{1-C^2_d \phi_d^2}{(1-C^2_d) \phi_d^2}} \left( \frac{2C_f}{a_1} \right)^Y}
\] (39)

It is useful to compare Eq. (39) with the expression derived previously by Bauer and Dix:
\[
\frac{P_{rms}}{q_{\infty}} = 2\phi_d \sqrt{\frac{(1-C^2_d) C_f}{a_1 (1-C^2_d \phi_d^2)}}
\] (40)

The two additional terms in Eq. (39) result from the inclusion of the turbulent velocity field along with its interaction with the fluctuating density field. Both terms serve to add in magnitude to the estimate of the maximum pressure at the rear wall of the cavity.

3.1 Relationship between the Reynolds Shear Stress and the Turbulent Kinetic Energy

In developing equations for a compressible turbulent boundary layer, Schlichting notes that
\[
F_s = \rho \bar{u} \frac{d\bar{u}}{dy} \left( \frac{\rho}{\rho_i} \right)^2
\] (41)
Relating the compressible eddy viscosity to the incompressible eddy viscosity

\[ \tilde{\varepsilon} = \frac{1}{b} \left( \frac{\gamma R T_0}{\gamma R T} \right) \varepsilon \]  

(42)

which can be rewritten as

\[ \tilde{\varepsilon} = \frac{1}{b} \left( \frac{T_\infty}{T_i} \frac{T_i}{T_\infty} \right) \]  

(43)

Assuming an adiabatic wall

\[ \tilde{\varepsilon} = \frac{1}{b} \left( \frac{1 - C^2}{1 - C^2_A} \right) \]  

(44)

where \( C \) is the Crocco number, Eq. (35).

Rewriting,

\[ \tilde{\varepsilon} = \frac{1}{b} \left[ \frac{1 - C^2 \phi_A^2}{(1 - C^2) \phi_A^2} \right] \]  

(45)

and finally:

\[ a_{\text{amplitude}} = a_1 \frac{1}{b} \left[ \frac{1 - C^2 \phi_A^2}{(1 - C^2) \phi_A^2} \right] \]  

(46)

The value of the constant \( b \) varies from \( O[1] \) to \( O[1000] \) according to the work of Reichardt and Rotta. Unfortunately, the level of confidence in the proper value is low because of the difficulties of measuring local temperatures, temperature gradients, and velocity gradients. Therefore, for the present work, the value of \( b \) was set equal to 1.0 as a first effort.

3.2 Modeling of Damping Phenomena

Bauer and Dix consider two different types of damping when calculating the spectra of pressures acting on the downstream wall of the cavity: 1) viscous damping when \( L/D << 1.0 \); and 2) wave damping which is attributable to the interaction of the acoustic waves with energy then lost out through the cavity opening. The following relation was proposed for the wave damping:

\[ d_w = \left( 1 - \frac{f_r}{f_L} \right)^2 + \left( 1 - \frac{f_r}{f_w} \right)^2 + \left( 1 - \frac{f_r}{f_d} \right)^2 \]  

(47)

In a recent report by Caruthers and Raviprakash, the results of a parametric study of the acoustics of 2-D rectangular cavities exposed to subsonic external flow was presented. Of primary interest for the present work was the predicted acoustic radiation damping for \( L/D = 4.5 \). Caruthers and Raviprakash found that the acoustic radiation damping multiplied by the square of the reduced
frequency more closely resembled a cosine or sine wave with the minimum wave damping occurring at the edge tone frequencies as in the original cavity model. Consequently, in the present work, a different wave damping model is proposed:

$$d_w = \cos^2\left(\frac{\pi f_r}{2 f_L}\right) + \cos^2\left(\frac{\pi f_r}{2 f_w}\right) + \cos^2\left(\frac{\pi f_r}{2 f_D}\right)$$  \hspace{1cm} (48)$$

where the magnitude of the wave damping approaches a minimum at each edge tone frequency.

4.0 DISCUSSION OF RESULTS

Comparisons of overall SPL and $P_{rms}/q_{\infty}$ are illustrated in Figure 1. Experimental data are compared to the predictions of the existing Bauer-Dix code (CAP1)\(^9\) and the modified code (CAP2) of the present effort. In these comparisons, the actual free stream total temperatures, total pressures, Mach numbers were chosen as the inputs for both the original and modified codes. The measured boundary layer thicknesses for each test case were used as well.

Examining the behavior of SPL in Figure 1, it is clear that the predictions from the CAP2 code are in significantly closer agreement with the experimental data throughout the Mach number range of primary interest (transonic, i.e., $0.95 < M_\infty < 1.20$). The agreement is within approximately 2 dB compared to 4-6 dB difference for the original code.

Two specific observations can be made from a comparison of the predictions of the codes with experimental data for the normalized rms pressure parameter, $P_{rms}/q_{\infty}$. First, for the Mach number range of $0.95 < M_\infty < 1.20$, the CAP2 predictions are in closer agreement with the experimental data than are the predictions of the original CAP1 code. Second, neither the CAP1 nor the CAP2 code predictions reflect the behavior of $P_{rms}/q_{\infty}$ in the subsonic régime, $M_\infty < 0.95$. The experimental evidence indicates a decrease in $P_{rms}/q_{\infty}$ as $M_\infty$ increases, yet both original and modified codes predict the opposite trend.

In Figure 2, the effects of the introduction of the new damping coefficient are examined. The modal peak amplitude predictions of the original CAP1 code are compared at several Mach numbers to the predictions of the CAP2 code using the Bauer and Dix damping coefficient\(^9\), as well as the CAP3 code, which is the CAP2 code using a revised damping coefficient that reflects the findings of Caruthers, et.al.\(^9\). In all cases, both the CAP2 and the CAP3 codes slightly over-predict the SPL throughout the range of reduced frequencies. The increase in SPL is attributable to the inclusion of the two additional terms in the formulation of the $P_{rms}$. At the lower frequencies, i.e., for the first few modes, the revised damping coefficient serves to reduce the SPL, but as frequency increases, the SPL actually increases. This behavior violates the physical understanding of the flow field and indicates that the new damping coefficient requires more development.
5.0 CONCLUSIONS

Several suggestions for improving the CAP Code, an engineering model for flow past a cavity, have been proposed and evaluated using an extensive database. The improvements offered focused on the turbulent velocity, temperature, and density fields, and including their complex interactions and effects on the estimate of the maximum rms pressure at the rear wall of the cavity. In the Mach number range of interest, the predictions of the modified code, called CAP2, were in closer agreement with data than the original code for both SPL and $P_{rms}/q_{m}$ parameters. A CAP3 code (which was the CAP2 code modified with a revised damping coefficient that reflected results of a separate investigation based strictly on acoustic theory) did not accurately predict the behavior of either the SPL or $P_{rms}/q_{m}$ parameters at higher values of frequency. The damping term must undergo further study to allow the CAP code to more accurately match the existing database from experiments.
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Figure 1. Comparison of Experimental and Predicted Overall Levels at Various Mach Numbers.
Figure 2. Comparison of Experimental and Predicted Spectra at Various Mach Numbers.
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ABSTRACT

The objective of this research was to determine a computational methodology for robust and accurate prediction of spray bar droplet dispersion for engine icing tests. This is of significance to AEDC in that a) current ice accretion testing has resulted in non-uniform spatial distributions and b) large scale icing condition testing on the ASTF Test Cell C facilities is planned within a year and requires the implementation of a large spray bar apparatus. Therefore, it is important that a suitable predictive engineering tool be developed. Specifically, the physical mechanisms of spray bar wake turbulence and droplet evaporation must be included in order to properly model the controlling mechanisms of the flowfield. This report will identify basic flow physics, review previous computational and experimental technology, review proposed code methodology, describe initial results and make appropriate recommendations. The proposed characteristics of the computational model are as follows: three-dimensional Lagrangian droplet treatment coupled with either a two-dimensional or three-dimensional air flow field with a two-equation turbulence model, neglection of droplet collision and breakup, and neglection of turbulence modulation.
1. Relevant Physics

One of the primary goals of the summer project was to establish the "first-order" physics that are chiefly responsible for controlling the spatial distribution of the liquid water content (LWC). This was completed based on review of past and recent scientific literature (including the 1993 U.S. Liquid Atomization and Spray Systems Conference and several AEDC TR's), on computer spreadsheet programs, and conservative linear estimates, as well as discussions with Dennis Lankford and Scott Bartlett. The basic description of the icing system is described in Figures 1 and 2, which show the juxtaposition of the icing spray bars in the wind tunnel and their cross-sectional view, respectively. Spray non-uniformities at the test section may be due to a combination of the following: residual wake deficits, gravitational acceleration, insufficient nozzle resolution, non-uniform nozzle output, non-uniform wind tunnel turbulence levels. It is the intention of this study to develop a computer methodology to help examine such factors, which may then allow spray uniformity to be enhanced.

Extensive research has been directed toward the understanding of dilute dispersed sprays in turbulent shear flows; the subject was reviewed in a seminal article by Faeth (1987). Measurements and analysis of dilute sprays have seen considerable progress in this area over the last two decades. For dense sprays near the injector, turbulence modulation (modification of the gas turbulence by the droplet presence; Tishkoff, 1989), droplet breakup and collisions of irregularly shaped drops present complex mechanics of multiphase turbulent transport. While dilute spray conditions, which typically occur downstream of the dense spray regions, are generally characterized by low mass loadings and volume fractions which make turbulence modulation, droplet breakup and collisions insignificant factors in downstream droplet dispersion. Therefore, if one may initialize the spray
conditions at a point where the dilution is sufficient, we may make two important simplifications: 1) the gas conservation equations may be computed independently of the droplet phase since the majority of the momentum is in the gas phase. 2) droplets may be treated as spherical particles which only exhibit changes due to evaporation.

Based on initial calculations (Loth, 1993), a 26B type spray nozzle (the nozzle to be used) will typically exhibit a mass loading of 3%, a volume loading of 0.005%, and a maximum Weber number of 4 just 2 cm (20 nozzle orifice diameters) downstream of the nozzle - all of which meet the requirements for neglection of collision, breakup, and modulation (Kuo, 1986). In fact, Faeth, (1987) suggests ten diameters downstream is sufficient for dilute spray considerations. Effects of the Basset history term, apparent mass and the stress gradient term (Maxey and Riley, 1982) should be be negligible due to the high density of the dispersed phase as compared to that of the carrier fluid: air.

Fortuitously, the droplet trajectories at this point will not be significantly different than quiescent condition due to the high exit velocity and the droplet (~25 μm) aerodynamic response time (Loth, 1993). Therefore, an important assumption is that the near injector region of the spray nozzles (~2 cm downstream) can be characterized in terms of drop velocity, temperature, and diameter distributions for input into the program. While this assumption can be circumvented by empirical predictions of spray breakup, it would be accompanied by a significant loss of accuracy, ~ 30% uncertainty in droplet diameter, for modern breakup models.

For typical spray bar configurations, droplet dispersion will be controlled by two main mechanisms: the initial trajectories of the droplets and their interaction with flow turbulence (stemming both from the spray bar wake and existing levels entering the spray bar chamber). The spray bar boundary layer may or may not transition from a laminar flow to a turbulent flow under high spray bar chamber velocities (> 20 m/s), but will certainly yield a turbulent wake based on the blunt trailing edge. Similarity calculations based on Schlichting (1979) yield spray bar wake deficits of 15%, but only 14 cm (~5") wide with turbulence fluctuations of 2.5% at the test section, 3 meters downstream (Loth, 1993). However, such values may overestimate the tenacity of the wake through the contraction section. The
importance of spray bar turbulence on droplet dispersion (as detailed in the initial report) was confirmed by experimental observations of Scott Bartlett.

The incoming spray bar chamber turbulence levels are expected to be significant based on free jet turbulence studies (Cooper, et al. 1992) which found the following rms values (based on the spatial average of the best case - no pitch, no yaw):

<table>
<thead>
<tr>
<th></th>
<th>M-0.3</th>
<th>M-0.5</th>
<th>M-0.8</th>
<th>M-0.9</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{rms}/Po$</td>
<td>0.7%</td>
<td>1.0%</td>
<td>1.0%</td>
<td>0.6%</td>
</tr>
<tr>
<td>$U'_{rms}/U$</td>
<td>32%</td>
<td>24%</td>
<td>15%</td>
<td>10%</td>
</tr>
</tbody>
</table>

where a static pressure was assumed constant to compute the $U'_{rms}/U$ values and an experimental uncertainty of 10% was cited. These levels are not small, but are not necessarily inconsistent with the levels downstream of an inlet for direct inject tests. In addition, the measurements were made in the absence of an inlet fairing, which is now in place (although not shown in Figure 1). Some incoming turbulence levels are still expected due to the upstream venturi nozzles and AEDC has recently conducted measurements to test the resulting turbulence levels, but the results are not yet available. Thus, any accurate description of their test section droplet spatial distribution should include a description of the wake flow field.

Fortunately, such a flow description is mostly two-dimensional if one may ignore the spray's effect on the gas flow, e.g. turbulence modulation, and any nozzle extensions on the bar. This first effect is quite reasonable since typical LWC values of 0.7 grams/cubic meter represents less than 0.1% of the total mass flow, and thus momentum associated with such a liquid volume is small compared to the overall gas momentum. This allows us to employ a steady 2-D description of the gas flow equation which will allow for efficient but approximate computations. However, the important wind tunnel radial distribution variations can only be computed with three-dimensional flowfields. Note, gravity effects will be negligible for 3 meters of travel: for 30 μm droplets a net downward migration of only 0.7 mm is expected, and the migration increases to only 7.0 mm for 100 μm droplets.
Therefore, three-dimensional descriptions need only study a single spray bar emanating from the origin to the tunnel wall to determine the likely distribution for all the spray bars.

To determine whether the coupling between the droplets and the water vapor is important, a linearized program similar to that used by Willbanks and Schulz (1973) was written and employed to determine the effect that local vapor pressure might have on the droplet dispersion. If one assumes a vapor mass fraction as given by the conditioned flow, then the evaporation rate may predict droplet sizes that are significantly smaller as compared to a vapor mass fraction based on the net amount of water evaporated by the droplets themselves. Since evaporation rates control droplet size, and since droplet dispersion is proportional to the square of the droplet diameter, neglect of water vapor distribution can contribute to dispersion error of up to 60%, under the testing conditions which have the maximum expected initial droplet and air temperatures, ~40 and 0 degrees Celsius, and maximum relative velocity, ~4 m/s (Loth, 1993). This finding dictates the need for a two-way coupling between the droplet dispersion and evaporation in order to avoid such errors.

Therefore, the following physical mechanisms are not expected to significantly influence the LWC distribution: turbulence modulation, droplet collisions, droplet nonsphericity, droplet breakup, Basset history terms. Effects that are expected to be significant include: wind tunnel turbulence levels and integral length scales, separated flow region of spray bar - in terms of turbulence levels and integral length scales, initial droplet size and velocity vector distribution, droplet evaporation, and distribution of water vapor. In addition, while 2-D results are important to understand the basic physics, 3-D computations are necessary to determine potential radial distributions.

2. Previous Computational Technology

Previous analytical studies of such two-phase flows has included the locally homogeneous flow approximations, where the flowfield is treated as a single-phase turbulent flow with a variable density which may be written as a function of the mixture fraction. These approximations, combined with Favre-averaged higher order turbulence
models such as k-ε-g, have shown reasonable success in predicting mean flow properties for fully developed flows (Faeth, 1987). However, separated flow models with properly defined initial conditions offer the best hope for accurate turbulence dispersion.

FASERVT includes the fundamental building block of Lagrangian particle transport but assumed a homogeneous turbulence level throughout the flow which was adjusted along with the droplet exhaust velocity to obtain reasonable agreement with experimental conditions (Lankford, 1986). This is not expected to effectively model the gas flow and the resulting droplet dispersion for a variety of flow conditions. It must be emphasized, that computational resources at this time which this code was developed (~ a decade ago) were drastically different than they are now. This allows for a second generation solver which can take into account the complexities of the actual spray bar flowfield. No empirical adjustments to correct for improved data correlation will be included in such a code in order to maintain its robustness.

3. Proposed Computer Methodology

The gas phase should be modeled such that a very reasonable distribution of the mean velocities and the turbulence values may be predicted, since they will control the droplet dispersion. Recent work by Dennis Lankford (personal communication) has found that prediction of mean and turbulent quantities of separated base flows with higher order turbulence models based on the KIVA-2 (1989) are predicted with quite reasonable accuracy. This is extremely encouraging since the wake flows will be of a very similar nature.

While the gas phase is most conveniently treated in an Eulerian approach, the droplet phase may be treated in either Eulerian or Lagrangian approach. For the specific types of droplet flows to be considered in this research, the Lagrangian appears to be better suited for the three following reasons: 1) it avoids the numerical cell diffusion associated with Eulerian treatments, 2) it conveniently allows multiple droplet size and velocity distributions, and 3) it allows for use of a stochastic eddy dispersion treatment (Solomon, et al., 1985).
coefficient formulation can be implemented to handle the entire slip Reynolds number regime and possibly take into account the slip boundary condition (Faeth, 1987; Chiang, et al. 1989). Droplet evaporation, gravitational acceleration, Magnus effects, and Saffman lift can be readily included in such a formulation.

Extensive study was directed towards determining the best such methodology (Eulerian treatment for gas and Lagrangian for the droplets) which would include all the primary physics and be a practical engineering tool. The codes selected for modification included PARC (1989) to determine the air velocity, temperature, and pressure distributions; and KIVA-2 (1989), a code written at Los Alamos for IC engine study, to determine the coupled droplet dispersion and vapor distribution using the converged solution from the PARC code.

Other codes investigated for possible use included the Nicholson (PARC derived) particle code [which included only particle dispersion as a post-processor], the SAIC (PARC derived) particle code: PARCH [which employs Eulerian tracer particles without turbulent dispersion or multigrid capability], Lankford's FASERVT code [which does not account for spatial distributions of the turbulence or the humidity], and Faeth's GENMIX-SSF code [which assumes parabolic thin-layer jet flows]. Although a strong emphasis was placed on using a single PARC derived code for AEDC compatibility, the degree of modification necessary for linking the two selected codes is expected to be significantly less than that for complete modification of either.

3. Preliminary Implementation of Computer Methodology

Work completed thus far with KIVA-2 includes a basic review of the code itself and the modifications necessary, which include: steady state convergence acceleration, 2-D and 3-D periodic droplet boundary conditions, water characteristics added to look up tables, spray bar inclusion with transition point criteria, compatibility with GRIDGEN (which has already been competed by DL), and multigrid capability. Overall, it would be desirable to make the code very user-friendly such that non-CFD personnel will feel comfortable with running the
resulting program. In addition, a basic concept of the 2-D and 3-D grid structures has been determined.

The computational domains may be restricted to one nozzle (six orifices) installed in a periodic domain as described in the first report, where the gas flow is two-dimensional and the particle flow is three dimensional. This formulation will allow the minimum computation necessary in order to determine the uniformity of dispersion per nozzle. Boundary conditions of periodicity for the gas flow will be used as well as for the droplet flow (accomplished by 100% restitution reflecting wall collisions). Multi-nozzle asymmetry may also result from variations of the flow radially due to differential curvature. This can be investigated by increasing the computational domain to include all nozzles of half a spray bar, i.e. three-dimensional flow for both gas and droplets.

Convergence acceleration for KIVA-2 is expected to be maximized using a conversion to fully explicit differencing of the diffusion terms with local timestepping as constrained by stability limits, and a similar independent timestepping treatment for the convective and droplet dispersion terms. For example the droplets would be advected by the local eddy timestep. While the water vapor species description has been formulated, it has not yet been included in the modified code.

Analysis of the code, which was successfully ported over to the University of Illinois Cray YMP after some modification, yielded high levels of vectorization throughout the cpu-intensive subroutines resulting in typically 180 MFLOPs. The subroutine analysis indicate that the convection subroutines tended to require the majority of cpu time. Other changes which have been made to KIVA-2 during the summer work period include: implementation of a hybrid local timestepping scheme for the convective updates and inclusion of convergence parameters as indicated by the $L_2$ norm of the velocity and turbulent kinetic energy fields. A Mach 0.5 spray bar was tested without droplets using the modified KIVA-2 code in order to assess the wake turbulence characteristics and the convergence characteristics of the flowfield. It was found that turbulence levels of 10% were found approximately 0.5 meters downstream of the spray bar and that the hybrid timestepping resulted in only a factor of two speed up over the original global timestepping.
Since completion of the computational methodology and application to the pertinent spray bar problem are tasks of an involved nature, completion requires future work by personnel such as DL and/or EL, as described in the following section.

3. Recommendations for Future Work

The proposed (modified) research is recommended to allow completion of code modifications and study of the parametric variation of spray bar droplet injection conditions on LWC distribution:

1. Upgrade KIVA-2 and PARC codes for proposed computational methodology;
2. Determine proper initial and boundary conditions (spray conditions, tunnel conditions);
3. Validate code for typical flow situations, including mesh/parcel resolution studies, prepare User's Manual;
4. Complete parametric variation of test conditions to help design new spray bar facility;

Future computations may be completed on the AEDC's CRAY XMP computer or the CRAY YMP at UIUC.

If experimental data is not available to sufficiently establish the spray conditions at ~ 2 cm downstream of the nozzle orifice, it is proposed that simple experimental measurements be conducted to fill any such void. For example flash photography as discussed by McCreath, et al. (1972) could be used for particle size distributions. Probably a Technical Pan film with an intense light source would suffice. Addition of a high frequency chopper signal and a properly controlled shutter speed on a 35 mm camera with a Macro lens would allow for droplet velocities as well through displacement detection (Adrian, 1991). Small profile thermocouples and pitot probes may be useful as well.
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Abstract

A Wavelet-Galerkin method for numerical solutions of second order differential equations using multigrid relaxation techniques was studied. This method combines the approximation properties of scaling functions and wavelets with the finite element Galerkin methods for solutions of differential equations and with multigrid relaxation techniques. The Daubechies scaling function \( \phi \) and the associated wavelet \( \psi \) provided enough regularity to qualify as trial functions for the Galerkin method. The weak formulation of the linear homogeneous boundary value problem \(-u'' + au = f, \quad u(a) = u(b) = 0\), where \( u \in C^1([a, b]), \quad f \in L^2([a, b]), \quad \) and \( a \in \mathbb{R}, \) was used as an example to test the developed method for numerical stability and convergence. It was established that a Jacobi or Gauß-Seidel relaxation method converges numerically very slowly to the approximate solution, especially in the case of small \( \sigma \). This slow convergence is due to the fact that the eigenvalues in the spectrum of the stiffness matrix range from approximately \( \lambda_{\min} \approx 0.6 \) to \( \lambda_{\max} \approx 272, \) and that the spectral radius of the Gauß-Seidel operator is too close to one.

Several methods to overcome the problem of slow convergence are given.
1 Introduction

Recently, scaling functions and wavelets have been used as trial functions for Galerkin-type finite element methods (see, for instance, [6, 5]). A wavelet is a real-valued function $\psi \in L^2(\mathbb{R})$ with the property that every real-valued function $f \in L^2(\mathbb{R})$ can be written as a series in the function $\psi$, its dilates and integer translates:

$$f = \sum_{k \in \mathbb{Z}} \sum_{\ell \in \mathbb{Z}} c_{k \ell} \psi(2^k \cdot -\ell), \quad (1)$$

where the wavelet coefficients $c_{k \ell}$ are elements of $l^2(\mathbb{R})$, that is square-summable. One furthermore requires that the $L^2$-norm of $f$ and the $\ell^2$-norm of the wavelet coefficient vector $(c_{k \ell})$ are equivalent; in other words, the size of the wavelet coefficients should reflect the size of the function $f$.

There is a natural way of constructing wavelets. This is usually done via a multiresolution analysis. The concept of multiresolution analysis was introduced by S. Mallat and Y. Meyer (cf. [7, 8]). The starting point is a ladder of subspaces $V_k \subset V_{k+1}$ of $L^2(\mathbb{R})$; each such subspace is generated by the dyadic dilates and integer translates of a single real-valued function $\phi$, called the scaling function:

$$V_k = \text{clos}_{L^2} \{ \phi(2^k \cdot -\ell) | k \in \mathbb{Z}, \ell \in \mathbb{Z} \}. \quad (2)$$

The intersection and the closure of the union of these subspaces over $k \in \mathbb{Z}$ is the null space and $L^2(\mathbb{R})$, respectively. The scaling function has the property that it is orthogonal to its dyadic translates and non-zero integer translates. Since the spaces $V_k$ are nested, the direct orthogonal complement of $V_{k+1}$ in $V_k$ is well-defined. It can be shown that this orthogonal complement, usually denoted by $W_{k+1}$, is generated by the dyadic dilates and integer translates of
another single function $\psi$. This function $\psi$ is called a wavelet, and the space $W_{k+1}$ a wavelet space. Since $V_1 = V_0 \oplus W_0$, there exist square summable coefficients $h_t$ and $g_t$ so that

$$\phi(x) = \sum_{t \in \mathbb{Z}} h_t \phi(2x - t)$$

and

$$\phi(x) = \sum_{t \in \mathbb{Z}} g_t \psi(2x - t).$$

These equations are called two-scale relations or dilation equations for $\phi$ and $\psi$, respectively.

By construction one has $L^2(\mathbb{R}) = \bigoplus_{k \in \mathbb{Z}} W_k$ (this is Equation (1)); also, $L^2(\mathbb{R}) = V_k \oplus \bigoplus_{n \geq k} W_n$. The latter decomposition has the following consequence: Given a function $f \in V_{k+1}$, it can be written as

$$f(x) = \sum_{t \in \mathbb{Z}} c_{k+1,t} \phi(2^{k+1}x - t)$$

$$= \sum_{t \in \mathbb{Z}} a_{k,t} \phi(2^k x - t) + \sum_{t \in \mathbb{Z}} b_{k,t} \psi(2^k x - t)$$

$$= f_k + g_k,$$

for some square summable coefficients $a_{k,t}$, $b_{k,t}$, and $c_{k+1,t}$. The coefficients $a_{k,t}$ and $b_{k,t}$ can easily be calculated from the $c_{k+1,t}$:

$$a_{k,t} = \sum_{j \in \mathbb{Z}} h_{j-2t} c_{k+1,j}, \quad b_{k,t} = \sum_{j \in \mathbb{Z}} g_{j-2t} c_{k+1,j}.$$

This procedure describes what is called the decomposition algorithm; one may proceed by decomposing $f_k = \sum_{t \in \mathbb{Z}} c_{k+1,t} \phi(2^{k+1}x - t)$ further into $f_{k-1} + g_{k-1}$, etc. This then yields after $m$ steps the function decomposition $f_k = f_{k-m} + g_{k-1} + \ldots + g_{k-m}$.

On the other hand, given $f_k = \sum_{t \in \mathbb{Z}} a_{k,t} \phi(2^k x - t)$ and $g_k = \sum_{t \in \mathbb{Z}} b_{k,t} \psi(2^k x - t)$, one may reconstruct $f_{k+1}$ by setting

$$f_{k+1} = f_k + g_k = \sum_{t \in \mathbb{Z}} c_{k+1,t} \phi(2^{k+1}x - t).$$

The coefficients $c_{k+1,t}$ are then given by

$$c_{k+1,t} = \sum_{j \in \mathbb{Z}} h_{j-2t} a_{k,j} + g_{j-2t} b_{k,j}.$$
This reconstruction algorithm can be used to obtain an accurate approximation of \( f \in V_{k+1} \): First, \( f \) is decomposed into \( f_k \) and \( g_k \), then \( f_k \) into \( f_{k-1} \) and \( g_{k-1} \), etc. But, instead of reconstructing \( f \) using all the coefficients \( b_{k,t} \), \( b_{k-1,t} \), ..., only those which are above a pre-determined threshold are used. This approach has been successfully applied to image compression, signal processing and data reduction.

Recently, scaling functions and wavelets have found their way into the area of numerical differential equations. The reason for choosing scaling functions and wavelets is based on their superior approximation properties over other trial functions such as sine or cosine and splines. The wavelets constructed, for instance, by Ingrid Daubechies (cf. [1]) have three properties which make them attractive for Galerkin-type methods (For another class of scaling functions and wavelets enjoying the same properties but that are constructed using fractal-geometric methods see, for example, [3].):

- **Compact support:** The scaling functions and the associated wavelets vanish outside a compact, i.e., closed and bounded, interval. This property causes the stiffness matrix to be banded; the band width depends on the regularity of the scaling function: The higher the regularity the wider the band width.

- **Continuity:** Clearly needed for a weak solution; for a second order differential equation the weak solution has to be an element of \( C^1([a, b]) \).

- **Orthogonality:** The scaling function is orthogonal to its non-zero integer translates as well as the integer translates of the wavelet. This allows the easy calculation of \( L^2 \) inner products between the scaling function/wavelet and its translates, and the derivative of the scaling function/wavelet and its translates.

Ingrid Daubechies constructed a family of scaling functions and associated wavelets of increasing regularity. This family is usually denoted by \( N \phi \) and \( N \psi \), where \( N \in \mathbb{N} \) denotes the regularity. For instance, there exists an \( \alpha > 0 \) such that \( N \phi \in C^{[\alpha N], AN-\lfloor AN \rfloor} \). (Here \([ \cdot ]\) denotes the greatest integer function.) As approximating spaces for a Galerkin-type method one can use the spaces \( V_k \) or \( W_k \), or any finite combination of both. (It should be understood that the elements in these spaces must be restricted — in a proper way — to the interval over which the differential equation is defined.)
weak solution \( u \) of the given differential equation is then approximated by a finite combination of scaling functions and/or wavelets at a certain scale. The size of the coefficients in this finite expansion is proportional of the size of the solution \( u \); in other words, in regions where \( u \) is smooth, fewer coefficients are needed to accurately describe \( u \). In regions where the solution is highly irregular or has steep gradients, the coefficients are "large" and more must be used to accurately approximate \( u \).

In order to achieve a highly accurate approximation to the weak solution of a differential equation and to use as little CPU time as possible, one first needs to find ways of computing the scaling function and its derivatives, and the wavelet and its derivatives. Both functions have a beautiful theoretical description: the Fourier transform of both \( \phi \) and \( \psi \) are infinite products, and their derivatives are derivatives of convolutions. However, for numerical purposes this description is almost useless. Nevertheless, using the theoretical construction of the scaling function and the associated wavelet, there exists an algebraic way of constructing the needed functions. In the first subsection of the next section we will explain how this is done. The second subsection then combines the elements of multigrid methods with those of Wavelet-Galerkin methods: in the former a natural scale is already given, and it is therefore natural to find an approximate solution \( \tilde{u}_k \) to a weak solution \( u \) at a finer scale by decomposing \( \tilde{u}_k \) into a blurred part \( \tilde{u}_{k-1} \) and a difference part \( \delta\tilde{u}_{k-1} \). One then relaxes \( \tilde{u}_{k-1} \) at scale \( k-1 \) to obtain \( \tilde{u}_{k-1} \). Reconstruction to scale \( k \) gives \( \tilde{u}_k \). Using the simple linear second order homogeneous boundary value problem

\[
-u'' + \sigma u = f, \quad u(a) = u(b) = 0,
\]

where \( u \in C^1([a, b]), f \in L^2([a, b]), \) and \( \sigma \in \mathbb{R}, \) we explain our approach in more detail in the remainder of this subsection. We will see that unless the stiffness matrix is pre-conditioned, one has very slow numerical convergence, and some extreme cases even numerical divergence. (This is partly due to the finite register length of machines.) The last subsection then looks at remedies of these short-comings and introduces some slightly modified approaches that — at the time this report is written — are still being investigated.
2 Main Results

In this section we show how the analytical construction of the scaling function, its the derivate, the associated wavelet and its derivate gives rise to an algebraic construction that has superior numerical properties. This description is then used to obtain new formulae for the $L^2$-inner product of the scaling function with its derivate. Next a Wavelet-Galerkin method using multigrid relaxation techniques is introduced and investigated for Problem 2. The last subsection is an outlook of how to overcome the problems encountered in the previous section.

Since our investigation used the simple Problem 2 with $a := 0$ and $b := 5$ (This choice will become clear shortly, and is in no way restrictive. A straight-forward change of variables reduces $a$ and $b$ to these values.), we will concentrate only on this case. The more general setting is easily derived from this special one and will be published elsewhere.

2.1 Numerical construction of $\phi$ and $\phi'$.

In what follows we use the notation $\phi_{k\ell}$ to denote $2^{k/2}\phi(2^k \cdot -\ell)$. The $L^2$-inner product is denoted by $(\cdot, \cdot)$.

Given Problem 2,

$$-u'' + \sigma u = f, \quad u(a) = u(b) = 0,$$

one finds its weak formulation to be

$$(u', v') + \sigma(u, v) = (f, v), \quad u(a) = u(b) = 0,$$  \hspace{1cm} (3)

for all $v \in H^1([a, b])$. (Recall that $H^1([a, b])$ is the closure of the space of all compactly supported infinitely differentiable functions on $[a, b]$ with respect to the norm $\|u\|_0 := (\|u\|_{L^2}^2 + \|u'\|_{L^2}^2)^{1/2}$.) In order to use the Daubechies' scaling functions and wavelets, one has to choose $N = 3$. Then $3\phi \in C^{1,\epsilon}$, where $\epsilon \approx 0.087833$, and thus an element of $H^1_0(\mathbb{R})$. It is known that $3\psi$, the associated wavelet, is then also an element of $H^1_0(\mathbb{R})$. The support of $3\phi$ is $[0, 5]$; this now explains the above choice for $a$ and $b$. The support of the wavelet $3\psi$ is $[-2, 3]$, however, translates of $3\psi$ are supported on $[0, 5]$. To
simplify notation we write $\phi$ for $3\phi$. As the approximating as well as test space we use

$$V_k := \{ \phi_{k\ell} \in V_k \mid \text{supp } \phi_{k\ell} \subseteq [0, 5] \}. \quad (4)$$

Here \text{supp} denotes the support of a function. For a given $k \in \mathbb{Z}$, the dimension of $V_k$ is $5(2^k - 1) + 1$; in other words, only if $\ell \in \{0, 1, \ldots, 5(2^k - 1)\}$ the \text{supp} $\phi_{k\ell} \in [0, 5]$. Also note that $\phi_{k,0}(0) = 0 = \phi_{k,5(2^k-1)}(5)$, for all $k \in \mathbb{Z}$.

Approximating $u$ at scale $k$ by the elements in $V_k$, $\tilde{u} = \sum_{k=0}^{5(2^k-1)} \tilde{u}_{k\ell} \phi_{k\ell}$, changes Equation (3) to

$$\sum_{\ell=0}^{5(2^k-1)} \tilde{u}_{k\ell}(\phi_{k\ell}, (\phi_{km})') + \sigma \sum_{\ell=0}^{5(2^k-1)} \tilde{u}_{k\ell}(\phi_{k\ell}, \phi_{km}) = (f, \phi_{km}). \quad (5)$$

Using the full orthogonality of the scaling functions --- $(\phi_{k\ell}, \phi_{k'\ell'}) = \delta_{kk'}\delta_{\ell\ell'}$ --- the above equation reduces to an algebraic system

$$A^{(k)} \tilde{u}^{(k)} = b^{(k)}, \quad (6)$$

where the $(5(2^k - 1) + 1) \times (5(2^k - 1) + 1)$ matrix $A^{(k)}$ has entries given by

$$A^{(k)}_{\ell m} := ((\phi_{k\ell})', (\phi_{km})') + \sigma \delta_{\ell m}, \quad (7)$$

the $(5(2^k - 1) + 1)$ vector $\tilde{u}^{(k)}$ has components $\tilde{u}_{\ell}$, and the right-hand side vector $b^{(k)}$ consists of the $(f, \phi_{km})$. The definition of $\phi_{k\ell}$ implies that the inner product $((\phi_{k\ell})', (\phi_{km})')$ can be expressed as

$$((\phi_{k\ell})', (\phi_{km})') = 2^{2k}(\phi', \phi_{0,j}), \quad (8)$$

where $j = |\ell - m|$. Hence the stiffness matrix is found by evaluating the inner product on the right-hand side of the above equation and adding $\sigma$ along the diagonal. Also note that $j = -4, -3, \ldots, 3, 4$; thus the stiffness matrix is banded with width 9. It therefore remains to find a numerically efficient procedure to compute the derivative of $\phi$ and then the inner product. This procedure is found as follows: It is well-known (cf. [1]) that $\phi$ is the fixed point of the operator $T : L^2(\mathbb{R}) \rightarrow L^2(\mathbb{R})$, $f \mapsto \sum_{\ell=0}^{5} h_\ell f(2^{-\ell})$. (This is the dilation equation for $\phi$!) It also can be shown that the iterates of $\chi_{[-1/2, 1/2]}$, the characteristic function on $[-1/2, 1/2]$, under $T$ converge point-wise to $\phi$, i.e.,

$$\forall x \in \mathbb{R} : \phi(x) = \lim_{n \to \infty} T^n \chi_{[-1/2, 1/2]}(x). \quad (9)$$
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We remark that $T$ maps $V_0$ into $V_1$, and its restriction to functions in $V_0$ likewise maps into $V_1$. Furthermore, the $n$th approximation, $T^n \chi_{[-1/2,1/2]}$, of $\phi$ is a step function supported on intervals of length $2^{-k}$.

There exist isomorphisms $j_k$ between the following characteristic functions $\chi_{[-2^{-k-1}, 2^{-k-1}]}(\cdot - 2^{-k} \ell)$, $k \in \mathbb{N}$, $\ell \in \{0, 1, \ldots, 5(2^k - 1) + 1\}$, and $\mathbb{Z}/2^k$:

$$j_k \chi_{[-2^{-k-1}, 2^{-k-1}]}(\cdot - 2^{-k} \ell) := 2^{-k} \ell.$$

Let $e_i^{(0)} \in \{0, 1\}^5$ be that 6-vector satisfying $e_i^{(0)}(j) = \delta_{ij}$ and, in general, let $e_i^{(k)}$ be that $5(2^k - 1) + 1$-vector in $\{0, 1\}^{5/2^k}$ satisfying $e_i^{(k)}(j/2^k) = \delta_{ij}$. Then the action of $T$ onto, for example, $\chi_{[-1/2,1/2]}$ corresponds to the action of a $6 \times 11$ matrix $A^{(1)}$ onto the 6-vector $e_i^{(0)} \in \{0, 1\}^5$ yielding the 11-vector $e_j^{(1)}$ in $\{0, 1\}^{5/2}$:

$$A^{(1)} e_i^{(0)} = \sum_{j=0}^{5} e_j^{(1)}.$$

It is not hard finding the matrix representation of $T$: it is the $6 \times 11$ matrix

$$A^{(1)} = \begin{pmatrix}
    h_0 & 0 & 0 & 0 & 0 & 0 \\
    h_1 & h_0 & 0 & 0 & 0 & 0 \\
    h_2 & h_1 & h_0 & 0 & 0 & 0 \\
    h_3 & h_2 & h_1 & h_0 & 0 & 0 \\
    h_4 & h_3 & h_2 & h_1 & h_0 & 0 \\
    h_5 & h_4 & h_3 & h_2 & h_1 & h_0 \\
    0 & h_5 & h_4 & h_3 & h_2 & h_1 \\
    0 & 0 & h_5 & h_4 & h_3 & h_2 \\
    0 & 0 & 0 & h_5 & h_4 & h_3 \\
    0 & 0 & 0 & 0 & h_5 & h_4 \\
    0 & 0 & 0 & 0 & 0 & h_5
\end{pmatrix}.$$

The above-introduced isomorphisms $j_k$ allow the following interpretation: Choose $x \in [0, 5)$. Then $x$ belongs to exactly one interval of the form $[-2^{-k-1} + 2^{-k} \ell, 2^{-k-1} + 2^{-k} \ell)$, for some $k \in \mathbb{N}$ and some $\ell \in \{0, 1, \ldots, 5(2^k - 1) + 1\}$. The function value of the $k$th approximation of $\phi(x)$ is then equal to the $\ell$th component of the $5(2^k - 1) + 1$-vector $e_i^{(k)}$. Using this interpretation, one only has to iterate the banded matrix $A^{(1)}$ to quickly compute $\phi$ on $[0, 5]$. The input vector is $e_i^{(0)}$ and the $j$th component of the output vector is then
given by

\[(A^{(1)}e_i^{(0)})_j = \sum_{\max(0,(j-1)/2)}^{[(j-1)/2]} h_{j-2\ell}e_i^{(0)}.\]

For the code we have written, eight to nine iterations gave highly accurate approximations to \(\phi\).

The same procedure does also apply to the computation of the derivate of \(\phi\). The derivative \(\phi'\) is the fixed point of the linear operator \(T'\) defined by

\[T'f = 2 \sum_{\ell=0}^{5} h_{\ell}f(2 \cdot -\ell)\]

and therefore the point-wise limit of the iterates of the step function \(s_0 := \chi_{[-1,0]} - \chi_{[0,1]}\) under \(T'\). As above, there exist isomorphisms between characteristic functions supported on intervals of length \(2^{-k}\) and now shifted sets \(-2^{-k-1} + Z/2^k\), since the "starting function" \(s_0\) is not a characteristic but rather a step function. The vectors \(e_i^{(k)}\) as introduced above now break up into two parts; one which corresponds to \(\chi_{[-1,0]}\), \(e_i^{(k)}+\), and the other one, \(e_i^{(k)}-\), which corresponds to \(\chi_{[0,1]}\). The shift in the sets \(-2^{-k-1} + Z/2^k\) introduces an additional component into these vectors. However, as before, the approximation to the derivative \(\phi'\) at a given \(x \in [0, 5]\) is given by the corresponding component of \(A^{(1)}e_i^{(k)}+ - A^{(1)}e_i^{(k)}-\).

Both methods of generating the scaling functions and its derivative in a computationally satisfactory way are new to the fast-growing literature on wavelets. It should be clear that quite similar procedures are to be used when the wavelet and its derivative need to be computed. Exact definitions and precise results will be published elsewhere.

Now we are in a position to compute the \(L^2\)-inner product appearing in the stiffness matrix. First let us note that we may approximate or numerically represent the scaling function \(\phi\) and its derivative \(\phi'\) as a finite series of the form

\[\phi \approx \sum_{\ell=0}^{2^n5} w_{n,\ell}e_{n,\ell},\]

and

\[\phi' \approx \sum_{\ell=0}^{2^n5+1} w_{n,\ell}e_{n,\ell}^*,\]
where \( n \) denotes the number of iterations used to approximate \( \phi \) and \( \phi' \),

\[
v_{n,t} := ((A^{(1)})^kv)_t, \quad v \in \{0,1\}^Z, \quad v(i) = \delta_{0,i}, \quad w_{n,t} := ((A^{(1)})^kv^+)_t - ((A^{(1)})^kv^-)_t, \quad v^\pm \in \{0,1\}^{-1/2+Z}, \quad v^+(i) = \pm 1/2\delta_{0,i}, \quad \text{and} \quad \epsilon_{n,t} := \chi_{[-1/2,1/2]}(2^n \cdot -\ell) \text{ and } \epsilon^*_{n,t} := \chi_{[-1,0]}(2^n \cdot -\ell).
\]

After some straightforward algebra and making use of Equation (8), we arrive at the following, easy and fast to compute, formula:

\[
((\phi_{k,t})', (\phi_{k,m})') \approx 2^{2k-n} \sum_{i=1}^{2^n+1} w_{n,i} w_{n,i-2^{n-1}t-m}.
\]

To compute the right-hand side of Equation (6) we proceed analogously. First expand \( \phi \) into a finite series of the above form, and then calculate the inner product with the given \( L^2 \) function \( f \). This can, for instance, be done using the mid-point rule from numerical integration theory. The final result is given by

\[
(f, \phi_{km}) \approx 2^{-k/2-n-1} \left[ \frac{v_0}{2} \left( f(2^{-k-m-1} + 2^{-k}m) + f(2^{-k}m) \right) + \sum_{i=1}^{2^n} v_{i,t} \left( f(2^{-k-n}(i + 1/2) + 2^{-k}m) + f(2^{-k-n}(i - 1/2) + 2^{-k}m) \right) \right],
\]

where \( m = 0, 1, \ldots, 5(2^k - 1) \).

Let us remark that there are other methods available to compute the above inner products. One such method, for instance, is based on so-called stationary subdivision schemes (cf. [2]). Ours, however, does not use additional mathematical tools besides those already implicitly given in the Daubechies wavelet theory.

Making use of the bandedness of the stiffness matrix, we have written an efficient structured code that computes the stiffness matrix and the right-hand side of Equation (6). The approximation \( \tilde{u} \) of \( u \) could, at this point, be found using Gaussian elimination or LU decomposition. However, we decided to make use of existing multigrid methods to calculate \( \tilde{u} \). As mentioned in the Introduction, there is a natural relation between multigrid methods and wavelets, especially the reconstruction and decomposition algorithm.
2.2 Multigrid Relaxation Techniques

The basic idea behind multigrid methods is to relax the residual of an algebraic equation on coarser grids or lattices to achieve a better approximation on the desired finer lattice. Our approach does not make use of the residual but uses the reconstruction and decomposition algorithms for scaling functions and wavelets. This method, which is based on the so-called full V-cycle works as follows: Let $G_{n_c}$ and $G_{n_f}$ denote the coarsest and finest grid used, respectively. These grids correspond to the subspace $V_{n_c}$ and $V_{n_f}$, respectively. Starting at level $n_c$, we relax Equation (6) with initial guess $u = 0$. The obtained approximation $\tilde{u}_c$ is reconstructed with $\delta \tilde{u} = 0$ to obtain an approximation at level $n_c + 1$. Relaxation yields $\tilde{u}_{c+1}$. Now we decompose $\tilde{u}_{c+1}$ into $\tilde{u}_c + \delta \tilde{u}_c$ and relax on $\tilde{u}_c$. The thus obtained approximation is reconstructed with the unchanged difference $\delta \tilde{u}_c$ giving the approximation $\tilde{u}_{c+1}$. The procedure now repeats itself with $c + 1$ playing the role of $c$ above until the finest level $n_f$ is reached. There, we then have an approximation $\tilde{u}_{n_f}$ to the weak solution $u$ of Problem (2). We used a symmetric Gauß-Seidel sweep for a relaxation technique. It was shown that the corresponding Gauß-Seidel operator has spectral radius strictly less than one. (This followed immediately from a theorem due to Ostrowski (cf. for instance, R. S. Varga, Matrix Iterative Analysis, Prentice Hall, Englewood Cliffs, New Jersey, 1966.) Therefore, in theory we should expect convergence of our approximations to the weak solution $u$. However, our numerical experiments showed that unless $\sigma >> 1$, the convergence to $u$ is rather slow. Our analysis of the problem then showed that this slow numerical convergence is due to the fact that the stiffness matrix is ill-conditioned; its wide range of eigenvalues, $\lambda_{\min} \approx 0.6$ and $\lambda_{\max} \approx 272$, causes the spectral radius of the Gauß-Seidel operator to be very close to one. For some extreme cases, the numerical value of the spectral radius equaled or even exceeded one, resulting in divergence. The reason for this computational instability lies in the finite register length of machines.

2.3 Outlook

There are several ways to circumvent or remedy the above occurring difficulties. They are currently being investigated in order to determine which one is the computationally most efficient method.
• Rewrite the iterative form of Equation (6), $\tilde{u}^{(k)} \rightarrow (I - A^{(k)})\tilde{u}^{(k)} + b^{(k)}$, as

\[\tilde{u}^{(k)} \rightarrow (I - P^{-1}A^{(k)})\tilde{u}^{(k)} + P^{-1}b^{(k)},\]

where the pre-conditioner $P$ is chosen in such a way that the stiffness matrix is well-conditioned. Apparent choices for such a pre-conditioner are currently investigated.

• Instead of using the spaces $V_k$ as approximating spaces for the underlying Galerkin method, one may want to choose the wavelet spaces $W_k$. The behaviour of the corresponding stiffness matrix is currently under investigation.

• The choice of the Daubechies scaling functions and wavelets was motivated by the three properties they enjoy. However, there are other wavelet constructions, based on so-called fractal interpolation functions, which rival the Daubechies wavelets in many aspects (cf. [3]). There exists also a $C^r$, $r \geq 0$, family of such fractal pre-wavelets (cf. [4]) that can be used for a Galerkin method. The stiffness matrix for the $C^1$ fractal scaling functions and pre-wavelets is tridiagonal, but has twice the size of the stiffness matrix in Equation (6). One of the main advantages of fractal scaling functions and pre-wavelets over other wavelet construction lies in the fact that there exist exact recursive formulas for the inner product of the scaling functions with themselves and also their derivatives. We are currently studying the properties of this approach.

We conclude from our investigations and the analysis of the problem that the difficulties we encountered are by no means insurmountable. We expect that our method which is based on hybrid of Wavelet-Galerkin and multigrid methods will result in a more accurate description of the weak solution of a differential equation and a significant reduction in CPU time.
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Abstract

NEQPAK is a FORTRAN subroutine package which calculates chemical species information for use in flow programs needed in computational fluid dynamics work. The input to the subroutines includes thermodynamic, transport and reaction rate data for the species involved in the particular environment studied. The objective of this research was to collect published data on hydrazine and construct a properties database which is appropriate for the model assumptions used in NEQPAK.
AN EVALUATION OF HYDRAZINE DATA
FOR THE
NEQPAK DATABASE

John M. Springer

INTRODUCTION

A necessary component of flow programs in computational fluid dynamics is a chemistry "package" that handles the chemical reactions and the effect of internal energy states of the gas particles on the flow itself. Curtis has constructed a large subroutine package called NEQPAK which provides such calculations and can be integrated into new flow programs. NEQPAK is intended to be usable in the hypersonic flow regime, in which the high temperatures generated greatly complicate the modeling of reactions and relaxation phenomena. An important part of the NEQPAK package is the compilation of a database of chemical information which is in a consistent format that can be read by the subroutines. Since this data is the basis on which the calculations of the reacting flows proceeds, it is necessary to review existing sources and incorporate this information into the database. This is not a simple matter for two reasons. First, good experimental data in the temperature extremes in which NEQPAK is intended to operate is not always available. Second, physical models used to calculate transport properties require molecular parameters that must be tailored to the specific models used. These parameters are often not available or must be inferred from limited data.

The task of this research project was to review the property data available in the literature for hydrazine \((\text{N}_2\text{H}_4)\) and construct a datafile in the format necessary to provide this information to the NEQPAK subroutines. This report provides a brief description of the process followed to generate this datafile and a discussion of some of the problems encountered in constructing it.

METHODOLOGY

NEQPAK's subroutine NPCHEMIN reads the input chemical data for use by the other subroutines in the package. The data required and relevant values or comments are shown in Table 1. A more detailed discussion is given in the next section.
## TABLE 1: NEQPAK Database Variables

<table>
<thead>
<tr>
<th>DATA ELEMENT</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chemical formula</td>
<td>N2H4</td>
</tr>
<tr>
<td>Molecular weight</td>
<td>32.048</td>
</tr>
<tr>
<td>Rotational degrees of freedom</td>
<td>3</td>
</tr>
<tr>
<td>Number of electronic energy levels</td>
<td>1</td>
</tr>
<tr>
<td>Characteristic vibrational energy</td>
<td>Originally defined for a diatomic molecule with one internal vibration; use lowest frequency vibration for polyatomic.</td>
</tr>
<tr>
<td>Heat of formation at 0° K and 1 atmosphere</td>
<td>109.54</td>
</tr>
<tr>
<td>Dissociation energy</td>
<td>2.26 eV</td>
</tr>
<tr>
<td>Ionization potential energy</td>
<td>8.1 (eV)</td>
</tr>
<tr>
<td>Electron-neutral energy exchange coefficients</td>
<td>Not available</td>
</tr>
<tr>
<td>Lennard-Jones collision diameter</td>
<td>4.94 x 10⁻⁸ meters</td>
</tr>
<tr>
<td>Rotational collision number</td>
<td>1.5</td>
</tr>
<tr>
<td>Coefficients for electronic-vibrational energy</td>
<td>Not available</td>
</tr>
<tr>
<td>relaxation time</td>
<td></td>
</tr>
<tr>
<td>Number of thermo-fit segments for thermodynamic</td>
<td>See below</td>
</tr>
<tr>
<td>data</td>
<td></td>
</tr>
<tr>
<td>Junction temperatures for thermo-fit segments</td>
<td>See below</td>
</tr>
<tr>
<td>Thermo-fit coefficients</td>
<td>See below</td>
</tr>
<tr>
<td>Electron level degeneracies</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Binary diffusion coefficients</td>
<td>Basic data for calculation is given below</td>
</tr>
<tr>
<td>Viscosity coefficients</td>
<td>Basic data for calculation is given below</td>
</tr>
<tr>
<td>Relaxation time parameters for vibration-vibration energy exchange</td>
<td>Not available</td>
</tr>
<tr>
<td>Thermochemical equilibrium composition data</td>
<td>See below</td>
</tr>
</tbody>
</table>

In addition to NEQPAK itself, several additional programs may be used to generate transport property values and thermodynamic values from basic molecular data. This data includes:

- Molecular geometry
- Molecular moments of inertia
- Vibrational frequencies
- Interaction potentials and collision radii for relevant interaction models
- Symmetry number for molecular geometry

Each of the above parameters are discussed in greater detail where relevant to the presentation of the data for hydrazine.
Hydrazine is of obvious interest as a common propellant. A sketch of its molecular structure and geometric parameters is shown in Figure 1. Hydrazine has been the subject of many studies, but there are still questions about its structure and vibrational and electronic energy levels. This is in part due to the twisted-chair configuration it assumes in which the plane of one NH₂ group is rotated approximately 90 degree from the plane of the other. The groups are able to undergo hindered rotation about the N-N bond with two potential minima. This hindered rotation has implications for the calculation of thermodynamic properties.¹

![Molecular structure of hydrazine](image)

FIGURE 1: Geometry of Hydrazine

SPECTROSCOPY OF HYDRAZINE

A number of studies have been done on the microwave and infrared spectrum of hydrazine, but fewer in the visible and ultraviolet since hydrazine decomposes when exposed to UV radiation. The focus of much of the spectroscopic work on hydrazine has been the internal rotation of its amide groups. The large molecular dipole moment indicates that they do not rotate freely, but the exact form of the potential function describing the rotational barrier and its height are still not completely known. The most recent microwave rotational spectra² have been analyzed to yield a number of ground vibrational state molecular parameters previously unavailable.³

Investigations of the vibrational spectrum of hydrazine have led to a variety of assignments. This is partly due to the presence of three large amplitude vibrations in the molecule, which lead to relatively low potential barriers to inversion and internal rotation of the two amino groups. This departure from the rigid-
rotator harmonic oscillator model greatly complicates the spectrum, particularly in the vapor phase. The latest low resolution infrared and Raman studies of the complete vibrational spectrum of hydrazine are by Durig, et. al.,\textsuperscript{6} Their assignments differ considerably from earlier ones by Giguere and Liu\textsuperscript{7} and by Catalano, Sanborn, and Frazer.\textsuperscript{8} A comparison of these measurements and assignments is given in Table 2. Considerable information has been obtained on ground state and first excited vibrational state molecular parameters by high resolution infrared studies of the amino wagging and inversion bands in the vapor phase. This approach was first applied by Yamaguchi, et. al.,\textsuperscript{9} by Kasuya and Kojima\textsuperscript{10}, and by Hamada.\textsuperscript{11} The use of high resolution Fourier transform spectroscopy and infrared laser resonance techniques has provided more complete data.\textsuperscript{12,13} The Fourier transform spectrum of the 377 cm\textsuperscript{-1} torsional band studied by Ohashi, Lafferty and Olson has yielded a barrier to internal rotation of 215050 cm\textsuperscript{-1}, based on a Dennison-Uhlenbeck potential.\textsuperscript{14}

**THERMODYNAMIC PROPERTIES**

NEQPAK requires the heat capacity $C_p$, enthalpy $h$, and the Gibbs free energy $g$ at functions of temperature, as well as the heat of formation for each gas in the model system being used. The materials database provides the temperature dependent functions in the form of polynomial expansions, which allows the values to be calculated in a computationally efficient manner. For an adequate fit, the temperature range that NEQPAK uses is broken into several segments and separate polynomials are generated over each segment. In this way the thermodynamic functions are given by:

### Table 2: Vibrational Frequencies for Hydrazine

<table>
<thead>
<tr>
<th>Vibration</th>
<th>Giguere, et. al. (liq), cm\textsuperscript{-1}</th>
<th>Catalano, et. al. cm\textsuperscript{-1}</th>
<th>Durig, et. al. (matrix), cm\textsuperscript{-1}</th>
<th>JANAF values cm\textsuperscript{-1}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3390</td>
<td>3297</td>
<td>3350</td>
<td>3350</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>3207</td>
<td>3261</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>1806 (liq)</td>
<td>1312</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1124</td>
<td>1312</td>
<td>1312</td>
<td>1096</td>
</tr>
<tr>
<td>5</td>
<td>873</td>
<td>1087</td>
<td>1087</td>
<td>875</td>
</tr>
<tr>
<td>6</td>
<td>800</td>
<td>832</td>
<td>832</td>
<td>780</td>
</tr>
<tr>
<td>7</td>
<td>394</td>
<td>377</td>
<td>377</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>3338</td>
<td>3356</td>
<td>3390</td>
<td>3330</td>
</tr>
<tr>
<td>9</td>
<td>3200</td>
<td>3297</td>
<td>3356</td>
<td>3280</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td>1608 (liq)</td>
<td>1275</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1280</td>
<td>1265</td>
<td>1265</td>
<td>933</td>
</tr>
<tr>
<td>12</td>
<td>982</td>
<td>982</td>
<td>982</td>
<td>966</td>
</tr>
</tbody>
</table>
\[ C_{fR} = a_1 + a_2 T + a_3 T^2 + a_4 T^3 + a_5 T^4 \]

\[ \frac{h}{RT} = \frac{1}{2} a_2 T + \frac{1}{3} a_3 T^2 + \frac{1}{4} a_4 T^3 + \frac{1}{5} a_5 T^4 - \frac{a_6}{T} \]

\[ \frac{G}{RT} = a_1 T(1 - \ln T) - \frac{1}{2} a_2 T - \frac{1}{6} a_3 T^2 - \frac{1}{12} a_4 T^3 - \frac{1}{20} a_5 T^4 - \frac{a_6}{T} - a_7 \]

There are a number of sources of thermodynamic tables for gases, but all principally depend on the methods of kinetic theory to generate the thermodynamic functions. NEQPAK draws on the JANAF tables\(^5\), among others, for the basic data. Since hydrazine vapor is listed in JANAF, the molecular parameters used in this reference were taken to generate the polynomial coefficients. Rather than enter the lengthy tables directly, the vibrational frequencies, moments of inertia and heat of formation were used in a program written by Curtis and Aboulmouna\(^6\) that uses the rigid-rotator harmonic oscillator equations to directly calculate the thermal functions. The vibrational frequencies used are given in Table 2 and are from JANAF as altered to better match the calculated thermodynamic properties with the experimental values of vapor pressure. The only modification that had to be made was to add a \(\ln(2)\) term to the free energy to account for the change in the partition function needed to compensate for the hindered internal rotation of the torsional motion. With this correction, the program produced values which correlated well with JANAF's. The polynomial coefficients are given in Table 3.

### Table 3: Thermodynamic Function Polynomial Coefficients for Hydrazine

<table>
<thead>
<tr>
<th>Temp Range (K)</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>A4</th>
<th>A5</th>
<th>A6</th>
<th>A7</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 - 1000</td>
<td>0.6211E+01</td>
<td>-1.4912E-02</td>
<td>0.4654E-04</td>
<td>-0.1877E-07</td>
<td>0.2977E-10</td>
<td>0.1117E+05</td>
<td>0.5794E+01</td>
</tr>
<tr>
<td>1000 - 6000</td>
<td>0.5928E+01</td>
<td>0.6005E+02</td>
<td>-0.3634E-05</td>
<td>-0.3973E-09</td>
<td>-0.2233E-13</td>
<td>-0.1200E+05</td>
<td>-0.6327E+01</td>
</tr>
<tr>
<td>6000 - 10000</td>
<td>0.6413E+01</td>
<td>0.4325E-02</td>
<td>-0.7510E-06</td>
<td>-0.5835E-10</td>
<td>-0.1701E-14</td>
<td>-0.1710E+05</td>
<td>-0.7012E+01</td>
</tr>
<tr>
<td>10000 - 15000</td>
<td>0.4832E+01</td>
<td>0.3687E-02</td>
<td>0.3821E+01</td>
<td>0.2293E+10</td>
<td>-0.4850E-15</td>
<td>-0.2712E+05</td>
<td>-0.7911E+01</td>
</tr>
<tr>
<td>15000 - 20000</td>
<td>-1.4066E+03</td>
<td>0.3614E-01</td>
<td>0.3928E+01</td>
<td>0.1192E-09</td>
<td>-1.7099E-14</td>
<td>0.5407E+06</td>
<td>0.1128E+04</td>
</tr>
</tbody>
</table>

While the above method has the advantage of being consistent with the JANAF tables, a more accurate evaluation would take into account both the actual hindered rotation plus an updated list of vibrational frequencies. The former has been done in the tables calculated by Gurvich, et. al.\(^7\). He uses the theory of Pitzer and Gwinn\(^8\) and their correction tables for hindered internal rotation, plus a slightly different set of vibrational frequencies. The differences from the JANAF tables are on the order of a few tenths of a percent. Given the other uncertainties with the hydrazine data and the much greater time...
required to apply Pitzer and Gwinn's corrections, it is probably not worth the extra work to add these corrections to the NEQPAK database entry for hydrazine.

TRANSPORT PROPERTIES

Where binary diffusion coefficients and gas-phase viscosity coefficients are not available from experiment, it is necessary to calculate them over the required temperature range. The calculations generally depend on the calculation of collision integrals to solve the Boltzmann equation. These collision integrals themselves require the assumption of a particular pair potential which is specific to the interacting species (although \textit{ab initio} calculations are possible in certain cases). Given that experimental data on molecular collisions is limited except for the low molecular weight gases, one must assume a particular generic interaction potential form and use transport property data such as viscosity to calculate the interaction parameter for a given species. This potential can then be used to find diffusion and viscosity coefficients over an extended range of temperatures. Two programs available to perform these calculations are by Kee, Warnatz and Miller\textsuperscript{19} and by Dassanayake and Etemadi.\textsuperscript{20} The Kee program does not calculate properties for charged-neutral interactions, but the Dassanayake program does. Both programs have input property databases which are not referenced. Table 4 shows the input data required for each program, along with values for hydrazine. Similar values are needed for each additional species needed to calculate interspecies transport coefficients.

Table 4: Hydrazine Properties For Use in Program by Kee, et. al.

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Value$^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lennard-Jones potential well depth $\epsilon/k$</td>
<td>Degrees Kelvin</td>
<td>205.000</td>
</tr>
<tr>
<td>Lennard-Jones collision diameter</td>
<td>Angstroms ($10^{-10}$meters)</td>
<td>4.230</td>
</tr>
<tr>
<td>Dipole moment $\mu$</td>
<td>Debye ($10^{-19}$cm$^2$/erg$^{1/2}$)</td>
<td>0.0</td>
</tr>
<tr>
<td>Polarizability $\alpha$</td>
<td>$10^{-30}$meters$^3$</td>
<td>0.0</td>
</tr>
<tr>
<td>Rotational relaxation collision number $Z_{ro}$ at 298$^\circ$K</td>
<td>-</td>
<td>1.5</td>
</tr>
</tbody>
</table>

$^*$Values from program database.
Table 5: Hydrazine Properties Used in Program by Dassanayakae and Etemadi

<table>
<thead>
<tr>
<th>Property</th>
<th>Units</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass</td>
<td>A.M.U</td>
<td>32.048</td>
</tr>
<tr>
<td>Ionization Potential</td>
<td>eV</td>
<td>8.10 (a)</td>
</tr>
<tr>
<td>Charge Number</td>
<td></td>
<td>0</td>
</tr>
<tr>
<td>Polarizability</td>
<td>$10^{-24}$ cm$^3$</td>
<td>10.97 (b)</td>
</tr>
<tr>
<td>Dipole moment</td>
<td>Debye ($10^{-18}$ cm$^2$ erg$^{1/2}$)</td>
<td>1.85 (c)</td>
</tr>
<tr>
<td>Atomic or Molecular Radius</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interaction potential well depth</td>
<td>Joules</td>
<td>5.22 X $10^{-21}$ (e)</td>
</tr>
<tr>
<td>Collision radius</td>
<td>meters</td>
<td>4.94 X $10^{-10}$ (e)</td>
</tr>
</tbody>
</table>


*bCalculated from permittivity vs temperature data.


*cThis parameter is not actually used in the program. The source of the values given for the database supplied with the program is obscure; for molecular species they seem to represent Lennard-Jones collision diameters but for atomic species the values are too small.

*Estimated from critical temperature, volume and compressibility factor. See text.

The collision parameters were calculated using empirical expressions described in the literature\textsuperscript{21,22} By this method, the Lennard-Jones potential well depth $\varepsilon$ and the collision diameter $\sigma$ are given by:

$$\frac{\varepsilon}{k} = 0.003313 \frac{T_c}{Z_c^4} \quad \text{and} \quad \sigma = 36.9 V_c^{1/3} Z_c^{2/7}$$

where $k = \text{Boltzmann's constant}$, $V_c$ is the critical volume, $Z_c$ is the critical compressibility factor, and $T_c$ is the critical temperature. Values for the critical temperature parameters can be found in tabulations of physical properties by Yaws\textsuperscript{23} and by Reid and Sherwood.\textsuperscript{24} For the interaction between different species, this program assumes the approximation that for two species $i$ and $j$,

$$\varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j} \quad \text{and} \quad \sigma_{ij} = \frac{(\sigma_i + \sigma_j)}{2}$$
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These values are not shown here, but are easily calculated using the above data plus that in the original interaction database provided in the program.

**KINETIC DATA**

Since hydrazine decomposes rapidly above 380°C, for high temperature calculations the properties of its decomposition products such as ammonia are probably more relevant than those of hydrazine itself. NEOPAK assumes a rate constant which has a temperature dependence in the Arrhenius form of

$$K_r^f = A_r T_q^B e^{-C_r/T_s}$$

Kinetic data for hydrazine in the gas phase is given by Baulch, et. al.25 The format for NEOPAK input is given by

REACTION, TYPEF, TYPER, KPL, A,B,C,D,E,F,G,H,U

where REACTION describes reaction equation, TYPEF and TYPER refer to the relevant reaction temperature type for forward and reverse reactions, A, B, and C are the forward reaction constants in the Arrhenius equation, while E, F, and G refer to the reverse rate. G, H and U are for nonequilibrium vibrational effects on the reaction and are irrelevant for the available hydrazine data. In this format the data from the compilation by Baulch et., al. is given as:

'C.CM/MOLE'/Baulch, et. al.

'N2H4 + M = NH2 + NH2 + M',1,1,1,4E15,0,20600/

'O + N2H4 = H2O + N2H2',1,1,1,7.1E13,0,600/

'N2H4 + NH2 = NH3 + N2H3',1,1,1,1E13,0,0/

'NH2 + NH2 = NH3 + NH',1,1,1,4E12,0,2800/

'N2H4 + H = H2 + N2H3',1,1,1,1.3E13,0,1260/

The blank entry after the first reaction is to indicate that the catalytic efficiency for the "M" species in the line above is taken as 1.0 for all species. In actuality the efficiency is unknown.

**CONCLUSION**

The above result provide the data needed to add hydrazine to the NEOPAK database. Certain parameters, such as the characteristic vibrational temperature, were developed for use in describing interactions between atoms and diatomic molecules and are not well defined for larger polyatomic molecules such as hydrazine. The diffusion and viscosity coefficients are not given here but should it should be relatively straightforward to calculate them use the programs referenced above.
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CHARACTERIZATION OF AN INTENSIFIED CHARGE-COUPLED DEVICE (ICCD) CAMERA USED IN PLANAR LASER-INDUCED FLUORESCENCE (PLIF) STUDIES

John T. Tarvin
Associate Professor
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ABSTRACT

The optical properties of intensified charge-coupled device (ICCD) cameras used to record the ultraviolet fluorescence of nitric oxide (NO) during planar laser-induced fluorescence (PLIF) measurements of shock flows were studied. An experimental protocol using an integrating sphere and a mechanical shutter was developed to facilitate the collection of the flat-field calibration images. This setup can be used with any camera for flat-field calibration. C language programs for the analysis of the calibration images, as well as subsequent flat-field correction of images, were written. These techniques were applied to two cameras in both the visible and the ultraviolet wavelengths. The uncorrected flat-field response of these cameras was found to vary by as much as 50% across the 578x384-pixel image; however, the variation was stable and correctable. Variation after correction was typically 10% or better, with the remaining variation attributable to noise present in the intensifier.
INTRODUCTION

Planar laser-induced fluorescence (PLIF) is a technique that uses a laser system and cylindrical optics to produce a sheet of ultraviolet (uv) radiation. This sheet can be used to provide noninvasive visualization of flowfields, including supersonic mixing and combustion in SCRAMJET flowfields (1), ultrasonic flow regions about various probe geometries in shock tubes (2), and the wake region of hypervelocity vehicles (3). The use of a two-wavelength technique in these measurements allows one to relate the fluorescence ratio to temperature in the flowfield (4, 5). This operation, performed as a pixel by pixel ratio of the two fluorescence images, requires an exact alignment of the two images. Prior to this operation, corrections must be made to the images to insure that they accurately represent molecular fluorescence signals, and not extraneous signals caused by optical system distortion, nonuniformity in the laser beam, or nonuniformity of camera response. Such extraneous signals would create systematic errors in PLIF temperature measurements.

Single wavelength PLIF images of both the wake region of free-flight hypervelocity projectiles (3) and high Mach number
flows in a laboratory shock tube (6) have been obtained at AEDC. Implementation of a two-wavelength capability is currently under way. Characterization of the optical properties of ICCD cameras is required in order to correct for nonuniformity in the ICCD array response. This characterization should be performed at or near the expected uv wavelength. However, an initial calibration in the visible region is more convenient. This visible calibration can then be compared to a uv calibration to determine if the ICCD array responds differently in the different spectral regions. Calibration consists of exposing the ICCD to uniform illumination at known light levels. This provides a response curve for each pixel. This response curve, which is hopefully linear, can then be modeled by a least-squares straight line. These response curves enable one to correct for variable sensitivity and offset for each pixel. This process is called flat-fielding: one illuminates the ICCD with a uniform source and mathematically adjusts the image until a uniform image is obtained. These same mathematical adjustments can then be applied to any image acquired with the same camera under similar conditions to obtain an image that corresponds to a "perfect" ICCD with a uniform response in each pixel.

APPARATUS

A block diagram of the apparatus used to obtain a flat-field calibration is shown in Fig. 1. A 6-in-diameter
integrating sphere was illuminated from the side with a tungsten source. The interior of the sphere is coated with barium sulfate. This sphere served as a uniform source in the visible region of the optical spectrum. There was also sufficient uv output to calibrate in the uv region of the spectrum. In this case, a UG-5 filter (220-500 nm) was used between the source and the camera to limit illumination of the ICCD to the uv region. The ICCD was illuminated directly (no focusing lens). A blackened cardboard tube was used as a coupler between the input to the camera and the exit port of the sphere. Mounted at the camera end of this tube was a calibrated photodiode; this allowed the light level at the camera to be measured in microwatts per centimeter squared. A mechanical shutter with attached iris and electrical controller was installed between the light source and the integrating sphere. This system, which served to limit illumination of the ICCD to times when data was actually being taken, was installed as a safety precaution for the ICCD. Care was taken that no light leakage into either the sphere or the camera occurred; the shutter control was tightly mounted directly over the input port of the sphere, and the tube was similarly mounted over the exit port. A black cloth was tightly wrapped several times about the interface between the camera and the tube. Images obtained under conditions of no light (shutter closed) were not statistically different from dark current measurements.
The cameras used were microchannel plate (MCP) image intensified CCD detector heads using a Thompson 578x384 pixel CCD array (Princeton Instruments) and either 14 or 16 bits of A/D converter range. The camera was interfaced to a system which included a computer (Gateway 486/33C), a ST-130 controller card within the computer (Princeton Instruments), and a PG-10 high-voltage (HV) pulser unit (Princeton Instruments) to gate the intensifier ON. The intensifier was normally in an OFF state, and could only "see" when gated ON.

A computer program, CSMA, was provided by Princeton Instruments. This program, which also has a robust menu of image processing options, integrates the image acquisition step with the various components and their interconnection. Interconnection details among these various components is discussed in the following section.

METHODOLOGY

The above apparatus is connected in such a way that an image can be easily obtained from CSMA. Signals available with the ST-130 controller include the NOTSCAN signal. This signal is TTL LOW when the camera is not collecting data, and is TTL HIGH when it is collecting data. This signal is used to trigger the TTL input of the shutter controller. When the shutter is fully open, the x-sync on the shutter shorts a switch. This short is detected and processed to a TTL pulse using a customized circuit (7). This signal connects to the
Trigger Input of the PG-10 HV pulser. The Trigger Output of the PG-10 connects to the External Sync input of the ST-130 controller. These components then interact as follows: the operator directs the software program CSMA to acquire one data image in the External Sync Normal mode for 0.005 seconds. CSMA then causes the ST-130 to set NOTSCAN HIGH. This opens the shutter and closes the x-sync switch, which triggers the PG-10 HV pulser. The PG-10 then triggers the ST-130 External Sync and, after a programmable (via a front panel setting) delay, gates the CCD intensifier ON. As soon as the ST-130 sees the External Trigger, it starts a 0.005 second image accumulation; some time during this period, the PG-10 gates the intensifier ON for a few tens of microseconds, and the CCD acquires an image of a uniformly-illuminated source. At the end of the 0.005 seconds, the ST-130 drives the NOTSCAN LOW, the shutter closes, and the CCD is no longer illuminated. Since the illumination is continuous, the CCD can acquire an image any time after the shutter is opened. Therefore, the delay setting on the PG-10 is unimportant since the HV pulse, which gates the CCD intensifier ON, always occurs a few tens of microseconds after the start of the CCD acquisition (the maximum is less than 100 microseconds, while the minimum CCD acquisition time is 5000 microseconds). While the intensifier if OFF, the CCD sees no light, so the effective length of the data acquisition period is the length of the HV pulse; the PG-
10 can vary this length, via front panel settings, from about 0.100 microseconds to about 100 microseconds.

In order to determine individual pixel light sensitivities, images are collected at variable levels of illumination. This variation is accomplished via an iris attached to the mechanical shutter unit. The shutter is opened briefly (the intensifier is gated OFF, so no light reaches the CCD) and a photodiode voltage measurement is made. This voltage measurement is converted to an intensity value using the calibration curve supplied with the photodiode. Initially, values with the iris fully open and fully closed (there is always a small open area in the center of the iris) are obtained, and then the voltage range is divided into \( N + 1 \) equal steps to provide \( N+1 \) illumination levels. Since the photodiode calibration curve is approximately linear, this provides a set uniformly distributed calibrations images.

Parameters are adjusted to provide maximum signal level, without saturation, of the CCD image when the iris is fully open. Variables that can be adjusted include the intensifier gain, the HV pulse width, and the light level of the tungsten lamp. The optimal procedure for adjusting these parameters was found to be as follows: gain was set to the desired value (based on usage experience from PLIF measurements), then the lamp was adjusted to as high a light level as possible (lamp specifications indicate that lamp current must not exceed 30 amps). Finally, the HV pulse width was adjusted to as short a
value as possible. This width was determined by two factors: 1) if too long, then the CCD intensifier may overload when gated ON - this condition is signaled by an audible alarm and is to be avoided; 2) the ST-130 digitizes the CCD image to (for example) 14 bits or a maximum pixel value of 16383 - too long a pulse width and the digitizer will saturate. The CSMA program displays each CCD image with 256 color levels, so regions of saturation are easily noted; one can then reduce the gain/light level/iris opening/pulse width to obtain an unsaturated image.

Following collection of several (usually 6 or 7) images at various light levels, each pixel in the CCD is examined. A least-squares line is fitted to the (intensity, digitizer value) pairs and written to a calibration file. The resulting intercepts represent the "background" values that must be subtracted from each pixel, and the slopes represent the "sensitivities" that must be divided into each pixel value. The slopes are normalized to the average slope; this results in sensitivities near 1, so that the average level of any image that is being corrected is maintained. Therefore, the flat-field operation becomes:

new image = (original image - intercepts)/(normalized slopes)

Image files suitable for CSMA use are created for the intercepts and the normalized slopes.
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RESULTS

Sequentially acquired images were found to exhibit significant pixel to pixel variations due to noise. This effect can be seen in Fig. 2, in which a few adjacent pixels are plotted for three sequential acquisitions under identical conditions. The lamp source is a regulated DC supply, and the photodiode output is steady, so variations in illumination cannot account for these image variations. This variation raises serious questions about the accuracy obtainable with these cameras when recording transient images. It seems likely that the major source of error in determining temperatures using PLIF techniques will be the absolute uncertainty in the individual pixels of the camera.

Additional measurements were made in an attempt to better understand the source of the above noise. Fig. 3a shows the variation of the average signal level as a function of ICCD gain for constant HV pulse width and no illumination. It can be seen that the ICCD does not "turn on" until a gain of about 700 (as measured by the 10-turn pot on the camera housing). The lower gain positions correspond to the dark current present in the system. A single row of pixels is shown in Fig. 3b; it can be seen that the major source of noise is "shot noise", in which large amplitude spikes are superimposed on a small amplitude, random noise floor. This finding verifies the findings of an earlier study using intensified CCD cameras (8). It should be noted that the two cameras investigated
showed significantly different characteristics with respect to this shot noise. The newer camera included cooling of both the CCD and the MCP intensifier, and showed a much lower noise level than the older camera, where only the CCD was cooled.

The above measurements were repeated for a constant level of illumination; the results are shown in Fig. 4. The lower gain settings again exhibit only dark current characteristics, with the ICCD turning on between 600 and 700. At higher gains, the signal level rises approximately exponentially with gain setting (Fig. 4a). The noise also increases significantly with gain setting. Now, however, the shot nature of the noise is less obvious than above; rather, the noise now includes a strong random component (Fig. 4b), as exhibited by the lack of a floor to the noise. It is anticipated that this noise will represent the major source of uncertainty for PLIF temperature measurements. Note, however, that this uncertainty represents a true random error, rather than a systematic bias of the signal level either up or down.

The effect of HV pulse width was also investigated. The camera response was found to vary in an approximately linear manner with gate width, as shown in Fig. 5. This suggests that measured characteristics, such as the flat-field calibration, should be nearly independent of gate width. Therefore, the flat-field calibration performed with gate widths of tens of microseconds should be applicable to laser images obtained with a laser pulse width of 10 ns or less.
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Due to the noise discussed above, flat-field calibration images were replicated nine times; this should reduce the noise by about a factor of three. This improvement with averaging was visually obvious in the images. A representative averaged image for constant illumination is shown in Fig. 6. The regular honeycomb pattern and the gradual spatial variation in intensity are readily obvious. These features were consistent in all images at all nonzero illumination levels. They were also present in both cameras, although the orientation angle of the honeycomb was different, as was the relative distribution of "hot spots" in the 2D image array. These features were not present in the dark current images at lower gains. This suggests that these features are artifacts associated with the MCP intensifier, rather than the CCD itself.

The possibility that the above image features were due to nonuniformities in the source was also investigated. The features remained "camera fixed" for various camera positions relative to the integrating sphere, even including a 90 degree rotation of the camera. This confirmed that the observed intensity patterns were a feature of the camera and not the illumination system.

Pixel responses were generally linear functions of illumination. Noise levels increased with signal levels, but S/N ratios were approximately constant. It was noted that the first few columns of pixels were not responsive to changes in
light level; these columns should not be used in any image analysis operations. For this reason, all statistics reported here do not include an 8-row/column "skirt" around the entire image; this should eliminate any edge effects present in the image.

An image representation of the slopes obtained from the flat-field least-squares calibration is shown in Fig. 7. The intercept file shows the slow spacial variations, but not the regular honeycomb pattern. It will be noted that this image echoes the intensity patterns present in the original calibration files. Therefore, although the patterns are present in the camera response, they are reproducible and correctable. This is clearly shown in Fig. 8, where a flat-field correction has been applied to the image shown in Fig. 6. (This image was not included in the set of images used in the flat-field calibration.)

The above calibration was repeated for uv illumination, with essentially the same result. The ratio of the visible and the uv slope files was essentially flat, showing no evidence of either the honeycomb pattern or the hot spots. This suggests that these cameras respond proportionally at visible and uv wavelengths. In fact, Figs. 6 and 8 are for visible wavelengths, while the slope file in Fig. 7 was obtained at uv wavelengths.
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**Figure 5.**

Figure 6. Uncorrected image obtained with the integrating sphere.
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Figure 7. Slope image used in flat-field correction of Fig. 6.

Figure 8. Flat-field corrected version of Fig. 6.
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Abstract

System health monitoring of aerospace vehicles is important not only to conducting safe operation but also to maintaining system performance. Structural health along with sensor and actuator malfunction must be monitored to perform the system health monitoring. As a step toward developing a system health monitoring scheme, this research investigates structural damage detection using a constrained eigenstructure assignment. The eigenstructure assignment is selected for the investigation since it may be used not only to perform structural damage detection but also to monitor the sensor and actuator performance in a unified manner. To employ the eigenstructure assignment in the framework of structural modeling and modal testing, a concept of constrained eigenstructure assignment is developed. The constrained eigenstructure assignment makes it possible that the computed feedback gains correspond directly to the structural parameter changes. To demonstrate the capability of the approach, a twenty-bay planar truss structure is employed. Modal tests are performed using eleven accelerometers for the undamaged structure and several missing member damage cases. Then the test data are used to locate the missing member. In spite of the incomplete mode shapes and test inaccuracies, accurate damage detection is conducted.
STRUCTURAL DAMAGE DETECTION OF A PLANAR TRUSS STRUCTURE
USING A CONSTRAINED EIGENSTRUCTURE ASSIGNMENT

Tae W. Lim

Introduction

Control system designers have traditionally used eigenstructure assignment techniques to force a structure to respond in a predetermined way. For model refinement and damage location, the desired eigenstructure, i.e., eigenvalues and eigenvectors, is the one that is measured in the test. Inman and Minas\(^1\) and Zimmerman and Widengren\(^2\) have derived methods that determine the pseudo (fictitious) controller which would be required to produce the test eigenstructure. The control gains can then be translated into matrix adjustments applied to the initial finite element model.

Zimmerman and Kaouk\(^3\) applied this eigenstructure model refinement algorithm to structural damage detection. A major difficulty associated with Zimmerman's approach is that the method identifies matrix coefficients changes and thus requires an additional step of identifying structural members corresponding to the changes. This additional step will not be straightforward for complicated spacecraft structures. Also, the method requires a solution of a generalized algebraic Riccati equation and iterative solution is proposed to preserve load path of the undamaged structure, i.e., to maintain the zero-nonzero pattern of the undamaged stiffness matrix. When a structural member is completely damaged, an initial load path is broken. Thus, preserving load path for damage detection may not be valid for damage cases of entire loss of stiffness.

To perform the system health monitoring, structural health along with sensor and actuator malfunction must be monitored. As a step toward developing a system health monitoring scheme, this research investigates structural damage detection using a constrained eigenstructure assignment. The eigenstructure assignment is selected for the investigation since it may be used not only to perform structural damage detection but also to monitor the sensor and actuator performance in a unified manner. The constrained eigenstructure assignment makes it possible that the computed feedback gains correspond directly to the structural parameter changes without enforcing zero-nonzero pattern of the initial stiffness matrix. Thus, the additional step of correlating matrix coefficient changes to structural member parameter changes is avoided. Also,
the proposed approach requires neither a solution of algebraic Riccati equation nor iteration to converge to a solution.

To demonstrate the capability of the approach, a twenty-bay planar truss structure is employed. Modal tests are performed using eleven accelerometers for the undamaged structure and several missing member damage cases. Then the test data are used to locate the missing member. The results of damage detection will be presented.

Location of Structural Damage

The equation of motion governing the response of an n-DOF (degree-of-freedom) structural system is represented as

\[
M \ddot{x} + D \dot{x} + Kx = Fu
\]

(1)

where \(M\), \(D\), and \(K\) are the \(n \times n\) system mass, proportional damping, and stiffness matrices, respectively; \(x\) is a physical displacement vector; \(u\) is an \(p \times 1\) vector of control forces and \(F\) is an \(n \times p\) control influence matrix. Finite element analysis is often used to generate this discretized analytical model of the system. The undamped eigenvalue problem associated with Eq. (1) becomes

\[
(\lambda_i^2 M + K)\phi_i = 0 \quad \text{for } i = 1, 2, \ldots
\]

(2)

where \(\lambda_i\) and \(\phi_i\) are the \(i\)th eigenvalue and eigenvector, respectively.

A conventional way of locating structural damage is to find the smallest changes in the system stiffness matrix that matches the measured eigenvalues and eigenvectors.\(^{4-10}\) Therefore, it requires an additional step of locating damaged members using the changes in the stiffness matrix. This step is not straightforward when several structural members are connected to a finite element node. The constrained eigenstructure assignment investigated in this study makes it possible that the computed feedback gains correspond directly to the structural parameter changes. For typical modal tests, a limited number of transducers (e.g., accelerometers) are used. Thus, measured mode shapes are available only at the test DOF's, where transducers are placed. The size of the test DOF's is typically much smaller than that of the finite element DOF's. To provide compatibility in size between the test and analysis mode shapes, either the test mode shapes are expanded\(^6\) or the system matrices are reduced\(^{11}\) at the expense of losing accuracy. This loss of accuracy can create serious difficulty in performing damage location. The best
achievable eigenvector concept\textsuperscript{12,13} is employed in this paper to perform the expansion of the test mode shapes.

For the purpose of illustrating the constrained eigenstructure assignment approach, consider the mass-spring system shown in Fig. 1 (a). The system mass and stiffness matrices are defined as

\[
M = \begin{bmatrix} m_1 & 0 & 0 \\ 0 & m_2 & 0 \\ 0 & 0 & m_3 \end{bmatrix} \quad \text{and} \quad K = \begin{bmatrix} k_1 + k_2 & -k_2 & 0 \\ -k_2 & k_2 + k_3 & -k_3 \\ 0 & -k_3 & k_3 \end{bmatrix}
\]

with

\[
x = \begin{bmatrix} x_1 \\ x_2 \\ x_3 \end{bmatrix}^T
\]

Fig. 1 A mass-spring system
Parallel to the springs, active control forces are added as shown in Fig. 1 (b). Then, the \( F \) matrix in Eq. (1) becomes

\[
F = \begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & -1 \\
0 & 0 & 1
\end{bmatrix}
\]  \hspace{1cm} (5)

with

\[
u = \begin{bmatrix} u_1 \ u_2 \ u_3 \end{bmatrix}^T
\]  \hspace{1cm} (6)

The added control forces represent the forces generated due to the loss of stiffness which is caused by structural damage. The control influence matrix plays an important role in the eigenstructure assignment process since it provides constraints in computing feedback gains which are physically meaningful for structural damage detection.

Modal tests are performed periodically and eigenvalues and eigenvectors are measured to monitor significant changes in the measured modes. When the changes are significant, the damage detection process is initiated. The measured eigenvalues and eigenvectors are treated as "desired" eigenvalues and eigenvectors for the eigenstructure assignment algorithm to achieve using a feedback control. Since the control forces represent changes in stiffness properties, consider a displacement output feedback control with collocated sensors and actuators as

\[
u = -Gy
\]  \hspace{1cm} (7)

where \( G \) is a gain matrix and \( y \) is output feedback variables. Relative displacement measurement become

\[
y \equiv d = F^T \mathbf{x}
\]  \hspace{1cm} (8)

where \( d \) is a relative displacement vector. From Eqs. (7) and (8), the control force becomes

\[
u = -GF^T \mathbf{x}
\]  \hspace{1cm} (9)

Substitute the control force in Eq. (9) into the equation of motion, Eq. (1), and rearrange to obtain
The gain matrix, pre- and post-multiplied by the control influence matrix, is used to modify the system stiffness matrix. The control influence matrix, $F$, plays a role of redistributing the gain matrix to appropriate finite element DOFs. Assume that the gain matrix is diagonal. Then the changes in stiffness matrix due to control force $j$, which corresponds to structural member $j$, can be written as

$$
\Delta K_j = F_j g_j F_j^T = g_j F_j F_j^T
$$

where $F_j$ is the $j$th column of $F$ and $g_j$ is the $j$th diagonal element of $G$. Each diagonal element of gain matrix represents the change in corresponding spring stiffness coefficient.

The gain matrix is now obtained to match the measured eigenvalues and eigenvectors. Consider the eigenvalue problem associated with Eq. (10) as

$$
\begin{align*}
L_i & = \left( \lambda_i^2 M + \lambda_i^d D + (K + FGF^T) \right) \phi_i^d
\end{align*}
$$

(12)

where $\lambda_i^d$ and $\phi_i^d$ are the $i$th desired eigenvalues and eigenvectors. They are the measured eigenvalues and eigenvectors from the test. Consider the $j$th structural member and rearrange Eq. (12) as

$$
\phi_i^d = \left( \lambda_i^2 M + \lambda_i^d D + K \right)^{-1} F_j F_j^T (-g_j \phi_i^d)
$$

(13)

Define

$$
\phi_i^d = L_{ij} \eta_i^d
$$

(14)

where

$$
L_{ij} \equiv \left( \lambda_i^2 M + \lambda_i^d D + K \right)^{-1} F_j F_j^T
$$

(15)

and

$$
\eta_i^d \equiv -g_j \phi_i^d
$$

(16)
Equation (13) indicates that the desired eigenvector, $\phi_i^d$, must reside in the subspace spanned by the columns of $L_{ij}$. The desired eigenvector typically does not precisely reside in the subspace due to modeling and measurement errors. In this case, the eigenvector that is as close as possible, in the least square sense, to the desired eigenvector can be computed as  

$$\phi_{ij}^a = L_{ij}L_{ij}^+\phi_i^d$$  

(17)

where $\phi_{ij}^a$ is referred to as the best achievable eigenvector and the superscript + indicates a pseudo-inverse.

![Geometric interpretation of the best achievable eigenvector](image)

Fig. 2 Geometric interpretation of the best achievable eigenvector

Figure 2 illustrates the relationship between the vectors $\phi_{ij}^a$ and $\phi_i^d$ as well as the subspace spanned by $L_{ij}$. If the measured vector $\phi_i^d$ already lies in the subspace $L_{ij}$, i.e., the damage is caused by the jth structural member, then $\phi_{ij}^a$ and $\phi_i^d$ will be identical. If the damage is caused by a different element or the damage is not reflected in mode i, the two vectors will be different. If $\phi_{ij}^a$ is computed for all structural members that could possibly have caused the damage and the angle between $\phi_{ij}^a$ and $\phi_i^d$ is computed, the damaged element will be indicated by (in the case of perfect data) zero angle between the two vectors. All others will have non-zero values. The angle in degrees between the two vectors can be computed as
\[
\alpha_{ij} = \frac{180}{\pi} \cos^{-1}\left( \frac{\phi_{ij}^T \phi_i^d}{\|\phi_{ij}\|_F \|\phi_i^d\|_F} \right)
\]

where \(\| . \|_F\) represents the Frobenius norm. For a structure that has \(e\) structural members that could possibly have caused the damage and \(r\) measured modes, an \(e \times r\) matrix of \(\alpha\)'s can be constructed as

\[
\begin{bmatrix}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1j} & \alpha_{1r} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha_{ij} & \alpha_{i2} & \ldots & \alpha_{ij} & \alpha_{ir} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\alpha_{ej} & \alpha_{e2} & \ldots & \alpha_{ej} & \alpha_{er}
\end{bmatrix}
\]

If damage is located in structural element \(j\) and this damage affects only mode \(i\) significantly so that the change in the frequency is measurable, then \(\alpha_{ij}\) will be equal or close to zero. All other coefficients will be populated with non-zero entries. Therefore, the location of damage can be identified by searching for a value that is considerably smaller than others in the matrix.

In general, eigenvectors are not available for the entire system DOF's. In this case, partition the desired eigenvector as follows:

\[
\phi_i^d = \begin{bmatrix} v_i \\ w_i \end{bmatrix}
\]

where \(v_i\) is the specified (measured) portion of the eigenvector and \(w_i\) is the unspecified portion. The best achievable eigenvector is then defined using Eq. (17) as

\[
\hat{\phi}_{ij}^a = L_{ij} \hat{L}_{ij}^+ v_i
\]

where \(\hat{L}_{ij}\) is the partition of the matrix \(L_{ij}\) containing the rows corresponding to \(v_i\). In this case, the angle in Eq. (1) is defined as

\[
\hat{\alpha}_{ij} = \frac{180}{\pi} \cos^{-1}\left( \frac{\phi_{ij}^T v_i}{\|\phi_{ij}\|_F \|v_i\|_F} \right)
\]
where \( \Phi_i^A \) is the partition of the vector \( \Phi_i^A \) corresponding to the measured portion of the eigenvector.

The best achievable eigenvector serves two purposes: (1) it allows partial specification of eigenvector and (2) measurement errors that are not consistent with the analytical model are filtered out. The best achievable eigenvector for mode \( i \) provides an alternative means of computing the "subspace rotation" as discussed in Ref. 14. The main difference is that the method in Ref. 14 identifies those DOF's that are affected by damage, whereas the method in this paper identifies directly the structural element that is damaged. Hence, the proposed method avoids the additional step of identifying damaged structural members from the affected DOF information due to damage, which can be cumbersome at times.

**Magnitude of Structural Damage**

Now the locations of damaged members are identified. The eigenstructure assignment is employed here to compute the feedback gains, i.e., the magnitude of structural damage. Rewrite the equation of motion, Eq. (1), in state-space form as

\[
\dot{s} = As + Bu
\]  
(23)

where

\[
s = \begin{bmatrix} x \\ \dot{x} \end{bmatrix}, \quad A = \begin{bmatrix} 0 & I \\ -M^{-1}K & -M^{-1}D \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ M^{-1}\hat{F} \end{bmatrix}
\]  
(24)

The matrix \( \hat{F} \) contains only those columns corresponding to the damaged members. The output equation, Eq. (8), then becomes

\[
y = Cs = \begin{bmatrix} F^T & 0 \end{bmatrix}s
\]  
(25)

The output feedback is thus defined as

\[
u = -Gy = -GCs
\]  
(26)
Now the task is to find the diagonal gain matrix $G$ to assign the desired (measured) eigenvalue $(\lambda_i^d)$ and eigenvector $(v_i)$. Feedback gain matrix is computed using the eigenstructure assignment technique provided by Andry et al.\textsuperscript{12}

The best achievable eigenvectors can also be written using Eq. (23) and the desired eigenvalues and eigenvectors as

\[
v_i^d = L_i \hat{L}_i^+ v_i
\]  

(27)

where

\[
L_i = (\lambda_i^d I - A)^{-1} B
\]

\[
\hat{L}_i = \text{the rows in the upper half of } L_i \text{ corresponding to the measurement DOF's employed in } v_i
\]

Then the system matrices (A, B and C) and the best achievable eigenvectors ($v_i^d$) are transformed into the format that allows partition of A matrix in a convenient manner. Unconstrained feedback gain matrix ($G_u$) is obtained as

\[
G_u = -(Z - A_1 V)(\hat{C} V)^{-1}
\]  

(28)

where

\[
\hat{C} = \text{a transformed C matrix}
\]

\[
V = \text{a matrix of transformed best achievable eigenvectors}
\]

\[
Z = \text{partition of a matrix which is a product of desired eigenvalues and } V
\]

\[
A_1 = \text{partition of a transformed A matrix}
\]

Thorough derivation of Eq. (28) is available in Ref. 12. The unconstrained gain matrix is a full matrix in general. To compute a diagonal gain matrix, let

\[
\Omega \equiv \hat{C} V \quad \text{and} \quad \Psi \equiv Z - A_1 V
\]  

(29)

Then we obtain from Eq. (28)

\[
G \Omega = -\Psi
\]  

(30)
or
\[ \Omega^T[\text{diag}(g_i)] = -\Psi^T \] \hfill (31)

The diagonal gains of \( G \) are computed independently as
\[ g_i = -\Psi_i \Omega_i^+ \] \hfill (32)

where \( \Psi_i \) is the \( i \)th row of \( \Psi \) and \( \Omega_i \) is the \( i \)th row of \( \Omega \). The diagonal gain, \( g_i \), corresponds to the \( i \)th stiffness change that satisfies the measured eigenvalues and eigenvectors in the least square sense.

Some of the desirable features of the approach described above include: (1) it updates the physical structural elements directly instead of updating matrix coefficients, which may or may not be physically realizable (2) measured mode shapes are not required for the entire finite element DOF’s and (3) it requires neither a solution of algebraic Riccati equation nor iteration to converge to a solution compared to the other eigenstructure assignment based damage detection method.

**Damage Detection of a Twenty-Bay Planar Truss Structure**

The twenty-bay planar truss shown in Fig. 3 is used to implement the damage detection method described above. The diagonal and side dimensions of each square bay are 0.5 m and 0.354 m, respectively. The truss is constructed from aluminum truss members, steel joints, and transverse steel bars. The truss is oriented in a horizontal plane with its weight supported by steel balls on table tops. More information on the truss is available in Ref. 15.

For the damage detection studies, the truss is modeled using a rod element (axial stiffness only) per strut and lumped masses for the joints and steel bars. So the system has 2 DOF’s per node resulting 80 system DOF’s. The natural frequencies of the truss are shown in Table 1 in comparison to the test results. For modal tests, the truss was instrumented with 11 single-axis accelerometers as indicated in Fig. 3. A shaker was mounted at the free-end of the truss to provide excitation for modal tests. The first mode frequency is not consistent and varies widely (1.8 Hz to 2.2 Hz) from test to test. This lack of consistency poses difficulty in detecting the longeron damage cases as will be discussed later. The large error in the first mode frequency is contributed partly by the friction of the balls which is not modeled in the analysis, the low frequency inaccuracy of the transducers, and the modal test setup which was designed to measure all four modes simultaneously.
Fig. 3 A twenty-bay planar truss used for damage detection
Table 1  First four bending frequencies of the undamaged planar truss

<table>
<thead>
<tr>
<th>Mode number</th>
<th>Analytical frequencies (Hz)</th>
<th>Test frequencies (Hz)</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.60</td>
<td>1.80 to 2.20</td>
<td>first bending mode</td>
</tr>
<tr>
<td>2</td>
<td>9.36</td>
<td>9.35</td>
<td>second bending mode</td>
</tr>
<tr>
<td>3</td>
<td>24.70</td>
<td>24.21</td>
<td>third bending mode</td>
</tr>
<tr>
<td>4</td>
<td>43.23</td>
<td>42.74</td>
<td>fourth bending mode</td>
</tr>
</tbody>
</table>

Four damage cases shown in Table 2 are investigated including missing longerons and diagonals. The batten damage cases are not studied since the batten stiffness is dominated by the steel bars and the axial mode is not measured. All the longerons and diagonals are considered as damage candidates. Thus, the size of F matrix in Eq. (1) becomes 80 by 60. The F matrix is easily defined by replacing each strut with a control force and considering the direction of the control force. The measured frequencies for the damage cases are summarized in Table 3. Among the 11 test DOF's available, 10 test DOF's were selected to perform damage detection. The test DOF at the free end of the truss was not used.

Table 2  Damage cases investigated for the planar truss

<table>
<thead>
<tr>
<th>Damage case</th>
<th>Damaged strut</th>
<th>Damage condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Upper longeron in bay 2</td>
<td>Strut out</td>
</tr>
<tr>
<td>B</td>
<td>Lower longeron in bay 7</td>
<td>Strut out</td>
</tr>
<tr>
<td>C</td>
<td>Diagonal in bay 9</td>
<td>Strut out</td>
</tr>
<tr>
<td>D</td>
<td>Diagonal in bay 14</td>
<td>Strut out</td>
</tr>
</tbody>
</table>

Table 3  Measured natural frequencies due to damage (Hz)

<table>
<thead>
<tr>
<th>Damage cases</th>
<th>Mode 1</th>
<th>Mode 2</th>
<th>Mode 3</th>
<th>Mode 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.27</td>
<td>8.00</td>
<td>22.00</td>
<td>42.56</td>
</tr>
<tr>
<td>B</td>
<td>0.85</td>
<td>8.06</td>
<td>17.00</td>
<td>42.11</td>
</tr>
<tr>
<td>C</td>
<td>2.07</td>
<td>9.41</td>
<td>20.80</td>
<td>37.39</td>
</tr>
<tr>
<td>D</td>
<td>2.22</td>
<td>9.31</td>
<td>23.71</td>
<td>29.86</td>
</tr>
</tbody>
</table>

Figure 4 shows the results of damage location for damage case A. The angles are computed using Eq. (22). The smaller the angle is, the more chance there is for damage. The strut numbers 1 to 20 correspond to the upper longerons from bay 1 to bay 20 and numbers 21 to
40 correspond to the lower longerons. The strut numbers from 41 to 60 correspond to diagonals from bay 1 to bay 20. The angles obtained using mode 1 is not accurate because of the measurement inaccuracy in mode 1. Since the damage on longerons tends to create large changes in the lower bending modes, this lack of measurement accuracy of mode 1 makes the damage location difficult. The angles obtained using mode 4 do not provide meaningful information since the frequency change in mode 4 is very small due to the upper longeron in the second bay. Modes 2 and 3 provide consistent information and it can be seen that the struts 1 and 2 consistently produce the smallest angles. Therefore, we can conclude that the damage occurred either in upper longeron 1 or 2.

Due to the lacing pattern of the diagonals in the planar truss, which is a “W” shape, the changes in modes created by the upper longerons in bays 1 and 2 are almost identical. This is true for all the pairs consisted of upper longerons in bays 3 and 4, 5 and 6, and so on. The situation is similar for the lower longerons. The lower longeron pairs 2 and 3, 4 and 5, and so
Fig. 5 Damage location results of damage case B

on, produce almost identical changes in modes. Therefore, this unique situation makes it practically impossible to single out the damaged longeron. Similar situation is there in damage case B. Results of damage case B are shown in Fig. 5. Again, due to the same reason, the angles obtained using modes 1 and 4 do not provide meaningful information. Modes 2 and 3 indicate that either lower longeron 6 or 7 is damaged.

Figures 6 and 7 show the results of damage location for damage cases C and D, respectively. The angles obtained using mode 1 is not accurate because of the measurement inaccuracy in mode 1. The second mode frequency is not affected much by the damage since the damage on diagonals tends to create large changes in the higher bending modes. Therefore, the angles obtained using mode 2 do not provide meaningful information. Modes 3 and 4 provide consistent information and it can be seen that strut 49 for damage case C and strut 54 for damage case D consistently produce the smallest angles. Therefore, we can conclude that the damage
occurred in the diagonals in the bays 9 and 14 for damage cases C and D, respectively. Unlike the longeron damage cases, the damage diagonals can be identified uniquely. Since the location of damage is known, the magnitude of damage can be computed using Eq. (32). The constrained gains computed using modes 3 and 4 are -58,825 and -59,666 for damage cases C and D, respectively. Considering that the effective axial stiffness of the undamaged diagonal is 61,673 lb/in, the method accurately predicts, within 5% error, the amount of stiffness loss due to the missing diagonal.

Fig. 6 Damage location results of damage case C
Concluding Remarks

A systematic approach to locating structural damage using a refined analytical model of the undamaged structure and measured modes was developed and demonstrated using the twenty-bay planar truss. This approach first locates the damage using the concept of best achievable eigenvectors and then identifies the magnitude of damage using a constrained eigenstructure assignment. Instead of identifying the changes in stiffness matrix for damage location, as most of the currently available methods do, the approach locates the damaged element directly. Thus, the additional step of locating damaged members from the stiffness matrix changes is avoided. As demonstrated in the planar truss example, the method does not require full finite element DOF mode shapes. The instrumented DOF's can be much smaller than the finite element DOF's (10 DOF's out of 80 finite element DOF's for the example). Thus the burden of using a large number of transducers for damage detection is relieved. Once the
location of damage is known, the magnitude of damage can be accurately computed using the constrained eigenstructure assignment method.

As was revealed by the planar truss example, the approach has its limitations. The limitations mainly stem from the measurement error in mode shapes and frequencies. As the test data gets inaccurate, the damage location can be blurred significantly. A judicious selection of test modes may be critical in performing a successful damage detection. Also, each individual damage cases must be able to produce unique pattern of change in frequencies and mode shapes. Otherwise, as indicated in the planar truss longeron damage cases, pinpointing the damaged member may not be feasible.
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Abstract

Ammonia fuel cells, which oxidize ammonia to dinitrogen and water, have a number of potential advantages as power sources for vehicles. However, no electrocatalyst is known at present that will give sufficient specific power to make this application practical. As the beginning of a research program to develop such a catalyst, development of electrodes for an ammonia cell was undertaken, starting from electrode technology reported in the literature. The main results of this work are an improved technique for applying a Teflon-bound catalyst mass to the current collectors and the use of nickel powder as an inert filler that gives strength and leak-resistance to the electrode. Ammonia fuel cells constructed with these electrodes have run a small electric fan.
ELECTRODE DEVELOPMENT FOR AN AMMONIA FUEL CELL

Arnold R. Miller, Ph.D.

Introduction

Fuel cells are energy conversion devices that convert chemical energy directly into electrical energy. Electrochemically they are similar to batteries but differ in that the electroactive materials are easily renewable and are thus stored externally in tanks rather than internally in the electrodes. The fuel and oxidant are gases or liquids. Because gases and liquids are generally covalent species, fuel cells have a high activation overpotential, and hence an electrocatalyst is required for any measurable power output. For recent general reviews, see Appleby and Foulkes (1989), Appleby (1992), and Cameron (1990).

Although the hydrogen-oxygen fuel cell was invented in 1839 by Grove, the first high-visibility and practical, but relatively low power, application of fuel cells was as the spacecraft power supply for the Gemini mission. This was a hydrogen-oxygen cell, developed by General Electric, which provided not only all electrical power for the spacecraft but also the drinking water for the astronauts, since pure water is the only chemical product of the cell reaction. If fuel cells can be made more generally practical, they would take over many applications that require large energy storage and are currently powered by heat engines or batteries. The ideal such applications are vehicle traction and propulsion. Examples of traction applications (i.e., wheeled and tracked vehicles) that I envision (for ammonia fuel cells) are locomotives, light rail (e.g., subways), intercity buses and trucks, off-road construction vehicles such as graders, earth movers, and dump trucks, and military vehicles such as tanks, trucks, and troop carriers. Propulsion applications (i.e., screw-driven vehicles) include large
passenger ships, cargo ships, submarines, prop-driven airplanes, and helicopters
(although aircraft heretofore have not been considered a practical application
[Adams, et al., 1960, Appleby, 1992]). These vehicles represent substantial energy
use by virtue of their very large power ratings: For example, modern electric
locomotives have continuous ratings in excess of 6,000 kW [Drury, 1992];
storage-battery powered submarines have ratings of about 10,000 kW [Bagotzky and
Skundin, 1980].

Virtually all of these applications are currently powered, directly or
indirectly, by heat engines, namely, internal combustion engines (ICEs), gas
turbines, or steam turbines. To compare fuel-cell powered versions of these
vehicles, which we term "electrochemical vehicles," with their current forms, we
must consider both the fuel cell and the traction/propulsion motor as a cooperative
unit. The potential advantages of fuel-cell powered vehicles, vis-a-vis the
corresponding heat-engine powered vehicles, include the following:

(a) Low noise. The fuel cell itself will be virtually silent. Unlike
familiar, low-performance motors (e.g., golf-car motors), high-performance traction
or propulsion motors will generate noise; however, this noise can be suppressed by
a sound absorbing barrier. A low noise level, desirable for all of the above
applications, is especially important for passenger-transport and military
applications.

(b) Ideal torque characteristics. The drooping torque-versus-speed
characteristic of the series traction motor obviates the need for a speed-changing
transmission, an additional machine with which ICE vehicles must be equipped. This
advantage (less weight, lower cost, greater reliability, simplicity, smoothness) is
important in all traction applications.

(c) Smoothness. Electrochemical vehicles are smoother than ICE vehicles
because of lack of both vibration and speed-changing transmissions. Smoothness is
important in all applications that transport people: Trains, buses, passenger ships, and airplanes.

(d) **Pollution-free.** The main products of most fuel-cell reactions are innocuous materials such as water, carbon dioxide, or nitrogen. Some cells, such as the hydrogen-oxygen and ammonia-oxygen cells, do not even emit the green-house gas carbon dioxide. Being pollution free is an advantage for all vehicular applications.

(e) **High efficiency.** The theoretical efficiency for fuel cells, defined as \(100\frac{\Delta G}{\Delta H}\), is typically above 85%. In contrast, heat-engined vehicles, because of the Carnot limitation, rarely exceed 35% in thermal efficiency [U.S. Dept. of Commerce, 1967]. Both fuel cells and heat engines have additional parasitic losses, but ICEs have larger losses due to requisite noise-suppression and pollution-control devices. High energy-efficiency is important for long-range transportation: Trains, buses, ships, submarines, and airplanes.

(f) **Lower capital and maintenance costs.** Except for precious-metal catalysts, fuel cells, in contrast to heat engines, are made of inexpensive materials such as carbon and plastic and involve few critical machining operations. Electric motors are simple and robust. Low cost is important in all applications except military.

These potential advantages, while being of such great attractiveness that they justify intensive research in the field, have not so far been attained in practice. Fuel cells are not yet competitive with heat engines or batteries in most practical applications. The reasons for this are several: (a) Electrocatalysis has not advanced to the point as to give fuel cells sufficiently high specific power (see below), (b) the best of the current catalysts are noble metals and are too expensive for the catalyst loadings required, (c) the most active of the fuels, namely, hydrogen and hydrazine, are either impractical to store or are expensive and toxic, and (d) cells with relatively high specific power attained by high
operating temperature suffer from corrosion and other problems that lead to short lifetimes.

Two important parameters of vehicle power sources are specific energy and specific power. Specific energy is the storable energy per unit mass of device (kWh/kg); specific power is similarly the power per unit mass (kW/kg). Ideally, both parameters should be as large as possible so that acceptable performance is concomitant with long range. It is obvious that specific power limits vehicle performance; it is less obvious that specific energy—assuming a given range capability—does also: Without high specific energy, as for example in current battery-powered electric vehicles, achieving the desired range would make the vehicle so heavy that its performance would be low even with high specific power.

Battery-powered electric vehicles share most of the advantages of fuel cells; however, batteries exhibit a highly unfavorable inverse relationship between specific energy and specific power. What is most marked is the definite limit on battery specific energy, and the fact that the maximum that is obtainable comes at the expense of specific power, which is reduced toward zero. The essential reason for this effect is that the electroactive materials of a battery are contained wholly within the electrodes. Thus, a design that maximizes the amount of usable active material for a fixed cell mass (and hence maximizes specific energy) will be a different design from one that maximizes electrode surface area for a fixed mass (and hence maximize specific power)—in fact, the design that maximizes specific energy will minimize specific power.

Fuel cells, in contrast, have the advantages that the limit on specific energy (namely, the specific energy of the fuel itself) lies much higher, and specific power is more independent of specific energy: An increase of specific energy does not come so severely at the expense of specific power. In this regard, fuel cells behave more like heat engines. This follows from the fact that the electroactive
materials of a fuel cell, like the fuel of a heat engine, are stored externally to
the electrodes. An additional advantage of external storage is that a fuel cell
can be "recharged" faster than a storage battery: It has been estimated [Vincent,
1984] that the rate of chemical energy flow through a gasoline-pump delivery hose
is 30 MW. Even if a storage battery could be built so as to withstand thermally
such a rate of charge, its recharging efficiency would be very low due to
overpotential losses.

For fuel cells to be competitive with ICEs, they need both higher specific
energy and higher specific power. Comparison of typical values for energy and
specific power for ICEs, nickel-cadmium batteries, and the best of current
air-breathing hydrogen-oxygen fuel cells are given in Table 1. The fuel cell's
energy and power densities are each 1/3 that of the ICE. (Although these
parameters for the fuel cell do not include the weight of the electric
traction/propulsion motor, the parameters for the ICE likewise do not include the
weight of the speed-changing transmission.) The Ni-Cd battery's specific power
lies between that of the ICE and fuel cell, but its specific energy lies far below
either of them.
Table 1

<table>
<thead>
<tr>
<th>Power Source</th>
<th>Specific Energy</th>
<th>Specific Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Automobile ICE</td>
<td>3.6 kWh/kg</td>
<td>.75 kW/kg</td>
</tr>
<tr>
<td>Nickel-cadmium battery</td>
<td>.034 kWh/kg(^b)</td>
<td>.40 kW/kg(^b)</td>
</tr>
<tr>
<td>Hydrogen-air fuel cell</td>
<td>1.2 kWh/kg</td>
<td>.25 kW/kg</td>
</tr>
</tbody>
</table>

\(^a\)Data adapted from Appleby, 1992, except where indicated.

\(^b\)Linden, 1984, p. 17-13.

The specific energy of a fuel cell depends largely on the molecular weight of the fuel and the mass of the storage tanks. While hydrogen has the highest specific energy of any fuel, when the mass of the storage tank is added to the fuel mass, the net specific energy of a hydrogen fuel cell is only 1/3 that of a conventional ICE (see Table 1). The value in Table 1 is for compressed hydrogen gas; the specific energy is even lower (.45 kWh/kg) for metal-hydride storage [Appleby, 1992]. (Cryogenic storage of hydrogen gives a value, 7.2 kWh/kg, twice that of the ICE, but there are practical and economic problems associated with its application [Appleby, 1992].) Thus, liquid fuels such as methanol or ammonia (under moderate pressure) are attractive as fuels because of the high specific energy resulting from lightweight tanks.

The key to specific power in a fuel cell is catalysis. That is, the rate at which the electrochemical reaction takes place, and hence the power output of the cell, is determined by the electrocatalyst. Fuel cells are different in this regard also from batteries. Since a battery has no catalyst, it seems likely that
any battery that will match the ICE in power density, while simultaneously having a practical specific energy, will be based on a highly electroactive anode such as an alkali metal, alkaline-earth metal, or aluminum. Such metals generally preclude aqueous electrolytes and require aprotic solvents, solid electrolytes, or molten salt electrolytes. Aprotic and solid electrolytes have low conductivity, which lowers substantially the potential specific power (see, for example the Na-S battery, which has a specific power of less than .1 kW/kg [DeLuca, et al., 1990]); high-temperature molten salts have excellent conductivity but suffer from corrosion problems and have a relatively long startup time. In contrast, a fuel cell can in principle have its specific power set to any desired value by using a suitably active electrocatalyst. And because the cell kinetics are based on a different principle—catalysis rather than electroactivity of the reactants—the cell can use a cheap, relatively safe, and highly conductive aqueous electrolyte.

The recent extended review by Appleby and Foulkes [1989, p. 233] ranks the common fuel-cell fuels in decreasing order of reactivity as

\[
\text{hydrogen} > \text{hydrazine} > \text{ammonia} > \text{methanol} > \text{hydrocarbons.} \quad (1)
\]

Under the same fuel-cell experimental conditions, hydrogen has an oxidation rate about 10,000 times greater than that of methanol and about 100,000,000 times that of hydrocarbons [Appleby, 1992]. Because hydrogen storage requirements result in low specific energy and because hydrazine is expensive and toxic [Appleby and Foulkes, 1989, pp. 235-236], ammonia and methanol are the most reactive of the fuels having the potential to be used in practical traction/propulsion fuel cells. The overall reactions for the two cells are given by equations (2) and (3), and some of the properties of the two fuels are collected in Table 2:
\[ 4\text{NH}_3 (g) + 3\text{O}_2 \rightarrow 2\text{N}_2 + 6\text{H}_2\text{O} \] (2)

\[ 2\text{CH}_3\text{OH} + 3\text{O}_2 \rightarrow 2\text{CO}_2 + 4\text{H}_2\text{O} \] (3)

Table 2: Comparison of ammonia and methanol\(^a\)

<table>
<thead>
<tr>
<th>Property</th>
<th>Ammonia</th>
<th>Methanol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical specific energy</td>
<td>5.8 kWh/kg</td>
<td>6.1 kWh/kg(^b)</td>
</tr>
<tr>
<td>Theoretical cell potential</td>
<td>1.17 V</td>
<td>1.21(^c)</td>
</tr>
<tr>
<td>Theoretical efficiency</td>
<td>88(^%)</td>
<td>97(^%)</td>
</tr>
<tr>
<td>Relative cost/MJ</td>
<td>4.5</td>
<td>4.1(^d)</td>
</tr>
<tr>
<td>Vapor pressure at room temperature</td>
<td>10 atm(^e)</td>
<td>&lt; 1 atm</td>
</tr>
</tbody>
</table>

\(^a\)Based on data from Appleby and Foulkes [1989] unless otherwise noted. \(^b\)p. 200; based only on fuel density. \(^c\)p. 18.
\(^d\)p. 200; gasoline has relative cost of 1.0. \(^e\)Interpolated value from Merck Index [1968].

The research conducted at Seiler Lab in the Summer Research Program, 1993, is the beginning of a long-term research program I am undertaking on practical ammonia fuel cells for vehicular applications. Although methanol compares similarly to ammonia in many respects (see Table 2 above), I am focusing on ammonia for the following reasons:

1. The products of the reaction (2) are not only completely innocuous but are
also not green-house gases.

(2) Ammonia is more electroactive than methanol.

(3) Ammonia is a simpler molecule than methanol and there is evidence that the anode processes in an ammonia cell are substantially simpler than those in methanol cells. The advantage of this is that the mechanism will probably be more easily elucidated in the case of ammonia, and this can lead to rational development of active electrocatalysts.

(4) Ammonia is virtually nonflammable.

(5) The ammonia cell can use a strong alkali electrolyte, not practical for methanol because of carbonate formation, which has superior cathode kinetics and is less corrosive than an acidic system.

(6) Ammonia is only slightly soluble in concentrated alkali, and this ameliorates the crossover problem—the diffusion of the fuel to the cathode where it is chemically oxidized and therefore wasted.

In comparison to methanol, ammonia has two disadvantages:

(1) Because of its higher vapor pressure, it will require a heavier fuel tank.

(2) Ammonia is a more acute tissue irritant than is methanol. However, unlike methanol, ammonia is not a systemic or metabolic poison (but is a required nutrient and natural metabolite in humans); its pungent odor warns of its presence at concentrations that can be tolerated for hours without ill effect; and its deleterious effects in higher concentrations are generally reversible. Because of its potential irritating effects in the case of vehicle accidents, ammonia may not be suitable for consumer vehicles. Nonetheless, there are large numbers of more regulated vehicles—for example, the ones enumerated at the beginning of this Introduction—of high power rating, for which its use could be entirely practical.

In summary, ammonia fuel cells have the potential of efficiently powering a
large class of high-power rating vehicles without many of the disadvantages of the current ICE-powered vehicles. The central problem to be solved is electrocatalysis.

**Results**

As a starting point for our ammonia fuel-cell research program, the work of Simons, et al., (1969) and McKee, et al., (1969), all at General Electric, on a high-performance ammonia cell was replicated and improved. The General Electric cell used a porous, conducting electrode constructed by sintering a mixture of finely divided Teflon and the catalyst at 350°C and high pressure [Niedrach and Alford, 1965]. The catalysts examined by the earlier researchers were platinum black, platinum-iridium alloy, and platinum on graphite. The electrolyte was 54% aqueous potassium hydroxide.

The cell constructed at Seiler Laboratory, which used an improved Teflon/nickel/platinum anode described below and in later versions used a pump-driven recirculating electrolyte (54% KOH) subsystem, was operated on both ammonia and hydrogen. On either fuel, the cell will operate a small electric motor driving a propeller. Potential-versus-current performance curves for an early version of the cell, using approximately 250 mg platinum-black in each electrode, are shown in Fig. 1. Consistent with the inequalities (1), the performance of hydrogen is substantially greater than ammonia. Very nearly the theoretical open-circuit potential of 1.23 V for hydrogen/oxygen was observed. However, we never observed an open-circuit potential above 0.7 V for ammonia/oxygen (at approximately 20°C) even though the theoretical value is 1.17 V (at 25°C). This is consistent with the published GE work [Simons, 1969], which reported an open-circuit potential of about 0.75 V at 60°C. This low open-circuit potential indicates a high activation overpotential, that is, a relatively low effectiveness
Fig. 4: Performance Curves
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of the electrocatalyst in lowering the activation energy of reaction (2). With a high activation overpotential, we would expect the potential to increase as a function of cell temperature; hence, our cell would probably develop at least 0.75 V at 60°C (see below for planned variable-temperature experiments).

Two improvements in the electrodes were made: (1) My electrodes were prepared from a mixture of Teflon, nickel powder, and the catalyst. The rationale for this is that the nickel, which is essentially inert at the anode, provides strength and thickness to the electrode. The GE workers reported leakage of the electrolyte through their electrodes; however, with our nickel-matrix electrodes, we observed negligible leakage after the electrode had been in the cell for at least four days. (2) In large part because the nickel admixture gives greater catalyst volume, I was able to develop a technique of applying the catalyst mixture directly to the nickel-screen current collectors (rather than use the indirect technique of first applying the mixture to pieces of aluminum foil as described in the literature.) This is a simpler technique and I believe it allows better control of electrode physical dimensions.

Using these techniques, I developed electrodes of Teflon/nickel/platinum-black and Teflon/nickel/platinum-on-carbon. The latter has exceptionally good wetting properties; it will be performance-tested in the near future (see below).

A Teflon/silver cathode was also developed, and it works essentially as well as the Teflon/nickel/platinum-black cathode. This is presumably the case because the current-limiting process of the cell is at the anode. Because silver is much cheaper than platinum, silver powder serves as both catalyst and filler, and hence no nickel is necessary.

This work is continuing and I continue to collaborate with Dr. Carlin at Seiler by visiting the Lab once per week. Work that was largely completed during
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my tenure as an SRP faculty associate but which we will incorporate into the research program in the near future are the following: (1) I designed, and have had constructed by the Seiler shop, an improved fuel-cell casing design in which the recirculating electrolyte enters and leaves from the face of the cell and passes through the cell via channels cut into the gaskets. The advantage of this design is that it allows reliable pipe-thread fittings to connect the cell to the electrolyte recirculation subsystem. (2) I designed, and have had constructed by the Seiler shop, a large temperature-controlled air bath in which the fuel cell and electrolyte subsystem can be operated. This is necessary for the accurate study of cell performance because, in a cell with large activation overpotential such as the current ammonia cells, the cell potential will generally be an (increasing) function of temperature. With this apparatus, we can more reliably determine the performance curve for the cell and study the cell performance as a function of temperatures up to about 50°C.

Experimental

**Nickel-screen current collectors.** Nickel screen (50 mesh with 0.005" wire size), originally manufactured by Metal Weave, Cleveland, OH, was purchased (by Prof. S. Cowley at Colorado School of Mines) from Eltech Research Corporation, Chardon, OH. Disks of 2" diameter and containing a tab of 1/2" by approximately 2" were cut from the nickel screen. These were cleaned by washing with acetone, soap/water, and lightly etching in 5% nitric acid for about 1/2 hr. They were thoroughly rinsed with de-ionized water and distilled water, blotted, and air dried.

**Teflon/nickel/platinum-on-carbon electrode.** A homogeneous mixture of 1.664 g of nickel powder (Johnson Matthey, 99.9%, 2.2-3.0 micron, catalog number 10255) and 0.333 g of 10% platinum on activated carbon (Aldrich, catalog number 20,595-8) was
A sample of 1.001 g of this powder was mixed with 0.566 g of 35.3% Teflon suspension, prepared by adding distilled water to a sample of Du Pont Teflon-30 dispersion (also provided by Prof. Cowley), which contained 60.2% Teflon by mass. Additional distilled water was added to the mixture until a gelatinous mass was obtained. (Note: apparently, the platinum catalyzes the polymerization of the Triton X-100 wetting agent in the Teflon suspension to give a gummy mixture.) This was uniformly spread on the nickel-screen current collector, masked with a template of aluminum foil so as to restrict the catalyst mixture to a circle of 1 1/2" diameter in the center of the 2" disk. The electrode was air-dried and dried on a hot plate at about 150°C, heated on a hot plate at 350°C for 2 min (to expel any remaining Triton), and wrapped in aluminum foil, which was lubricated with alumina (see below). The assembly was pressed as described below. The aluminum foil was dissolved in 20% potassium hydroxide, and the resulting electrode was thoroughly rinsed with de-ionized water, lightly scrubbed with a paper wipe, rinsed with distilled water, and dried.

An additional 1.001 g of the dry catalyst mixture was mixed with 1.989 g of 10.1% Teflon suspension and spread on the side of the electrode using the same technique used on the first side above. (Alternatively, the 35.3% suspension as above could have been used; no additional water is necessary with this more dilute suspension.) The electrode was air dried and further dried on the hot plate (estimated temperature of 150°C).

A thin Teflon film was placed on this (second) side of the electrode; it will become the gas-side of the electrode in the final cell [Niedrach and Alford, 1969]. A 5 x 5" square was drawn on the shiny side of a piece of aluminum foil with a black marker. The electrode was taped inside of the square, and 0.356 g of 10.1% Teflon suspension was uniformly sprayed over the area of the square with an air brush (Badger model 100-GXF); the Teflon suspension was weighed directly into
the cup of the air brush.

The electrode was heated on a hot plate at approximately 350°C for 2 min; some white fumes (Triton) were observed. The uncovered nickel screen around the periphery of the electrode (the region beyond the 1 1/2" diameter catalyst region) was covered with Teflon pipe-thread tape, which when fused in the press acts as a seal. The electrode was pressed and worked up as previously to give a complete electrode.

Silver electrode. The electrode was prepared analogously to the platinum-on-carbon electrode described above. 2.000 g of silver powder (Atlantic Equipment Engineers, 1-5 micron) and 0.666 g of 60.2% Teflon suspension were used on the first side, and 0.999 g of silver powder and 0.332 g of 60.2% Teflon suspension on the second.

Platinum-black electrode. At least six of these were constructed during the course of the work. However, because the techniques were being developed, none of the actual procedures would lend itself to a recipe. From my experience, I can recommend the following as a procedure to give a practical electrode: Use a total of 0.300 g Platinum black, 2.70 g of nickel powder, and 1.70 g of 35.3% Teflon suspension (i.e., the Teflon is 20% by mass of the total metal mass), and otherwise follow the silver-electrode procedure.

Pressing operation. The general procedure is as follows: The electrode to be pressed is covered with aluminum foil lubricated with alumina to prevent its sticking to the anvils. (A slurry of alumina in water is applied as a thin coating with a spatula and then dried on the hot plate.) The anvils are disks of 416 stainless steel having a diameter of about 2 1/8" and thickness of 1/8". They contain a radial hole into which a thermocouple probe can be inserted and are covered on their working faces with a thin sheet of nickel metal. (The nickel sticks less to the aluminum foil than does the bare stainless steel.) The anvils
are heated in an oven to $410^\circ$C. After being insulated with strips of glass cloth, they are placed in the platens of a Carver (Model C) press. When the temperature of the lower anvil drops to $385^\circ$C, the aluminum-foil covered electrode assembly is placed between the anvils, and a gauge pressure of 6000 lb is applied. (This would correspond to an approximate average pressure of 2000 lb/in$^2$ for the 2" electrode disk; however, the disk is not homogeneous.) The pressure is applied for 2 1/2 min, during which time the temperature of the lower anvil falls from about $380^\circ$C to $350^\circ$C.

Discussion

We have successfully constructed an ammonia fuel cell that compares favorably with an ammonia cell reported in the literature. It readily operates a small electric fan. The performance curve (Fig. 1) indicates that the cell suffers from a very high activation overpotential, which means that the catalyst is not very effective in lowering the activation energy for reaction (2). While the cell constructed would be practical for running low-power applications (for example, a radio), it is not practical, as is, for vehicular applications: The specific power is too low and the cost of the precious-metal catalyst required to drive a vehicle would be prohibitive.

Our limited objective in constructing this cell was to establish a baseline of performance for ammonia fuel cells. The long-term goal of our research program is to develop a highly active yet inexpensive anode catalyst for ammonia-fueled traction/propulsion fuel cells. Our near-term objective, which will be continued at Seiler Lab and then transferred to Colorado School of Mines when external funding is obtained, is as follows:

(1) We will construct several additional electrodes, including
platinum-on-carbon of varying platinum loading, palladium-on-carbon, pure Teflon-bound nickel (as a control electrode), and possibly platinum-iridium alloy [McKee, 1969] and platinum-ruthenium alloy [Gliner and Moser, 1972]. The performance curves at controlled but variable temperatures will be determined.

(2) Since it is laborious to construct the performance curve for a fuel cell, we want to correlate the performance curve with the cyclic voltammogram of the anode. This technique would allow rapid testing of proposed catalysts.

(3) We will begin kinetic and mechanistic studies of the chemical and electrochemical processes occurring at the anode of the ammonia cell. A small amount of work on this subject has been reported in the literature [Despic, et al., 1966]. The purpose of this work will be to elucidate the mechanism of the processes occurring at the anode and thereby allow the rational design of active catalysts.
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Abstract

Frequency doubling in germanium doped silica planar waveguides deposited on fused silica substrates is studied. It is demonstrated that an externally applied, periodic DC field can cause instantaneous frequency doubling in these waveguides. The periodicity which causes frequency doubling corresponds to the beat length between fundamental and second harmonic light propagating in the waveguide. A current has been measured from these periodic electrodes which corresponds to the generation of a periodic DC field internal to the glass when illuminated with both fundamental and second harmonic light.
ELECTRIC FIELD INDUCED SECOND HARMONIC GENERATION IN GERMANIUM DOPED SILICA PLANAR WAVEGUIDES

Ulf L. Österberg
Peter S. Weitzman

Introduction

Efficient frequency doubling of 1.064 nm radiation was first observed in germanium doped silica fibers in 1986 [1]. Recently this has also been achieved in planar dielectric waveguides made from the same materials [2]. Second harmonic generation (SHG) in amorphous materials is interesting due to the fact that the second order susceptibility, $\chi^{(2)}$, is zero. There have been several theories proposed to explain this phenomenon [3,4,5,6]. All of these theories are based on Stolen and Tom's original hypothesis that an internal DC electric field is responsible for an effective $\chi^{(2)}$ and that the periodicity of this field provides the quasi phase matching necessary for efficient SHG [7]. Assuming that phase matching has been achieved, the conversion efficiency is dependent on the overlap integral between the fundamental and second harmonic optical fields and the DC electric field, which is given by the equation

$$
\eta \propto |\chi^{(3)}\int \int E_{DC}E_{\phi}E_{\phi}dA|^2
$$

(1)

where $\eta$ is the conversion efficiency and the integral is over the transverse cross section of the waveguide. This effect has been studied extensively in fibers, however the planar waveguide geometry provides easy access to the core region of the waveguide where this internal electric field can be modified and probed.
In 1975, Levine and Bethea [8] applied a periodic electric field to a liquid planar waveguide. In 1989, Kashap [9] applied an external periodic DC field to the exposed core of an optical fiber and was able to induce SHG. In this paper we present results of using a similar technique on a planar dielectric waveguide. We have applied a periodic electric field to the planar waveguide and observed SHG and have also applied both 1.064 micron (IR) and 0.532 micron (green) radiation simultaneously to a planar waveguide and observed the buildup of the internal electric field by monitoring the current in the periodic electrode structure.

In order to provide the correct periodicity for quasi phase matching, the nonlinearity must be strong only at points where the fundamental and second harmonic are in phase. This periodicity, \( \Delta z \) is given by the expression

\[
\Delta z = \left| \frac{2\pi}{2\beta_\omega - \beta_{2\omega}} \right|
\]  

(2)

where \( \beta_\omega \) is the propagation constant for the IR light and \( \beta_{2\omega} \) is the propagation constant for the green light. The planar waveguide geometry provides a simple means for determining these propagation constants by prism coupling. Figure 1 illustrates the geometry of the planar waveguide and coupling prisms. The propagation constants are determined from the internal prism angles by the equation

\[
\beta = n_p k_0 \cos \theta_p
\]  

(3)

where \( n_p \) is the prism refractive index, \( \theta_p \) is the incidence angle of the light internal to the prism and \( k_0 \) is the optical wavenumber in free space. These propagation constants can also be determined from knowledge of the film thickness and refractive index by solving the appropriate
The same eigenvalue equation can also be used to determine the film thickness and index of refraction from the observed coupling angles for a number of modes in the waveguide.

**Methodology**

The waveguides used to obtain the results in this paper were fabricated using argon ion beam sputtering of silica and germanium onto commercial, optical grade fused silica substrates. The sputtering rate was 0.11nm/sec in a partial pressure of $10^{-4}$ Torr of oxygen. The two films used in this study were approximately 2.0 and 3.5 microns thick. Auger analysis indicated that the GeO$_2$ content of the films was approximately 6m%. The refractive index of the substrate is 1.4607 at 0.532um and 1.4496 at 1.064um. The refractive index of the film was measured to be 1.546 at 0.532 um and 1.532 at 1.064um using the prism coupling method.

Figure 2 illustrates the geometry of the planar waveguide used with the periodic electrode structure mounted on the surface of the waveguide. This waveguide/electrode combination is mounted in the setup illustrated in figure 3. Some of the output from a Q switched, mode locked Nd:YAG laser is frequency doubled in a KTP crystal, subsequently the Fundamental and SH beams are separated into two paths. Using this technique, the input coupling angle of the two wavelengths can be adjusted independently, as can their power levels, polarization and relative phase. The disadvantage of separating the beams is that the slight relative phase fluctuations between the paths can wash out the grating as it is forming using the seeding technique [11]. Despite these phase fluctuations, we have still been able to prepare these films for SHG. The output SH signal is detected with a photomultiplier and averaged with a boxcar integrator. Typically 3000 q-switched pulses are averaged and read by the computer.
We have performed two different types of experiments. In the first experiment, the voltage source is applied to the electrode structure, only IR light is coupled through the waveguide and the angle of the electrodes with respect to the optical path is varied in order to optimize the detected \( \text{SH} \) signal. By adjusting the angle of the electrodes, the effective periodicity can be modified. Once the \( \text{SH} \) signal is optimized, the \( \text{SHG} \) is measured as a function of applied voltage.

In the second experiment, the optimized electrodes are kept in place but they are connected to an electrometer capable of measuring current as low as 100\( \text{aA} \). The waveguide/electrode assembly and associated wires are placed in a metal box to shield them from electromagnetic interference. At this point, both IR and green light can be coupled simultaneously into the waveguide. Care was taken to insure that they travel along the same region of the waveguide. The current induced in the electrodes is measured by the electrometer as a function of the propagation of various optical frequencies within the waveguide.

**Results**

Using equation (2) it was determined that the quasi phase matching period for the 3.5\( \mu \text{m} \) waveguide is 26.7\( \mu \text{m} \) and for the 2\( \mu \text{m} \) waveguide it is 20.2\( \mu \text{m} \). This was for the lowest order TM mode in both the green and IR. The TM modes were used due to the fact that more efficient \( \text{SHG} \) has been observed in these modes. \( (2) \) We chose to use the lowest order modes because they have the largest overlap integrals with the applied DC field. We found the greatest \( \text{SHG} \) on the 3.5 micron thick waveguide using an electrode structure with a 26\( \mu \text{m} \) periodicity rotated 7.9 degrees to the optical path. This provides an effective electrode periodicity of approximately 26.25\( \mu \text{m} \), very close to what we calculated using equation (1). The maximum \( \text{SHG} \) with 50 volts applied across the electrodes was a visible green spot at the correct angle to indicate that it was in the TM\(_0\) mode. The power produced by the \( \text{SHG} \) was strongly dependent on the periodicity of the waveguide. A rotation of less than 1 degree from the optimum caused a 90% decrease in the \( \text{SHG} \) produced. With the
electrode periodicity fixed at 7.9 degrees the SHG was measured as a function of applied voltage (Fig 4). The observed quadratic dependence of the electric field induced SHG is expected due to the dependence of the conversion efficiency on the square of the electric field in equation 1.

We were also able to generate a signal in the TM₂ mode in this film by changing the electrode periodicity to 70μm, close to the calculated Δz value for this mode. The data for SHG in the TM₂ mode vs applied voltage is plotted in figure 5. It is several orders of magnitude lower than what was observed for the TM₀ mode. We also tried to generate the TM₁ mode but were unable to see any signal. This is expected due to the cancellation in the overlap integral. We also tried to produce SHG with the input light in the TE₀ mode, and the electrodes aligned to produce quasi phase matching between the TE₀ modes in IR and green. For this configuration, no SHG was observed. This is most likely due to the fact that the applied electric field was almost perpendicular to the electric field of the optical modes.

With the electrodes optimized for quasi phase matching the TM₀ mode, we disconnected the voltage source and connected the electrometer to the electrodes. We then measured the current induced into the electrodes with both the IR and green light coupled into the film, the IR only, the green only, and no light. The measured current changed with time at a rate which was dependent on the coupling of light through the waveguide. With no light present, an increasing current was detected, due to the discharging of the electrodes through the electrometer. When a combination of both IR and green light was coupled through the waveguide, the current was observed to decrease. When only green or IR alone was coupled in, the current increased. This data is plotted in figure 6.

One of the problems with the current measurement is that the green and the IR beams are separated in our experiment, see fig.3. The reason for the two paths is so that we can independently manipulate the two wavelengths for optimum input coupling. Unfortunately, the two different optical paths results in random phase fluctuations between the green and IR, severely reducing the
signal-to-noise ratio for the current measurement. By going to thinner waveguides (< 2μm) we would be able to couple in green and IR at the same angle making it unnecessary to split up their paths. Thinner waveguides means that the periodicity Δz, equation 2, will be smaller and subsequently we require masks with finer periodicity. Testing masks with 19 μm and 14 μm periodicity reveals that these masks have two and four orders of magnitude lower resistivity, respectively, compared to the 26 μm masks. These lower resistivities were believed to be due to inadequate etching. A result of these lower resistivities was a much less well-defined electric field under the periodic electrodes, resulting in a much smaller and noisier EFISH signal, see fig.7.

Discussion

We have presented a device consisting of a germanium doped glass waveguide and a periodic electrode structure which is capable of instantaneously frequency doubling light. We have demonstrated that a periodic DC electric field is capable of inducing this frequency doubling in glass if the periodicity is correct for quasi phase matching. We have been able to selectively excite different modes in the SH by varying the electrode periodicity. The efficiency of the electric field induced SHG is greatly reduced for higher order modes. This can be explained by examining the overlap integrals involved. The conversion efficiency is determined by the overlap integral in equation 1.

The three lowest order modes and the electric field distribution in the waveguide are illustrated in figure 8. From this figure, it is observed that the positive and negative lobes in the higher order modes will cancel out when integrated across the applied electric field. The applied field does decrease as the distance from the electrodes is increased. This will result in a slightly nonzero overlap integral for the first order mode, however the separation between the electrodes is much larger than the film thickness so the change in electric field across the film is less than 10% based on the conformal mapping calculation presented by Ramer [12].
The observation of a decreasing current when both the fundamental and SH light are propagating through the waveguide, and an increasing current when only fundamental or only SH light is sent through strongly supports the SHG models which rely on the buildup of a DC field in the glass. When no light is present, a current was observed to flow due to the charging of the electrodes by the electrometer. When a combination of green and IR is present, the buildup of an internal electric field in the glass causes a current to flow in the electrodes which opposes the existing current and the total current is observed to decrease.

We would like to acknowledge the developmental optical facility at Phillips Laboratory, Kirkland Air Force Base, New Mexico for film production, the National Nanofabrication Facility at Cornell University where we fabricated the electrode structures and the Air Force office of Scientific research and National Science Foundation for sponsoring this research.
Figure 1. Planar waveguide geometry with prism coupling

Figure 2. Planar waveguide with periodic electrode structure
Figure 3. Experimental setup
Figure 4. Generated second harmonic as a function of applied voltage. The input IR is in the TM$_0$ mode and the output green is detected in the TM$_0$ mode.

Figure 5. Generated second harmonic as a function of applied voltage. The input IR is in the TM$_0$ mode and the output green is detected in the TM$_1$ mode.
Figure 6. Effect of coupling in fundamental, SH, and both simultaneously on the current induced in the periodic electrode structure.
Figure 7. EFISH signal from a 1.9 μm waveguide and a 19 μm periodicity mask.
Figure 8. Electric field distributions in the waveguide for optical and applied DC fields.
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ABSTRACT

Semi-empirical PM3 calculations are performed on the Ge centers in Silica using a cluster approximation in the Hartree-Fock framework. We simulate Ge-doped Silica as a cluster consists of a GeO₄ unit together with its four nearest SiO₄ units. Electron trapping does distort the local symmetry of the Ge center where the GeO₄ unit is not exactly tetrahedral. The calculations of the microscopic NLO properties in terms of static hyperpolarizabilities show a large, noticeable increase in β related to second-harmonic generation or Kerr effect for the Ge(1) center upon electron trapping.
Nonlinear Optical Properties Of The [GeO₄] Centers In Silica

Ravindra Pandey

I. INTRODUCTION:

It has been well-known that various point-defects play an important role in the optical behavior of silica-based glasses.¹⁻² These point-defects have been identified via correlation of the radiation-induced optical absorption and the ESR technique.³⁻⁴ Specifically, the isoelectronic impurity Ge in silica is found to trap either electron or hole thereby forming anionic or cationic centers in the network. For the anionic centers, spin resonance studies have suggested that the electron trapping occurs at the four-coordinated Ge substituting Si.⁴⁻⁵ This has also been the case in the crystalline α-quartz where Weil and coworkers⁶⁻⁸ have reported two kinds of paramagnetic centers, referred to as Ge(I) and Ge(II). These centers are proposed to be energetically inequivalent configurations of the Ge³⁺ center which is formed by trapping of an electron by the substitutional Ge⁴⁺ ion in the lattice. For the cationic case, the analysis of hyperfine splitting arising from ⁷³Ge in silica glass has identified a hole trapping center, referred to as GeE' which consists of an oxygen vacancy with a nearest-neighbor Ge.⁴

These point-defects associated with the Ge center has been linked with the observation of frequency-doubling effect in optical fibers. For example, Tsai et al.⁹ have reported a correspondence between the strength of the second-harmonic generation (SHG) and the formation of GeE' centers in Ge-doped silica fibers. Surprisingly, on the theoretical front, rather little work has been performed to explore the relationship between the Ge centers and their non-linear optical (NLO) properties.

We have embarked upon such a theoretical project to provide a microscopic view of the Ge centers in Silica using well-established quantum chemistry techniques. Our aim will be to understand the origin of the NLO effects in Ge-doped Silica at the molecular level by performing hyperpolarizability calculations that are related to the microscopic NLO properties. In the primilinary work reported elsewhere, we have shown that the cluster configuration induced by the presence of a defect plays a significant role in determining the non-linear response of the Si(OH)₄ and Ge(OH)₄ clusters.¹⁰ In the present paper, our efforts will be focused on the Ge
centers acting as electron traps in Silica. It is to be noted here that earlier theoretical studies\textsuperscript{11-12} were focused on providing a qualitative explanation of Ge being an electron trap in $\alpha$-quartz.

In the following section we describe briefly the computational model. The calculated results including structural configuration, spin populations and non-linear optical properties are compared and discussed with the corresponding experimental results in Sec. III.

II. COMPUTATIONAL MODEL:

Our computational model simulates Silica (pure or imperfect containing defects such as Ge) by a cluster of atoms with appropriate boundary conditions assuming that cluster wave function is well localized. We consider a cluster consists of a GeO$_4$ unit together with its four nearest SiO$_4$ units (Fig. 1). This is based on the fact that the various forms of SiO$_2$ (either crystalline or amorphous) are known to share a similar short-range order, consistent with the chemistry of the Si-O bond\textsuperscript{13}: each Si atom is coordinated (nearly) tetrahedrally with four O neighbors, and each O atom has two Si neighbors with a Si-O-Si angle of about 150$^\circ$. In this cluster, each oxygen atom at the cluster boundary is attached to a hydrogen atom to suppress the so-called surface effects arising from the dangling bonds of outermost atoms.\textsuperscript{14} For calculations, we use a molecular orbital program package, MOPAC employing the semi-empirical Hamiltonian PM3.\textsuperscript{15}

To judge the predictability of semi-empirical PM3 calculations, we first consider a smaller cluster consisting of a single GeO$_4$ unit. This smaller cluster facilitates \textit{ab initio} calculations which are more demanding for computational resources. The program package, GAMESS\textsuperscript{16} is used for \textit{ab initio} calculations in the Hartree-Fock (HF) approximation. Here, the molecular orbitals associated with the cluster atoms are described with the double-zeta valence (DZV) Gaussian basis sets. The DZV basis set consists of 6$s$ and 4$p$ Gaussian functions (i.e. 531111/4211) for Si, 6$s$, 4$p$ and d (i.e. 821111/63111/5) for Ge, 3$s$ and 2$p$ (i.e. 7211/41) for O and 2$s$ (i.e. 3/1) for H.\textsuperscript{16}

Table 1 shows the results of (semi-empirical) PM3 and (\textit{ab initio}) HF-DZV calculations for Si(OH)$_4$ and Ge(OH)$_4$ clusters. It appears that both the calculations do indeed yield the similar cluster configurations indicating the reliability of the semi-empirical approach employed here.
III. RESULTS and DISCUSSION:

A. Structural Configuration:

The results of PM3 calculation on the 33-atom cluster (i.e. X(OSi(OH)3)4, X=Si or Ge) are given in Table 2. It shows the geometric parameters, namely the bond-length and the bond-angles of the optimized configurations of both pure and Ge-doped cluster. For the pure cluster, the results reproduce the C2 symmetry of the SiO4 unit. This symmetry is observed in α-quartz with two sets of Si-O bonds, called long bond (R>) of 1.614 Å and short bond (R<) of 1.610 Å. The calculated values of R> and R< are 1.660 and 1.658 Å respectively in the pure cluster. Thus it appears that the PM3 calculation overestimates the bond-length by about 3% as compared to the experiment. The calculated O-Si-O and Si-O-Si bond-angles come out to be in the range 108-1110 and 136-1390 respectively. The corresponding experimental values in α-quartz are about 1090 and 1430 respectively.

When we substitute Ge for Si in the cluster retaining the twofold symmetry, the impurity Ge introduces an outward relaxation of about 7%, 4% and 2% of first-neighbor oxygens, second-neighbor silicons and third-neighbor oxygens respectively. This is what we expected due to relatively larger ionic radius of Ge4+ in comparison to that of Si4+.

For the case of the anionic [GeO4]− center, the calculated results predict its stability (with respect to the neutral center) in the network by about 1 eV. Atomic charges associated with the cluster atoms (given in Table 3) indicate that the excess electron is trapped essentially by the Ge ion resulting in the C1 symmetry of the ground state. In the optimized configuration, the nearest-neighbor oxygens are found to relax outwardly by about 3% (Table 2).

Since amorphous and crystalline SiO2 have similar short-range order, we now compare the results with electron paramagnetic resonance studies (EPR) of Ge-doped α-quartz. Weil and coworkers5-8 have identified two types of Ge electron centers, referred to as Ge(I) and Ge(II) in α-quartz. Assuming that the GeO4 unit substituting for the SiO4 unit has a similar structure, they have determined the local symmetry of these centers as C1 and C2 respectively from the analysis of hyperfine splitting arising from 73Ge and 17O. Our calculated results do agree with the EPR results in assigning the ground state of the anionic [GeO4]− center predicting that about half of the spin population is located on the Ge atom (Table 4). However, a disagreement appears with the experiment for the spin populations of nearest-neighbor oxygens. Our calculations indicate that only one of the nearest-neighbor oxygens has rather large spin populations whereas the experimental analysis suggest large spin populations on two of the nearest-neighbor oxygens. It is to be noted here that the calculated spin populations on nearest-neighbor oxygens for the
Ge(II) center do show the presence of two symmetry-related pairs (Table 4) as also indicated by the experimental analysis.

**B. Nonlinear Optical Properties:**

We note here that the non-linearity effect in a dielectric medium may be of microscopic or macroscopic origin. The polarization density \( P = N \mu \) is a product of molecular dipole moment \( \mu \) and the number of density of dipole moments \( N \). The nonlinear behavior may have its origin in either \( \mu \) or in \( N \). For the dipole moment of a molecule interacting with a static electric field \( F \), we can write:

\[
\mu_i = \mu_{i0} + \alpha_{ij} F_j + (1/2) \beta_{ijk} F_j F_k + (1/6) \gamma_{ijkl} F_j F_k F_l + ... \tag{1}
\]

where \( \mu_{i0} \) is the permanent dipole moment and \( \alpha_{ij}, \beta_{ijk} \) and \( \gamma_{ijkl} \) are tensor elements of the linear polarizability, and first and second hyperpolarizabilities, respectively of the molecule.\(^{10}\) Likewise, one can write an expression for dynamic fields relating \( \beta \) and \( \gamma \) to experiments such as second harmonic generation, optical rectification, and Kerr effect.\(^{11}\) In the eq. (1), the subscripts \( i, j, k, \) and \( l \) represent cartesian axes and the summation of repeated indices is assumed.

Table 5 lists dipole moment and the hyperpolarizabilities for the GeO\(_4\) unit surrounded by 4 SiO\(_4\) units. The substitution of Ge for Si (i.e. \( q=0 \)) does not make any changes in both \( \beta \) and \( \gamma \). However, the anionic centers (with \( q=-1 \) and \( q=-2 \)) show a noticeable increase in \( \beta \).

A sequential substitution of the near-neighbor Si atoms by Ge atoms results in the configurations shown in Fig. 2 which are referred to as the Ge(1), Ge(2), Ge(3) centers respectively. The calculated hyperpolarizabilities reveal the dependence of \( \beta \) on the impurity Ge concentration in Silica. Trapping of the electron by the Ge(1) center yields in a two-fold increase of \( \beta \) (Fig. 3). But the increase of the number of near-neighbor Ge atoms in the cluster (i.e. Ge(2) and Ge(3) centers) shows a decreasing trend of \( \beta \). At the molecular level, the most active NLO center is therefore predicted to be the Ge(1) center. Work is now in progress to study the NLO properties of the GeE' center (acting as hole traps) and to include frequency-dependent hyperpolarizability calculations of these Ge centers so that the calculated results can be compared directly to experiments.
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TABLE 1

Structural Configuration of [XO4] cluster where x=Si or Ge obtained by semi-empirical PM3 (MOPAC) and \textit{ab initio} HF-DZV (GAMESS) calculations.

<table>
<thead>
<tr>
<th></th>
<th>R(X-O(i), i=2,5) (Å)</th>
<th>A(O(2)-X-O(i), i=3,5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si(OH)4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM 3</td>
<td>1.685, 1.685, 1.685, 1.685</td>
<td>107.8, 112.9, 107.8</td>
</tr>
<tr>
<td>\textit{ab initio}</td>
<td>1.652, 1.652, 1.652, 1.652</td>
<td>107.3, 113.8, 107.3</td>
</tr>
<tr>
<td>Ge(OH)4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PM 3</td>
<td>1.798, 1.798, 1.798, 1.798</td>
<td>107.9, 112.7, 107.9</td>
</tr>
<tr>
<td>\textit{ab initio}</td>
<td>1.726, 1.726, 1.726, 1.726</td>
<td>107.6, 113.3, 107.6</td>
</tr>
<tr>
<td>X</td>
<td>Bond Length (Å)</td>
<td>X-O(i), i=2, 5</td>
</tr>
<tr>
<td>-----</td>
<td>-----------------</td>
<td>-----------------</td>
</tr>
<tr>
<td>Si</td>
<td>q=0</td>
<td>1.658, 1.660, 1.660, 1.658</td>
</tr>
<tr>
<td>Ge(0): q=0</td>
<td>1.771, 1.775, 1.775, 1.771</td>
<td>3.429, 3.436, 3.436, 3.429</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.807, 1.822, 1.800, 1.796</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.832, 1.833, 1.847, 1.829</td>
</tr>
<tr>
<td>Ge(1): q=0</td>
<td>1.782, 1.776, 1.778, 1.770</td>
<td>3.558, 3.435, 3.437, 3.431</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.771, 1.785, 1.792, 1.794</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td></td>
</tr>
<tr>
<td>Ge(2): q=0</td>
<td>1.779, 1.772, 1.775, 1.783</td>
<td>3.553, 3.433, 3.435, 3.560</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.807, 1.788, 1.796, 1.826</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.835, 1.822, 1.827, 1.854</td>
</tr>
<tr>
<td>Ge(3): q=0</td>
<td>1.778, 1.781, 1.774, 1.781</td>
<td>3.553, 3.555, 3.436, 3.558</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.807, 1.828, 1.791, 1.806</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.840, 1.840, 1.835, 1.838</td>
</tr>
<tr>
<td>Ge(4): q=0</td>
<td>1.776, 1.780, 1.780, 1.776</td>
<td>3.552, 3.555, 3.556, 3.554</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.804, 1.820, 1.803, 1.799</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.837, 1.838, 1.840, 1.837</td>
</tr>
<tr>
<td>X</td>
<td>Bond Angle (°)</td>
<td>O(2) - X - O(i), i=3, 5</td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>--------------------------</td>
</tr>
<tr>
<td>Si: q=0</td>
<td>111.3, 107.8, 108.0</td>
<td>136.5, 139.6, 139.6, 136.5</td>
</tr>
<tr>
<td>Ge(0): q=0</td>
<td>112.0, 106.8, 108.9</td>
<td>136.0, 133.2, 133.2, 136.0</td>
</tr>
<tr>
<td></td>
<td>93.3, 95.2, 119.6</td>
<td>130.7, 126.0, 133.9, 128.8</td>
</tr>
<tr>
<td></td>
<td>173.0, 88.7, 92.1</td>
<td>123.5, 121.4, 121.4, 127.6</td>
</tr>
<tr>
<td>Ge(1): q=0</td>
<td>108.3, 113.3, 106.9</td>
<td>129.2, 132.9, 133.6, 136.5</td>
</tr>
<tr>
<td></td>
<td>113.4, 117.8, 110.9</td>
<td>146.8, 131.2, 131.1, 130.4</td>
</tr>
<tr>
<td>Ge(2): q=0</td>
<td>108.3, 115.2, 105.6</td>
<td>133.0, 133.4, 134.8, 130.9</td>
</tr>
<tr>
<td></td>
<td>100.2, 92.3, 153.1</td>
<td>133.7, 132.9, 141.1, 120.0</td>
</tr>
<tr>
<td></td>
<td>92.1, 91.1, 176.3</td>
<td>131.7, 118.0, 118.0, 116.5</td>
</tr>
<tr>
<td>Ge(3): q=0</td>
<td>107.5, 115.6, 106.1</td>
<td>133.4, 130.5, 134.7, 132.1</td>
</tr>
<tr>
<td></td>
<td>152.4, 96.8, 100.4</td>
<td>136.8, 124.2, 132.4, 126.8</td>
</tr>
<tr>
<td></td>
<td>179.1, 90.5, 90.1</td>
<td>123.5, 122.9, 126.4, 124.1</td>
</tr>
<tr>
<td>Ge(4): q=0</td>
<td>108.1, 114.9, 106.3</td>
<td>134.0, 131.4, 131.0, 132.8</td>
</tr>
<tr>
<td></td>
<td>97.3, 100.5, 119.8</td>
<td>129.1, 120.6, 140.0, 124.7</td>
</tr>
<tr>
<td></td>
<td>90.5, 90.5, 177.2</td>
<td>124.8, 122.8, 124.9, 125.4</td>
</tr>
</tbody>
</table>
TABLE 3

Total energy and atomic charges associated with the cluster atoms of \((X-(O-Si-(OH)_{4})_{3})\) cluster where \(X=Si\) or Ge. (See also Fig. 1.)

<table>
<thead>
<tr>
<th></th>
<th>Energy (eV)</th>
<th>X</th>
<th>Atomic Charges</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>O</td>
</tr>
<tr>
<td>Si: q=0</td>
<td>-5278.35 eV</td>
<td>+1.31</td>
<td>-0.62</td>
</tr>
<tr>
<td>Ge(0): q=0</td>
<td>-5290.28</td>
<td>+1.01</td>
<td>-0.57</td>
</tr>
<tr>
<td>q=-1</td>
<td>-5291.25</td>
<td>+0.67</td>
<td>-0.58</td>
</tr>
<tr>
<td>q=-2</td>
<td>-5289.94</td>
<td>+0.18</td>
<td>-0.56</td>
</tr>
<tr>
<td>Ge(1): q=0</td>
<td>-5302.88</td>
<td>+1.01</td>
<td>+0.97</td>
</tr>
<tr>
<td>q=-1</td>
<td>-5303.90</td>
<td>+0.89</td>
<td>+0.68</td>
</tr>
<tr>
<td>q=-2</td>
<td>-5303.90</td>
<td>+0.89</td>
<td>+0.68</td>
</tr>
<tr>
<td>Ge(2): q=0</td>
<td>-5315.44</td>
<td>+1.01</td>
<td>+0.97</td>
</tr>
<tr>
<td>q=-1</td>
<td>-5316.80</td>
<td>+0.69</td>
<td>+0.88</td>
</tr>
<tr>
<td>q=-2</td>
<td>-5315.58</td>
<td>+0.19</td>
<td>+0.80</td>
</tr>
<tr>
<td>Ge(3): q=0</td>
<td>-5327.99</td>
<td>+1.01</td>
<td>+0.97</td>
</tr>
<tr>
<td>q=-1</td>
<td>-5329.47</td>
<td>+0.68</td>
<td>+0.89</td>
</tr>
<tr>
<td>q=-2</td>
<td>-5328.64</td>
<td>+0.20</td>
<td>+0.81</td>
</tr>
<tr>
<td>Ge(4): q=0</td>
<td>-5340.53</td>
<td>+1.01</td>
<td>+0.97</td>
</tr>
<tr>
<td>q=-1</td>
<td>-5342.18</td>
<td>+0.67</td>
<td>+0.90</td>
</tr>
<tr>
<td>q=-2</td>
<td>-5341.54</td>
<td>+0.21</td>
<td>+0.81</td>
</tr>
</tbody>
</table>
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TABLE 4

Spin Populations associated with the cluster atoms of \((\text{Ge(OSi(OH)}_4)_3)\) cluster where negative charge state. The local symmetry of the Ge(I) and Ge(II) centers are C1 and C2 respectively. (See also Fig. 1.)

<table>
<thead>
<tr>
<th></th>
<th>Ge(I)</th>
<th>Ge(II)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>s</td>
<td>p</td>
</tr>
<tr>
<td>Ge</td>
<td>0.11</td>
<td>0.55</td>
</tr>
<tr>
<td>O(2)</td>
<td>0.01</td>
<td>0.02</td>
</tr>
<tr>
<td>O(3)</td>
<td>0.00</td>
<td>0.17</td>
</tr>
<tr>
<td>O(4)</td>
<td>0.03</td>
<td>0.01</td>
</tr>
<tr>
<td>O(5)</td>
<td>0.00</td>
<td>0.03</td>
</tr>
<tr>
<td>Si(6)</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Si(7)</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Si(8)</td>
<td>0.02</td>
<td>0.03</td>
</tr>
<tr>
<td>Si(9)</td>
<td>0.01</td>
<td>0.01</td>
</tr>
</tbody>
</table>
TABLE 5

The calculated dipole moment and polarizabilities of (X(OSi(OH)4)3) cluster with different charge states.

<table>
<thead>
<tr>
<th></th>
<th>dipole (debye)</th>
<th>α (esu) x 10^{-23}</th>
<th>β (esu) x 10^{-30}</th>
<th>γ (esu) x 10^{-36}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>q=0</td>
<td>2.23</td>
<td>3.98</td>
<td>0.16</td>
</tr>
<tr>
<td>Ge(0) : q=0</td>
<td>1.07</td>
<td>4.28</td>
<td>0.24</td>
<td>13.6</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>0.77</td>
<td>4.44</td>
<td>1.11</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.30</td>
<td>4.28</td>
<td>1.55</td>
</tr>
<tr>
<td>Ge(1) : q=0</td>
<td>2.68</td>
<td>4.48</td>
<td>0.11</td>
<td>17.4</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>5.25</td>
<td>5.13</td>
<td>9.79</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ge(2) : q=0</td>
<td>2.19</td>
<td>4.72</td>
<td>0.02</td>
<td>19.2</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.08</td>
<td>5.07</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>0.8</td>
<td>4.80</td>
<td>0.20</td>
</tr>
<tr>
<td>Ge(3) : q=0</td>
<td>2.05</td>
<td>4.94</td>
<td>0.21</td>
<td>21.2</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>1.70</td>
<td>5.31</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.40</td>
<td>5.00</td>
<td>0.75</td>
</tr>
<tr>
<td>Ge(4) : q=0</td>
<td>1.67</td>
<td>5.16</td>
<td>0.45</td>
<td>10.3</td>
</tr>
<tr>
<td></td>
<td>q=-1</td>
<td>0.48</td>
<td>5.56</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td>q=-2</td>
<td>1.74</td>
<td>5.22</td>
<td>0.01</td>
</tr>
</tbody>
</table>
Fig. 1
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Abstract

A combination experimental/numerical investigation of flow separation for a static airfoil has been conducted using Higher-Order Spectral Analysis (HOS) and the Volterra functional series approach. Input and output time series were recorded downstream of the airfoil at certain points in the flow to investigate and quantize the natural energy transfer mechanisms present. Time series were recorded for two angles of attack, and hot-film anemometers were used to record input and output flow velocities downstream from the airfoil at various fractions of the chord length downstream. Linear and quadratic transfer functions were calculated for these trajectories. These functions were then examined for evidence of natural energy transfer mechanisms in the flow.

Following this analysis of the unforced flow, a study was conducted using pulsed air as a mechanism for control of flow separation. Linear and quadratic transfer functions were calculated for these test cases, and insights were obtained on the mechanism by which the angle of incipient flow separation is increased.
Introduction

A large body of previous work has been done on controlling growth of a two-dimensional mixing layer. In particular, the work of Oster and Wygnanski [OSTE] examined the use of a small flap to periodically force the flow and alter the growth of the flow instability downstream of the plate. Ho and Huerre [HO] discussed the use of acoustic as well as mechanical forcing for control of the mixing layer. More relevant to the problem of flow separation downstream of a static airfoil, Lovato [LOVA] investigated active control of the shear layer on an airfoil using external acoustic forcing and internal-tangential pulsed air control. Their results showed that the airfoil shear layer responds to the active forcing akin to a free shear layer.

An extensive amount of research has been performed concerning the analysis of fluid flows using Higher-Order Spectral analysis (HOS). Of particular interest to the research discussed below is the work of Miksad, Jones et. al [MIKS]. They studied the transition of a laminar two-dimensional wake to establish the role of amplitude and phase modulations in the spectral-broadening and energy-redistribution process. Later work by Ritz, Powers and Miksad et. al. [RITZ] concerned the spectral dynamics of transitioning flow in the wake of a flat plate. For this work, quadratic transfer functions from a Volterra functional approximation were calculated to examine the nonlinear spectral dynamics occurring between two sensor points. Finally the work by Hajj, Miksad and Powers [HAJJ] involving quantification of the possible nonlinear and parametric resonance mechanisms associated with the transition to turbulence in plane mixing layers was most influential in the following research. In this paper, HOS analysis techniques were used to investigate both nonlinear and parametric transfers of energy to lower frequencies.

The work performed by the principal investigator this summer of 1993 builds on the above work by examining the flowfield downstream from a static airfoil fixed at an angle of attack. Many comparisons have been formed with the flow downstream of an airfoil and both a mixing and shear layer [LOVA]. Hot film anemometry was used to record two time series simultaneously downstream from the airfoil at various relative positions to the airfoil. Quadratic transfer
functions were then calculated for the time series data using the approach developed by [RITZ], and these were analyzed to confirm fundamental flow frequencies and basic energy transfer mechanisms in the flow. In addition, a brief study was done on the energy transfer mechanisms involved in the dynamically pitching airfoil. A similar analysis was conducted as for the static case, with the hot film anemometers held at a fixed position relative to the pitching airfoil. This work will lead to future study of this important problem.

Experimental Set-up

The hot film anemometry experiments were conducted in the Frank J. Seiler Laboratory's open return, low speed wind tunnel at the U.S. Air Force Academy. The .91m x .91 m test section is designed for use with flow visualization and flow sensor measurements, and has free stream turbulence intensity levels below 0.5%. A NACA-0015 airfoil with a 15.2 cm chord and a 61.0 cm span was used for all tests. Chord Reynolds numbers were at 24,000 for the hot-film data. The two time series were recorded using dual 60 mil hot-film probes in conjunction with a TSI Model 1054A anemometer. The overheat ratio was set at 30%. All data acquisition utilized a MassComp MC-5500 micro-computer. The flow was sampled at a frequency of 80 Hz for use in the HOS and transfer function analysis. The signals were all filtered with a low-pass filter at 300 Hz.

Flow modification was accomplished individually by internal tangential-pulsed air blowing. Pulsed air was directed through a downstream facing slot located on the upper airfoil surface. The slot was 1.6 mm wide and spanned the middle 15.0 cm of the airfoil, or 25% of the entire span, located at the leading edge of the airfoil. The system employed two solenoid valves capable of pulsing between zero and 45 Hz. The valves were controlled through a timing circuit using a square wave generator. Compressed air was supplied at 30 psig through tygon tubing into each end of the slot, resulting in a peak injection velocity of 8.5 m/sec. The blowing momentum coefficient, $C_\mu^*$, was 0.07 for a chord Reynolds number of 24,000.
Transfer Function Calculations

The method for calculating nonlinear transfer functions to second order is summarized in [RITZ] and [HAJJ]. The general idea behind such work is that a nonlinear response of a dynamical system can be condensed, up to second order, into additive responses consisting of a linear frequency response, \( L(f_m) \), plus a quadratic frequency response, \( Q \), as given by

\[
Y(f_m) = L(f_m)X(f_m) + \sum_{i_j} Q_{f_i, f_j}^{f_m} X(f_i)X(f_j) \quad f_m = f_i \pm f_j
\]

Basically, it involves solving two moment equations in the frequency domain, given by [RITZ] as

\[
E[Y(f_m)X^*(f_m)] = L(f_m)E[X(f_m)X^*(f_m)] + \sum_{i_j} Q_{f_i, f_j}^{f_m} E[X(f_i)X(f_j)X^*(f_m)]
\]

and

\[
E[Y(f_m)X^*(f_k)X^*(f_j)] = L(f_m)E[X(f_m)X^*(f_k)X^*(f_j)] + \sum_{i_j} Q_{f_i, f_j}^{f_m} E[X(f_i)X(f_j)X^*(f_k)X^*(f_j)]
\]

where

\[
f_m = f_i \pm f_j = f_k \pm f_i
\]

where \( f_m \) is the output frequency of the model, \( E \) is the expectation operator and \( X(f_j) \) and \( Y(f_j) \) are the Fourier transforms of the input and the output respectively. Importantly, these two equations allow one to express both transfer functions in terms of the various HOS moments that are given by the upstream and downstream sensors of the probe [HAJJ]. For example, the LHS of the first equation is the cross-spectrum, the RHS of the first equation associated with the linear transfer function is the power spectrum, and with the quadratic transfer function, the auto-bispectrum. For the second equation, the LHS is the cross-bispectrum, the term associated with the linear transfer function is the auto-bispectrum, and the term associated with the quadratic transfer function is the fourth-order spectral moment. Both these equations generate a square matrix with enough equations to solve for all the unknowns in both the linear and quadratic transfer functions.

This summer, a large program was written that would assemble these two equations into a matrix and solve for both the linear and quadratic transfer functions.
functions. The name of this program is SKETCHY. SKETCHY initially reads in the input and output time series recorded from the hot-film anemometry probe. Following this, the time series is broken up into a number of blocks, and the various averaged spectral moments are calculated, such as the auto- and cross-spectrum, the auto- and cross bispectrum and the fourth-order spectral moment. These moments are then used to construct a large two-dimensional square matrix associated with the unknowns, along with a column vector for the various terms in the transfer functions. This is solved using a lower/upper triangular solver. The unknowns are then reassembled into appropriate matrices representing the linear and the quadratic transfer functions. The magnitudes of these complex arrays are taken and the results are written to output files, which are displayed using a plotting application developed by W. Davis using the graphics language IDL (Interactive Display Language) by Research Systems Incorporated. To further understanding of the quadratic transfer function results, a non-dimensional quadratic transfer function is also calculated, defined as

$$Q^2(f_i, f_j) = E \left| Q_{i,j} \right|^2 \left( |X(f_i)X(f_j)|^2 \right)^{1/2}, f_m = f_i + f_j$$

This nondimensionalized quadratic transfer function shows the magnitude of the energy transferred due to a given interaction, combining affinity for a given three-wave interaction to exchange energy multiplied by the actual energy present to be transferred.

The program was verified for correctness of results by experimenting with sample cases where the linear and quadratic transfer functions were known. In particular, two input-output combinations, one to test for a pure linear response, and the other to test for a pure quadratic response were analyzed, and both cases yielded the correct answer. However, preliminary examination of the matrix used to solve for the linear and quadratic transfer functions indicate that the matrix is poorly conditioned. One of the highest priorities upon continuance of this work will be to use a sparse matrix solver designed for poorly conditioned matrices, as well as implement the entire code in double precision. Because of the size of the matrices manipulated, this will involve use of a supercomputer.
Results and Discussion

Quadratic transfer functions were calculated using 16384 points collected by the Masscomp computer, subdivided into 64 point blocks for the averaging techniques. The sampling rate was chosen to be 80Hz, well above the necessary Nyquist frequency needed to examine the higher frequency content. The lowest frequency available for examination was 1.25Hz. This was deemed adequate for a preliminary study of the phenomena; however, the final study to be conducted this winter will use more data and a 128 point block size.

For the static case, hot film pair measurements were made in a variety of positions downstream of the airfoil. Two angles of attack were chosen: 15° and 20°. Six cases were analyzed for the 15° angle of attack and seven cases for the 20° angle of attack downstream of the airfoil.

Figure 1 is a representative plot of the nondimensionalized quadratic transfer function at 15° angle of attack for the unforced case. The transfer function shows that the flow is self-organizing, with energy from all frequencies in the input being coupled to, or transferring energy to 5 Hz, the lowest subharmonic present in the flow, 20 Hz, the main harmonic, and 30 Hz, the first superharmonic. The primary frequency triads present in this plot are (15Hz, 5Hz, 20Hz), (10Hz, -5Hz, 5Hz), and (20Hz, 10Hz, 30Hz).

Figure 2 is the plot of the nondimensionalized quadratic transfer function at 20° angle of attack. The flow is also self-organizing, transferring energy primarily to approximately 4 Hz, the lowest subharmonic, and 30 Hz, the first superharmonic in the flow, with large energy coupling mechanisms at (10Hz, -6Hz, 4Hz) and (20Hz, 10Hz, 30Hz).

Because of the large amount of coupling observed between for the frequency values of 5Hz, 10Hz and 20Hz in the natural flow case, indicating strong flow organization because of these frequencies, a pulsed air control at these frequencies was used to control flow separation at 20° angle of attack. For 5Hz pulsed air frequency, the flow quickly becomes organized and periodic, with
strong frequency content at 10Hz, 15Hz, and 25Hz. Figure 3 shows the nondimensionalized quadratic transfer function for a typical trial. Strong coupling exists between 5Hz in the input and 10Hz in the output, from frequency triad (5Hz, 5Hz, 10Hz). In addition, the pulsed air serves as a strong organizer of the flow, as all energy from all frequencies is directed into the 10Hz, 15Hz and 25 Hz frequencies in the output.

Conclusions

Preliminary work concerning flow control for separation from a static airfoil mounted at given angles of attack was completed this summer by the P.I. The Volterra functional series/ quadratic transfer function calculation method was implemented and used to obtain results for flow control. Initial results are promising; fundamental flow frequencies are successfully identified, and energy transfer mechanisms in the flow are highlighted. Future work will involve examining the dynamic pitching airfoil for energy transfer mechanisms so that a control scheme can be proposed for delaying the onset of dynamic stall, and enhancing airfoil performance in the post-stall regime.
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Figure 1. Nondimensionalized quadratic transfer function, angle of attack 15°, unforced case.

Figure 2. Nondimensionalized quadratic transfer function, angle of attack 20°
Figure 3. Nondimensionalized quadratic transfer function, angle of attack 20°, pulsed air forcing at 5Hz.
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Abstract

Laser ablation technique has been used to grow amorphous GeO$_2$ optical films in an oxygen ambient. Application of a partially ionized oxygen plasma facilitated stoichiometric film growth in a low ambient pressures. Emission spectroscopy of the plume revealed an enhancement in the ionic and the neutral excited species as well as the atomic oxygen in presence of the plasma. Though the effect of the plasma on the gas phase reaction was insignificant, the substrate surface reaction was enhanced considerably. This technique enabled stoichiometric film growth in 30 mT oxygen pressure and 300 °C substrate temperature. Deposition at this low pressure produced uniform films over a large area, that are suitable for waveguide fabrication. Dependence of the film oxygen content on the ambient gas pressure, the substrate temperature, and the plasma conditions is discussed.
INTRODUCTION

Laser ablation of a target in vacuum or in a reactive gas ambient is a well established technique for the growth of superconductor$^{1-3}$, semiconductor$^{4,5}$, and dielectric$^{6,7}$ thin films. Congruent evaporation in multicomponent systems leading to stoichiometric film growth, and the ability to deposit films in high pressure ambient gases, are two of the unique advantages of this method over conventional techniques. Laser-target interaction produces a material plume whose expansion into the ambient is mainly governed by the pressure gradient across the plume. The plume expands rapidly in vacuum, while at high ambient pressures the diminished pressure gradient across the plume suppresses the plume expansion. The highly forward directed plume profile has been shown to assume a $\cos^n \theta$ functional behavior at high pressures$^8$, where $n$ ranges from 8 to 16. In addition, the short mean free path at high pressures limits the plume propagation distance to a few cm from the target. In the growth of materials that require the incorporation of a gaseous species to produce the proper stoichiometry, the gas phase reaction promoted by the collisions between the plume species and the ambient gas plays a major role. Film growth at high pressure leads to enhanced gas phase reactions. However, at high ambient pressures the film growth is carried out closer to the target, and thus, the films become highly none uniform.

In this study, we have applied the laser ablation technique to grow stoichiometric GeO$_2$ films in the amorphous state. Amorphous GeO$_2$ is a promising material for the fabrication of optical wave guides$^9$. Sputter deposition of high quality GeO$_2$ films have been reported previously$^{10,11}$. Laser ablation has also been successfully used to grow
stoichiometric films at high pressures. Recently, P. J. Wolf et. al. have reported the laser deposition of stoichiometric films in a 150 mT ambient pressure\textsuperscript{12}. At these pressures the films were observed to be highly none uniform. In this report, we present the results of an experiment conducted to produce stoichiometric GeO\textsubscript{2} films at a low ambient pressure that leads to uniform film growth over a large area. The gas ambient has been activated by generating a glow discharge plasma between the target and the substrate. The plasma is intended to enhance the gas phase and the substrate surface reactions. A similar technique has been used previously in plasma assisted laser deposition of high T\textsubscript{c} superconducting film growth\textsuperscript{2}. The effect of the plasma on the propagating plume was investigated by emission spectroscopy. Spectroscopic information aided the optimization of the plasma conditions for film growth. The extent of the gas phase reaction at different pressures, in presence of the plasma, was gauged by the oxygen content of the deposited films at room temperature. The film stoichiometry was deduced from the infrared (IR) transmission spectroscopic measurements of the films. Furthermore, increase in the substrate temperature was seen to enhance the film oxidation at the substrate. Films deposited at different substrate temperatures and pressures were analyzed to determine the lowest possible pressure for stoichiometric film growth.

**EXPERIMENTAL**

High purity GeO\textsubscript{2} targets were prepared by melting GeO\textsubscript{2} powder in an alumina crucible. This procedure produced an extremely smooth high density targets suitable for laser ablation. Target placed in a turbo-pumped vacuum chamber was ablated by focusing an ArF excimer laser. The laser beam incident on the target at 45\textdegree with an energy density of about 1J/cm\textsuperscript{2}. The flounce at the 1mmx3mm spot on the target was above the 0.3J/cm\textsuperscript{2} fluence threshold for GeO\textsubscript{2}\textsuperscript{13}. The target was constantly rotated to
avoid formation of craters. The oxygen glow discharge was created by placing a 2" diameter ring electrode between the target and the substrate. Application of a -1000 to -1500V voltage to the electrode produced a strong plasma near the ring. Oxygen was introduced through a nozzle placed near the substrate. The laser plume that passed through the ring was deposited on a substrate whose temperature was controlled between the room temperature and 300°C. The experimental set-up is shown in Fig. 1.

The plume emission was observed by using a image-intensified optical multichannel analyzer (OMA III). The emitted radiation from a point 3 cm above target was imaged approximately 1:1 by two quartz aspheric lenses onto the entrance slit of a 0.5 m spectrometer with a 0.17nm resolution. Signals were averaged over ten laser shots to improve the signal-to-noice ratio.

Film deposition was carried out on IR transmitting Si substrates. Solvent cleaned substrates were mounted on the heating block using silver paste for better thermal contact. To study the effect of the ambient oxygen pressure on the gas phase reaction, a series of films were grown in room temperature with pressures ranging from 0 to 100 mT. Since the mean free path decreases with increasing pressure, substrate-to-target distance was reduced from 7.5 cm in vacuum to 4.0 cm in 100 mT gas pressure. The oxygen content of the films were deduced from the infrared transmission spectra of the films which were obtained using a Nicolet 510P FT-IR spectrometer.

The effect of the surface reaction at the substrate was investigated by depositing films at temperatures ranging from 20°C to 300°C. The films grown at different temperatures and pressures were analysed using infrared spectroscopy to determine the film oxygen content. Furthermore, x-ray diffraction techniques were used to observe
FIG. 1: A schematic diagram of the experimental set-up.
any changes in crystallinity of the films grown at elevated temperatures. The thickness variation of the films deposited under different pressures were measured using a stylus surface profiler.

RESULTS

Emission from the laser generated plume was recorded with and without the oxygen plasma in the wavelength region 250 nm to 850 nm. In absence of the plasma, the spectrum consisted mainly of excited neutral Ge atoms. Application of the plasma produced strong emission from excited Ge ions and enhanced the neutral atomic emissions. Figure 2 & 3 show emission from the spectral regions centered at 480 and 520 nm, respectively. Intensity of the line at 465 nm, which corresponds to Ge II emission, is increased in presence of the plasma, whereas a more dramatic incense in the ionic emission at 474 nm, 481nm, 514nm and 518nm were observed. Furthermore, formation of atomic oxygen in the plasma was indicated by the strong emission from excited O(I). Figure 4 & 5 show emission spectra centered at 720 and 780 nm, with and without the presence of the plasma. The emission at 715nm, which corresponds to O*(1D), was not observed without the plasma. Formation of this metastable atomic oxygen species in the plasma is indicated in Fig. 4. In addition, a significant increase in the emission at 777nm, which corresponds to O*(5S) state, was also observed.

Films deposited under the plasma conditions at different pressures were analyzed by infrared spectroscopy to determine the oxygen content. The structure of amorphous GeO₂ can be described as Ge-Ge_yO_{4-y} tetrahedra connected by bridging oxygen atoms. The asymmetric stretch vibration mode of Ge-O-Ge in Stoichometric GeO₂ has been
FIG. 2 Plume emission centered at 480 nm. (a) without the plasma, (b) with the plasma.
FIG. 3  Plume emission centered at 520 nm. (a) without the plasma, (b) with the plasma.
FIG. 4  Plume emission centered at 720 nm.  (a) without the plasma, (b) with the plasma.
shown to be at 885 cm\(^{-1}\). The vibration frequency of oxygen deficient structures, for \(y=0\) to 4, changes linearly from 885 cm\(^{-1}\) to 740 cm\(^{-1}\) according to the equation\(^{14}\)

\[ v(x) = 72.4 \times x + 743 \text{ (cm}^{-1}) \]

where, \(x\) is the oxygen content that ranges from 2 to 0. The oxygen stoichiometry of the films has been computed using this equation. Changes in the oxygen content of the films grown at room temperature as a function of the ambient oxygen pressure is shown in Fig. 6. The oxygen stoichiometry of the film increased from 1.3 to 1.8 as the deposition pressure is changed from 5\(\times\)10\(^{-4}\) T to 100 mT. This indicates a significant gas phase reaction even at very low pressures. An enhancement in the substrate surface reaction was obtained by increasing the substrate temperature. The change in the film oxygen stoichiometry with increasing substrate temperature with and without the oxygen plasma in a 30mT ambient pressure is shown in Fig. 7. This result reveals that the surface reaction at high temperature is more efficient in presence of the plasma. Under these plasma conditions, the films deposited in 30mT of oxygen became stoichiometric at 300\(^\circ\)C substrate temperature. An IR spectroscopic scan of a film deposited in 30mT pressure and 300\(^\circ\)C substrate temperature is shown in Fig. 8. The IR spectra and x-ray diffraction of the films deposited at this temperature gave no indications of crystalline structure.

The pressure dependence of the film oxygen content at different temperatures is shown in Fig. 9. At a 300\(^\circ\)C substrate temperature the films deposited above 30mT oxygen pressure tend to be stoichiometric. The film growth in 100mT pressure was carried out 4cm from the target, whereas the films were grown 7.5cm from the target in 30mT pressure, and thus, produced films uniform over a larger area. The rectangular laser spot at the target gave rise to an elliptical plume. For the films grown at 30mT, the thickness along the major axis of the elliptical profile varied only 10%
FIG. 6 Variation of film oxygen content with ambient oxygen pressure in room temperature deposition.
FIG. 7 The effect of the plasma on film oxygen content at different substrate temperatures.
Fig. 8  FTIR spectroscopic scan of a film deposited at 300°C and 30 mT oxygen pressure
FIG. 9 Variation of film oxygen content with ambient oxygen pressure at different substrate temperatures.
FIG. 10 Film thickness variation with pressure, along the major axis.
FIG. 11 Film thickness variation with pressure, along the minor axis.
over a 3.5cm length across the film, while for the film grown in 100mT pressure thickness varied 10% within a 1.2cm length of the film (Fig. 10). Thickness variation was more prominent along the minor axis (Fig. 11).

DISCUSSION

Oxygen content of the films is determined by the degree of gas phase and substrate surface reactions. It is seen from the experimental results that even at a very low pressure a significant gas phase reaction is present. Oxygen required to form GeO\textsubscript{1.3} during the ablation in vacuum may have been produced in the laser-target interaction. This is consistent with the observation of atomic oxygen emission in a GeO plume expanding in vacuum. The absence of GeO molecular emissions in the plume made it difficult to confirm the formation of GeO in the gas phase. Since the exothermcity of the Ge + O\textsuperscript{*} \rightarrow GeO reaction is only 1.93 eV\textsuperscript{15}, molecules are expected to be in the ground state and therefore none emitting. The GeO molecules formed in the gas phase through collisions will undergo a disproportionation reaction \(2\text{GeO} \rightarrow \text{GeO}_2 + \text{Ge}\) on the substrate. The atomic oxygen produced by the plasma and the elevated substrate temperature, lead to more efficient oxidation of the excess Ge at the substrate. However, the presence of the plasma does not bring about an appreciable change in the gas phase reaction. This is reflected in the observed small change in the oxygen content (1.72 to 1.76 at 30mT pressure) of the films grown with and without the plasma at room temperature. In contrast, the reaction at the substrate was significantly affected by the plasma at high temperatures.
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Abstract

As an index of cell proliferation, incorporation of $^{3}H$-thymidine, into pig coronary artery rings cultured without serum and into embryonic vascular smooth muscle cells (A-10) cultured in medium with 2% fetal calf serum, was determined during exposure for 48 hours to the calcium channel blocking agents verapamil, diltiazem and nifedipine and during exposure to porcine neuropeptide Y (NPY). Uptake after exposure to each of the channel blockers plus NPY was also studied. Results were different in the rings as compared to the studies of pure smooth muscle cells although, because of the small sample size, only a few of results of the study of the pig artery rings were statistically significant. The channel blockers alone in doses near $10^{-4}$ M and probably at $10^{-5}$ M diminished $^{3}H$-thymidine uptake in the rings but clearly produced significant inhibition in the cells in pure culture. Although NPY had no measurable effect on the coronary rings it was significantly mitogenic when used in the pure cell culture studies. The combination of channel blockers with NPY did not totally eliminate the stimulating effect of NPY on cell proliferation although verapamil was most potent in this regard. We conclude that NPY is a mitogen whose cell proliferative effects are not totally mediated by the entry of calcium ion into the cells. Taken all together the results support the hypothesis that calcium for mitogenesis may be derived from both intracellular and extracellular sources. Further we speculate that the calcium channel blockers used in treating patients may not inhibit all of the coronary artery intimal smooth muscle proliferation in stressed patients who have increased NPY secretion but that verapamil, and to a lesser extent, nifedipine and diltiazem in that order of potency may diminish this undesirable effect. Additional studies are required to prove this hypothesis.
THE EFFECT OF CALCIUM CHANNEL BLOCKERS AND NEUROPEPTIDE Y ON VASCULAR SMOOTH MUSCLE CELL PROLIFERATION IN CULTURE

Lawrence S. Lilienfield

INTRODUCTION

In recent years it has become apparent that some patients with presumed essential hypertension show evidence of progressive coronary and renal disease despite control of their blood pressure. It has been recognized for some time that although good control of blood pressure removes most of the other risk associated with hypertension, the excess risk of coronary artery disease is reduced only in half. (1, 2)

In the case of the kidney, the models which have generally been cited when considering possible explanations for the failure of blood pressure control to prevent renal disease have been the remnant kidney and the diabetic kidney. In each of these models evidence has been presented (in rats) that there is, ultimately, mesangial proliferation and glomerulosclerosis. (3, 4) Recent studies have emphasized the importance of cytokines, cytotoxins, and growth factors in producing the mesangial reaction. Many of these substances are also involved in the processes leading to atherosclerosis with intimal smooth muscle proliferation and/or left ventricular hypertrophy. (5, 6, 7)

Cellular growth is in part regulated by circulating and locally produced peptide hormones. Calcium mobilization is an integral part of transmitting the growth-regulatory signal produced by growth factors. It is possible that some of the therapeutic benefits of Ca++ channel blocking agents apart from their lowering blood pressure could be related to a resulting antiproliferative effect on coronary smooth muscle. (8)

This preliminary study tested this hypothesis by determining whether and which commonly used anti-hypertension agents reduce cell proliferation in segments of coronary artery and/or in pure cultures of vascular smooth muscle cells. Three Ca++ channel blockers and an angiotensin converting enzyme (ACE) inhibitor commonly used to treat hypertension were studied.
Because of a possible role of neuropeptide Y in hypertension and because it has recently been suspected to have mitogenic properties, NPY alone and in combination with the Ca++ channel blocking agents or ACE inhibitor was included in the study. (9)

**METHODOLOGY**

**Coronary artery rings:**

Fresh pig hearts were obtained from 12 anesthetised immature female domestic swine weighing approximately 50 Kg used for training surgery residents and which, under approved protocols, were to be euthenized. None of the animals had had thoracotomy or laparotomy. All had had pretreatment with atropine, anesthesia induction with thiopental and, after intubation and attachment to a respirator, maintenance of anesthesia with halothane. Blood pressure and ECG were continuously monitored. After 2 to 3 hours, during which trainees practiced skin incision and suturing as well as some muscle debridment, the thorax was opened, the vena cavae and aorta, double-clamped and tied and the hearts removed under sterile precautions. One animal had a permanent cardiac arrest about 40 minutes before the heart was removed. Data from this animal is not included. Three of the animals were partially exsanguinated before cardiectomy. All of the hearts were rinsed quickly by submersion in normal saline, drained and then placed immediately in ice-cold Ringer-lactate solution in which they were stored for no longer than 1 hour. Ring segments (6 to 12 per heart) were cut under sterile conditions in a laminar flow hood from the left anterior descending coronary artery (LAD) 5 to 120 mm from their ostium just after exit of the circumflex. The rings were placed for 30 minutes in sterile oxygenated ice-cold DMEM containing 50 ug/ml gentamycin. Oxygenation of the DMEM was accomplished by exposure of the cold medium to 100% oxygen in a hyperbaric chamber at 2 times atmospheric pressure for 30-60 minutes. After this period the segments were placed in 24-well dishes containing 0.7, 0.8 or 0.9 ml IMEM solution supplemented with L-glutamine containing gentamycin (25 ug/ml) but no FCS. The results of the measurement of "blood gases" in a sample of the oxygenated cold DMEM used to treat the coronary
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arteries are tabulated in Appendix A. It is apparent that the oxygen tension remains high in the solution for at least two hours.

Vascular smooth muscle cell culture:

Frozen viable vascular smooth muscle cells (A10) were obtained from the American Type Culture Collection, Rockville, Md. These cells were derived from embryonic rat aorta. Upon receipt the cells were thawed, placed in appropriate culture medium in a culture flask and incubated in a humidified 5% CO2 atmosphere at 37 °C. The culture was examined daily and subcultured after trypsinization when approximately 75% confluent. Two days before they were to be used aliquots of trypsinized suspensions of cells were transferred to 24-well plates containing IMEM with glutamine and 2% FCS.

3H-thymidine incorporation:

The coronary vessel segments in well plates were incubated overnight in a tissue culture incubator in a humidified 5% CO2 atmosphere at 37 °C. After this period, 100 ul 3H-thymidine (2 uCi/ml) was added together with either 100 ul of verapamil, diltiazem, nifedipine to achieve final concentrations of approximately 0.2 and 0.02 mM. 3H-thymidine (2 uCi/ml) alone was added to at least one segment from each pig as a control. Forskalin (0.1 uM), NPY (0.001 mM) and (0.0001 mM) alone and in combination with the other agents and 10% fetal calf serum (FCS) were also tested. The segments (1 to 10 for each test solution) were further incubated for 48 hours. After removal from the medium the rings were washed with phosphate buffered saline (PBS) and incubated with cold thymidine (1 mM) for 20 minutes. After aspiration of the thymidine solution the rings were homogenized in 0.5 ml of PBS containing 2 x 10⁻³ M EDTA. An aliquot of the suspension was frozen and stored at -70 °C for future DNA determination. (See Appendix B.) Another 200 ul aliquot was digested in 0.4 ml of 0.5 N NaOH at 56 °C overnight and neutralized by addition of 100 ul of an equimolar amount of HCl. This solution was used for 3H counting and for protein assay.

Similar treatment was given to the A-10 cell cultures growing in the well plates except that the concentrations of the calcium channel blockers
during the 48 hour treatment was 0.1 and 0.01 mM and the homogenization step before digestion was omitted.

\(^3\)H-thymidine determination:

A 100 ul aliquot of each sample of neutralized digested suspension was added to counting vials containing 3.0 ml of Aquascint. Duplicate samples were counted using an automatic liquid scintillation counter programmed to correct for background, and the results were tabulated in counts per minute (CPM).

Protein determination:

Protein concentration was determined in duplicate from 10 ul aliquots of the suspension employing the Pierce BCA method. Fresh working solution was prepared for each analysis in 96-well microliter plates. To the aliquots in the wells, 200 ul of working solution was added and the plates incubated for 1 hour at 37 °C. Standard solutions of albumin over the range of 0 to 1000 ug/ml were also placed in the plates for analysis and curve plotting for conversion of optical density to concentration.

Test solutions:

Verapamil and diltiazem were dissolved in a 7.4 pH phosphate saline buffer (PBS) solution to make the stock solution (concentration 10 mM). nifedipine (10 mM), was dissolved in a 60% ethanol 40% PBS mixture. The mixture without nifedipine was also prepared as a nifedipine control. Forskalin was dissolved in DMSO to a stock concentration of 5 mM. Frozen lyophilized porcine NPY was rehydrated with minimal amounts of distilled water and diluted to a concentration of 0.01 mM with IMEM just before use. All stock solutions other than NPY were further diluted 1:10 or 1:100 with IMEM before use.

Analysis of the data:

Results were expressed as \(^3\)H-thymidine uptake in cpm/mg of protein. Normalization of the data was required. The data was transformed and expressed as a decimal fraction of control uptake or incorporation. The
intra-experiment variation with the technique was high. The Neuman-Keuls method for multiple comparisons analysis was used for ad-hoc comparisons. P values of <0.05 were required as the limit for statistical significance and were determined using a StatView computer program for a two-tailed t test assuming a population mean of 1.0

RESULTS

Coronary Artery Rings:

The results of the incubation of pig coronary artery segments with calcium channel blockers are shown in Table 1. Control segments were incubated in medium only with $^3$H-thymidine. When verapamil, nifedipine or diltiazem was present in concentrations in the medium of 0.18 mM, each appeared to have inhibited thymidine uptake although in 1 of the 4 segments where it was used, verapamil was associated with an increased uptake. Inhibition seems to have also occurred at concentrations of 0.018 mM although the small number of rings preclude a conclusion of statistical significance. Ethanol at concentrations of 6.0 and 0.6 % seemed to reduce uptake but the small number of ring segments studied also precludes assumption of significance.

The results of the incubation of pig coronary artery segments with NPY, forskalin, and FCS are shown in Table 2. NPY had no effect at concentrations of 0.001mM or 0.0001 mM. Forskalin (0.09 mM) significantly decreased uptake and FCS (10%) increased uptake in 2 of 4 segments treated.

The results of the incubation of segments with a combination of NPY and calcium channel blockers are shown in Table 3. NPY (.001 mM) did not seem to alter the inhibiting effect of verapamil or nifedipine on thymidine uptake. However in 3 of 7 segments, the NPY plus diltiazem combination markedly increased thymidine incorporation.

Captopril at a concentration of 0.18 mM and at 0.018 mM decreased uptake (Table 4). In the 1 segment treated with captopril plus NPY the uptake was increased.
Table 1. Effect of Calcium Channel Blockers on Thymidine Uptake in Coronary Artery Segments from Adolescent Pigs. Ratio of CPM/mg protein in Samples to CPM/mg protein in Control Rings

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verapamil</td>
<td>3.94</td>
<td>2.41</td>
<td>1</td>
</tr>
<tr>
<td>(0.018 mM)</td>
<td>3.66</td>
<td>0.24</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3.94</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Verapamil</td>
<td>0.26</td>
<td>0.26</td>
<td>1</td>
</tr>
<tr>
<td>(0.018 mM)</td>
<td>0.28</td>
<td>0.24</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0.26</td>
<td>0.41</td>
<td></td>
</tr>
<tr>
<td>Diltiazem</td>
<td>0.51</td>
<td>0.51</td>
<td>8</td>
</tr>
<tr>
<td>(0.18 mM)</td>
<td>1.00</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.17</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.23</td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>Diltiazem</td>
<td>0.40</td>
<td>0.37</td>
<td>2</td>
</tr>
<tr>
<td>(0.018 mM)</td>
<td>0.34</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.34</td>
<td>0.26</td>
<td></td>
</tr>
<tr>
<td>Nitroprusside</td>
<td>1.33</td>
<td>0.53</td>
<td>8</td>
</tr>
<tr>
<td>(0.18 mM)</td>
<td>0.23</td>
<td>0.27</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.28</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.30</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td>Nitroprusside</td>
<td>0.42</td>
<td>0.37</td>
<td>2</td>
</tr>
<tr>
<td>(0.018 mM)</td>
<td>0.31</td>
<td>0.31</td>
<td></td>
</tr>
</tbody>
</table>

* P < 0.05 vs control

Control rings were untreated.

Table 2. Effect of FCS, Forskalin and NPY on Thymidine Uptake in Coronary Artery Segments from Adolescent Pigs. Ratio of CPM/mg protein in Samples to CPM/mg protein in Control Rings

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>FCS</td>
<td>1.02</td>
<td>1.43</td>
<td>4</td>
</tr>
<tr>
<td>*(10%)</td>
<td>0.52</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forskalin</td>
<td>0.89</td>
<td>0.50</td>
<td>10</td>
</tr>
<tr>
<td>(0.09 mM)</td>
<td>0.28</td>
<td>0.42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.39</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.32</td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.30</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.48</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.38</td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.59</td>
<td>0.59</td>
<td></td>
</tr>
<tr>
<td>NPY</td>
<td>0.45</td>
<td>0.85</td>
<td>8</td>
</tr>
<tr>
<td>0.001 mM</td>
<td>0.29</td>
<td>1.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.82</td>
<td>1.28</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.53</td>
<td>1.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPY</td>
<td>0.48</td>
<td>0.78</td>
<td>3</td>
</tr>
<tr>
<td>0.0001 mM</td>
<td>0.77</td>
<td>1.10</td>
<td></td>
</tr>
</tbody>
</table>

* P < 0.05 vs controls

Control rings were untreated.
Table 3. Effect of Calcium Channel Blockers plus NPY on Thymidine Uptake in the Coronary Artery Segments from Adolescent Pigs. Ratio of CPM / mg protein in Samples to CPM / mg protein in Control Rings

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio</th>
<th>Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verapamil</td>
<td>0.25</td>
<td>0.87</td>
<td>0.42</td>
<td>4</td>
</tr>
<tr>
<td>(0.18 mM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>plus NPY (0.001 mM)</td>
<td>0.34</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diltiazem</td>
<td>2.21</td>
<td>1.79</td>
<td>0.56</td>
<td>7</td>
</tr>
<tr>
<td>(0.18 mM)</td>
<td>4.50</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>plus NPY (0.001 mM)</td>
<td>0.73</td>
<td></td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.39</td>
<td></td>
<td>3.76</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.16</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nefedipine</td>
<td>0.26</td>
<td>&quot;0.30</td>
<td>0.04</td>
<td>2</td>
</tr>
<tr>
<td>(0.18 mM)</td>
<td>0.35</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>plus NPY (0.001 mM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*P <0.05 vs control Control rings were untreated.

Table 4. Effect of An ACE Inhibitor (Captopril) on Thymidine Uptake in the Coronary Artery Segments from Adolescent Pigs. Ratio of CPM / mg protein in Samples to CPM / mg protein in Control Rings

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio</th>
<th>Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Captopril</td>
<td>0.37</td>
<td>&quot;0.49</td>
<td>0.13</td>
<td>4</td>
</tr>
<tr>
<td>(0.18 mM)</td>
<td>0.30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.42</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Captopril</td>
<td>0.26</td>
<td>0.73</td>
<td>0.21</td>
<td>4</td>
</tr>
<tr>
<td>(0.018 mM)</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.21</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.94</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Captopril</td>
<td>1.83</td>
<td>1.83</td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>(0.018 mM) plus NPY (0.001 mM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*P < 0.05 vs control Control rings were untreated.
Vascular Smooth Muscle Cell Culture:

The results of the incubation of cultures of rat embryo thoracic aorta smooth muscle cells (A-10) with calcium channel blockers are shown in Fig. 1 and Table 5.

Verapamil, diltiazem and nifedipine in concentrations of 0.1 mM decreased thymidine incorporation. At concentrations of 0.01 mM all of the blockers were associated with an increase in uptake although this was only statistically significant for diltiazem.
Table 5. Effect of Treatment with Calcium Channel Blockers on Thymidine Uptake by Vascular Smooth Muscle Cells in Culture. Ratio of CPM / mg protein in Treated Cells to CPM / mg protein in Untreated Cells.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio</th>
<th>Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verapamil (0.1 mM)</td>
<td>0.65</td>
<td>0.27</td>
<td>0.28</td>
<td>0.36 0.06 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.32</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*0.36</td>
<td>0.06</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.09</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>Verapamil (0.01 mM)</td>
<td>1.20</td>
<td>1.65</td>
<td>2.85</td>
<td>2.04 1.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>2.91</td>
<td></td>
</tr>
<tr>
<td>Diltiazem (0.1 mM)</td>
<td>0.63</td>
<td>0.62</td>
<td>0.63</td>
<td>0.61 0.03 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.47</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*0.61</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.91</td>
<td>4.43</td>
<td>3.96</td>
</tr>
<tr>
<td>Diltiazem (0.01 mM)</td>
<td>2.77</td>
<td>*3.52</td>
<td>4.37</td>
<td>3.86</td>
</tr>
<tr>
<td>Nifedipine (0.1 mM)</td>
<td>0.52</td>
<td>0.61</td>
<td>0.36</td>
<td>0.47 0.04 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.40</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>*0.47</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.94</td>
<td>0.68</td>
<td></td>
</tr>
<tr>
<td>Nifedipine (0.01 mM)</td>
<td>3.75</td>
<td>1.96</td>
<td>4.37</td>
<td>3.86</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.41</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.83</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.19</td>
<td></td>
</tr>
</tbody>
</table>

* P < 0.05 vs control

Control rings were untreated.
NPY in concentrations of 0.001 mM and 0.0001 mM significantly increased uptake, three to fourfold (Table 6), whereas forskalin at 0.1 mM seemed to diminish uptake. The addition of the calcium channel blockers at concentrations of 0.1 mM to NPY at 0.001 mM (Table 7) produced a reduction in the stimulating effect of NPY as compared with controls but only verapamil completely abolished the NPY effect.

The results of the use of captopril and NPY plus captopril are shown in Table 8. At both 0.1 mM and at 0.01 mM captopril stimulated uptake. When combined with 0.001 mM NPY, the uptake quadrupled as compared to controls.

**DISCUSSION**

In both cultured coronary artery segments and in cultures of vascular smooth muscle cells all of the calcium channel blockers at concentrations of $10^{-4}$ or $10^{-5}$ M inhibited cell proliferation. The small number of segments studied thus far precludes firm conclusions regarding sensitivity but the results are suggestive that the vascular segments respond better than the pure smooth muscle cells to the lower concentrations. This could be related to the presence in the segments of endothelium and its associated factors. Further studies are needed to clarify this important point. No differences were noted among the three calcium blocking agents when used alone except that, and only at the lower concentration, diltiazem seemed to stimulate proliferation in the pure cell cultures, a phenomenon not observed with the other calcium channel blockers.

Captopril is a potent angiotensin converting enzyme inhibitor. In the vascular segments this ACE inhibitor apparently considerably reduced cell proliferation although the small number of segments studied was not sufficient to be conclusive. This inhibitory effect was not found in the studies of pure cells in culture where in fact captopril, if anything, seemed to stimulate proliferation. It is possible that the known mitogenic effect of angiotensin II requires endothelial factors.

NPY at concentrations of $10^{-6}$ and $10^{-7}$ M markedly stimulated cell proliferation in the pure cell cultures but not in the vascular segments. The addition of verapamil to the NPY completely prevented the proliferation whereas the addition of nifedipine had an inconsistent effect. Diltiazem
Table 6. Effect of Treatment with Forskalin and NPY on Thymidine Uptake by Vascular Smooth Muscle Cells in Culture. Ratio of CPM / mg protein in Treated Cells to CPM / mg protein in Untreated Cells.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Forskalin</td>
<td>0.52 0.76</td>
<td>0.12</td>
<td>3</td>
</tr>
<tr>
<td>(0.1 mM)</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPY 0.001 mM</td>
<td>2.93 *4.50</td>
<td>0.79</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>3.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NPY 0.0001 mM</td>
<td>3.05 *3.51</td>
<td>0.53</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4.56</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* P < 0.05 vs. controls  
Control rings were untreated.

Table 7. Effect of Calcium Channel Blockers plus NPY on Thymidine Uptake by Vascular Smooth Muscle Cells in Culture. Ratio of CPM / mg protein in Treated Cells to CPM / mg protein in Untreated Cells.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verapamil</td>
<td>0.94 1.13</td>
<td>0.16</td>
<td>6</td>
</tr>
<tr>
<td>(0.1 mM)</td>
<td>0.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>plus NPY 0.001 mM</td>
<td>1.83</td>
<td>1.08</td>
<td></td>
</tr>
<tr>
<td>Diltiazem</td>
<td>2.95 *2.26</td>
<td>0.20</td>
<td>5</td>
</tr>
<tr>
<td>(0.1 mM)</td>
<td>1.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>plus NPY 0.001 mM</td>
<td>2.47</td>
<td>1.97</td>
<td></td>
</tr>
<tr>
<td>Nefedipine</td>
<td>2.80</td>
<td>2.84</td>
<td>0.74</td>
</tr>
<tr>
<td>(0.1 mM)</td>
<td>4.70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>plus NPY 0.001 mM</td>
<td>2.80</td>
<td>1.07</td>
<td></td>
</tr>
</tbody>
</table>

P <0.05 vs. control  
Control rings were untreated.
Table 8. Effect of An ACE Inhibitor (Captopril) on Thymidine Uptake by Vascular Smooth Muscle Cells in Culture. Ratio of CPM / mg protein in Treated Cells to CPM / mg protein in Untreated Cells.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Ratio</th>
<th>Average</th>
<th>S.E.</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Captopril</td>
<td>2.34</td>
<td>1.74</td>
<td>0.38</td>
<td>6</td>
</tr>
<tr>
<td>(0.1 mM)</td>
<td>2.40</td>
<td>1.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.24</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.14</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Captopril</td>
<td>1.54</td>
<td>*1.32</td>
<td>0.06</td>
<td>6</td>
</tr>
<tr>
<td>(0.01 mM)</td>
<td>1.33</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.25</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.43</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Captopril</td>
<td>1.17</td>
<td>*4.45</td>
<td>1.05</td>
<td>6</td>
</tr>
<tr>
<td>(0.1 mM) plus NPY</td>
<td>2.91</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.001 mM</td>
<td>8.19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.28</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*P < 0.05 vs control

Control rings were untreated.
consistently only partially inhibited NPY induced proliferation. Captopril had no inhibiting effect on NPY induced proliferation.

NPY's mitogenic potential was first reported by Zukowska et al in studies on vascular smooth muscle cells in culture. (9) This study confirms their findings. NPY is well known to be a very potent vasoconstrictor which works synergistically with norepinephrine when released during strong sympathetic nervous system stimulation. During severe and chronic stress measureable amounts of NPY can be detected in serum. It is possible that the progression of coronary atherosclerosis in chronically stressed patients may at least be partially attributed to the effect of NPY on intimal smooth muscle proliferation. The lack of complete effectiveness in preventing progression of coronary artery disease in patients treated with anti-hypertensive drugs may be related to differences in the drugs effects on cell proliferation. From the present study it could be concluded that verapamil has an advantage over the other calcium blockers in its potency as an inhibitor of NPY induced proliferation. Further confirmation would be essential to validate this important conclusion.

All of the calcium channel blockers studied would appear to be useful in inhibiting vascular smooth muscle cell proliferation induced by mitogens other than NPY. Which mitogens and the mechanism(s) for this inhibition remain another subject for future investigation.

ACKNOWLEDGMENTS

This work could not have been carried out without the helpful collaboration of Ms. Patti Dixon and Dr. Larry Carpenter and the very willing cooperation of all of the animal surgery staff and of the CID Laboratory under the direction of Maj. Donald Bradley. I am also grateful to Dr. Harvey Schwertner for his assistance with the development of the DNA assay methodology, to Dr. Clifford Butzin for his valuable analysis of the data, to Capt. Valerie Martindale for the pO2 study and the use of the hyperbaric chamber, and to Col. John Cissik and Lt. Col John Cody for making me welcome in their command.
REFERENCES


Appendix A

Protocol:
A sterile specimen cup was used to hold approximately 200 ml of DMEM solution to which gentamycin (50 u/ml) had been added. The container was surrounded with ice and placed in a hyperbaric chamber. After exposure for 30 minutes to 100% oxygen at 2 atmospheres of pressure the chamber was rapidly decompressed and measurements made over the subsequent 1 1/2 hours as follows:

<table>
<thead>
<tr>
<th>Time from 0 (min)</th>
<th>pH</th>
<th>pCO2</th>
<th>[K+]</th>
<th>[Ca ++]</th>
<th>Temp</th>
<th>pO2</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>7.53</td>
<td>37.8</td>
<td>5.0</td>
<td>1.40</td>
<td>37</td>
<td>523</td>
</tr>
<tr>
<td>33</td>
<td>7.54</td>
<td>36.7</td>
<td>5.0</td>
<td>1.40</td>
<td>37</td>
<td>516</td>
</tr>
<tr>
<td>49</td>
<td>7.55</td>
<td>36.2</td>
<td>5.0</td>
<td>1.41</td>
<td>37</td>
<td>520</td>
</tr>
<tr>
<td>72</td>
<td>7.58</td>
<td>33.4</td>
<td>5.0</td>
<td>1.40</td>
<td>37</td>
<td>499</td>
</tr>
<tr>
<td>105</td>
<td>7.59</td>
<td>32.6</td>
<td>5.0</td>
<td>1.40</td>
<td>37</td>
<td>483</td>
</tr>
</tbody>
</table>

Conclusion:
The pO2 after oxygenation by this method remains high over the next 100 minutes.

\[ y = 529.91 \times 10^{-(3.5045e-4x)} \quad R^2 = 0.865 \]

FIGURE 2. Disappearance of oxygen from DMEM solution exposed to 100% oxygen at 2 atmospheres of pressure.
Appendix B

DNA ASSAY

The purpose of this subproject was to develop a method for use in the Laboratory of Clinical Investigations for the rapid measurement of DNA in homogenized tissue samples and/or cell suspensions employing the assay procedure developed by Labarca and Paigen. The method is based on the fluorescence developed when bisbenzimidazole (Hoechst 33258) binds to DNA. Tissue homogenates were made with or cells were suspended in PBS (pH 7.4) containing 2 M NaCl and 2 mM EDTA.

It was necessary at first to determine optimum excitation and emission settings for the Perkins-Elmer U-V fluorescent spectrophotometer in the laboratory. Standards solutions of DNA were made over a range of concentrations and standard curves developed. An excitation slit of 5 nM and an emission slit of 7 nM gave optimum signal to noise ratios. Disposable plastic cuvettes were found to be suitable although quartz cuvettes gave more consistent results. Reusing the same cuvette was found to be important in comparing samples. Two dilutions of the dye were studied in order to determine whether sensitivity could be improved. Although at the lower dye concentration the "background" intensity was reduced, the slope of the standard curves was diminished (Fig 8).

![Figure 3. Comparison of Standard DNA Curves at Dye Dilutions of 1:10 and 1:100. The slope of the 1:10 curve is significantly steeper than that of the 1:100 dilution.](image)

Tests were also run to determine the effect of time after addition of dye on the subsequent measurable emission intensity. Small but significant differences between water and protein blanks were also observed.
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Studies of the time course of emission intensity of cell suspensions demonstrated a doubling of intensity over a 2 hour period following addition of dye.

Table 8. Intensity at 458 nM of different amounts of cell suspensions at times (minutes) after dye addition

<table>
<thead>
<tr>
<th>Time</th>
<th>300 ul</th>
<th>200 ul</th>
<th>100 ul</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>69</td>
<td>49</td>
<td>28</td>
</tr>
<tr>
<td>30</td>
<td>78</td>
<td>59</td>
<td>35</td>
</tr>
<tr>
<td>45</td>
<td>89</td>
<td>66</td>
<td>44</td>
</tr>
<tr>
<td>60</td>
<td>96</td>
<td>79</td>
<td>53</td>
</tr>
<tr>
<td>90</td>
<td>115</td>
<td>93</td>
<td>50</td>
</tr>
<tr>
<td>120</td>
<td>131</td>
<td>106</td>
<td>62</td>
</tr>
</tbody>
</table>

Approximately 1,000,000 cells/ml.

The intensity of emission from pure DNA standards after dye addition however were quite stable over this period.

Blanks were prepared with only PBS and with PBS containing albumin at a concentration of 1%. The background fluorescence was almost twice as high from the albumin containing solution.

Additional studies need to be done to determine the optimal waiting time following the addition of the dye to cell suspension and tissue homogenate samples. Until this is done it would be prudent to read each sample intensity at approximately the same time following the dye addition. In this regard it was noted that most of the intensity develops with these DNA containing samples within the first minute and increases at a rate near 1% per minute for 2 hours.
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INTRODUCTION

After more than 70 years the Erythrocyte Sedimentation Rate continues to be used extensively in clinical and veterinary medicine (especially overseas.) However, the detailed dynamics of the ESR continues to escape a rigorous description although in principle many of the factors which influence the sedimentation process are well understood. The primary factors involved are the tendency for rouleaux formation (reflecting the RBC surface adsorption from the complex, macromolecular chemistry of the blood plasma), the plasma viscosity, shear rate, hematocrit, erythrocyte morphology, and a number of other factors of less direct influence.

We have continued our studies of the ESR over a wide temperature range; thus, while our previous measurements were restricted to approx. the range from 24 °C to 52 °C, we have now extended the range down to about 8 °C for number of previously studied species (and a few new species.) At the same time, because of the expected Stokesian involvement of "particle size", we have continued our Mean Cell (RBC) Volume [MCV] measurements (and also Mean Platelet Volume [MPV]) measurements as functions of temperature. These volume measurements are highly useful for delineating the effects of temperature on the osmotic processes involved in volume control of the cell sizes. Finally, because of the importance of the plasma viscosity we have also measured viscosities of aqueous solutions of a variety of polymers: both model polymers (such as Polyvinyl pyrrolidone, Polyethylene oxide and Dextran) and some biochemically important macromolecules (such as Bovine Serum Albumin [BSA], Fibrinogen and Cytochrome-c.) Anomalous thermal responses continue to be observed at the Drost-Hansen thermal transition temperatures (T_k, near 15, 30, and 45 °C) in nearly all parameters measured!

PART I. ESR MEASUREMENTS

Erythrocyte sedimentation rates have been measured in whole blood from a number of healthy humans and various mammals, including some not investigated in our earlier studies. In some cases, the range of the ESR measurements have been extended to include lower temperatures, namely to encompass the 15 °C anomaly of the vicinal water (i.e. the cell-associated water and the water of hydration of the aqueous macromolecules of the blood plasma.) As in previous years, the measurements are made using Wintrobe tubes placed in the Temperature Gradient Incubator (TGI = "polythermostat") for varying lengths of time. The results -- distance settled after Y hours -- is plotted as a function of the Well number in the TGI. The Well # is
essentially proportional to the actual temperature (i.e. usually the temperature gradient in the bar is approximately linear.) In all graphs shown for ESR, MCV and MPV data, a few temperatures are indicated in the graphs; other temperatures may be estimated by linear interpolation. A typical example of a sed. curve is shown in Fig. 1; data for a killerwhale after incubation for 4.0 hrs.

In general, the ESR curves closely resemble those obtained previously for the "high-temperature range" (about 24 - 54 °C.) Some variability has been observed in the case of the non-human samples: very high sed rates have been noted in samples from possibly sick animals as well as some cases of extremely low sed rates. -- for instance for a dog (run 92TGIIOB) with a sed rate of < 1 mm after 4 hours at 25 °C. However, in all cases studied a dramatic decrease in sed rate occurs for temperatures above 44 - 46 °C, regardless of the species, suggesting as before a distinct effect of the vicinal water. Blood plasma viscosities also change near 45 °C [please see Part V: viscosity data] but not nearly enough to account for the dramatic decrease in the sed rates. On the other hand, erythrocyte morphology does change at this critical temperature and we tentatively propose that the effects of the structural changes in the vicinal water is manifested via its influence on the red cell-associated spectrin. A considerable literature now exists which strongly suggests that spectrin plays a major role in stabilizing the red cell morphology. The spectrin molecule has a MW of about 240 000 Dalton (and may form dimers and possibly larger aggregates). Thus it is hardly surprising if the structural aspects of the vicinal water of hydration of the spectrin influence the stability of the spectrin. At the thermal transition temperature, the vicinal water is believed to undergo a structural phase transition from one stabilized structure below 45 ° to another, stable but different structure above this critical temperature. Most likely the transition state between these two stabilized forms is characterized by notably increased disorder, thus likely resulting in a concomitant decrease in the stability of the spectrin conformation/association. This destabilization of the spectrin "framework" may thus lead to morphological changes of the RBC -- vividly visualized in photomicrographs of the RBC after exposure to the higher temperatures [see below.]. The tendency to rouleaux formation must be significantly reduced due to the morphological changes and this in turn is likely the primary reason for the drastic decrease in the sed rate above the critical temperature. Furthermore, changes are also expected in the nature and extent of protein adsorption on the surface of the RBC, again affecting the degree of rouleaux formation and thus affecting the sed rate.
Measurements of sed rates around the two lower vicinal transition temperatures, 15 °C and 30 °C, sometime reveal changes at these critical temperatures but these effects are far smaller than for the 45 ° anomaly, and in fact, sometimes not seen at all. Two relatively typical examples of sed rates at low temperatures are shown in Fig. 2 and Fig. 3 - respectively for a dog and a Yucatan pig. The role of the vicinal water in these cases may be primarily via the influence on the vicinal hydration of the plasma proteins and the cell membranes. This suggestion is consistent with the frequently observed anomalies at T_k seen in the viscosity measurements on various protein solutions and blood plasmas. Likewise, the vicinal water may also influence the extent of erythrocyte surface adsorption of the proteins at low temperatures involved in the rouleaux formation.

Less pronounced suggestions of anomalies are also sometimes seen in sed rates near 21 (+/- 1) °C. Such sed rate anomalies have previously been reported also by Prof. R. Glaser et al. (of Humbolt University, Berlin) and ascribed by these authors to membrane bound lipid phase transitions.

Finally, in some - but by no means all - sed rate measurements, indications of anomalies may also been seen near 37 °C. Again it is tempting to suggest that these anomalies, like the one near 21 °, may be the result of a (membrane) lipid phase transition. On the other hand it is difficult to envision why anomalies should occur near this temperature as 37 ° - 38 ° C is close to the body temperature of most mammals. It would seem impractical during evolution to allow a homeostatic system to operate near a critical temperature where the changes in properties over a narrow temperature range might lead to notably different stabilities. In the future this point deserves close attention because of the possible clinical implications of body temperature control in the normal and febrile patient. Because of the excellent reproducibility and precision of our sed rate measurements and Mean Cell Volume data such measurements may prove uniquely well suited for a detailed study of the blood around body temperature. Thus it would be easy to program the Temperature Gradient Incubator to allow (nearly) simultaneous measurements from, say, 32 °C to about 42 °C, thus providing great resolution with data points spaced only 0.3 ° apart.
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Mean Cell Volume (MCV) measurements have been continued this year both because of the potential role of the cell volumes in determining the ESR and because of the intrinsic interest of cell volumes for an understanding of the osmotic processes in living organisms. As before, the MCV data were obtained with a Baker, Model 9000, Hematology Counter. Usually, MCV measurements were made immediately after the whole (anticoagulated) blood was removed from the Temperature Gradient Incubator (the TGI) after incubation at the various temperatures. From a series of separate measurements it was shown that regardless of the range of incubation temperatures, the MCV (and MPV as well) remained unchanged for periods of at least two hours after removal of the samples from the TGI with storage at room temperature. As in earlier years, the reproducibility of the cell volume measurements was excellent, usually better [or far better] than 1%; this is amply illustrated by an inspection of the rather smooth curves of cell volumes as a function of temperature.

As observed in our previous studies, the MCVs invariably show dramatic changes at 44 - 46 °C! Obviously something dramatic happens in this temperature range and the degree of abruptness suggests that a phase transition is most likely responsible. As there are no major lipids with a phase transition at this temperature it is almost inescapable that the transition is due to the vicinal water with its well-documented transition ($T_\text{m}$) at 45 °C. However, in the past it was not at all obvious, on a molecular scale, where is the "site of action" of the vicinal water. As discussed above (under ESR) it now appears likely that the red cell structural protein spectrin is the moiety most strongly affected by the structural transition of the vicinal water. [We wish to thank Professor J. Stuart of University of Birmingham, UK, for this suggestion.] If indeed the configuration of the spectrin molecule is notably destabilized at the temperature where the vicinal hydration structures change it would be reasonable to expect that the structural integrity of the red cell membrane suffers.

Typical examples of the effects of temperature on MCV are shown in Fig.4, Fig. 5 and Fig. 6 from this years series of measurements. Fig.4 shows the data for MCV from a goat; note the rather small erythrocyte volumes. Below 46 to 47 °C, the observed volumes are nearly independent of temperature: 17.85 +/- 0.1 $\mu^3$ while the volumes increase dramatically above 47 - 48 °C. Similarly, in Fig 5, for the case of blood from a seal -- nearly complete temperature independence of MCV below 45 °C with an abrupt increase above this temperature (followed by a very distinct decrease) Finally, shown in Fig. 6 are the results for blood from a killerwhale, Note the large erythrocyte volumes but again no temperature variations below 44 - 45 °C, followed by the same type of pronounced MCV increase above this temperature and a subsequent
drop above 49 °C. Our data on humans generally show the same behaviour as for seals, and killerwhale.

In the lower temperature range which we have now investigated it is found the MCV is generally quite unaffected by temperature. For blood from pigs the variation in MCV over the range of 8 to 35 °C is within ± 0.2 % (with no discernable trend.)

Somewhat similar, Fig.7, and Fig. 8 show MCV data for blood from, respectively, a dog and a Yucatan Pig. An inspection of these and other data obtained this summer suggests some systematic trends: for human subjects an apparent increase in MCV above approx. 30 °C although this is not always seen. The MCV data for the Yucatan Pig decrease slightly with increasing temperature while the data for the dog show a distinct, if modest, increase up to about 25 °C followed by a slight decrease. In most of the above cases the data suggest that some real trends may exist but overall, for the cases discussed here, the net change with temperature is modest, less than 2 % - and in some cases much less.

As mentioned earlier in this report, reasons exist to suspect the occurrence of anomalies at or near 15 and 30 °C, related to vicinal water structure changes, while an anomaly may exist near 21 °C because of a membrane lipid phase transition at this temperature. Unfortunately, the total MCV changes seen here are generally too small, compared to the precision of the data, to allow an interpretation of the current data in terms of a structural membrane transition at (or very near) 21 °C. We hope to be able to pursue the question of all the low temperature thermal anomalies (related to vicinal water and membrane lipids) in cell volumes at a later time.
Mean Platelet Volume (MPV) measurements have been made this summer in connection with all the TGI runs (92TGI01B through 92TGI22B). The effects of temperature on MPV previously observed at high temperatures (say, 43 to 55 °C) have been confirmed in the experiments carried out this year. Regardless of the species studied, the most pronounced changes are usually abrupt increases in the MPV around 44 - 48 °C followed by sharp decreases in the volumes. Part of these volume changes likely signal osmotic effects on the platelets while part of the changes may reflect the observed strong tendency for "clumping" of the platelets above the critical temperature range of 44 - 46 °C. [please see discussion of blood cell morphology, Part IV.] Fig.9, Fig. 10 and Fig. 11 show typical sets of data for MPV, respectively for a human, a goat and a killer whale.

A number of low temperature measurements of MPV have also been made over the range from about 8 to 35 °C. Typical changes in MPV are about 10 % over this temperature range which is notably larger than the volume changes observed over the same temperature range for erythrocytes (generally less than 1 (to 2) %.) Two typical sets of data are shown in Fig.12, Fig. 13 and Fig. 14, respectively, for a dog, a Yucatan pig and a Rhesus monkey.
PART IV: BLOOD CELL MORPHOLOGY

In previous studies (1991) notable changes in morphology were observed in a variety of blood samples exposed to temperatures of 44 °C and above, consistent with the findings in a number of reports in the literature. This summer, 1992, we have carried out a more detailed microscopic study of heated blood samples; in particular, careful observations have been made on blood cell morphology in two experiments on human samples from healthy individuals, respectively from a young male and a female; [Runs 92TG117B and 92TG118B]. Blood samples for microscopic examination were taken after two hours of incubation at the various temperatures. The microscopy and analysis of the findings were carried out by a Hematologist, Lt.Col. Wayne Patterson [Ph.D.]. The findings from the two set of samples were nearly identical; below are presented a synopsis of the observations made on sample 92TG118B.

25° to 42 °C: All cells appear normal in size and shape. Platelets are singular and show granularity consistent with a non-activated state. Neutrophils display a normally appearing segmented nucleus and fine, even granularity.

43.4 °C: RBC's appear to be "stacking" somewhat and some are displaying a shape change to spherocytes and helmet shaped cells. Platelets still appear essentially normal but with some evidence that clumping is beginning to happen. Neutrophils have essentially normal segmentation but slight toxic granulation present in the cytoplasm.

44.4 °C: RBC stacking and tendency towards spherocytosis are seen. Platelets maintain granularity but beginning to aggregate. The neutrophil normally segmented but the cytoplasm is becoming more basophilic.

45.4 °C: RBC stacking evident; platelets are clumping. The neutrophil shows more basophilic cytoplasm and moderate toxic granulation.

46.4 °C: RBC shape becoming more anomalous. Helmet cells more prevalent. Platelet aggregation is evident and at least half of the platelets are granular, indicating activation and secretion. The neutrophil nucleus is more pycnotic and the cytoplasm more basophilic (which usually indicates cell death and degeneration.)

47.4 °C: RBC shape is even more anomalous with helmet cells, spherocytes and acanthocytes present. "Blebs" on several of the RBC indicate membrane reorganization, probably due to protein conformational changes (denaturation.) Platelets are mostly agranular and aggregated. The neutrophil nucleus

15-12
is quite pycnotic and the cytoplasm is very basophilic, displaying moderate toxic granulation. Some platelets adhere to neutrophiles.

48.4 °C: Normal RBC shape is practically non-existent. Helmet cells, spherocytes, RBC membrane fragments and other bizarre shapes are present, almost exclusively. Cytoplasmic blebbing is widespread. Platelets are aggregated and mostly agranular. Both the nuclear and cytoplasmic membrane of the neutrophil have disintegrated: the cell itself is likewise disintegrating.

49.4 °C - 51.4 °C: All findings resemble the observations made at 48.4 °C.

The microscopic findings again suggest that dramatic events on the molecular scale occur near 45 °C to 47 °C. In all probability the major event is the 45° transition of vicinal water which most likely corresponds to some kind of transition from one stable structure below the critical transition temperature to another, stable structure above this transition range. It is surmized that a strongly disordered state of the vicinal water prevails right at the transition region, say within a temperature interval of one (to three) °C. As implied in the earlier discussion in this report, the structural membrane protein spectrin may be the major element to become destabilized at T_k. The morphological changes observed go a long way towards explaining the observed sed. rate anomalies and the observed changes in MCV and MPV.
PART V. VISCOSITY DATA

Viscosity measurements, using a Brookfield Model LVTDV-22 variable shear rate viscometer, have been made on aqueous solutions of the following polymers: Polyvinyl pyrrolidone, Polyethylene oxide (PEO), Dextran, Bovine Serum Albumin and Cytochrome-c; as well as measurements on blood plasma from a number of mammalian species.

The viscosities of most of these systems are sensitive to one or more of the following variables: concentration, ionic strength, pH, shear rate, temperature, past thermal history, age of the solutions and possibly several other parameters not readily identified or controlled. Typical results are presented in Fig.15 through Fig. 18. The one persistent feature in all of these graphs (and indeed in ALL data sets obtained on aq. polymer solutions this summer and in 1991) is the occurrence of thermal anomalies at (or quite near) the Drost-Hansen thermal transition temperatures, $T_K$, of vicinal water. Given the notable diversity of the polymers studied, it appears that the only element these macromolecules are likely to have in common is the solvent -- or, more specifically, the water of hydration. Thus it is proposed that consistent with our previous prediction (Etzler and Drost-Hansen, 1983) ALL macromolecules in aq. solution are likely vicinally hydrated and exhibit the thermal transitions of the vicinal water. (Note that the same type of thermal anomalies were also observed in our 1991 AFOSR study of aq. fibrinogen solutions.)

We have previously demonstrated that most (or indeed likely ALL) solid interfaces induce vicinal water structures and as living cells provide a vast amount of intracellular interfaces they must as a result contain a great deal of vicinal water. Add to this the conclusion reached above: that all large macromolecules in aqueous solution are also vicinally hydrated, and it must be concluded that the effects of vicinal water must ramify through ALL biological cells and that many of the thermal anomalies reported above in Erythrocyte Sedimentation Rates, Mean Cell Volumes and Mean Platelet Volumes are indeed manifestations of the cell-associated, vicinal water.
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CONCLUSIONS

The Erythrocyte Sedimentation Rate in whole blood has been found to drop abruptly for temperatures above 45 - 46 °C for blood from all species studied, consistent with our findings from 1991 and 1989. This dramatic effect is believed related to the change in vicinal water structure at that temperature (one of the "Drost-Hansen transition temperatures", T_k.) The transitions in vicinal water near 15 and 30 °C do not appear to affect sed. rates to any great extent although some evidence for anomalies in the sed. rates at these temperatures have been seen.

As in previous years, remarkable changes are found in Mean Cell (Red Cell) Volumes (MCV) near 45 - 46 °C. In some cases, notably less dramatic changes are seen also near 15 and 30 °C but in general MCV values are remarkably unaffected by temperature (typical changes less than 1 (to 2) % over a 30 degree interval, below 35 °C.)

Measurements of Mean Platelet Volumes (MPV) invariably show large variations with temperature near 45 - 46 °C. At lower temperatures (say less than 35 °C) MPV values change far more with temperature than observed with Erythrocytes (almost an order of magnitude more) but only occasionally do the thermal anomalies near 15 and 30 °C seem to affect the platelet volumes.

Blood cell morphologies are dramatically affected by temperatures around 44 - 48 °C: Erythrocytes become grossly distorted; neutrophiles disintegrate and platelets aggregate. It is almost certain that these changes must reflect the thermal transition in vicinal water at that temperature range. It is proposed that one of the major red cell structural proteins, spectrin, may be particularly sensitive to the structural aspects of the vicinal water.

As observed last year (1991) we have also this summer found anomalies in the viscosity of aqueous polymer solutions near the thermal transition temperatures of vicinal water, T_k, i.e. near 15, 30, 45 and 60 °C. In any given run, only one or two of the thermal anomalies may been seen in the viscosity data [although in some runs all the anomalies are seen]. However, in NO case have we ever failed to see at least one of the vicinal water transitions (1991, 1992.)
Because of the diversity of the polymers studied (PEO, PVP, Dextran, BSA, Fibrinogen, Cytochrome-c and blood plasma and serum) the thermal anomalies seen are unlikely to reflect some polymer-specific aspect. Instead, it is reasonable to propose that the anomalies must be caused by the one element in common for all these solutions, namely water. As bulk water definitely does not show thermal anomalies the only possible other element must be the vicinal water of hydration of the polymers. In view of this and the overwhelming evidence for vicinal water at all solid/water interfaces, it is inescapable that vicinal water must ramify through ALL of cell biology (and medicine.)

REMMONDATIONS

Let us do more! -- especially explore the role of vicinal water in clinical medicine.
ESR, MCV, MPV
as well as viscosity measurements
on some model polyelectrolytes, biopolymers, blood plasma
and serum and Na/K distributions as functions of temperature.

For most of the species listed below, ESR, MCV and MPV data have been obtained
(with the exception of ESR data for those rather rare cases where the sed rates were too
low to yield significant information..) In nearly all cases studied, data were obtained
over the range of approximately 22 to 52 °C and during the 1992 period a number of
measurements were also made between 4 and 35 °C.

HUMANS

CHIMPANZEE
BABOON
MONKEY
PIG
YUCATAN PIG
DOG
HORSE
CAT
COW
SHEEP
GOAT
LLAMA
RAT
RABBIT
KILLER WHALE
HARBOR SEAL

As of the time of preparation of this report (Sept. 1992) five manuscripts are in
preparation for publication. These papers will deal, respectively, with: A) ESR
results;  B) MCV data;  C) MPV data;  D) viscosity data; and E) time-of-
storage effects on sed rates and cell volumes in whole blood. In addition, a major
presentation, describing vicinal water and the hydration of polymers in aqueous
solution, was made at the Gordon Research Conference on Water, Aug. 1992.
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