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Abstract

The Air Force Studies and Analyses Agency sought a method for converting the continuous solution produced by the Arsenal Exchange Model into a feasible integer solution. The current integerization method leaves weapons unused and targets uncovered and could be improved. In the method developed, the noninteger valued variables in the continuous solution are rounded down to the nearest integer to produce a truncated solution. An integer goal program is then used to reallocate the weapons and targets made available in the rounding process. The truncated solution is then combined with the solution of the integer goal program to produce a feasible integer solution for the original problem. The revised solution method, using the LP relaxation of the integer goal program, was implemented in AEM. The implementation was used to solve four test cases. In all four cases, the revised solution method produced solutions that were closer to the continuous solution in terms of damage expectancy, target coverage, and goal performance than the solutions produced by the current method.
AN INTEGER SOLUTION HEURISTIC FOR THE ARSENAL EXCHANGE MODEL (AEM)

1. Introduction

1.1 Background

The Arsenal Exchange Model (AEM) is one of the most widely used strategic force analysis models in the defense community. It is specifically designed to address strategic force analysis problems such as (Bozovich and others, 1993:4):

- strategic weapon system analysis
- strategic nuclear policy support
- arms control analysis
- force management analysis
- intelligence support
- general strategic calculations

The AEM performs allocations of weapons to targets for either side in a scenario and evaluates damage attained by the allocations (Bozovich and others, 1993:4). Because an integer number of weapons must be allocated to an integer number of targets, the problem AEM seeks to solve is an integer programming (IP) problem. However, the problem is so large, often involving more than a million general integer variables, that the time required to find an optimal integer solution would be prohibitive.

Fortunately, the model users do not require the optimal integer solution; rather, they require a good feasible integer solution quickly. In order to provide a feasible integer solution in a reasonable amount of time, AEM drops the integer requirements and solves the resulting
linear programming (LP) problem. AEM then takes the noninteger variables in the continuous LP solution and rounds them down to the nearest integer. Since this rounding process leaves weapons unused and targets uncovered, it seems likely that the method could be improved (Cotsworth, 1993b).

1.2 AEM Description

This section provides a brief description of AEM. It begins by presenting the inputs that the user must provide to the model. Next, this section discusses AEM processing of these inputs and the formulation of a mathematical model. Finally, model solution and outputs are presented.

1.2.1 User Inputs. Two types of inputs are provided by the user: information regarding both the weapons to be allocated and targets to be covered, and information on the requirements which the user has for the allocation.

1.2.1.1 Weapons and Targets. The user divides the weapons into types; for example, B-52s, Minuteman IIIs, or Trident D-5s. The user then inputs to AEM the types of weapons which are available, the number of weapons of each type, and the characteristics of each weapon type. Weapon characteristics include: yield, reliability, and accuracy. The user also divides the targets into classes; for example, industrial, military, or leadership. The user then inputs the classes of targets which are available, the number of targets in each class, and the characteristics of each target class. Target characteristics
include: hardness, radius, and value (Bozovich and others, 1993:149-151).

1.2.1.2 Requirements. Users will normally have a list of requirements for the allocation; for example, a user may require that all targets be covered. These requirements may be added as goals which the allocation should satisfy as closely as possible or as constraints which the allocation must satisfy. Therefore, failure to satisfy a goal affects the goodness of the allocation, while failure to satisfy a constraint affects the feasibility of the allocation.

1.2.2 Processing. AE4 takes the information input by the user and constructs the allowable combinations of weapon types and target classes. These combinations are called strategies and they are the decision variables in AE4. An allocation is completely defined by specifying the number of times each strategy is used (Bozovich and others, 1993:154-157).

For each allowable strategy AE4 calculates the probability that the target will be destroyed (probability of kill, or PK). This calculation is performed by a subroutine called PFDALC, and is based upon the weapon and target characteristics provided by the user. The probability of kill is then multiplied by the value of the target to give the damage expectancy (DE); (Cotsworth and Garrett, 1991:Sec II, 2-15).

1.2.3 Model Formulation. The basic problem is to find a feasible allocation of weapons to targets which maximizes DE. This problem may be formulated as:
\[
\begin{align*}
\text{max} \quad & \sum_{i=1}^{m} DE_i x_i \\
\text{s.t.} \quad & \sum_{i \in ST_j} x_i \leq T_j \quad j=1, \ldots, n \\
& \sum_{i \in SW_k} B_{ki} x_i \leq W_k \quad k=1, \ldots, p \\
& x_i \geq 0 \quad i=1, \ldots, m
\end{align*}
\]

where:
- \(m\) = The number of allowable strategies.
- \(n\) = The number of target classes.
- \(p\) = The number of weapon types.
- \(B_{ki}\) = The number of type \(k\) weapons used in strategy \(i\).
- \(DE_i\) = The damage expectancy resulting from one use of strategy \(i\).
- \(W_k\) = The number of type \(k\) weapons.
- \(SW_k\) = The set of strategies which use weapon type \(k\).
- \(T_j\) = The number of class \(j\) targets.
- \(ST_j\) = The set of strategies which attack target class \(j\).
- \(x_i\) = The number of times strategy \(i\) is used in the allocation.
Constraints (1.2) are the target constraints. They ensure that, for each target class, the number of targets attacked by the strategies is no greater than the number of targets available. Constraints (1.3) are the weapon constraints. They ensure that for each weapon type, the number of weapons used in the strategies is no greater than the number of weapons available. To this basic formulation AEM adds any constraints which were input by the user. Goals input by the user are added to the basic formulation using goal programming (see chapter 2).

1.2.4 Solution and Output. AEM contains a subroutine called GULP which uses a generalized upper bounding routine to solve the linear programming model (Cotsworth, 1991:58-68). Because the problem is solved as an LP, generally the solution will contain some noninteger valued variables (strategies). If the user requires an integer solution, AEM rounds the noninteger variables in the continuous solution down to the nearest integer. While the integer solution produced by this method will not violate the weapon or target constraints, it leaves weapons unused and targets uncovered, so this integer solution could likely be improved.

1.3 Problem Definition

The goal of this research is to develop a better method for converting the continuous solution produced by AEM into a feasible integer solution. The method developed must produce a solution within a reasonable amount of time.
1.4 Scope

For this thesis, a better method is defined as a method which produces feasible integer solutions that are closer to the continuous solution in terms of damage expectancy, target coverage, and goal performance than the solutions produced by the current method for determining an integer solution.

Although a user may add constraints to the problem, it is assumed that all user requirements are added as goals. Thus, a solution is considered feasible if it does not violate any weapon or target constraint.

1.5 Format

Chapter II provides a brief explanation of goal programming and reviews a heuristic which has been developed to find feasible integer solutions for another integer programming problem. In Chapter III, the way AEM handles goals is described in more detail. In Chapter IV, the method developed to produce good feasible integer solutions from the continuous AEM solution is presented. Chapter V discusses the implementation and results. Chapter VI lists conclusions and recommendations.
II. Literature Review

2.1 Introduction

This chapter first provides a brief discussion of goal programming, then examines a heuristic which has been developed to provide feasible integer solutions for the generalized assignment problem.

2.2 Goal Programming

Normally, it is not possible to completely meet or satisfy all of the goals a user has for an allocation; for example, there may not be enough weapons available to provide the desired level of coverage for each target class. To arrive at the best allocation, consistent with the competing goals, AEM uses goal programming.

In general, there are three possible outcomes for a goal; it may be met exactly, it may be exceeded by some amount $d^+$, or it may be underachieved by some amount $d^-$. Assume that it is our goal for the sum of $x_1$, $x_1$, and $x_1$ to equal five. We may write:

$$x_1 + x_1 + x_1 + d^- - d^+ = 5$$

$$d^-, d^+ \geq 0$$

If $d^+ > 0$, then $x_1 + x_1 + x_1 > 5$ and if $d^- > 0$, then $x_1 + x_1 + x_1 < 5$. By assigning weights $w^+$ and $w^-$ to $d^+$ and $d^-$ in the objective function, the LP will try to achieve the goal $(x_1 + x_1 + x_1 = 5)$ as closely as possible by minimizing the weighted sum of the deviations. If the goal were $x_1 + x_1 + x_1 \geq 5$, then $w^+$ would be set to zero, while if the goal were
$x_1 + x_2 + x_3 \leq 5$, then $w^-$ would be set to zero (Ravindran and others, 1987:198-199).

The general goal programming model can be expressed as follows:

\[
\min \sum_{r=1}^{q} (w_r^+ d_r^+ + w_r^- d_r^-) \tag{2.1}
\]

\[
s.t. \sum_{i=1}^{m} a_{ri} x_i + d_r^- - d_r^+ = b_r \quad r=1, \ldots, q \tag{2.2}
\]

\[
x_i, d_r^+, d_r^- \geq 0 \quad i=1, \ldots, m \quad r=1, \ldots, q \tag{2.3}
\]

where there are $q$ goals, $a_{ri}$ is the coefficient associated with the $i$th decision variable in goal $r$, and $b_r$ is the right-hand-side of goal $r$.

Once the weights have been specified, the goal programming problem is reduced to a linear programming problem (Ravindran and others, 1987:199). Unfortunately, it may be nearly impossible for the user to determine the appropriate weights; for example, should military targets be twice as important as industrial targets, or should they be 2.5 times as important?

In preemptive goal programming, instead of assigning relative weights to the goals, the goals are assigned to priority levels. All goals at the same priority level have the same weight. The objective function for the preemptive goal program is as follows:

\[
\min \sum_k (P_k \sum_i (d_i^+ + d_i^-))
\]
where $P_k$ represents priority $k$ and $P_i > P_j$ (Ravindran and others, 1987:200).

In practice, the $P_i$'s would cause computational problems and so they are not used. Instead, preemptive goal programming methods have been developed which are based on the fact that preemptive priorities imply that higher priority goals must be optimized before lower priority goals are considered. One such method is the partitioning algorithm developed by Arthur and Ravindran (Ravindran and others, 1987:203).

In the partitioning algorithm, a series of linear programming subproblems is solved using the solution of the higher priority subproblem as the starting solution for the lower priority subproblem. The first subproblem consists of those goals assigned to the highest priority and the corresponding terms in the objective function. This subproblem is solved and the optimal tableau is examined for alternate optimal solutions. If the subproblem has no alternate optimal solutions, then the solution to the subproblem is the solution to the original problem. If alternate optimal solutions do exist, then all nonbasic columns which have a positive relative cost are removed from the tableau. This is done because a nonbasic variable with a positive relative cost in the optimal tableau cannot enter the basis to form an alternate optimal solution. The next subproblem is then constructed by adding the next highest priority goals to the tableau and adding the corresponding terms to the objective function. The algorithm continues in this way until no alternate optimal solutions exist for a subproblem, or until all the goals have been considered (Ravindran and others, 1987:203-204).
2.3 The Generalized Assignment Problem

The generalized assignment problem (GAP) involves \( m \) machines and \( n \) jobs. A machine may be assigned to more than one job, but a job must be assigned to exactly one machine. The objective is to find the assignment of jobs to machines that minimizes cost.

The problem is formulated as follows:

\[
\begin{align*}
\text{min} & \quad \sum_{i=1}^{m} \sum_{j=1}^{n} c_{ij}x_{ij} \\
\text{s.t.} & \quad \sum_{j=1}^{n} a_{ij}x_{ij} \leq b_{i}, \quad i = 1, \ldots, m \\
& \quad \sum_{i=1}^{m} x_{ij} = 1, \quad j = 1, \ldots, n \\
& \quad x_{ij} \in \{0, 1\}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, n
\end{align*}
\]

where \( c_{ij} \) is the cost of performing job \( j \) on machine \( i \), \( a_{ij} \) is the machine capacity expended by performing job \( j \) on machine \( i \), and \( b_{i} \) is the capacity of machine \( i \). The variable \( x_{ij} \) equals 1 if machine \( i \) is used to perform job \( j \), otherwise \( x_{ij} \) equals 0 (Cattrysse and Wassenhove, 1992:261).

The linear programming relaxation of the GAP (L GAP) is obtained by replacing constraint (2.7) with \( x_{ij} \geq 0 \). In general, the solution of
the LGAP will contain some jobs which are split between several 
machines. Benders and van Nunen show that the number of non-unique 
assignments is less than or equal to the number of machines which are 
used to capacity. This suggests that the LGAP solution may be a good 
starting point for a heuristic (Benders and van Nunen, 1983:48).

One heuristic which builds upon the LGAP solution is Trick's LR-
Heuristic. In this heuristic, the unsplit jobs are fixed, leaving only 
the split jobs to be scheduled. Variables $x_{ij}$ are deleted from the 
problem if the remaining unused capacity of machine $i$ is not sufficient 
to perform job $j$. The resulting LGAP is solved and, if necessary, the 
procedure is repeated. Trick shows that the procedure will have to be 
repeated at most $m$ times (Trick, 1992:140).

2.4 Conclusion

Since the problem AEM is designed to solve is different from the 
GAP, Trick's LR-Heuristic will not be directly applicable to AEM 
solutions. However, the method developed in this thesis is similar to 
Trick's in that it begins with the solution of the LP relaxation, the 
integer portion of the solution is fixed, and a new problem is 
formulated to reassign the resources associated with the noninteger 
portions of the continuous solution.
III. Goal Programming in AEM

3.1 Introduction

This chapter covers aspects of goal programming that are unique to AEM. First, the types of goals used in AEM are discussed along with the method AEM uses to prevent duplicate rows in the constraint matrix. Then, the method AEM uses to accomplish preemptive goal programming is discussed.

3.2 Goals

In addition to maximizing DE when assigning weapons to targets, the user may have other goals for the allocation; for example, achieving at least a 0.8 average damage expectancy against industrial targets. In AEM, these goals are called hedges. There are four types of hedges (Bozovich and others, 1993:138):

1. Requirements pertaining to the total damage achieved on a specified set of target classes by a specified set of weapon types. An example of this is, using weapon types 2 and 3, achieve an average damage expectancy of at least 0.8 against class A targets.

2. Requirements pertaining to the total number of allocatable weapon reentry vehicles, from a specified set of weapon types, allocated against a specified set of target classes. An example of this is, use no more than one-half of the available type 2 weapons against class A targets.
3. Requirements pertaining to the total number of targets hit by a specified set of weapon types. An example of this is, attack at least one-half of the class A targets using type 2 weapons.

4. Requirements that all strategies for the specified weapon/target combinations satisfy a set of criteria. The criteria deal with the amount of damage obtained in the strategy, the number of weapons involved, and the presence of certain weapon types in the strategy. An example of this is, attack class A targets using strategies with damage expectancies of at least 0.8.

Users often have goals which are similar to constraints in the problem. For example, a user may wish to completely cover all class A targets. This goal may be written as:

\[
\sum_{i \in S_A} x_i + d^- = T_A
\]

where \(S_A\) is the set of strategies that attack target class A, \(T_A\) is the number of class A targets, and the user wishes to minimize the deviation \((d^-)\). The target constraint for class A targets is:

\[
\sum_{i \in S_A} x_i + s = T_A
\]

where \(s\) is the slack variable for this constraint. If the goal is met, then \(d^-\) and \(s\) will both be zero and AEM will remove the columns associated with these variables from the tableau. Once the variables \(d^-\) and \(s\) have been removed, the rows associated with the goal and with the constraint may both be written as:
Duplicate or redundant rows in the tableau will result in a singular constraint matrix which causes difficulties for the LP solver used in AEM. To prevent this situation, AEM multiplies the right-hand-side of all goals by 0.9995. This causes the goals and constraints to differ, but does not change the goals enough to cause a significant change in the solution. That is, the goal performance should only change by 0.05 percent (Cotsworth, 1993a).

3.3 Preemptive Goal Programming

AEM accomplishes preemptive goal programming by solving a series of linear programming subproblems. The first subproblem may be formulated as:

$$\sum_{i \in T_j} x_i = T_i$$

$$\sum_{i \in S_k} x_i \leq W_k \quad k=1, \ldots, p$$

$$\sum_{i=1}^{q} a_{hi} x_i + d^+_h - d^-_h = 0.9995 b_h \quad h=1, \ldots, q$$
\[ x_i, d_{h^+}, d_{h^-} \geq 0 \quad i=1, \ldots, m \quad h=1, \ldots, q \]

where:

- \( m \) = The number of possible strategies.
- \( n \) = The number of target classes.
- \( p \) = The number of weapon types.
- \( q \) = The number of goals for the allocation.
- \( DE_i \) = The damage expectancy resulting from one use of strategy \( i \).
- \( x_i \) = The number of times strategy \( i \) is used in the allocation.
- \( M \) = A very large positive number.
- \( w_{h^+} \) = 0, if goal \( h \) is a ≥ goal, and 1 otherwise.
- \( w_{h^-} \) = 0, if goal \( h \) is a ≤ goal, and 1 otherwise.
- \( d_{h^+} \) = The positive deviation variable associated with goal \( h \).
- \( d_{h^-} \) = The negative deviation variable associated with goal \( h \).
- \( P_1 \) = The set of goals assigned to priority one.
- \( ST_j \) = The set of strategies that attack target class \( j \).
- \( T_j \) = The number of class \( j \) targets.
- \( SW_k \) = The set of strategies that use weapon type \( k \).
- \( W_k \) = The number of type \( k \) weapons.
- \( B_{ki} \) = The number of type \( k \) weapons expended by one use of strategy \( i \).
- \( a_{hi} \) = The coefficient associated with strategy \( i \) in goal \( h \).
- \( b_h \) = The right-hand-side of goal \( h \).

In the optimal tableau for this subproblem, if a priority one goal has been met, the weighted deviation variables associated with the goal
have a value of zero. If a priority one goal cannot be met, a weighted deviation variable associated with the goal will be nonzero in the optimal tableau. In this case, the right-hand-side of the goal is adjusted so as to make the deviation variable have a value of zero. Once the weighted deviation variables have been set to zero, they are removed from the tableau. This prevents the solutions of subsequent subproblems from deviating from the level of goal achievement reached in the current subproblem. The weighted deviation variables associated with the priority two goals are then added to the objective function. The process is continued until all of the goals have been added. The solution to the final subproblem is the optimal allocation. The optimal allocation generally will not satisfy all of the goals, but it will come as close as possible to satisfying each of the goals in the order of their priority (Cotsworth and Garrett, 1991:Sec II, 32-33).
IV. Methodology

4.1 Introduction

In this chapter, the optimal integer solution is examined to see how it compares with the optimal continuous solution. Then, the current solution method is reviewed. Next, a method which improves upon the current methodology is developed. The model formulation and solution procedure for this method is then presented. Finally, a revised solution method and solution procedure are presented.

4.2 The Optimal Integer Solution

For an IP which is a maximization problem, the solution to its LP relaxation provides an upper bound on the objective function value of the IP. For an IP which is a minimization problem, the LP relaxation provides a lower bound on the objective function value. (Winston, 1991:458).

Because AEM uses preemptive goal programming, the continuous solution is produced by solving a series of subproblems. Priorities are assigned to the goals and the subproblems seek to minimize the deviation from the goals in order of priority. The objective of each subproblem is to minimize the deviation from the goals at the current priority level without increasing the deviations from the higher priority goals. For example, assume the highest priority goal desires the average damage expectancy of class A targets to be at least 0.8. If it is possible to achieve this level of damage expectancy, then all subsequent subproblems are constrained to also produce an average damage expectancy of at least 0.8. If the greatest possible average damage expectancy against class A
targets is only 0.79, then all subsequent subproblems are constrained to produce an average damage expectancy of 0.79 against class A targets.

To see how LP relaxation affects the solution, again assume that the highest priority goal is to achieve an average damage expectancy of 0.8 against class A targets. If this goal cannot be met, then the integer solution will have a deviation which is at least as large as the deviation produced by the LP relaxation. For example, the optimal integer solution may achieve an average damage expectancy of 0.78, while the LP relaxation may achieve 0.79. In this case, subsequent subproblems will be less constrained in the integer solution; they only have to achieve an average damage expectancy of 0.78 while, for the continuous solution, 0.79 is required. Although the integer solution has not done as well as the continuous solution on this goal, the remaining subproblems are less constrained, and therefore, the integer solution may do better than the continuous solution on the remaining goals.

If the goal can be met, then, in the continuous solution, all subsequent subproblems are also required to achieve an average damage expectancy against class A targets of at least 0.8. But, in the integer solution, it may not be possible to achieve a damage expectancy of exactly 0.8. It may be that the lowest damage expectancy which can be achieved by an integer solution, while still achieving at least 0.8, is 0.81. This means that subsequent subproblems are more constrained for the integer solution; they must produce an average damage expectancy of at least 0.81 while, in the continuous solution, only 0.8 is required. Although the integer solution may meet this goal at a higher level than the continuous solution, the remaining subproblems are more constrained,
and therefore, the integer solution may do worse than the continuous solution on the remaining goals.

Because of the complex balancing which occurs between the goals, it is difficult to predict how the optimal integer solution will compare to the continuous solution. The integer solution may do worse than the continuous solution on some goals and better on others. Also, because the final subproblem may be more or less constrained, the integer solution may have a damage expectancy which is higher, lower, or exactly the same as in the continuous solution.

4.3 Current Solution Method

AEX currently produces feasible integer solutions by starting with the continuous solution and rounding all of the noninteger valued variables down to the closest integer. This solution is fairly good because the allocations generally involve thousands of weapons and thousands of targets so the number of weapons and targets which contribute to each goal is normally large. Also, most of the variables in the continuous solution are usually integer. Therefore, the number of weapons lost in the rounding process is so small compared to the total number of weapons being allocated that they do not make a significant difference in the goal performance.

4.4 A Better Rounding Method

Although rounding down produces a feasible integer solution, it leaves weapons unused and targets uncovered. If, instead of rounding all the noninteger variables down, some were rounded up, the damage expectancy and target coverage would be improved, as compared to the
current solution method, and the goal performance would still be about the same as in the continuous solution. In fact, since most goals require that at least a certain level of damage expectancy or target coverage be attained, and since rounding some variables up will increase both damage expectancy and target coverage, goal performance should generally be improved compared to the integer solutions obtained using the current method.

Since experience shows that the goal performance will normally be about the same as in the continuous solution, regardless of which variables are rounded up and which are rounded down, the goals may be ignored. Ignoring the goals relaxes the constraints on the problem. This means that the resulting solution may actually be better in some ways than the optimal integer solution; for example, the performance may be better for some goals or the damage expectancy may be higher. However, it is important to remember that the solution may do better on some goals only because it is allowed to do worse on others.

Since damage expectancy is an important measure of how good a solution is, it would at first seem desirable to round the variables so as to maximize damage expectancy. However, maximizing damage expectancy tends to produce a solution which attacks the soft targets and ignores the hard targets. Since the harder targets, like missile silos, are often the more important ones, simply maximizing damage expectancy may not produce the best solutions.

When the continuous solution is produced, the objective is to maximize damage expectancy. To ensure that the important target classes are covered, the user includes covering these target classes as a goal.
A similar goal programming approach can be used to ensure that the variables are rounded so as to cover the important target classes.

Since covering the important target classes was a goal of the original problem, the continuous solution will have covered them, if it was possible to do so. Therefore, an integerization method which covers the same target classes as the continuous solution will also cover the important target classes.

4.5 Model Formulation

An integer goal program may be constructed that identifies which variables to round up and which to round down so as to maximize damage expectancy while completely covering those target classes which were completely covered in the continuous solution. This Rounding IP may be formulated as follows:

\[
\begin{align*}
\text{max} & \quad \sum_{j=1}^{M} D_{ij} x_j - M d^- \\
\text{s.t.} & \quad \sum_{j \in \mathcal{J}_j} x_j = T_j, \quad j = 1, \ldots, n \\
& \quad \sum_{i \in \mathcal{I}_k} B_{ki} x_i \leq W_k, \quad k = 1, \ldots, p \\
& \quad \sum_{i \in \mathcal{I}_c} x_i + d^- = \sum_{j \in \mathcal{I}_c} T_j
\end{align*}
\]
\( X_i \in (0, 1) \quad i = 1, \ldots, m \) \hspace{1cm} (4.5)

\( d^- \geq 0 \) \hspace{1cm} (4.6)

where:

\( m = \) Number of strategies with noninteger value in the continuous solution.

\( n = \) Number of target types which were attacked using noninteger valued strategies in the continuous solution.

\( p = \) Number of weapon types which were allocated using a noninteger valued strategy in the continuous solution.

\( M = \) A large positive number.

\( d^- = \) The deviation variable associated with the goal (4.4).

\( B_{ki} = \) Number of type \( k \) weapons used in strategy \( i \).

\( DE_i = \) Damage expectancy resulting from one use of strategy \( i \).

\( S = \) Set of strategies with noninteger values in the continuous solution.

\( SC = \) Subset of \( S \) which attack target classes that were completely covered in the continuous solution.

\( ST_j = \) Subset of \( S \) that attack target class \( j \).

\( SW_k = \) Subset of \( S \) that use weapon type \( k \).

\( T_j = \) Number of targets of class \( j \) left to be attacked.

\( TC = \) Set of target classes that were completely covered in the continuous solution.
\( W_k \) = Number of weapons of type \( k \) left to be allocated.
\( X_i \) = 0, if strategy \( i \)'s value should be rounded down.
\( X_i = 1 \), if strategy \( i \)'s value should be rounded up.

The constraints (4.2) are the target constraints. The target constraints ensure that, for each target class, the number of targets attacked is no greater than the number of targets available.

Constraints (4.3) are the weapon constraints. The weapon constraints ensure that, for each weapon type, the number of weapons allocated is no greater than the number of weapons available. Constraint (4.4) is the goal of completely covering those target classes which were completely covered in the continuous solution. The objective function (4.1) seeks to maximize the total damage expectancy minus a penalty which is accessed for deviating from the goal.

The IP constructed will have \( n+p+l \) constraints and \( m \) binary variables. Since \( m \) will generally be less than 50, and \( n \) and \( p \) will each generally be less than 25, this problem can be solved in a reasonable period of time using an integer solver.

4.6 Solution Procedure

This section presents the solution procedure which uses the Rounding IP from section 4.5. Figure 1 shows the flow of the solution procedure.

**STEP 1:** Obtain the continuous solution from AEM. If all variables are integer, stop.
**STEP 2:** Create a truncated solution by rounding all noninteger variables down to the nearest integer. Set aside this truncated solution.

**STEP 3:** Gather information from the continuous solution.

a. Create a new target list from those targets which were attacked in the continuous solution but are not attacked in the truncated solution. If there is a noninteger number of targets of some class, round up to the next highest integer.

b. Create a new weapons list from those weapons which were used in the continuous solution but are not used in the truncated solution.

c. Identify strategies with noninteger value in the continuous solution.

d. Identify target classes which were completely covered using noninteger valued strategies.

**STEP 4:** Formulate the Rounding IP using information collected at **STEP 3**.

**STEP 5:** Solve the Rounding IP.
STEP 6: Combine solution obtained in STEP 5 with truncated solution from STEP 2.
Input continuous AEM solution.

Are all variables integer?

Yes ➔ Stop

No ➔ Formulate the Rounding IP.

Formulate the Rounding IP.

Solve the Rounding IP.

Combine IP solution with truncated solution.

Gather data from continuous solution.

Figure 1. Flow Diagram, Solution Procedure
4.7 Revised Solution Method

Experimenting on small problems, it was discovered that the LP relaxation of the Rounding IP, obtained by replacing the constraints (4.5) with:

$$x_i \geq 0 \quad i = 1, \ldots, m$$

frequently produces an integer solution. Since AEM contains a linear program solver, but does not contain an integer program solver, a solution method was developed using the LP relaxation of the Rounding IP.

Although the LP relaxation of the Rounding IP should frequently produce an integer solution, because AEM modifies all goals by multiplying the right-hand-side by 0.995, and due to numerical precision problems, the solution obtained using AEM will not be exactly integer. To produce an intermediate integer solution, the LP relaxation of the Rounding IP is solved and the noninteger valued variables are rounded to the nearest integer.

4.8 Revised Solution Procedure

This section presents a solution procedure which uses the LP relaxation of the Rounding IP. Figure 2 shows the flow of the revised solution procedure.

**Step 1:** Obtain the continuous solution from AEM. If all variables are integer, stop.
**STEP 2:** Create a truncated solution by rounding all noninteger variables down to the nearest integer. Set aside this truncated solution.

**STEP 3:** Gather information from the continuous solution.

a. Create a new target list from those targets which were attacked in the continuous solution but are not attacked in the truncated solution. If there is a noninteger number of targets of some class, round up to the next highest integer.

b. Create a new weapons list from those weapons which were used in the continuous solution but are not used in the truncated solution.

c. Identify strategies with noninteger value in the continuous solution.

d. Identify target classes which were completely covered using noninteger valued strategies.

**STEP 4:** Formulate the LP relaxation of the Rounding IP using information collected at **STEP 3**.

**STEP 5:** Solve the LP relaxation of the Rounding IP.
**STEP 6:** Produce an intermediate integer solution by rounding all noninteger valued variables to the nearest integer.

**STEP 7:** Combine the intermediate integer solution obtained in **STEP 6** with the truncated solution obtained in **STEP 2**.
Figure 2. Flow Diagram, Revised Solution Procedure
V. Implementation and Testing

5.1 Implementation

The revised solution method presented in section 4.7 was implemented in AEM by Mr. William L. Cotsworth, President of AEM Services Incorporated, under the sponsorship of the Air Force Studies and Analyses Agency (USAFSAA).

5.2 Testing

The method was tested on three test cases provided by Mr. William L. Cotsworth and one actual case provided by USAF SAA. For each case, three solutions were produced. Solution one is the continuous AEM solution. Solution two is the integer solution obtained using the current integer solution method in which all noninteger variables in the continuous solution are rounded down to the nearest integer. Solution three was obtained using the revised solution method presented in section 4.7.

5.2.1 The First Test Case. The first case has 8691 weapons divided into 34 weapon types and 5774 targets divided into 122 target classes. There are 33 goals and strategies may use either one or two weapons. The continuous solution contained 160 strategies, 34 of which were noninteger in value.

The goal performance for the first case is summarized in Table 1. It can be seen that, for each goal, the absolute difference in goal performance between solution 1 and solution 2 is always at least as large as the absolute difference in goal performance between solution 1 and solution 3.
and solution 3. The largest absolute difference in goal performance between solution 1 and solution 2 is 50 percent, while the largest absolute difference in goal performance between solution 1 and solution 3 is only 0.51 percent. The average absolute difference in goal performance between solution 1 and solution 2 is 3.78 percent, while the average absolute difference in goal performance between solution 1 and solution 3 is only 0.03 percent.

Table 2 lists the damage expectancy and target coverage achieved by the three solution methods. It can be seen that, in this case, solution 1 and solution 3 have approximately the same damage expectancy and target coverage, while solution 2 leaves 22 targets uncovered and has a slightly lower damage expectancy than the other two solutions.

Table 1. Goal Performance, Test Case 1.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
<th>2/1 x 100</th>
<th>3/1 x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100.00</td>
<td>99.22</td>
<td>99.77</td>
<td>99.22</td>
<td>99.77</td>
</tr>
<tr>
<td>2</td>
<td>100.00</td>
<td>96.60</td>
<td>100.05</td>
<td>96.60</td>
<td>100.05</td>
</tr>
<tr>
<td>3</td>
<td>100.00</td>
<td>98.20</td>
<td>100.05</td>
<td>98.20</td>
<td>100.05</td>
</tr>
<tr>
<td>4</td>
<td>100.00</td>
<td>99.43</td>
<td>99.98</td>
<td>99.43</td>
<td>99.98</td>
</tr>
<tr>
<td>5</td>
<td>86.67</td>
<td>86.25</td>
<td>86.65</td>
<td>99.52</td>
<td>99.98</td>
</tr>
<tr>
<td>6</td>
<td>100.00</td>
<td>99.72</td>
<td>100.00</td>
<td>99.72</td>
<td>100.00</td>
</tr>
<tr>
<td>7</td>
<td>99.89</td>
<td>99.56</td>
<td>99.89</td>
<td>99.67</td>
<td>100.00</td>
</tr>
<tr>
<td>8</td>
<td>100.00</td>
<td>99.58</td>
<td>100.00</td>
<td>99.58</td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>22.00</td>
<td>22.00</td>
<td>22.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>10</td>
<td>360.00</td>
<td>356.00</td>
<td>360.00</td>
<td>98.89</td>
<td>100.00</td>
</tr>
<tr>
<td>11</td>
<td>58.00</td>
<td>56.00</td>
<td>58.00</td>
<td>96.55</td>
<td>100.00</td>
</tr>
<tr>
<td>12</td>
<td>91.00</td>
<td>91.00</td>
<td>91.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>
Table 1. (Continued)

<table>
<thead>
<tr>
<th>Goal</th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
<th>2/1 x 100</th>
<th>3/1 x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>18.00</td>
<td>18.00</td>
<td>18.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>14</td>
<td>103.00</td>
<td>101.00</td>
<td>103.00</td>
<td>98.06</td>
<td>100.00</td>
</tr>
<tr>
<td>15</td>
<td>726.00</td>
<td>720.00</td>
<td>726.00</td>
<td>99.17</td>
<td>100.00</td>
</tr>
<tr>
<td>16</td>
<td>196.00</td>
<td>194.00</td>
<td>196.00</td>
<td>98.98</td>
<td>100.00</td>
</tr>
<tr>
<td>17</td>
<td>4.00</td>
<td>3.00</td>
<td>4.00</td>
<td>75.00</td>
<td>100.00</td>
</tr>
<tr>
<td>18</td>
<td>2.00</td>
<td>1.00</td>
<td>2.00</td>
<td>50.00</td>
<td>100.00</td>
</tr>
<tr>
<td>19</td>
<td>333.08</td>
<td>331.00</td>
<td>333.00</td>
<td>99.38</td>
<td>99.98</td>
</tr>
<tr>
<td>20</td>
<td>5.00</td>
<td>4.00</td>
<td>5.00</td>
<td>80.00</td>
<td>100.00</td>
</tr>
<tr>
<td>21</td>
<td>91.54</td>
<td>89.00</td>
<td>92.00</td>
<td>97.23</td>
<td>100.51</td>
</tr>
<tr>
<td>22</td>
<td>75.29</td>
<td>74.99</td>
<td>75.29</td>
<td>99.60</td>
<td>100.00</td>
</tr>
<tr>
<td>23</td>
<td>80.00</td>
<td>78.21</td>
<td>80.05</td>
<td>97.76</td>
<td>100.06</td>
</tr>
<tr>
<td>24</td>
<td>70.00</td>
<td>69.86</td>
<td>70.00</td>
<td>99.80</td>
<td>100.00</td>
</tr>
<tr>
<td>25</td>
<td>60.00</td>
<td>59.72</td>
<td>59.99</td>
<td>99.53</td>
<td>99.98</td>
</tr>
<tr>
<td>26</td>
<td>75.29</td>
<td>74.99</td>
<td>75.29</td>
<td>99.60</td>
<td>100.00</td>
</tr>
<tr>
<td>27</td>
<td>80.00</td>
<td>78.21</td>
<td>80.05</td>
<td>97.76</td>
<td>100.06</td>
</tr>
<tr>
<td>28</td>
<td>70.00</td>
<td>69.86</td>
<td>70.00</td>
<td>99.80</td>
<td>100.00</td>
</tr>
<tr>
<td>29</td>
<td>60.00</td>
<td>59.72</td>
<td>59.99</td>
<td>99.53</td>
<td>99.98</td>
</tr>
<tr>
<td>30</td>
<td>75.29</td>
<td>74.99</td>
<td>75.29</td>
<td>99.60</td>
<td>100.00</td>
</tr>
<tr>
<td>31</td>
<td>80.00</td>
<td>78.21</td>
<td>80.05</td>
<td>97.76</td>
<td>100.06</td>
</tr>
<tr>
<td>32</td>
<td>70.00</td>
<td>69.86</td>
<td>70.00</td>
<td>99.80</td>
<td>100.00</td>
</tr>
<tr>
<td>33</td>
<td>60.00</td>
<td>59.72</td>
<td>59.99</td>
<td>99.53</td>
<td>99.98</td>
</tr>
</tbody>
</table>

Table 2. Damage Expectancy and Target Coverage, Test Case 1.

<table>
<thead>
<tr>
<th></th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage Expectancy</td>
<td>72.59</td>
<td>72.25</td>
<td>72.59</td>
</tr>
<tr>
<td>Target Coverage</td>
<td>5503.39</td>
<td>5481.00</td>
<td>5503.00</td>
</tr>
</tbody>
</table>
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5.2.2 The Second Test Case. The second case has 13,432 weapons divided into 19 weapon types and 10,938 targets divided into 11 target classes. There are 39 goals and only single weapon strategies are allowed. The continuous solution contained 98 strategies, 48 of which were noninteger in value.

The goal performance for test case 2 is summarized in Table 3. It can be seen that, for each goal, the absolute difference in goal performance between solution 1 and solution 2 is always at least as large as the absolute difference in goal performance between solution 1 and solution 3. The largest absolute difference in goal performance between solution 1 and solution 2 was 3.75 percent, while the largest absolute difference in goal performance between solution 1 and solution 3 is only 1.54 percent. The average absolute difference in goal performance between solution 1 and solution 2 is 0.53 percent, while the average absolute difference in goal performance between solution 1 and solution 3 is 0.1 percent.

Table 4 lists the damage expectancy and target coverage achieved by the three solution methods. It can be seen that the damage expectancy achieved by solution 3 is approximately the same as the damage expectancy achieved by solution 1, while the damage expectancy achieved by solution 2 is slightly lower. Solution 1 attacked two more targets than solution 3 and 27 more targets than solution 2.
Table 3. Goal Performance, Test Case 2

<table>
<thead>
<tr>
<th>Goal</th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
<th>2/1 x 100</th>
<th>3/1 x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100.05</td>
<td>99.97</td>
<td>100.05</td>
<td>99.92</td>
<td>100.00</td>
</tr>
<tr>
<td>2</td>
<td>77.90</td>
<td>77.79</td>
<td>77.89</td>
<td>99.86</td>
<td>99.99</td>
</tr>
<tr>
<td>3</td>
<td>100.00</td>
<td>99.66</td>
<td>99.99</td>
<td>99.66</td>
<td>99.99</td>
</tr>
<tr>
<td>4</td>
<td>51.19</td>
<td>50.94</td>
<td>51.16</td>
<td>99.52</td>
<td>99.96</td>
</tr>
<tr>
<td>5</td>
<td>69.97</td>
<td>69.87</td>
<td>69.96</td>
<td>99.86</td>
<td>99.99</td>
</tr>
<tr>
<td>6</td>
<td>70.00</td>
<td>69.51</td>
<td>70.13</td>
<td>99.30</td>
<td>100.19</td>
</tr>
<tr>
<td>7</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>8</td>
<td>79.42</td>
<td>79.10</td>
<td>79.42</td>
<td>99.60</td>
<td>100.00</td>
</tr>
<tr>
<td>9</td>
<td>50.00</td>
<td>49.97</td>
<td>49.97</td>
<td>99.94</td>
<td>99.94</td>
</tr>
<tr>
<td>10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>11</td>
<td>72.10</td>
<td>70.92</td>
<td>72.36</td>
<td>98.37</td>
<td>100.36</td>
</tr>
<tr>
<td>12</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>13</td>
<td>74.99</td>
<td>72.18</td>
<td>75.01</td>
<td>96.25</td>
<td>100.03</td>
</tr>
<tr>
<td>14</td>
<td>73.24</td>
<td>73.10</td>
<td>73.24</td>
<td>99.80</td>
<td>100.00</td>
</tr>
<tr>
<td>15</td>
<td>62.82</td>
<td>62.23</td>
<td>62.82</td>
<td>99.07</td>
<td>100.00</td>
</tr>
<tr>
<td>16</td>
<td>48.36</td>
<td>47.94</td>
<td>48.47</td>
<td>99.13</td>
<td>100.21</td>
</tr>
<tr>
<td>17</td>
<td>49.96</td>
<td>49.19</td>
<td>49.19</td>
<td>98.46</td>
<td>98.46</td>
</tr>
<tr>
<td>18</td>
<td>58.97</td>
<td>57.35</td>
<td>58.87</td>
<td>97.26</td>
<td>99.83</td>
</tr>
<tr>
<td>19</td>
<td>49.99</td>
<td>49.71</td>
<td>50.05</td>
<td>99.43</td>
<td>100.11</td>
</tr>
<tr>
<td>20</td>
<td>71.69</td>
<td>71.28</td>
<td>71.68</td>
<td>99.43</td>
<td>99.99</td>
</tr>
<tr>
<td>21</td>
<td>58.48</td>
<td>58.12</td>
<td>58.45</td>
<td>99.40</td>
<td>99.96</td>
</tr>
<tr>
<td>22</td>
<td>70.00</td>
<td>69.75</td>
<td>70.05</td>
<td>99.65</td>
<td>100.07</td>
</tr>
<tr>
<td>23</td>
<td>50.00</td>
<td>49.96</td>
<td>49.96</td>
<td>99.93</td>
<td>99.93</td>
</tr>
<tr>
<td>24</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>25</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>26</td>
<td>68.38</td>
<td>68.12</td>
<td>68.32</td>
<td>99.62</td>
<td>99.91</td>
</tr>
<tr>
<td>27</td>
<td>50.00</td>
<td>49.93</td>
<td>49.93</td>
<td>99.87</td>
<td>99.87</td>
</tr>
<tr>
<td>28</td>
<td>35.55</td>
<td>35.39</td>
<td>35.39</td>
<td>99.57</td>
<td>99.57</td>
</tr>
</tbody>
</table>
Table 3. (Continued)

<table>
<thead>
<tr>
<th>Goal</th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
<th>2/1 x 100</th>
<th>3/1 x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>31</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>31</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>32</td>
<td>67.57</td>
<td>67.53</td>
<td>67.57</td>
<td>99.94</td>
<td>100.00</td>
</tr>
<tr>
<td>33</td>
<td>71.62</td>
<td>71.46</td>
<td>71.62</td>
<td>99.78</td>
<td>99.99</td>
</tr>
<tr>
<td>34</td>
<td>58.56</td>
<td>57.48</td>
<td>58.66</td>
<td>98.16</td>
<td>100.16</td>
</tr>
<tr>
<td>35</td>
<td>51.35</td>
<td>51.23</td>
<td>51.35</td>
<td>99.75</td>
<td>100.00</td>
</tr>
<tr>
<td>36</td>
<td>46.17</td>
<td>45.94</td>
<td>46.15</td>
<td>99.51</td>
<td>99.95</td>
</tr>
<tr>
<td>37</td>
<td>199.90</td>
<td>199.00</td>
<td>200.00</td>
<td>99.55</td>
<td>100.05</td>
</tr>
<tr>
<td>38</td>
<td>38.08</td>
<td>37.92</td>
<td>38.07</td>
<td>99.58</td>
<td>99.97</td>
</tr>
<tr>
<td>39</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>100.00</td>
<td>100.00</td>
</tr>
</tbody>
</table>

Table 4. Damage Expectancy and Target Coverage, Test Case 2.

<table>
<thead>
<tr>
<th></th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage Expectancy</td>
<td>46.46</td>
<td>46.30</td>
<td>46.46</td>
</tr>
<tr>
<td>Target Coverage</td>
<td>7225.00</td>
<td>7198.00</td>
<td>7223.00</td>
</tr>
</tbody>
</table>

5.2.3 The Third Test Case. The third case has 29,381 weapons divided into 50 weapon types and 34,812 targets divided into 999 target classes. There are 11 goals and only single weapon strategies are allowed. The continuous solution contained 1051 strategies, 46 of which were noninteger in value.

The goal performance for test case 3 is summarized in Table 5. It can be seen that, for each goal, the absolute difference in goal performance between solution 1 and solution 2 is always at least as
large as the absolute difference in goal performance between solution 1 and solution 3. The largest absolute difference in goal performance between solution 1 and solution 2 is 0.43 percent, while the largest absolute difference in goal performance between solution 1 and solution 3 is 0.04 percent. The average absolute difference in goal performance between solution 1 and solution 2 is 0.11 percent, while the average absolute difference in goal performance between solution 1 and solution 3 is 0.01 percent.

Table 6 lists the damage expectancy and target coverage for the three solution methods. Solution 3 has approximately the same damage expectancy as solution 1, while the damage expectancy for solution 2 is slightly lower. Solution 1 attacks one more target than solution 3 and 16 more targets than solution 2.

Table 5. Goal Performance, Test Case 3.

<table>
<thead>
<tr>
<th>Goal</th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
<th>2/1 x 100</th>
<th>3/1 x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>70.00</td>
<td>69.94</td>
<td>70.00</td>
<td>99.92</td>
<td>100.00</td>
</tr>
<tr>
<td>2</td>
<td>80.00</td>
<td>79.92</td>
<td>80.00</td>
<td>99.90</td>
<td>100.00</td>
</tr>
<tr>
<td>3</td>
<td>70.00</td>
<td>69.93</td>
<td>70.00</td>
<td>99.90</td>
<td>100.00</td>
</tr>
<tr>
<td>4</td>
<td>60.00</td>
<td>59.99</td>
<td>59.99</td>
<td>99.99</td>
<td>99.99</td>
</tr>
<tr>
<td>5</td>
<td>50.00</td>
<td>49.99</td>
<td>50.00</td>
<td>99.98</td>
<td>100.01</td>
</tr>
<tr>
<td>6</td>
<td>40.00</td>
<td>39.95</td>
<td>40.00</td>
<td>99.88</td>
<td>99.99</td>
</tr>
<tr>
<td>7</td>
<td>30.00</td>
<td>29.91</td>
<td>29.99</td>
<td>99.71</td>
<td>99.97</td>
</tr>
<tr>
<td>8</td>
<td>20.00</td>
<td>19.91</td>
<td>20.01</td>
<td>99.57</td>
<td>100.04</td>
</tr>
<tr>
<td>9</td>
<td>30.00</td>
<td>30.00</td>
<td>30.00</td>
<td>99.99</td>
<td>99.99</td>
</tr>
<tr>
<td>10</td>
<td>40.00</td>
<td>40.00</td>
<td>40.00</td>
<td>99.99</td>
<td>99.99</td>
</tr>
<tr>
<td>11</td>
<td>33.94</td>
<td>33.93</td>
<td>33.94</td>
<td>99.98</td>
<td>100.00</td>
</tr>
</tbody>
</table>
Table 6. Damage Expectancy and Target Coverage, Test Case 3.

<table>
<thead>
<tr>
<th></th>
<th>Solution 1</th>
<th>Solution 2</th>
<th>Solution 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Damage Expectancy</td>
<td>49.18</td>
<td>49.13</td>
<td>49.18</td>
</tr>
<tr>
<td>Target Coverage</td>
<td>19414.23</td>
<td>19398.00</td>
<td>19413.00</td>
</tr>
</tbody>
</table>

5.2.4 The Actual Case. The actual case was run at USAFSAA. Because the case is classified, none of the specifics can be given here.

Table 7 summarizes the performance of solutions 2 and 3 as a percentage of the performance of the continuous solution. It can be seen that solution 3 approximates the continuous solution more closely than solution 2 in terms of goal performance, damage expectancy, and target coverage.

Table 7. Performance Summary for Actual Case.

<table>
<thead>
<tr>
<th></th>
<th>2/1 x 100</th>
<th>3/1 x 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Goal Performance</td>
<td>96.18</td>
<td>100.02</td>
</tr>
<tr>
<td>Damage Expectancy</td>
<td>99.26</td>
<td>100.01</td>
</tr>
<tr>
<td>Target Coverage</td>
<td>99.17</td>
<td>100.01</td>
</tr>
</tbody>
</table>
VI Conclusions and Recommendations

6.1 Conclusions

In the four cases tested, the new integer solution method proved to be an improvement over the current method in terms of damage expectancy, target coverage, and goal performance.

6.2 Recommendations

Because the solution method was implemented using the LP relaxation of the Rounding IP developed in section 4.5, the resulting solution is not guaranteed to be integer. In fact, due to the way AEM solves the LP, the solutions will generally not be integer. However, in the cases tested, all the variables were close to integer and, when the noninteger variables were rounded to the nearest integer, the resulting allocation was feasible. If the variables are not all close to integer, it is possible that a weapon or target could be created in the rounding process, and the resulting solution would be infeasible. For example, if two strategies attacking the same target were both selected 0.5 times, and then both rounded up so that they were each selected once, the resulting allocation would attack one more target than was available.

Adding an integer solver to AEM would avoid this problem; however, the risk of producing an infeasible solution may not be great enough to justify the added expense. More research needs to be done to determine under what circumstances an infeasible solution may be produced and the likelihood of these circumstances occurring.
Until this problem is solved, if the solution of the LP relaxation is not close to integer, the user should check carefully to ensure that the allocation produced by our rounding approach is feasible.
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