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The polar regions constitute a key component of the climate system, particularly regarding the annual cycle of sea ice advance and recession. The principal interactions involve ice-albedo feedback that affects the Earth's radiative balance, which in turn drives the atmospheric and oceanic circulation system. The presence of sea ice also serves to limit the interface between the polar atmosphere and ocean, thus constraining the transfer of sensible heat.
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PREFACE

This volume signals a striking step forward in both the technology of remote sensing of the Earth’s environment from satellites and the provision of new and important geophysical data on the Antarctic. Furthermore, it again reminds us of the crucial role that the Antarctic plays as an indicator of climatic changes and as a crucial component of the system that determines our climate. I will briefly explain each of these points.

It has always been the dream of meteorologists and oceanographers to visualize the Earth’s restless covering of air, water, and ice in three dimensions, and to follow its changes in time. The first meteorological satellites did indeed give us a global picture of the cloud patterns, using visible and infrared sensors, but we could not look through those clouds to follow what was happening at the surface. Microwaves can penetrate clouds, however, and the opportunities that microwave radiometers could provide were clearly seen and pursued by the late William Nordberg and his colleagues at the Goddard Space Flight Center and elsewhere. The result of many years of development effort culminated with the Electrically Scanning Microwave Radiometer (ESMR—affectionately pronounced “Esmer”) that flew on Nimbus 5, launched in December 1972. This instrument could detect the thermal microwave (1.55 cm) emission from an area on the ground or the surface of the ocean about 30 by 30 kilometers in size, and the “spot” could be electrically scanned across the satellite path to create synoptic coverage after several orbits. The data obtained by ESMR during the subsequent 4 years are summarized here in the form of maps.

The sea ice data from ESMR will be of interest to all those concerned with the Antarctic (or sea ice generally), from the navigators of ocean vessels who must penetrate the pack ice to climatologists seeking further clues to the heat balance of the Southern Hemisphere. The data are marvelously presented in the form of color-coded maps of the Antarctic and the southern oceans that show “brightness temperatures” and “concentrations of pack ice,” averaged for each month, 4-year monthly averages, month-to-month changes, and so forth. There are also graphs summarizing the results, such as areas of sea ice as a function of time in the various sectors of the southern ocean. The text explains in detail how this marvel of computer-drawn graphics was achieved, although the authors are modest in glossing over the enormous effort required to perfect the computer software.

Some important facts have already emerged from the analysis presented in this volume—facts that raise a host of highly intriguing questions. For example:

- What is the significance of the steady shrinking of the average total area of sea ice during this 4-year period? (See Chapter 5.)
- Why has this general retreat varied so greatly between the different sectors of the southern ocean?
• How does one explain the unexpectedly large and shifting areas of open water (polynyas) within the ice pack, even in winter?
• Why does the ice pack area shrink so rapidly in spring compared to its growth in the fall?
• How does the ice pack interact with the atmosphere and ocean circulations, and how does it influence the processes that form intermediate and bottom water?

Thus, this atlas opens up a number of lines of investigation that can now be pursued further with this treasury of data. But I hasten to add that this volume is much more than a data set—it includes what is, in effect, a treatise or textbook on the subject of polar sea ice and the remote sensing of it with microwaves. The text has been prepared by acknowledged experts in the several fields involved. It explains, at least in a preliminary way, what the data mean in terms of the physics and dynamics of sea ice.

In the process of planning the U.S. National Climate Program and clarifying the role to be played by the various Federal agencies, it became clear that NASA would have to bear the primary responsibility for developing and demonstrating new satellite techniques for studying the factors governing our climate. This volume is good evidence that NASA is continuing to fulfill this part of its mission.

Now that the sea ice team has given birth to this fine compilation—and in the process has presumably solved the many data reduction and presentation problems—we can look forward to further reports on subsequent observations from satellites. There have been other scanning microwave radiometers flown since Nimbus 5. Furthermore, let us not forget the Arctic and its ice pack. We can hope that NASA will not rest on its laurels before giving the world more of this invaluable new information.

William W. Kellogg
Senior Scientist
National Center for Atmospheric Research
Boulder, Colorado
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Sea ice is an important, highly variable feature of the Earth's surface, both reflecting and influencing climatic conditions. Sea ice covers approximately 7 percent of the world's oceans, significantly reduces the amount of solar radiation absorbed at the Earth's surface, greatly restricts the transfer of heat from the ocean to the atmosphere in winter, and influences global atmospheric and oceanic circulation. In this document, the sea ice distribution of the Southern Hemisphere is described in detail for the 4-year period 1973 through 1976, a period marked by the advent of satellites with passive microwave imagers that have provided unique data on this remote region of the world's ocean.

The extent and distribution of Antarctic sea ice is determined by using data from the Electrically Scanning Microwave Radiometer (ESMR) on the Nimbus 5 satellite. For 41 months of the 4-year period, microwave brightness temperatures in monthly averages are displayed in color-coded polar maps. The large contrast between the microwave emissivity of open water compared to that of sea ice enables a conversion of the brightness temperatures to sea ice concentration (the percentage of ocean area covered by sea ice). The resulting sea ice concentrations are also displayed in monthly averaged maps, and variables such as the total areal extent of sea ice, the area of ice in various concentration categories, and the area of actual ice coverage are plotted both for the southern ocean as a whole and for each of five sectors: the Weddell Sea (60°W - 20°E), the Indian Ocean (20° - 90°E), the Pacific Ocean (90° - 160°E), the Ross Sea (160°E - 130°W), and the Bellingshausen-Amundsen Seas (130° - 60°W).

The characteristics of the southern ocean, bounded to the south by the Antarctic Continent and unbounded to the north, include a westward flow near the continent and an eastward circumpolar current near the northern reaches of the sea ice cover. The ESMR data reveal many details of the distribution and dynamics of the Antarctic sea ice cover, such as irregularities in the outer boundary that are presumably caused by ocean currents or by variations in atmospheric circulation and surface winds. In general, the extent of ice coverage increases from a minimum of $4 \times 10^6$ square kilometers in February to a maximum of $20 \times 10^6$ square kilometers in September, with a greater rate of ice decay in spring than rate of growth in fall. Within the sea ice pack, mean ice concentrations range from about 50 percent in summer to about 80 percent in winter, indicating the existence of more open water in leads and polynyas within the ice pack than was previously known. Open water is measured in ice-free polynyas that are larger than the 30-kilometer microwave resolution and in regions of reduced average ice concentrations caused by numerous leads and polynyas smaller than 30 kilometers. Around most of the continent, except in the western Weddell Sea and the Bellingshausen-Amundsen Seas, the ice edge retreats to the coast in summer.

Considerable interannual variability and interregional contrast occurs in the ice cover. Although the total sea ice coverage decreased significantly (by 10 percent in the annual
mean) over this 4-year period, the behavior was not the same in all regions or all seasons. Most of the overall decrease was due to the large 23-percent decrease in the Weddell Sea sector, where the maximum winter ice extent was several hundred kilometers less and a very large open-water area, the Weddell polynya, persisted throughout the winters of the latter 3 years. The Weddell polynya, which drifted westward both within each of the three winter seasons and from one winter to the next, accounted for only part of the overall decrease in ice cover. In the Weddell Sea and Pacific Ocean sectors, the ice extent decreased in all seasons, with the largest single-month percentage decreases occurring in December for the Weddell Sea and in October for the Pacific Ocean. The decreases in these cases were 25 and 30 percent, respectively. In the other sectors, the sea ice extent increased over the 4-year period for some seasons and decreased for others. The high degree of interannual variability of sea ice precludes the determination of long-term trends from such a short record, but the images in this document demonstrate that satellite microwave data provide unique information on large-scale sea ice conditions, information that is needed for determining climatic conditions in polar regions and possible global climatic changes.
INTRODUCTION

Antarctic sea ice is a highly variable feature of the Earth's surface. Each year it recedes from its maximum area of approximately $20 \times 10^6$ square kilometers in September to its minimum area of approximately $4 \times 10^6$ square kilometers in February. As a variable ice feature, the area of seasonal sea ice is exceeded only by the seasonal snow cover on the continents in the Northern Hemisphere. Although the areal extent of winter sea ice in the southern ocean is 50 percent larger than the area of permanent ice cover on the continent, the volume of sea ice is 1000 times less than that of continental ice. These general characteristics of Antarctic sea ice were known decades before the advent of observations from space, but with recent satellite microwave sensors, not only the extent of the ice but also the area of open water in polynyas and leads within the ice pack has been obtained. This document presents a detailed analysis and description of the growth, decay, regional characteristics, and interannual variations of Antarctic sea ice based on passive microwave observations for the period 1973 through 1976.

The variable year-to-year positions of the sea ice edge at its winter maxima and its summer minima have often been used as indicators of changes in global climate. Generally, sea ice extends farther from the poles during colder climatic periods (Lamb, 1972) such as the Little Ice Age in the eighteenth century and the last glaciation of the Pleistocene epoch, which ended approximately 10,000 years ago. For the distant past, information on the location of the ice edge has been deduced from the geologic record in sea-floor sediments. For the past several centuries, this information has been supplemented by historical records for select locations such as Iceland. For recent decades, a more detailed record of sea ice has been obtained from numerous ship, aircraft, and satellite observations.

Sea ice occurs in many physical forms (WMO, 1970; and Armstrong et al., 1973), varying from fine ice particles suspended in water to thick multi-year ice floes. Some small-scale characteristics of sea ice are illustrated in photographs from the Weddell Sea (Figures 1-1 through 1-5). Generally, ice crystals that form in near-surface waters coalesce into several forms and by accretion grow into relatively flat sheets or floes varying in size from about 20 meters to many kilometers across. Thicknesses of ice floes are usually in the range of a few tens of centimeters to several meters. The physical and chemical structure of sea ice is affected by snowfall, brine drainage in the upper layers, and other aging processes. Stresses acting on the ice induce deformation in the form of ridging, overriding or rafting, and fractures that form linear openings in the ice pack called leads and nonlinear openings called polynyas. Figure 1-4 shows various areas of open water, new ice forms, and older ice floes showing signs of past deformations.

The relationship between climate and sea ice is complex. Regional and global changes in ice extent influence oceanic and atmospheric conditions, which in turn influence the distribution of sea ice. The freezing of ocean water to form sea ice, the deformation of sea ice by winds and ocean currents, and the melting of sea ice are all interactive processes. The physical processes involve sensible and latent heat transfer, wind stress, ocean heat flux, solar radiation, cloud cover, ocean currents, ice drift, and other factors. In spring and summer, for example, the presence of the highly reflective sea ice greatly decreases the amount of solar radiation absorbed at the Earth's surface. In winter, the sea ice acts as an insulator between the cold polar atmosphere and the relatively warm ocean surface, greatly restricting exchanges of heat and mass between the ocean and the atmosphere (Allison et al.,...
Figure 1-1. Surface view of sea ice floes near the northern sea ice edge in the Weddell Sea, with approximately 1-meter-tall Emperor penguin. Open water in the foreground between the ice floes does not show signs of new ice formation. Snow depth of 10 to 20 cm thickness on the ice floes is a typical feature of this region. Substantial ice ridging is evident in the background. (Courtesy of S. Ackley, Cold Regions Research and Engineering Laboratory (CRREL).)

Figure 1-2. Surface closeup view of ice ridging showing ice blocks about 1 to 1.5 m in height. Snow cover on the ridges indicates ridge formation several days before the photograph was taken. (Courtesy of S. Ackley, CRREL.)
Figure 1-3. Aerial view of ice in the southern Weddell Sea, where the ice is generally younger
and thinner than the ice that has drifted northward (Figures 1-1 and 1-2). The large gray or
gray-white floes in the center and lower right appear to be remnants of recent ice growth
(thinner ice is gray) followed by substantial deformation probably due to both wind and
ocean waves within the ice pack. The deformation also created large amounts of highly frac-
tured ice between the larger floes. The presence of some ridged ice, shown here in the upper
left, is a typical feature. (Courtesy of S. Ackley, CRREL.)

Figure 1-4. Aerial view near the ice edge showing bands of sea ice with ice floes surrounded
by thin gray ice, which is approximately 10 cm thick. The bright areas of sunglint on the
right indicate ice-free water. Some of the dark areas between the ice bands contain a soupy
layer of grease ice, which dampens the small ocean waves and reflects little light. The larger
wind drag acting on the ice floes causes separation into bands of ice and open water, a pro-
cess that accelerates ice melting in spring due to the lower albedo of the ocean between the
ice bands. (Courtesy of S. Ackley, CRREL.)
Figure 1-5. Isolated floes of snow-covered ice with no signs of new thin ice. In this intermediate stage of deterioration, most of the thinner ice has melted. The thicker floes have been melted along the edges by the warmer ocean water, as shown by the portions of the larger floes that are below sea level and therefore appear light blue in color. At this point, melting could proceed rapidly because the decreased compaction enhances the solar radiation absorption in the open water and the possibility of wave action on the floe edges. (Courtesy of S. Ackley, CRREL.)

The causes and the effects of observed variations in the ice cover are not well understood. Better understanding of the climatic significance of observed changes, in particular, requires improved knowledge of the physical processes, as well as an accurate long-term record of ice conditions. The purpose of this document is to present a compilation and analysis of satellite data on sea ice for the 4 years 1973 through 1976, which should be the beginning of a long-term detailed climatic record of global sea ice conditions. Even with only a 4-year period, the analysis provides new insights into the nature of the sea ice cover and its variations. The sea ice distributions obtained may be used for additional studies of climate, atmospheric processes, and oceanic processes. As the microwave observations show, the ice cover often decreases in one region while increasing in another for reasons that are not fully understood. Regional differences during 1973 through 1976 are marked, with ice extents decreasing significantly in the Weddell and
Ross Seas but increasing somewhat over the 4 years in the Bellingshausen-Amundsen Seas. The overall maximum extent of sea ice decreased by 1.2 million square kilometers, or 6 percent of the total ice area. The record of sea ice distributions should also be useful for studies of marine resources in sea ice regions and for the planning of operational activities in the Antarctic.

The source of the data is the Electrically Scanning Microwave Radiometer (ESMR), a passive microwave instrument on the Nimbus 5 spacecraft launched in December 1972. The ESMR instrument has provided the first all-weather, day-or-night capability for observing sea ice that exists in geographical areas that are dark and/or cloud-covered much of the year and where surface investigations are extraordinarily difficult. Data obtained by satellite microwave imagery are unique for: (1) their comprehensive temporal and spatial coverage, and (2) their information regarding the amount of open water within the ice pack. The comprehensive temporal and spatial coverage derives from the ability of the satellite radiometer to detect microwave radiation from the Earth's surface on repeated orbital passes along a broad swath in the presence of clouds and in the absence of light. The openwater information derives from the large contrast between the microwave emission from sea ice and the much lower emission from sea water.

Before the ESMR was launched on Nimbus 5, a prototype of the instrument was flown in the Arctic in 1967, 1970, 1971, and 1972 on the NASA "Galileo-I" Convair 990 Remote Sensing Laboratory. The first two expeditions led to the discovery of the strong contrast in microwave signatures of open ocean and sea ice (Wilheit et al., 1972). The last two expeditions included surface measurements from manned drifting ice stations in the Beaufort Sea (Campbell, 1973). Within 2 weeks of the launch of Nimbus 5, the ESMR provided the first all-season and all-weather synoptic views of the entire Arctic and Antarctic sea ice covers (Campbell et al., 1974; and Gloersen et al., 1974). Quantitative interpretation of the satellite ESMR images has been based on results of a series of combined satellite, aircraft, and in-situ observations during three major international experiments in the 1970's, namely:

1. AIDJEX (Arctic Ice Dynamics Joint Experiment), spring 1971, 1972, and spring 1975 through spring 1976
2. BESEX (Joint U.S./U.S.S.R. Bering Sea Experiment), spring 1973
3. Skylab Snow and Ice Experiment, winter and spring 1973 and 1974

The simultaneous surface, aircraft, and satellite observations confirmed several applications of the remote sensing of sea ice that are of fundamental importance. These include the ability to clearly distinguish sea ice from open water (Wilheit et al., 1972; and Gloersen et al., 1975a), to distinguish multiyear sea ice from first-year and younger ice types (Gloersen et al., 1973), to map sea ice concentration (Gloersen et al., 1974), and to delineate the seasonal variation of ice types (Campbell et al., 1978). An essential feature of the passive microwave techniques is the ability to determine the relative areas covered by open water and sea ice even though the separate small areas of open water and ice floes are not resolved by the microwave imagers.

Using the satellite ESMR data, a complete map of southern ocean brightness temperatures—providing a clear delineation of sea ice distribution—has been produced for most 3-day intervals during 1973 through 1976, with occasional gaps because of invalid or lost data. The spatial resolution of the data is approximately 30 kilometers. The brightness temperatures have been averaged over monthly time periods, and for each 30- by 30-kilometer map element, monthly sea ice concentrations (percent of area covered by sea ice versus open water) have been derived from the brightness temperatures to an estimated absolute accuracy of ±15 percent (e.g., 30 ± 15 percent). Relative accuracy from one map element to another is much better.

The following chapters describe the general physical characteristics of the southern ocean (Chapter 2), the theoretical basis for the microwave interpretations and estimates of accuracy (Chapter 3), the average annual cycle of sea ice concentrations (Chapter 4), and the full sequence of monthly average ice concentrations for 1973 through 1976 (Chapter 5). Maps of monthly averaged brightness temperatures for each of the 4 years are included in Chapter 3, whereas maps of monthly averaged ice concentrations (derived from the brightness temperatures) are included in Chapter 5. Maps of
4-year monthly averages of sea ice concentration are included in Chapter 4. Chapters 4 and 5 also include an extensive set of graphs showing various aspects of the sea ice cover for the southern ocean as a whole and for each of five sectors into which the southern ocean has been divided. The text is supplemented by three appendixes, the first of which discusses the processing, compilation, and mapping of the data. (Data are available on magnetic tape through the World Data Center A for Rockets and Satellites/National Space Science Data Center, Greenbelt, Maryland 20771, and the World Data Center A for Glaciology, Boulder, Colorado 80309, and are described in Zwally et al., (1981)). Appendix B presents gray-scale images and contour versions of the ice concentration maps of Chapters 4 and 5, and Appendix C presents sample distributions of the area of sea ice as a function of sea ice concentration. Overall, the data and the analysis presented provide a detailed description of the spatial and temporal variations of the sea ice and the open water within the southern ocean ice pack.
2

SOUTHERN OCEAN

2.1 INTRODUCTION

The southern ocean comprises the water surrounding the Antarctic Continent, including the southernmost parts of the Pacific, the Atlantic, and the Indian Oceans. Adjacent to the continent are the Weddell, Bellingshausen, Amundsen, and Ross Seas (Figure 2-1). The southern ocean is unique among the world’s oceans because the configuration of land and water in the Southern Hemisphere permits a circumpolar oceanic flow (Figure 2-2). The only major physical boundaries that constrict zonal flow are in the Drake Passage/Scotia Sea region between South America and the Antarctic Peninsula. In addition, deep passages provide bottom water flow equatorward to the adjacent ocean basins (Heezen et al., 1972). The Antarctic Continent provides the southern boundary of the southern ocean, whereas the northern boundary may be considered to be 50°S, which is the approximate position of the Antarctic polar-front zone. The polar-front zone is characterized by relatively large meridional gradients of temperature, salinity, and density associated with the Antarctic circumpolar current and several mid-ocean ridge systems. The important distinction between this frontal boundary and a landmass barrier is its permeability. In fact, the fluxes of heat, salt, and nutrients across this interface are significant factors in global oceanic budgets. More detailed descriptions of the southern ocean appear in Deacon (1937, 1979), Taljaard et al. (1969), Gordon and Goldberg (1970), Heezen et al. (1972), and Gordon and Molinelli (1982).

To examine regional behavior of the sea ice cover, the southern ocean is divided into five sectors, each characterized by various regional oceanographic and meteorological features (Figure 2-3). The Weddell Sea sector (60°W to 20°E) contains relatively cold ocean waters influenced by a large-scale cyclonic gyre and the topographic barrier of the Antarctic Peninsula (Gordon, 1981). The large area of compact sea ice remaining each summer and the occasional occurrence of the Weddell polynya in winter are partial consequences of these features. In the Indian Ocean sector (20°W to 90°E) and the Pacific sector (90°E to 160°E), the continent extends farther from the poles, and in summer the sea ice edge retreats completely to the coast in many locations. The Ross Sea sector (160°E to 130°W), like the Weddell sector, contains relatively cold water and a cyclonic circulation. Although weaker than the gyre in the Weddell Sea, the Ross Sea gyre significantly influences the formation of open water near the Ross Ice Shelf front. The Bellingshausen-Amundsen Seas sector (130°W to 60°W) is characterized by strong stratification in the upper ocean water that contributes to the retention of a large summer ice cover.

2.2 TEMPERATURE AND WATER-MASS STRUCTURE OF THE SOUTHERN OCEAN

Figure 2-4 is a schematic meridional cross section of water-mass characteristics. Typically, temperatures decrease with increasing latitude. The two major exceptions to approximate radial symmetry occur in the Drake Passage/Scotia Sea region and in the western Weddell Sea. In the Weddell, poleward-flowing water is turned equatorward by a deep gyre, wind-stress vorticity, and the continental barrier (Deacon, 1979). The most abundant water type, the circumpolar deep water extending from a depth of a few hundred meters to a depth of near 4 kilometers, has temperatures above 0.5°C and salinities above 34.65 parts per thousand (Deacon, 1933, 1937; and Gordon and Molinelli, 1982). The circumpolar deep water can be identified in vertical profiles by its characteristic temperature maximum,
which occurs at depths near 1000 meters at the Antarctic polar front and rises to 200 meters off the Antarctic continental shelf, and by a characteristic salinity maximum some 300 to 400 meters deeper than the temperature maximum.

The Antarctic bottom water of the southern ocean extends from the lower limit of the deep water down to the sea floor and is, at most, 1000 meters thick. Temperatures near 0°C and salinities somewhat lower than those of the deep water characterize bottom water (Carmack, 1977). Mixing of cold shelf water and warm deep water in varying ratios to form waters of various temperatures and salinities can be the source of bottom water according to Foster and Carmack (1976), Carmack and Killworth (1978), and Foster and Middleton (1979). The coldest bottom water occurs in the Weddell Basin, where the potential temperature is approximately \(-1^\circ\text{C}\) (Heezen et al., 1972; and Gordon and Molinelli, 1982, plate 214). According to Foster and Carmack (1976), this bottom water forms primarily from a combination
Figure 2-2. Large-scale oceanographic features in the southern ocean. The green areas in the oceans represent bottom topography more shallow than 3000 meters. The axis of the Antarctic circumpolar current is shown by the long blue arrows. The orange line near 50°S indicates the nominal location of the oceanic polar front, called the Antarctic convergence. The red line near the Antarctic Continent indicates the nominal location of the Antarctic divergence. The short blue arrows indicate selected major features of nearshore currents, such as the cyclonic Weddell gyre and the current at the edge of the Ross Ice Shelf. Light-blue shading depicts the region typically covered by sea ice in midwinter.

of very cold saline shelf water and modified deep water in the Weddell Sea, the bottom water arising through a complicated mixing process at the shelf front. In the plume model of Killworth (1979), this newly formed water sinks along the edge of the shelf to the bottom of the basin. Gordon (1978) and Killworth (1979) offer an additional mechanism for forming bottom water away from continental margins, which involves convective "chimneys," as well as large-scale convection. The possibility of this mechanism occurring in the Weddell polynya is discussed by Carsey (1980) and Martinson et al. (1981).

Throughout the southern ocean, a summertime temperature-minimum layer is found at a depth of 100 to 200 meters. The temperature minimum decreases from about 1.5°C immediately south of the Antarctic polar front to less than 0°C near the continent (Gordon and Molinelli, 1982, plates 196-198). In addition, Toole (1981) has shown that spatial variations in the characteristics of the temperature minimum are strongly correlated with
maximum ice-margin location. The surface waters also show large meridional variations in temperature and salinity. Near the polar front, temperatures approach 6°C in summer and 4°C in winter (Gordon and Molinelli, 1982, plates 7-10), and salinities are approximately 33.8 to 34.2 parts per thousand (Gordon and Molinelli, 1982, plates 13 and 24-26). At the sea ice edge, temperatures are near local freezing, and salinities are approximately 34.0 to 34.3 parts per thousand. Figure 2-4 shows the general form of meridional ocean characteristics and its relationship to zonal characteristics. This pattern of water-mass meridional flux may derive from the eddy field rather than from mean meridional circulation (Bryden, 1979).

2.3 SOUTHERN OCEAN CIRCULATION

The circulation in the southern ocean is dominated by the Antarctic circumpolar current (Sverdrup, 1933; Gordon et al., 1978; and Georgi and Toole, 1981). Figure 2-2 shows this current schematically, as calculated from density slopes at the Antarctic polar front. The location of the current is correlated with the maximum eastward wind stress (Zillman, 1972). Gordon et al. (1978) present the geostrophic ocean circulation at three levels—0 to 1000, 1000 to 2000, and 2000 to 4000 decibars—obtained from hydrographic data: and Lutjeharms and Baker (1979) present data on vertically integrated baroclinic transports. These results indicate a strong eastward-flowing current that appears to be significantly influenced by ocean-floor topography, especially in regions in which major submarine ridge systems cross latitude circles (see Figure 2-2). Using current meter data obtained from long-term moorings in the Drake Passage, Fandry and Pillsbury (1979) estimated the total flow of the Antarctic circumpolar current as $1.27 \pm 0.24 \times 10^6$ m$^3$ s$^{-1}$.

The circumpolar current appears to influence the position of the ice margin on several spatial scales throughout the year. Suggestions of this influence appear in Figure 2-2, which shows a typical winter ice extent along with the location of the fastest part of the Antarctic circumpolar current, the Antarctic divergence, and selected surface currents. The Antarctic divergence and associated oceanic upwelling is driven primarily by the prevailing easterly winds near the continent and the prevailing westerlies farther north.

2.4 ATMOSPHERIC FIELDS FOR THE ANTARCTIC/SOUTHERN OCEAN REGION

Monthly climatological fields of atmospheric sea-level pressures, geostrophic winds, and surface temperatures for the region poleward of 50°S from the data of Jenne et al. (1974) are presented in Figures 2-5 through 2-7. The sea-level pressure maps (Figure 2-5) are characterized by a polar high-pressure cell centered on East Antarctica and a ring of cyclones located at about 60°S in January and a few hundred kilometers equatorward during the winter months. The cyclone wave number varies from 2 to 5, which is consistent with upper tropospheric data collected by balloon tracking (Webster, 1975). The mean surface geostrophic wind fields derived from the pressure fields show clockwise circulations in the Weddell and Ross Seas, strong westerlies in the midlatitudes, and weaker easterlies near the Antarctic coast (Figure 2-6). These easterlies are strengthened by katabatic flow from the continent (Weller, 1969).

The position and strength of these pressure systems and associated winds are important to sea ice growth and decay. For example, the persistent low over the Weddell Sea results in an equatorward flow of air from the continent over the western portion of the sea. This cold air limits the melting of ice in this region and may in fact maintain ice growth at the edge of the Ronne-Filchner Ice Shelf throughout the year. Orographic flow in the boundary layer, described by Schwerdtfeger (1975), also brings cold continental air over the western Weddell Sea. The characteristics of the summer ice in the Weddell region have been discussed by Ackley (1979).

Another region under the influence of persistent cold-air flow from the continent is the Amundsen Sea, which is also an area of persistent ice cover. By contrast, areas under the influence of warm-air advection from lower latitudes, such as the west coast of the Antarctic Peninsula, often experience rapid melting of ice and smaller ice extents. The recurrent opening and closing of numerous coastal polynyas around the continent are influenced by katabatic flow.

Figure 2-7 shows the monthly climatological air temperatures of Jenne et al. (1974). Over most of the southern ocean, the surface temperature gradients are predominantly meridional, although notable zonal gradients occur in the Ross Sea, the
Antarctic Peninsula, and the Amery Ice Shelf (75°E) areas. Throughout most of the southern ocean, the monthly average temperature does not vary more than 5 K over the 6-month period from May to October. The two major ocean zones of coldest air temperatures are in the western Weddell and Ross Seas.

For an approximate comparison of the ice-edge position with the atmospheric temperatures, Figure 2-8 presents, for six selected months, the position of the ice edge averaged over 1973-1976 plus the 271.2 K freezing isotherm from the climatological surface-air temperatures. During the winter months, the location of the freezing line remains fairly constant, with a maximum shift of no more than 150 kilometers. This isotherm occurs near 55°S in the Weddell sector and, at its most poleward position, extends to 62°S in the Bellingshausen Sea. During these months, the 271.2 K isotherm, at least as indicated by the climatological average, is everywhere north of the 1973-1976 ice edge (Figure 2-8), suggesting that any melt at the winter ice margin is caused principally by oceanic heating and solar radiation or by departures of the atmospheric temperature from the mean values. During times of maximum sea ice growth and decay, the expansion or contraction in the 271.2 K isotherm leads the sea ice edge (Figure 2-8).

As an example of atmospheric influences on the ice, Figure 2-9 displays the mean sea-level pressure field for the 27-day period from April 28 to May 24, 1974, along with the location of the ice edge at the beginning, middle, and end of the period. The region of most rapid ice advance is in the Weddell Sea to the west of the most intense low-pressure center. Thus, the region with the most rapid ice advance coincides with the strongest wind-driven equatorward advection and with an expected decrease in air temperature through cold-air advection. A region with a similar ice advance is in the Indian Ocean sector, also located directly west of a low-pressure system. Over the same period, the ice edge moves poleward in the Amundsen Sea and equatorward in the Bellingshausen Sea, perhaps because of the eastward transport driven by the zonal wind flow. More extensive examinations of the relationship between large-scale atmospheric flow and variations in sea ice extent can be found in Ackley (1981), Cavalieri and Parkinson (1981), and Parkinson and Cavalieri (1982).
Figure 2-5a. Mean monthly climatological sea-level pressures, January through June. The data for these images were obtained in digitized form from Jenne et al. (1974).
Figure 2-5b. Mean monthly climatological sea-level pressures, July through December. The data for these images were obtained in digitized form from Jenne et al. (1974).
Figure 2-6a. Mean monthly climatological geostrophic winds, January through June. Arrows indicate the direction and relative magnitudes of the wind vectors. The data for these images were obtained in digitized form from Jenne et al. (1974).
Figure 2-6b. Mean monthly climatological geostrophic winds, July through December. Arrows indicate the direction and relative magnitudes of the wind vectors. The data for these images were obtained in digitized form from Jenne et al. (1974).
Figure 2-7a. Mean monthly climatological surface air temperatures, January through June. The data for these images were obtained in digitized form from Jenne et al. (1974).
Figure 2-7b. Mean monthly climatological surface air temperatures, July through December. The data for these images were obtained in digitized form from Jenne et al. (1974).
Figure 2-8. Comparison, for six selected months during the growth and decay seasons, of the 271.2 K freezing isotherm from climatological surface air temperatures with the position of the ice edge ($T_B = 150$ K) averaged for 1973-1976 (Chapter 3).
Figure 2-9. Advance/retreat of the sea ice edge from April 28 through May 26, 1974, and the average sea-level pressure field for the 29-day period (Cavalieri and Parkinson, 1981).
3
THEORY AND OBSERVATIONS
OF MICROWAVE EMISSIONS AND DERIVED
SEA ICE CHARACTERISTICS

3.1 INTRODUCTION

Remote sensing measurements usually consist of the detection of either emitted or reflected electromagnetic radiation at some distance from the source. The passive microwave images in this chapter are principally photographically produced displays of the intensity of naturally emitted radiation from the Earth's surface. In most situations, the microwave images have only minor radiative contributions from the atmosphere and extraterrestrial sources. In this respect, microwave sensing differs greatly from visible and infrared sensing, which are complicated by the large visible reflection and infrared emission from clouds in the atmosphere.

The information contained in the electromagnetic signal detected by the Nimbus 5 ESMR is processed and stored in many forms, including digitally formatted recordings on magnetic tape. The color-coded images shown in this document are representations of digital data maps. For sea ice studies, microwave radiance is converted into quantitative determinations of sea ice concentration. To do this, other physical quantities, such as the microwave emissivity of sea ice and estimates of the ice physical temperature, are combined with the microwave radiance. The procedures used to produce sea ice concentration maps from the microwave data are systematic and objective. Subjective photointerpretative analysis, often applied to remote sensing data, is used only to assist in the evaluation of the data and algorithms. This chapter contains the physical basis and the mathematical formulas used to obtain quantitative sea ice concentrations, along with an analysis of errors.

3.2 MICROWAVE EMISSIVITY AND BRIGHTNESS TEMPERATURE

The intensity of microwave radiation thermally emitted by an object is usually expressed as brightness temperature, $T_b$. Units of temperature are appropriate because, for radiation wavelengths in the microwave range (1 millimeter to 1 meter), the radiation emitted from a perfect emitter is proportional to its physical temperature, $T$. The proportionality to temperature is a consequence of the Rayleigh-Jeans approximation to Planck's law of thermal radiative emission. However, most real objects emit only a fraction of the radiation that a perfect emitter would emit at the same physical temperature. This fraction defines the emissivity, $\varepsilon$, of the object,

$$\varepsilon = \frac{T_b}{T}. \quad (3-1)$$

The usefulness of microwave radiometry as a remote sensing tool derives from the fact that the emissivity of an object depends very much on its composition and physical structure. Thus, measurements of brightness temperature provide information on the emissivity and therefore on the physical properties and conditions of the emitting medium. However, remote sensing of physical properties requires a priori knowledge of the emissivity of the various media. A good estimate of first-year sea ice emissivity, for example, can be inferred from Fresnel's law of reflection (Jackson, 1962):

$$r = \left| \frac{1 - n}{1 + n} \right|^2. \quad (3-2)$$
where $r$ is the reflectance of the surface, and $n$ is the index of refraction. The Fresnel equation is applicable to first-year sea ice because the observed radiation comes mainly from a thin saline layer at the snow/ice interface. Using a refractive index of 1.8 (Vant et al., 1974) for sea ice, the emissivity, which is related to the reflectance by $\epsilon = 1 - r$, is 0.918 calculated with this procedure. This value is also consistent with emissivities inferred from the ESMR data in regions of consolidated first-year ice using the climatological air temperatures to estimate the physical temperature, $T$. Although the emissivity is, in general, a function of the wavelength of the radiation, the wavelength independent equation 3-2 is applicable if the thickness of the layer from which the radiation emanates is small compared to the wavelength. Equation 3-2 cannot be used for multiyear ice because of the effect of internal scattering in the freeboard above the principal emitting ice layer, as will be discussed later. Aircraft measurements (e.g., Wilheit et al., 1972), however, indicated a value of about 0.84 for Arctic multiyear ice at 1.55-centimeter wavelength, nadir angle, and horizontal polarization.

For many other solids or liquids, microwave radiation emanates from only a thin surface layer. Since this layer is nearly isothermal, the emissivity in such a case is well defined. Also, if the material's dielectric properties are known, its emissivity can be readily calculated by considering only the electromagnetic reflection at the surface of the material according to equation 3-2. For example, water has a low emissivity because of the large reflection and small transmission at its surface. However, the situation is more complicated if the radiation emanates from a thicker layer that is not necessarily isothermal and is further complicated if this thicker layer has internal inhomogeneities that cause internal reflections or scattering of the radiation.

To understand the features of the microwave images, it is important to know the approximate depths from which the radiation emanates. For most emitters, the contribution to the external emission tends to decrease approximately exponentially with depth of the radiation source. The optical depth (based on radiative power attenuation by a factor of $1/e$) is the thickness of the top layer from which approximately 63 percent of the radiation emanates. At the 1.55-centimeter wavelength, the optical depth is on the order of millimeters for water, soils, and first-year sea ice, on the order of 10 centimeters for the low salinity part of multiyear sea ice, and on the order of meters for dry snow.

In the general case of emission from the bulk of a medium that is not isothermal, the equation, $\epsilon = T_b/T$, is not appropriate because the physical temperature varies within the emitting medium. A general definition of emissivity for bulk emitting media and its specific application to polar firn is given by Zwally (1977). Briefly, a consideration of the radiative transfer through the medium must include the emission, absorption, and scattering by each element of the medium. A radiative transfer function, which describes the transfer of radiation from a given point within the medium to the surface, is used as a weighting function to obtain an effective physical temperature, $<T>$. This quantity, $<T>$, is a weighted average of the physical temperature over depth within the medium. The weighting represents how well the medium transfers emitted radiation from each depth to the surface. The emissivity in this case equals $T_b/<T>$, which is analogous to the isothermal case. Properly defined, emissivity varies between 0 and 1.

Since the emissivity usually varies with the wavelength and polarization of the radiation, it is sometimes possible to deduce the physical temperature or more than one physical property of a medium from radiometric measurements of brightness temperature at more than one microwave wavelength and/or polarization. This potential provides the rationale for multifrequency (and dual polarization) brightness temperature measurements and for the development of inversion techniques (Gloersen and Barath, 1977), which determine the desired physical parameters from a set of brightness temperature values measured at multiple wavelengths (and polarizations). In the case of single-wavelength, single-polarization measurements, an independent estimate or measurement of physical temperature is required.

### 3.3 Sea Ice Emissivity

The microwave emissivity of sea ice has been the subject of several experimental and theoretical investigations in recent years (Wilheit et al., 1972; Gloersen et al., 1978; Vant et al., 1974; Gloersen and Larabee, 1981; and Troy et al., 1981). Three principal ice types have been identified on the basis
of their radiometric signature: (1) new ice, (2) first-year ice, and (3) multiyear ice. The new ice category includes the standard (WMO, 1970; and Armstrong et al., 1973) newly formed ice types (frazil, grease, slush, and shuga) as well as nilas. The first-year ice category includes the standard first-year ice (30 centimeters to 2 meters in thickness) as well as young ice (10 to 30 centimeters), which is in the transition between nilas and first-year ice. The multiyear category includes all ice that has survived at least one summer melt (i.e., second-year old ice and multiyear old ice). A fourth category is referred to as summer ice, which includes melt ponds and a mixture of standard ice types. Approximate values of the emissivities of sea water at 1.55 centimeters for the different ice types are as follows:

<table>
<thead>
<tr>
<th>Ice Type</th>
<th>( \varepsilon ) (nadir view, 1.55 cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open water</td>
<td>0.44</td>
</tr>
<tr>
<td>New ice (&lt;10 cm)</td>
<td>0.45 to 0.92</td>
</tr>
<tr>
<td>First-year ice</td>
<td>0.92</td>
</tr>
<tr>
<td>(&gt;10 cm)</td>
<td></td>
</tr>
<tr>
<td>Multiyear ice</td>
<td>0.84</td>
</tr>
<tr>
<td>Summer ice</td>
<td>0.45 to 0.95</td>
</tr>
</tbody>
</table>

A schematic illustration of the basic differences between the various ice types is shown in Figure 3-1. The differences in emissivity between these ice types are caused mainly by variations in the dielectric properties of sea ice. It has been established experimentally that the dielectric properties, and
thus emissivity, depend mainly on salinity and temperature (Ramseier et al., 1974; and Vant et al., 1974, 1978). However, the effects on the measured radiance of thickness, surface properties, density, and structure, although normally less important than the others, can be significant, as discussed below.

The most important physical property that distinguishes new ice and first-year ice from multiyear ice is salinity in the freeboard portion of the ice or part of the ice above sea level. During freezing, concentrated brine pockets are entrapped between lamellae (very fine layers) of tiny ice plates. The amount of brine trapped depends on the temperature during formation and the age of the ice. Thus, sea ice formed at 263 K has a salinity from 4 to 6 parts per thousand, whereas the salinity of ice formed at 233 K ranges from 10 to 15 parts per thousand. The brine is a complex solution of metal salts, mainly NaCl, MgCl_2, and Na_2SO_4, which have freezing temperatures as low as 230 K. The amount of brine held in the freeboard portion of the ice gradually decreases as freezing continues through winter and as melt begins in spring and summer (Ramseier, private communication). The brine drainage could be caused by expulsion, which is a thermal process, and flushing, which occurs when surface meltwater percolates through the ice (Untersteiner, 1968). It could also be caused by movement of the heavier brine due to gravitation (Lake and Lewis, 1970). Such drainage processes create characteristic variations of salinity with depth. Generally, new ice has higher salinity near the surface than first-year ice, and multiyear ice has the lowest salinity in the freeboard (Cox and Weeks, 1975; and Campbell et al., 1976).

Salinity is an important microwave property because it determines the dielectric constant and, hence, optical depth or opacity of the ice (Gloersen and Larabee, 1981). The optical depth for typical saline ice is estimated to be less than one wavelength below the upper ice surface, irrespective of whether snow cover exists. A nonsaline and dry snow cover has a large optical depth and, therefore, has little effect on the transmission of radiation from the underlying sea ice. Thus, for first-year ice, the microwave radiation emitted emanates from near the ice surface. Because this layer is approximately an isothermal layer, equation 3-1 can be used to calculate the emissivity. For multiyear ice, with its much lower salinity content in the freeboard, the radiation originates mainly from the ice near sea level (Gloersen and Larabee, 1981) and is modified by scattering in the freeboard layer. The brine pockets become air pockets that scatter the upwelling radiation and thereby reduce the bulk emissivity of the media.

The density profile of the various ice types has been measured by Campbell et al. (1978). Mainly because of brine drainage, the density of multiyear ice is about 5 to 20 percent lower than that of first-year ice in the freeboard layer. The effect is to enhance the difference in optical depth between the first-year and multiyear ice because a decrease in density causes an increase in optical depth. However, if the radiation already originates from the entire freeboard layer and the ice immediately underneath, as in multiyear ice, any further reduction in the density would not affect the emissivity of the ice because the ice underneath the freeboard layer is again saline.

Two radiometrically distinct multiyear sea ice types have been observed in the Antarctic after the summer melt season. One type is radiometrically similar to the multiyear ice found in the Arctic, which undergoes surface melting and freeboard drainage of the brine cells during the melt season. A similar process may occur in the Antarctic in the Bellingshausen-Amundsen Seas, where brightness temperature of the multiyear ice is about 20 K lower than that of the surrounding first-year sea ice (Zwally and Gloersen, 1977). However, no salinity data exist for this radiometrically cold ice in the Bellingshausen-Amundsen Seas. The second type of multiyear ice, which is located in the western Weddell Sea, is radiometrically similar to first-year ice and has not undergone extensive freeboard drainage of the brine cells according to Gow et al. (1982).

Young ice and nilas thicker than a few centimeters might be expected to have the same emissivity as thicker first-year ice. However, some investigators (Gloersen et al., 1975b; Tooma et al., 1975; Ramseier et al., 1975; and Ketchum and Lohanick, 1980) have observed emissivities for young ice that differ from first-year ice. One explanation attributes this observed difference to the existence of a film of moisture on the surface of the young ice that lowers the emissivity compared to first-year ice (Ramseier et al., 1975; and Vant et al., 1974, 1978). A possible secondary effect that might cause the emissivity of young ice to be higher than that of first-year ice is the
slightly higher salinity of young ice. The higher surface temperature caused by greater heat conduction from the ocean would also result in higher $T_B$ for young ice (Vant et al., 1974). For extremely thin ice (on the order of one optical depth), contributions from the water underneath the ice would also affect the emissivity. Gloersen and Larabee (1981) parameterized the contribution of layers of water and ice to the microwave radiation using a mixing model, and results agree with the only available measurement.

Another factor that distinguishes new ice and young ice from first-year ice is the presence of more snow on the latter. The insulating characteristics of the snow layer allow the sea ice to be thermodynamically warm compared to the air above it. The modeled and measured temperature profile of snow-covered ice discussed by Maykut and Untersteiner (1971) indicates that, in winter at about 243 K air temperature, the mean snow-surface temperature is about 14 K lower than the snow/ice interface temperature. The effect of snow cover on microwave emission was reported in Campbell et al. (1978), where removal of snow cover led to a drop in brightness temperature of 7 K at 0.8-centimeter wavelength and 12 K at 2.2 centimeters.

Summer ice is not as easy to define as the other ice types because of several complications illustrated in Figure 3-1(d). Because of large zonal and meridional variation in physical temperature, the surface phenomena associated with seasonal warming and melt occur at different times in various places. In addition, different types of surfaces respond to the same heating in different ways. It is therefore difficult to assign a single average value for the emissivity of summer ice.

As the physical temperature of the snow approaches 273 K, some of the ice particles change into liquid water. Because liquid water has a high refractive index (~8.5 below 20 GHz) compared to that of dry snow (~1.4), the dielectric properties of the snow mixture are strongly influenced by the amount of liquid water it contains. Furthermore, the existence of the highly conductive water particles in the snow volume makes the media inhomogeneous and thus affects the emission and scattering properties. Stiles and Ulaby (1980) measured the passive microwave response to wet and dry snow at 10.7 and 37 GHz. When measured at a snow depth of about 26 centimeters with frozen soil underneath, they found almost no difference between wet and dry snow at 10.7 GHz, but at 37 GHz, the brightness temperature of wet snow was greater than that of dry snow by about 100 K. Assuming a model consisting of a central core of ice and a surrounding shell of water with a thickness of one tenth of the radius of the ice particle, Chang and Gloersen (1975) used a numerical solution to the radiative transfer equation to calculate the brightness temperature of wet and dry snow. At a snow depth of 26 centimeters, their results show a difference of 25 K at 19 GHz. Although this value cannot be compared directly with those of Stiles and Ulaby, because it was measured at a different wavelength, it could qualitatively explain the substantial difference at 37 GHz.

As the snow melts, a layer of water (often referred to as a melt pond) forms on top. Because the emissivity of water is low compared to that of ice, the net emissivity of the ice begins to decrease as the depth of the melt ponds increases. For deep melt ponds (~15 centimeters), the emissivity can be as low as that of open water. However, there are periods when physical temperatures are below freezing even during summer. The surface of the water could freeze and, depending on the thickness, cause the emissivity to increase again. Melt ponds have been observed extensively in the Northern Hemisphere, but have not been seen by investigators (Andreas and Ackley, 1982) in the southern polar region.

### 3.4 BRIGHTNESS TEMPERATURE OBSERVATIONS

The brightness temperature data from single satellite orbits have been converted to polar stereographic maps with a 293 by 293 grid, using a procedure discussed in Appendix A. The maps are linearly interpolated to 879- by 879-grid maps before photographic color-coded images are created. The color-coded images show brightness temperatures at 5 K intervals from 135 to 280 K. This range is sufficient to cover both ocean and ice at the 19-GHz frequency. Also, even though the relative calibration of the microwave sensor is better than 5 K, the interval is fine enough to show most of the salient features in the maps.

To provide complete spatial coverage in the polar regions, orbital brightness temperature data are accumulated and averaged over periods of 3 days (see Appendix A). The 3-day maps allow for
analysis of ice cover based on data averaged over a relatively short time period. Some examples of 3-day average maps of brightness temperature are shown in Figures 3-2 and 3-3. In these images, the orientation of the maps is the same as in Figure 2-1, and the outline of the continental boundaries is superimposed on the microwave data. The strong contrast in the emissivities of ice and water is clearly evident in these images, with the ocean areas having an average brightness temperature of about 135 K, whereas consolidated ice areas have brightness temperatures as high as 250 K. Thus, the ice edge and large open-water areas (polynyas) within the ice pack can be easily identified. The 3-day average maps are not corrected for the occasional anomalous shifts in the brightness temperature of several degrees (Appendix A, paragraph A.2.4).

Figure 3-2 shows images during midwinter for 1973, 1974, 1975, and 1976. In the Weddell Sea region, the appearance of a large polynya is conspicuous in 1974, 1975, and 1976 in contrast to 1973, the first year of ESMR data. The existence of this large polynya was discovered with the ESMR data in 1974 (Zwally et al., 1976), and a more detailed description is given in Carsey (1980).

Similar images during the spring breakup of the ice pack are shown in Figure 3-3. A comparison of the four images clearly shows substantial year-to-year differences, especially in the Weddell Sea, where the polynya is in various stages of opening to the surrounding seas. In the Ross Sea, a springtime polynya located immediately off the Ross Ice Shelf is also observed, with varying sizes and shapes for the different years. Around the continent, smaller coastal polynyas are evident in all years, many of these recurring in the same location.

Monthly average maps are generated by combining all available 3-day maps, properly weighted to cover 3-day periods for which useable ESMR data do not exist. Figures 3-4 through 3-15 show monthly images from January 1973 through December 1976 corrected for anomalous shifts of the brightness temperature (Appendix A, paragraph A.2.4). Monthly images averaged over the different years are also shown in Figures 3-16 through 3-21, and yearly images are displayed in Figure 3-22. The monthly average maps are the basis of the monthly sea ice concentration maps in Chapters 4 and 5.

A comparison of the 3-day average and monthly average images reveals some noteworthy differences. For example, in the 3-day images, brightness temperatures greater than 175 K can be observed over the open ocean. These high ocean brightness temperatures are caused mainly by atmospheric effects such as precipitation, high water-vapor content, and surface roughness caused by the presence of high near-surface winds. These atmospheric effects are strongly suppressed in the monthly maps because, over any given area, these occurrences tend to be brief. Also, some patterns associated with the orbital track of the satellite are noticeable in the 3-day maps, indicating instrumental noise or imperfection in the relative calibration of the sensor. These patterns are also suppressed in the monthly maps by the data averaging.

A relatively narrow zone of rapidly increasing brightness temperature is generally observed, proceeding from the ice edge into the pack, especially in the 3-day images and during winter. During spring, when rapid ice breakup occurs, and during fall, when ice is advancing, the gradient at the edges is not as strong because of the effect of time averaging over a variable position of the ice edge. Thus, the 3-day maps normally have higher gradients in brightness temperature near the sea ice edge than those of the monthly maps. However, near the ice edge, several effects like flooding, roughness, varying thickness, and some other surface properties may alter the emissivity of the ice and, therefore, the net brightness temperatures, causing the spatial gradient of brightness temperature to be broader than the gradient in ice concentration.

For a particular ice type, sea ice radiance is proportional to physical temperature according to equation 3-1. The physical temperature of the ice is influenced by combined meteorological and oceanographic factors, but as a first approximation, it can be obtained from the mean surface air temperature. Except during summer, the surface air temperature exhibits a strong latitudinal variation that provides a tendency for sea ice brightness temperatures to decrease toward the continent due to the decrease in physical temperature. Because ice concentration tends to increase toward the continent in the direction of decreasing physical temperature, the maximum brightness temperatures normally occur near the center of the pack.

In the April 1974 image of the Amundsen Sea, for example, a low brightness temperature area forms a pattern similar to the distribution of ice
remaining at the end of the melt season in February 1974. In particular, these low brightness temperature regions surround an area of higher brightness temperatures in which first-year ice has formed in the summer polynya west of Thwaites Iceberg Tongue. The low brightness temperature region is evidently occupied by ice that is radiometrically similar to the multiyear ice found in the Arctic, which is discussed in Sections 3.2 and 3.3. The emissivity of most of the remaining ice, including the ice throughout the Weddell Sea, appears to be similar to that of Arctic first-year ice after the melt season.

Additional consideration must be given to the effects of surface melt on emissivity when interpreting these images during periods of melting. The increase in brightness temperature associated with the generation of free water in the surface snow has been discussed previously. An interesting example of the dramatic increase in brightness temperature due to surface melting is shown in the image for December 1974 in the vicinity of the Larsen Ice Shelf on the Antarctic Peninsula (Figure 3-15a). This effect can be clearly seen on both the ice shelf and the adjacent sea ice, but the increase is larger on the shelf ice because the usual brightness temperature of the dry firn on the ice shelf is much lower than the brightness temperature of sea ice.

The microwave properties of the firn on the continental ice sheets and ice shelves are quite different from the microwave properties of sea ice. The continental areas show very little correlation between the brightness temperature and physical temperature because the emissivity variations are even larger than the spatial variations of surface physical temperature. Chang et al. (1976) used a numerical solution to the radiative transfer equation to show that, for a uniform snow medium, volume scattering from the snow grains is the principal factor affecting the microwave emission and that the source of radiation can emanate from several meters within the medium. Subsequently, taking into account variations of snow properties with depth, Zwally (1977) used an analytic approximation to solve for the microwave emissivity of polar firn. The results show that the emissivity can be modeled by taking into account the spatial variations of snow-grain size with depth, with larger grains causing more scattering and lower emissivities. However, the approximation overestimated the effect of radiative scattering in the medium because contributions due to multiple scattering were neglected. Comiso et al. (1982) used a method similar to Chang et al. (1976), but accounted for variations of snow properties with depth and multiple scattering. Their results show a qualitative agreement with Zwally (1977) and substantial improvement in the estimation of scattering effects. In addition, the model was successfully used to simulate the spatial variation of the seasonal distribution of microwave emission in the ice sheet. Thus, qualitatively, the microwave variations are mainly attributed to spatial variations in grain size that determine the bulk emissivity and brightness temperature. The grain size in the firn is determined in part by the accumulation rate (larger grains for low-accumulation rate) so that the observed variations in brightness temperature are related to variations in the accumulation rate over the ice sheet (Zwally, 1977). For example, the lowest brightness temperatures are observed in the low-accumulation region over much of the East Antarctic ice sheet, and the highest are observed in the high-accumulation Ellsworth Land.

Around the Antarctic coast, there are numerous examples in the maps of reduced brightness temperatures extending up to about 500 kilometers inland from major outlet glaciers. The converging ice flow and associated topography may be producing wind-induced accumulation and temperature variations that cause the observed brightness temperature patterns. The reduced sea ice concentration and summer polynyas offshore from many of these features provide evidence of strong winds. A specific example of this phenomenon on the ice sheet is the lower brightness temperature along the 75°S latitude circle at approximately 95°W that extends inland from the Pine Island Glacier (75°S, 101°W) (Figure 3-22). Other examples occur inland from the Ninnis Glacier (68°S, 147°E), Mertz Glacier (67°S, 144°E), Frost Glacier (67°S, 129°E), Dalton Iceberg Tongue (66°S, 122°E), Totten Glacier (67°S, 116°E), Vanderford Glacier (67°S, 111°E), Denman Glacier (67°S, 99°E), Scott Glacier (66°S, 100°E), and Davis Bay and the Dibble Glacier (66°S, 134°E) (Figure 3-22). Near the Mawson coast, the summer images reveal a polynya (67°S, 67°E), and the winter images reveal reduced sea ice concentrations in the same area, just offshore from reduced brightness temperatures that extend inland. Winter visible and IR images have been examined by Knapp (1969) to
Figure 3-2a. Three-day average of brightness temperatures for September 6 through 8, 1973, and September 1 through 3, 1974.
Figure 3-2b. Three-day average of brightness temperatures for August 30 through September 1, 1975, and August 30 through September 1, 1976.
Figure 3-3a. Three-day average of brightness temperatures for December 2 through 4, 1973, and November 30 through December 2, 1974.
Figure 3-3b. Three-day average of brightness temperatures for December 1 through 3, 1975, and December 1 through 3, 1976.
Figure 3-4a. Mean monthly brightness temperatures for January 1973 and 1974.
Figure 3-4b. Mean monthly brightness temperatures for January 1975 and 1976.
Figure 3-5a. Mean monthly brightness temperatures for February 1973 and 1974.
Figure 3-6b. Mean monthly brightness temperatures for February 1975 and 1976.
March 1973

Figure 3-6a. Mean monthly brightness temperatures for March 1973 and 1974.
Figure 3-6b. Mean monthly brightness temperatures for March 1975 and 1976.
Figure 3-7a. Mean monthly brightness temperatures for April 1973 and 1974.
Figure 3-7b. Mean monthly brightness temperatures for April 1975 and 1976.
Figure 3-8a. Mean monthly brightness temperatures for May 1973 and 1974.
Figure 3-8b. Mean monthly brightness temperatures for May 1975 and 1976.
Figure 3-9a. Mean monthly brightness temperatures for June 1973 and 1974.
Figure 3-9b. Mean monthly brightness temperatures for June 1975 and 1976.
Figure 3-10a. Mean monthly brightness temperatures for July 1973 and 1974.
Figure 3-10b. Mean monthly brightness temperatures for July 1975 and 1976.
Figure 3-11a. Mean monthly brightness temperatures for August 1973 and 1974.
August 1975

Figure 3-11b. Mean monthly brightness temperatures for August 1975 and 1976.
Figure 3-12a. Mean monthly brightness temperatures for September 1973 and 1974.
Figure 3-12b. Mean monthly brightness temperatures for September 1975 and 1976.
Figure 3-13a. Mean monthly brightness temperatures for October 1973 and 1974.
Figure 3-13b. Mean monthly brightness temperatures for October 1975 and 1976.
Figure 3-14a. Mean monthly brightness temperatures for November 1973 and 1974.
Figure 3-14b. Mean monthly brightness temperatures for November 1975 and 1976.
Figure 3-15a. Mean monthly brightness temperatures for December 1973 and 1974.
Figure 3-15b. Mean monthly brightness temperatures for December 1975 a--1 1976.
Figure 3-16. Four-year average of mean monthly brightness temperatures for January and February, 1973-1976.
Figure 3-17. Three-year average of mean monthly brightness temperatures for March and April, 1974-1976.
Figure 3-18. Three-year average of mean monthly brightness temperatures for May 1974-1976 and June 1973, 1974, and 1976.
Figure 3-20. Four-year average of mean monthly brightness temperatures for September and October, 1973-1976.
Figure 3.21. Four-year average of mean monthly brightness temperatures for November and December, 1973-1976.
Figure 3-22a. Annual mean brightness temperatures for 1973 and 1974. Months without data were accounted for by interpolation.
Figure 3-22b. Annual mean brightness temperatures for 1975 and 1976. Months without data were accounted for by interpolation.
determine polynya modification by atmospheric depressions in this region. During the course of the winter, the brightness temperature patterns vary much more offshore than inland, a result of the microwave sensitivity to the short-term effects of winds on the sea ice concentration versus the long-term effects on the ice-sheet surface.

A more detailed interpretation of the areas covered by sea ice and their temporal and spatial variability are presented in the following chapters, using ice concentration maps derived from the brightness temperature maps by methods described in the next section. Interpretation of the ice concentration maps is more straightforward, in contrast to the brightness temperature maps, because the effect of the seasonal and geographical variation in the physical temperature at each map element has been taken into account. The brightness temperature maps, however, are also useful because they show the basic data and contain information on the open oceans and continental ice sheets.

3.5 DETERMINATION OF ICE CONCENTRATION

Because of the strong contrast between the emissivity of sea water and that of ice, the ice concentration can be derived with reasonable accuracy from each of the data elements in the brightness temperature maps. The radiative transfer equation applicable to passive microwave observations at a given wavelength is given by:

$$TB = \epsilon T_s e^{-\tau} + \int_0^\tau T(z) \xi(z) e^{-\tau' + \tau''(z)}dz'$$

(3-3)

where $T_B$ is the observed brightness temperature, $\epsilon$ is the emissivity of the surface, $T_s$ is the physical temperature of the surface, $\tau'(z)$ and $\tau''(z)$ are the atmospheric opacities from the surface to a height $z$ and from the surface to the satellite height, respectively, $k$ is an estimate of the diffusiveness of the surface reflection, and $\xi(z)$ is the emittance at $z$. The reflected contribution of free-space radiance, which is a very small additive constant, is neglected. The emissivity depends on wavelength, as well as on various surface variables. In equation 3-3, the first term on the right-hand side represents the contribution to the observed brightness temperature of the surface as seen through the atmosphere, the second is the upwelling radiation from the atmosphere (directed towards the satellite sensor), and the third is the downwelling atmospheric radiation (directed towards the Earth) as observed after reflection at the surface and transmission back through the atmosphere. Using typical atmospheric conditions over the subpolar oceans, radiative transfer studies have shown that the contribution of the second term is typically 8 K, whereas that of the third is about 5 K. Over Antarctic sea ice, these contributions are expected to be substantially less than these values because of the lower water-vapor content of the atmosphere.

A typical sensor field-of-view in sea ice areas normally contains several types of surfaces, including water, new ice, first-year ice, and multi-year ice. The brightness temperature measured by the satellite instrument is the sum of the contributions from the various surfaces, each of which is characterized by its own emissivity and temperature. Assuming that, in each ESMR field-of-view, the only surface types are water and first-year ice, the radiative transfer formulation can be simplified as:

$$TB = (C_w \epsilon_w T_w + C_1 \epsilon_1 T_1) e^{-\tau} +$$

(3-4)

$$C_w T_{Aw} + C_1 T_{A1},$$

where $\epsilon_w$, $\epsilon_1$, $C_w$, $C_1$, $T_w$, $T_1$, $T_{Aw}$, and $T_{A1}$ are emissivities, concentrations defined as areal fractions, physical temperatures, and atmospheric contributions for water and ice, respectively.

Because $C_w$ equals $1 - C_1$, equation 3-4 can be solved for ice concentration:

$$C_1 = \frac{T_B - T_o}{\epsilon_1 T_{eff} - T_o},$$

(3-5)

where

$$T_{eff} \equiv T_1 e^{-\tau} + T_{A1}/\epsilon_1,$$

and

$$T_o \equiv \epsilon_w T_w e^{-\tau} + T_{Aw}.$$
The $T_o$ is the brightness temperature over 100-percent open ocean, $\epsilon_i T_{eff}$ is the brightness temperature over 100-percent sea ice, and $T_B$ is the brightness temperature over mixtures of ice and open water. This linear relationship between the brightness temperatures and sea ice concentration was also discussed in Gloersen et al. (1974), Zwally and Gloersen (1977), Carsey (1980), and Comiso and Zwally (1982), and is illustrated in Figure 3-23 for two values of $\epsilon_i$ and several values of $T_{eff}$.

The appropriate average value of $T_o = 135$ K is determined as a unit by investigating ESMR brightness temperature distributions of water near the edge of the ice pack (see Appendix C) and is used throughout the remaining calculations. The value of $T_o$ is approximately independent of ocean temperature, $T_w$, because of an inverse dependence of $\epsilon_w$ on $T_w$ at 1.55 cm wavelength (Wilheit, 1973); and effects such as surface roughness contribute mainly to variations about the average value of $T_o$. The emissivity of first-year ice has been determined both empirically from ESMR data and with theoretical Fresnel relations (equation 3-2) to be about 0.92. Because real-time data for $T_i$ are not available, interpolated monthly climatological air temperature data (Jenne et al., 1974) are used. The ice temperature, which is normally higher than air temperature but lower than the water temperature underneath the ice, is estimated from the following empirical formula:

$$T_i = T_{air} + f(T_w - T_{air}),$$

(3-6)

where $T_{air}$ is the mean monthly climatological air temperature, $T_w$ is water temperature (271.16 K), and $f$ is a parameter empirically determined from the observed $T_B$ data. The value of $f$ is determined from July 1974 data by adjusting it until the maximum values of $C_i$ from equation 3-5 are consistently about 100 percent during winter (see Appendix C). The resulting value of 0.25 for $f$ agrees with the overall average of surface measurements at Pond Inlet (Ramseier, private communication). A comparison of the Pond Inlet average values with those used here is shown in Figure 3-24.
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**Figure 3-23.** Linear relationship between sea ice concentration and microwave brightness temperature (see equation 3-5) for two values of emissivity and several values of the effective physical temperature of the ice radiating layer.

![Figure 3-24](image2.png)

**Figure 3-24.** Estimated snow/ice interface temperature used to derive sea ice concentration compared with a curve fitted to Pond Inlet temperature data (Ramseier, private communication).
Over the interval 240 to 270 K, the maximum deviation is 6 K. Since the parameterization to determine \( f \) uses the observed microwave data, the atmospheric effects are automatically taken into account. \( T_{\text{eff}} \) is also taken to be equal to \( T_1 \) determined by equation 3-6.

A quantitative comparison was made by Comiso and Zwally (1982) of ice concentrations derived with the foregoing procedure and those obtained from Landsat 1 and Landsat 2 Multispectral Scanner near-infrared-band images. The set of images compared included regions near the ice edge and near the continental boundary, an example of which is shown in Figure 3-25. Using an overlay procedure, a total of 86 ESMR pixels and the corresponding near-simultaneous Landsat images were analyzed. The results suggest that, although the Landsat data have much better resolution than the ESMR data, the presence of narrow leads, small ice floes, thin ice, and clouds often cause considerable uncertainty in the ice concentrations that can be inferred from the visible sensors. A classification procedure for Landsat, which is often used for ice-cover estimates and is based on a threshold radiance level, overestimated the ice concentration because this method tends to classify mixtures of water and unresolved ice floes as fully ice-covered ocean. When a proportional classification based on observed reflectance was utilized instead, the Landsat data agreed substantially better with ESMR.

![Figure 3-25](image-url)

Figure 3-25. Landsat multispectral scanner images at near-infrared (1.1 microns) wavelengths: (a) image for November 23, 1975, centered at 68°1'S, 4°49'W and (b) image for November 13, 1973, centered at 69°2'S, 9°16'E.
values. A plot comparing results from the two sensors using the latter classification procedure is shown in Figure 3-26. The 12-percent standard deviation in the comparison is consistent with the estimated uncertainty of the ESMR ice concentration determination discussed below.

3.6 ERROR ANALYSIS

The uncertainties in the derived ice concentration values are difficult to quantify because of the lack of more accurate observations with which the derived ice concentrations can be compared. Nevertheless, an evaluation of the uncertainties involved in the calculation is made on the basis of principal sources of error in the ice algorithm, which are the uncertainties in brightness temperature, the emissivity, and the physical temperature.

A good estimate for the instrumental uncertainty of brightness temperature can be inferred from temperature distributions over the ocean. For example, Figure 3-27 illustrates the distribution of $T_B$ in the Weddell Sea area of both ice and ocean between 55°S and 65°S. A narrow ocean distribution is seen at about 135 K, indicating that the fluctuation of brightness temperature in the monthly averaged data is very small (<±3 K). The actual uncertainty in brightness temperature should be smaller because atmospheric and ocean-roughness effects are included in the distribution.

An apparent time-dependent shift of the ocean brightness temperature was observed in some of the data as discussed in Appendix A (see also Comiso and Zwally, 1980). Although a correction to the affected data was applied, some uncertainties on the order of a few degrees remained. Spatial and time interpolations applied to the 3-day average data sets to fill empty map elements also affect the brightness temperature accuracy. Furthermore, some 3-day average maps were not obtained because of a lack of usable data, thereby requiring a weighting procedure on available data to create the monthly averages. Nevertheless, for about 90 percent of the data, the error in brightness temperature on the monthly maps is estimated to be about 2 to 3 K. For the remainder, an error estimate of about 5 K is not unreasonable.

The emissivity of first-year ice used in the algorithm (0.92) appears to be a reasonable average value. This quantity, however, is known to undergo spatial and seasonal variations over the Arctic ice pack, as discussed in Gloersen et al. (1978) and Carsey (1982). Similar variation is also expected in the Antarctic ice region. During the melt season, the emissivity could increase by as much as 4 percent (Chang and Gloersen, 1975). Also, salinity of the snow and ice, another parameter that affects the microwave radiative properties, is likely to vary

Figure 3-26. Comparison of sea ice concentrations derived from ESMR data with those from Landsat data (from Comiso and Zwally, 1982).

Figure 3-27. Distribution of brightness temperature derived from ESMR data in the Weddell Sea sector (60°W to 20°E) during July 1974.
seasonally and from one area to another. Furthermore, the thickness of the snow on top of the ice, which controls both physical temperature and brightness temperature, could vary both seasonally and spatially. The variability of snow depth on Arctic floes is examined in Hansen (1980).

The presence of ice types other than first-year ice can also introduce error. As indicated earlier, some areas have the microwave signature of multiyear ice. Fortunately, these areas are very limited in coverage, the bulk of this type of ice occurring in the Bellingshausen-Amundsen Seas sector. To study the effect of multiyear ice on the area distributions, 3-day maps during the summer minimum are analyzed to evaluate the amount of ice that survived in this sector each year. The actual area, $A_x$, covered by ice is calculated by equation A-11 using the emissivity of first-year ice (0.92), and recalculated using the emissivity of multiyear ice (0.84). The difference of the results is taken, and the values for each year appear in Table 3-1.

The effects of this discrepancy in the Bellingshausen-Amundsen Seas on the determination of monthly sea ice area for the total southern ocean and for the Bellingshausen-Amundsen Seas sector are tabulated in Table 3-2. For the total southern ocean, the percentage differences are consistently close to 1 percent, except during the summer when the difference can be as large as 7 percent. However, the emissivities of multiyear ice and first-year ice during the summer melt are about the same because surface effects are dominant. Thus, the summer differences (Table 3-2) should be ignored, and the error in the calculation of effective area in summer is probably small. For the Bellingshausen-Amundsen Seas sector alone, the calculated differences, exclusive of summer months, are close to 10 percent. These differences, however, are upper limits since it is not known whether all the ice that survives summer in the area has desalinated enough to have the emissivity of multiyear ice. Similar analysis was done on the ice extent (>15-percent ice concentration), and the results show no significant difference in areal coverage.

Another uncertainty arises because of the limited knowledge of the emissivity of very thin ice that exists mainly as frazil, grease ice, slush, and dark nilas (<5-cm thickness). The emissivity of consolidated ice forms, such as nilas and first-year ice, depends mainly on thickness. Since the microwave optical depth of sea ice is on the order of 1 centimeter, it is expected that nilas greater than 5 centimeters in thickness has an emissivity close to that of first-year ice and that the emissivity of dark nilas has smaller values than first-year ice. The emissivity of dark nilas increases with thickness. On the other hand, the emissivity of frazil ice, grease ice, and slush is probably closer to the emissivity of open water than to the emissivity of first-year ice. Further scientific investigation is necessary to quantify the areal coverage of very thin ice types, which may be particularly important in the marginal ice zone near the ice edge and in regions of new ice formation near the coast.

Various factors affect the uncertainty of the physical temperature of the ice used in the algorithm. These include: (1) year-to-year variation from the climatological monthly averages, (2) accuracy of the spatial interpolation, (3) reliability of the empirical formula for deriving ice temperatures from air temperatures, and (4) accuracy of the climatological averages themselves.

The climatological data set (Jenne et al., 1974), compiled on a 5-degree-latitude by 5-degree-longitude grid, is interpolated to the 30- by 30-kilometer grid of the ESMR brightness temperature data. Some of the interpolated data (February and

<table>
<thead>
<tr>
<th>Date</th>
<th>$A_x (e_1 = 0.84)$</th>
<th>$A_x (e_1 = 0.92)$</th>
<th>$\Delta A_x$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1973, Feb. 11-13</td>
<td>0.926 $\times 10^6$ km$^2$</td>
<td>0.739 $\times 10^6$ km$^2$</td>
<td>0.187 $\times 10^6$ km$^2$</td>
</tr>
<tr>
<td>1974, Feb. 24-26</td>
<td>0.751</td>
<td>0.599</td>
<td>0.152</td>
</tr>
<tr>
<td>1975, Feb. 28-March 1</td>
<td>0.658</td>
<td>0.525</td>
<td>0.133</td>
</tr>
<tr>
<td>1976, Feb. 11-13</td>
<td>0.709</td>
<td>0.563</td>
<td>0.145</td>
</tr>
</tbody>
</table>
Table 3-2
Error in Actual Sea Ice Area due to Classifying Multiyear Ice in the Bellinghausen-Amundsen Seas as First-Year Ice

<table>
<thead>
<tr>
<th>Date</th>
<th>$\Delta A_M$ (km$^2$)</th>
<th>$A_A$ (km$^2$)</th>
<th>$\Delta A_M/A_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>All Sectors</td>
<td>B-A Seas</td>
</tr>
<tr>
<td>January 1973*</td>
<td>0.187 X 10^6</td>
<td>3.861 X 10^6</td>
<td>0.785 X 10^6</td>
</tr>
<tr>
<td>February 1973*</td>
<td>0.187 X 10^6</td>
<td>2.712</td>
<td>0.693</td>
</tr>
<tr>
<td>June 1973</td>
<td>0.187 X 10^6</td>
<td>11.911</td>
<td>1.892</td>
</tr>
<tr>
<td>July 1973</td>
<td>0.187 X 10^6</td>
<td>14.590</td>
<td>1.690</td>
</tr>
<tr>
<td>September 1973</td>
<td>0.187 X 10^6</td>
<td>15.872</td>
<td>1.707</td>
</tr>
<tr>
<td>October 1973</td>
<td>0.187 X 10^6</td>
<td>16.226</td>
<td>1.671</td>
</tr>
<tr>
<td>November 1973</td>
<td>0.187 X 10^6</td>
<td>12.691</td>
<td>1.426</td>
</tr>
<tr>
<td>December 1973</td>
<td>0.187 X 10^6</td>
<td>6.685</td>
<td>1.108</td>
</tr>
<tr>
<td>January 1974*</td>
<td>0.187 X 10^6</td>
<td>3.670</td>
<td>0.845</td>
</tr>
<tr>
<td>February 1974*</td>
<td>0.152 X 10^6</td>
<td>2.146</td>
<td>0.527</td>
</tr>
<tr>
<td>March 1974*</td>
<td>0.152 X 10^6</td>
<td>2.874</td>
<td>0.480</td>
</tr>
<tr>
<td>April 1974</td>
<td>0.152 X 10^6</td>
<td>6.037</td>
<td>0.792</td>
</tr>
<tr>
<td>May 1974</td>
<td>0.152 X 10^6</td>
<td>8.681</td>
<td>0.853</td>
</tr>
<tr>
<td>June 1974</td>
<td>0.152 X 10^6</td>
<td>11.359</td>
<td>1.146</td>
</tr>
<tr>
<td>July 1974</td>
<td>0.152 X 10^6</td>
<td>13.193</td>
<td>1.602</td>
</tr>
<tr>
<td>August 1974</td>
<td>0.152 X 10^6</td>
<td>15.002</td>
<td>1.968</td>
</tr>
<tr>
<td>September 1974</td>
<td>0.152 X 10^6</td>
<td>14.679</td>
<td>1.977</td>
</tr>
<tr>
<td>October 1974</td>
<td>0.152 X 10^6</td>
<td>14.799</td>
<td>2.057</td>
</tr>
<tr>
<td>November 1974</td>
<td>0.152 X 10^6</td>
<td>12.078</td>
<td>1.660</td>
</tr>
<tr>
<td>December 1974</td>
<td>0.152 X 10^6</td>
<td>6.862</td>
<td>1.073</td>
</tr>
<tr>
<td>January 1975*</td>
<td>0.152 X 10^6</td>
<td>3.606</td>
<td>0.794</td>
</tr>
<tr>
<td>February 1975*</td>
<td>0.133 X 10^6</td>
<td>2.201</td>
<td>0.527</td>
</tr>
<tr>
<td>March 1975*</td>
<td>0.133 X 10^6</td>
<td>3.012</td>
<td>0.525</td>
</tr>
<tr>
<td>April 1975</td>
<td>0.133 X 10^6</td>
<td>5.475</td>
<td>0.711</td>
</tr>
<tr>
<td>May 1975</td>
<td>0.133 X 10^6</td>
<td>8.251</td>
<td>1.072</td>
</tr>
<tr>
<td>September 1975</td>
<td>0.133 X 10^6</td>
<td>15.561</td>
<td>1.966</td>
</tr>
<tr>
<td>October 1975</td>
<td>0.133 X 10^6</td>
<td>14.080</td>
<td>1.758</td>
</tr>
<tr>
<td>November 1975</td>
<td>0.133 X 10^6</td>
<td>11.066</td>
<td>1.639</td>
</tr>
<tr>
<td>December 1975</td>
<td>0.133 X 10^6</td>
<td>6.304</td>
<td>1.146</td>
</tr>
<tr>
<td>January 1976*</td>
<td>0.133 X 10^6</td>
<td>3.937</td>
<td>0.749</td>
</tr>
<tr>
<td>February 1976*</td>
<td>0.145 X 10^6</td>
<td>2.272</td>
<td>0.447</td>
</tr>
<tr>
<td>March 1976*</td>
<td>0.145 X 10^6</td>
<td>3.422</td>
<td>0.493</td>
</tr>
<tr>
<td>April 1976</td>
<td>0.145 X 10^6</td>
<td>5.629</td>
<td>0.598</td>
</tr>
<tr>
<td>May 1976</td>
<td>0.145 X 10^6</td>
<td>8.405</td>
<td>1.276</td>
</tr>
<tr>
<td>June 1976</td>
<td>0.145 X 10^6</td>
<td>11.138</td>
<td>1.708</td>
</tr>
<tr>
<td>July 1976</td>
<td>0.145 X 10^6</td>
<td>13.236</td>
<td>2.028</td>
</tr>
<tr>
<td>August 1976</td>
<td>0.145 X 10^6</td>
<td>14.704</td>
<td>2.076</td>
</tr>
<tr>
<td>September 1976</td>
<td>0.145 X 10^6</td>
<td>14.851</td>
<td>2.033</td>
</tr>
<tr>
<td>October 1976</td>
<td>0.145 X 10^6</td>
<td>13.333</td>
<td>1.761</td>
</tr>
<tr>
<td>November 1976</td>
<td>0.145 X 10^6</td>
<td>9.894</td>
<td>1.536</td>
</tr>
<tr>
<td>December 1976</td>
<td>0.145 X 10^6</td>
<td>5.673</td>
<td>1.178</td>
</tr>
</tbody>
</table>

*Summer months, see text.
August) were compared with the interpolated Australian data set for 1974, and most of the deviations were less than 3 K. Deviations as large as 15 K occurred in winter near the continent at the Weddell Sea, but it is also known from comparison of data buoy measurements that the Australian analysis had many discrepancies greater than 10 K (Hibler and Ackley, 1982). As mentioned earlier, the empirical formula for extracting ice temperature from air temperature was compared with ground measurements at Pond Inlet in the Arctic region (Figure 3-24), indicating deviations less than 6 K.

A sensitivity study is made to establish the effect of errors in the various parameters on the derived ice concentrations. The uncertainty in ice concentration, \( \Delta C/C \), can be calculated from equation 3-5 as follows:

\[
\frac{\Delta C}{C} = \sqrt{\left(\frac{\Delta T_B}{T_B - T_o}\right)^2 + \left(\frac{\Delta (e_1 T_{\text{eff}})}{e_1 T_{\text{eff}} - T_o}\right)^2}, \tag{3-7}
\]

where \( \Delta T_B \) and \( \Delta (e_1 T_{\text{eff}}) \) are the uncertainties in brightness temperature and \( e_1 T_{\text{eff}} \) (\( \equiv T'_1 \)), respectively, and \( T_o = 135 \text{ K} \). Typical values of brightness temperature and the corresponding effective temperature representing ice concentration values from minimum to maximum are selected from various locations in the southern ocean. Using equation 3-7 and some reasonable values of \( \Delta T_B \) (2.0 and 3.0 K) and \( \Delta T'_1 \) (2.5, 5.0, and 10.0 K), the uncertainties of ice concentration for these selected areas are calculated and plotted in Figure 3-28. The plot shows an approximately exponential decrease in percentage uncertainty \( (\Delta C/C) \), depending on the values of \( \Delta T_B \) and \( \Delta T'_1 \), from a range of about 12 to 20 percent near the ice edge (~15 percent) to a range of about 3 to 8 percent near the consolidated ice regions. The uncertainty is quite sensitive to \( \Delta T_B \) in the low-concentration regions, mainly because \( T_B - 135 \text{ K} \) is small in these areas. The effect of a higher \( \Delta T'_1 \) becomes very important in the higher ice concentration regions. The upper curve for \( \Delta T_B = 3 \text{ K} \) and \( \Delta T'_1 = 10 \text{ K} \) is probably a good upper limit of the overall error in the data set, considering also uncertainties that cannot be adequately evaluated. The weighted average of the ice concentration error from this upper curve is about 12 percent for \( \Delta C/C \), whereas \( \Delta C \) ranges from 3 percent at low values of \( C \) to 9 percent at \( C \) equal to 100 percent.

Another consideration is how the uncertainties in brightness temperature and \( T'_1 \) affect the calculation of area covered by ice, as discussed in the next chapter. To investigate the sensitivity of this calculation, the areas are calculated for \( T_B + \Delta T_B \) and \( T'_1 + \Delta T'_1 \) and also for \( T_B - \Delta T_B \) and \( T'_1 - 2.5 \text{ K} \) from the 4-year monthly maps. Note that, although the uncertainty in \( T'_1 \) for individual pixels is probably higher, an uncertainty of 2.5 K for a large-scale area is statistically quite substantial. Over a large area, overestimates at some locations are compensated by underestimates at other locations. This area sensitivity study is done for various percent areal coverages and for various sectors, with the results appearing in Figure 3-29. The calculated area is least sensitive to errors for the \( \geq 15 \text{-percent concentration areas and is most sensitive for the } \geq 85 \text{-percent areas in all cases because, for example, the integral area of the band from } 15 - 2.5 \text{ percent to } 15 + 2.5 \text{ percent ice cover is substantially smaller than that between } 85 - 2.5 \text{ percent and } 85 + 2.5 \text{ percent, especially during winter (e.g., Figure C-1). Other error bands can be}
interpreted in a similar manner. Variations from one sector to another can also be understood by investigating the areal distributions of ice concentration, some examples of which are shown in Figures C-4 to C-6.

To summarize, the error ($\Delta C$) in each of the ice concentration map elements is estimated to range from 5 to 15 percent. The relative accuracy from one map element to adjacent map elements is probably better than the estimated $\Delta C$. The accuracy of the sea ice areal extent (i.e., $\geq 15$-percent concentration) determination is very good (less than 5-percent error), since the ice-free ocean is consistently used as a reference point.

Figure 3-29. Sensitivity of the ocean area covered by sea ice with concentration $>15$ (top curves), $>35$, $>50$, $>65$, and $>85$ percent (bottom curves) to a 2.5 K error in both the brightness temperature, $T_B$, and the estimated snow/ice interface temperature, $T_I$ (see Figure 4-8).
4

SEA ICE SEASONAL GROWTH/DECAY CYCLE

4.1 INTRODUCTION

The seasonal advance and recession of sea ice around the Antarctic Continent is driven both indirectly and directly by the annual variation of solar radiation. The sea ice cycle differs significantly from the solar cycle, indicating that the indirect processes involving the ocean and atmosphere affect the sea ice cycle more than direct radiative heating of the ice. The seasonal sea ice cycle also varies from one part of the southern ocean to another and from year to year. The characteristics of the growth/decay cycle (Figure 4-1) and its relationship to other atmospheric and oceanic variables provide information on interactive physical processes such as the relative influence on ice extent of ocean heat fluxes, ocean currents, direct solar radiation, winds, and air temperatures.

An interesting characteristic of the southern ocean shown by the microwave data is the faster spring/summer melt compared to the fall/winter growth, a phenomenon that contrasts markedly with the Arctic sea ice cycle (Walsh and Johnson, 1979). Noting this phenomenon, Gordon (1980) showed that the atmosphere-to-ocean heat flux is not sufficient to account for the rapid mid-November to mid-January melting and that upwelling of relatively warm deep water is a probable source of the additional heating.

Numerical models of the sea ice cover attempt to account for the various thermodynamic and dynamic processes and to simulate the seasonal growth and decay cycle (Parkinson and Washington, 1979; Hibler, 1979; and Hibler and Ackley, 1982). In turn, discrepancies between observed sea ice distributions and the modeled ice fields provide information on the nature of the atmospheric and oceanic processes that determine the ice distribution.

This chapter describes the general characteristics of the growth/decay cycle and regional differences as reflected in data averages over the 4 years 1973 to 1976. Chapter 5 emphasizes the observed seasonal growth/decay cycle for individual years and interannual variations of the ice cover. The sea ice concentrations are derived from the microwave brightness temperatures. (See Chapter 3.) The monthly average sea ice concentrations for the individual years 1973 to 1976 are combined (equation A-9) to produce 4-year monthly averages. (See Figures 4-2 through 4-7.) For months when useable data were not obtained for all 4 years, the maps depict either 2- or 3-year averages.

To quantify the spatial distribution of the ice cover and its seasonal cycle, the data represented in the ice concentration maps are spatially integrated to determine the area of ice cover as a function of time, producing the graphs shown in Figures 4-8 and 4-9. The areas of coverage are determined in this manner for the total ice extent, various concentration categories, the actual ice area, and open water within the ice pack over the entire southern ocean and over each of the five sectors described in Chapter 2. For each month, the area of ice-covered ocean (i.e., the total ice extent) is calculated by summing the areas of all map elements having at least 15-percent ice coverage (equation A-10). Similarly, the areas of ocean covered by ice of at least 35-, 50-, 65-, and 85-percent concentration are determined by summing the areas of all map elements having at least 35-, 50-, 65-, and 85-percent coverage, respectively.

The yearly sequences of the values obtained for each ocean sector (as shown in Figure 2-3) and for the total southern ocean are plotted in Figure 4-8. These plots also include the actual ice areas obtained by summing the products of ice concentration and geographic area of each map element (equation A-11). To show more clearly the areal
from the 4-year averages (Chapter 4 data) differ slightly from average areas obtained by averaging the respective areas for the individual years (Chapter 5 data), as explained further in Appendix A. For example, in winter, the 4-year average ice extent is about 4 percent more than the average of the 4 individual years, and in summer, it is about 5.5 percent more. For the actual ice area, the difference is smaller and in the other direction, with the 4-year average being about 0.6 percent less in winter and about 2.5 percent less in summer. These differences are caused by reversing the order of the time averaging and spatial summations and are about the same magnitude as the interannual variations. Consequently, the best absolute values are given by the individual year data in Chapter 5. Nevertheless, the 4-year averages show the typical ice distributions and seasonal cycles. These graphic presentations are used along with the 4-year monthly average images of sea ice concentration to describe the seasonal cycle in detail. The ice concentration change maps in Figure 4-12 display the growth and decay from one month to the next throughout the annual cycle.

4.2 ANNUAL CYCLE AND REGIONAL CHARACTERISTICS

Southern ocean sea ice extent undergoes a strong seasonal growth/decay cycle, expanding fivefold in area from summer to winter. The extent reaches a minimum of $4 \times 10^6$ square kilometers during February and then expands equatorward at a maximum rate of $4.2 \times 10^6$ square kilometers per month from May to June and an average rate of $2.4 \times 10^6$ square kilometers per month as shown in Figures 4-8 and 4-10. The maximum extent of $20 \times 10^6$ square kilometers is reached during September. The ice edge retreats slightly from September to October, after which a rapid retreat of $4.6 \times 10^6$ square kilometers per month occurs from October to December. The maximum retreat rate of $6.9 \times 10^6$ square kilometers per month occurs from November to December, and the average retreat rate is $3.3 \times 10^6$ square kilometers per month between September and February. The area of the Antarctic Continent is $14 \times 10^6$ square kilometers, so that the total area of snow and ice cover in the Antarctic is approximately $34 \times 10^6$ square kilometers at the winter maximum.
Figure 4-2. Four-year average of mean monthly sea ice concentrations for January and February, 1973-1976.
Figure 4-3. Three-year average of mean monthly sea ice concentrations for March and April, 1974-1976.
Figure 4.4. Three-year average of mean monthly sea ice concentrations for May 1974-1976 and June 1973, 1974, and 1976.
Figure 4-5. Three-year average of mean monthly sea ice concentrations for July 1973, 1974, and 1976 and 2-year average of August 1974 and 1976.
Figure 4.6. Four-year average of mean monthly sea ice concentrations for September and October, 1973-1976.
Figure 4-7. Four-year average of mean monthly sea ice concentrations for November and December, 1973-1976.
Figure 4.8. Yearly cycle of the ocean area covered by sea ice with concentration ≥15 (ice extent), ≥35, ≥50, ≥65, and ≥85 percent and yearly cycle of the actual ice area, for the total southern ocean and for each sector. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.
Figure 4-9. Yearly cycle of the ocean area covered by sea ice within ice concentration intervals 15 to 35, 35 to 50, 50 to 65, 65 to 85, and 85 to 100 percent and yearly cycle of the actual ice area, for the total southern ocean and for each sector.
During the period of minimum ice extent in February (Figure 4-2), scattered regions along the entire coast of East Antarctica retain a small amount of ice coverage. Essentially no ice remains immediately to the north of the Ross Ice Shelf. A substantial amount of ice remains within a 5-degree-latitude band of the coast to the east of the Ross Ice Shelf and in the Bellingshausen and Amundsen Seas, and a large area of ice remains in the western portion of the Weddell Sea. Also visible on the map (Figure 4-2) are the large coastal polynyas in the Ronne Entrance at the southwest corner of the Antarctic Peninsula and in the Amundsen Sea off the Getz Ice Shelf. As Figures 4-8 and 4-9 illustrate, over one third of the 2.6 X 10^6 square kilometers of actual ice area remaining in the February average is located in the Weddell Sea, and only a small area has a concentration greater than 85 percent.

In visual interpretation of these map images, the effects of time averaging on the ice edge must be considered. One effect results from averaging over 1 month. For instance, the February image (Figure 4-2) provides a good indication of minimum ice coverage and, consequently, the amount of multi-year ice the following winter. However, because the absolute minimum ice extent is less than the monthly average, the monthly average shows slightly greater ice extent than the true minimum. In addition, the indicated low ice concentrations in the region of the ice boundary should not be interpreted as typical; in fact, at any time the transition from open water to highly concentrated ice is much sharper than shown. Because the ice edge moves over the span of 1 month and the measured location of the edge in any given month varies over the 4 years, the averaging process combines times of zero ice cover with times of positive ice cover beyond the typical ice boundary, reducing the sharpness of the calculated edge. Finally, because of 4-year arithmetic averaging, the position of the ice edge on the maps will be biased toward the position of the year that had the greatest ice extent.

From February to March (Figures 4-2 and 4-3), the ice advances rapidly in the Ross Sea sector and
slowly in the Pacific Ocean, Indian Ocean, and Weddell Sea sectors and recedes slightly in the Bellingshausen and Amundsen Seas. Over the next 4 months, from March to July (Figures 4-3 through 4-5), the ice cover undergoes steady rapid growth, which slows for the southern ocean as a whole from July to September (Figures 4-5 and 4-6).

In September (Figure 4-6), the month of overall maximum ice extent, when approximately $20 \times 10^6$ square kilometers of the southern ocean are partially covered with ice, the actual area of ice is $15 \times 10^6$ square kilometers (Figure 4-8). The difference of 4 to $5 \times 10^6$ square kilometers is the area of open water within the total ice extent. Of the total actual ice area, $5.3 \times 10^6$ square kilometers lie in the Weddell Sea sector and about $3.2 \times 10^6$ square kilometers lie in each of the Ross Sea and Indian Ocean sectors.

The latitude of the winter ice margin ranges from $65^\circ$S at $105^\circ$W to $55^\circ$S at $10^\circ$E. The overall shape of the ice boundary is nearly circular—similar to the temperature and pressure-field maps (Figures 2-5 and 2-7). Some of the asymmetries in the ice extent can be related to oceanographic and meteorologic influences. For example, the prominent corner in the ice edge at $144^\circ$W to $150^\circ$W reflects the deflections of the circumpolar ocean current by the submarine topography, and the persistent extension at $25^\circ$W lies over the South Sandwich Trench (Zwally et al., 1976; see also discussion in Chapter 2). An example of other deviations more related to atmospheric circulation are discussed later in relation to the change in ice field from September to October (Section 4.3).

The major wintertime anomaly clearly visible in the September map (Figure 4-6) is the large area of reduced ice concentrations in the eastern Weddell Sea. These reduced ice concentrations result from averaging a compact ice cover in the region during 1973 with large areas of open water in the Weddell polynya, which occurs in the other three Septembers (discussed in Chapter 5). Similarly, the regions of reduced concentrations off the coast are locations of small temporary coastal polynyas caused by drainage winds from the continental ice sheet. However, the size of the coastal polynyas in winter is generally less than the 30-kilometer resolution of the ESMR, and the frequency of their openings and closings is much less than 1 month. Therefore, even on the monthly averages in Chapter 5, coastal polynyas appear only as reduced ice concentrations rather than open water.

From September to October (Figure 4-6), the ice edge retreats slightly in the Bellingshausen, Amundsen, and Weddell Seas, although it advances slightly in part of the Ross Sea and off Wilkes Land. The Weddell polynya and several of the coastal polynyas enlarge over this period, further signifying the entry into the decay season. The decay is more widespread from October to November (Figures 4-6 and 4-7), with noticeably further enlargement of polynyas and with edge retreat particularly apparent in the vicinity of $90^\circ$E and in the Bellingshausen Sea. This is followed by a very strong acceleration of the decay, with close to 40 percent of the November ice cover being eliminated in the November to December interval (Figure 4-7). The rapidity of this decay is far greater than the growth rate in any one month during fall and winter. Antarctic ice decay proceeds more slowly from December to January and then at a much reduced rate from January to February (Figures 4-2 and 4-7).

Some generalizations can be made from the 4-year average maps. In the western Weddell Sea, the ice edge advances toward the northeast during the growth season and retreats predominantly westward during the decay season. In the other sectors, the ice cover typically decays from north to south, as also noted by Ackley (1979). The corner of the Ross Sea ice edge at roughly $150^\circ$W undergoes an eastward progression during the ice growth from May to September. During the decay season, when the retreat is more uniformly poleward, no corresponding westward progression occurs in the Ross Sea. In the Weddell sector, the Weddell polynya is prominent in the midwinter months, whereas the Ross Sea polynya is principally a characteristic of the spring melt season. The Ross Sea polynya is fully visible as a large open-water feature on the December map (Figure 4-7), whereas the reduced concentrations on the October and November maps (Figures 4-6 and 4-7) indicate the formation of open water in smaller leads and polynyas. The Ross Sea polynya may result from the mean large-scale winds off the Ross Ice Shelf, which are described in Chapter 2. Numerous other coastal polynyas are also visible in the melt season (Figure 4-7), some of which were examined by Knapp (1969).

In the Ross Sea sector, the maximum growth rate occurs from March to April, and the maximum decay rate occurs from December to January (Figure 4-10a). This maximum growth rate in the
Ross Sea occurs 2 months earlier and the maximum decay rate occurs 1 month later than the respective rates in the Weddell Sea sector, the Indian Ocean sector, and the total southern ocean. The retreat of the outer Weddell and Indian Ocean ice is minimal from September through November and is rapid from November to December. Most of the growth in the Bellingshausen Sea occurs during May, and most of the decay in both the Bellingshausen and Amundsen Seas occurs in December. Overall, the Pacific Ocean sector shows the least amount of ice growth, and the Weddell Sea sector shows the most. Expressed in terms of percentage change in the ice extent (Figure 4-10b), the magnitudes of the growth and decay rates are similar for all sectors and the entire southern ocean, although the times of their maximum rates differ by 1 to 2 months. In addition, the maximum percentage change in area is about 1 month earlier and the maximum percentage decay rate is about 1 month later than the respective absolute changes. The growth and decay rates of the actual ice area (Figure 4-11) have similar characteristics to the rates of change in total ice extent.

4.3 MONTH-TO-MONTH CHANGES

To display changes in the ice cover from month to month, ice concentration change maps (Figure 4-12) are created by subtracting the ice concentration for consecutive months element by element, using the data of Figures 4-2 through 4-7. Since blues, greens, and grays denote increases in computed concentrations and reds, purples, and oranges denote decreases, the regions experiencing positive or negative concentration changes are immediately distinguishable. Physically, increases in ice concentration are caused either by ice production or by convergence of the ice field, and decreases are caused either by melt or by divergence. Although the increases dominate in winter and the decreases dominate in summer, significant departures from this predominant cycle occur. The

---

**Figure 4-11.** Growth/decay rates of actual ice area shown as: (a) monthly change in area, and (b) percentage monthly change in area, calculated with respect to the average area in the 2 months.
Figure 4.12a. Sea ice concentration monthly change maps for January-February through June-July. Years without data in either month of a pair are excluded in the averages.
Figure 4-12b. Sea ice concentration monthly change maps for July-August through December-January. Years without data in either month of a pair are excluded in the averages.
following paragraphs discuss observations related to this cycle.

In the January to February map (Figure 4-12), the largest decreases in ice concentrations are associated with the continued retreat of the ice edge in late summer. In some limited regions, ice concentration increases are observed. For instance, in the Weddell Sea, advance of the sea ice cover near the tip of the Antarctic Peninsula is caused by edge advection, and near the Ronne Ice Shelf, open water is covered by new ice growth.

The growth season begins in late February in many regions, particularly the Ross Sea, south-central Weddell Sea, and near the Amery Ice Shelf. The monthly difference map from February to March reflects the growth in these regions, as well as the continued summer decay in the remaining one third of the ice-covered ocean. By mid-March, the growth season has begun throughout, with substantial concentration increases within the pack and generally larger increases where the ice edge is expanding.

During the entire period from March to May, only a few small areas indicate any decrease. From May to June, the ice edge in the Ross Sea sector is expanding less rapidly in contrast to the expansion occurring around most of the rest of the ice border. This limited expansion in the Ross Sea reflects the confining influence of the ocean topography and currents. From June to July, the ice cover grows along the entire perimeter, but only small changes occur within the pack. However, this average growth pattern is not typical of each year; in some years, the data show substantial regions of significant ice concentration decreases within the pack at this time, as discussed in Chapter 5.

From July to August, when the overall ice cover is still growing, the area of the southern ocean affected by decreases in concentration is even greater than that in the May to June and the June to July transitions. Two regions that experience large decreases lie in the eastern Weddell Sea sector and off the east Antarctic coast from 125°E to 175°E. In the case of the Weddell Sea, these decreases result from the westward movement of the Weddell polynya.

In the Drake Passage and Ross Sea regions, marked retreat of the ice edge occurs between August and September. For the Ross Sea region, this retreat is only temporary; the edge shifts outward again between September and October. However, in the Drake Passage region, the retreat from August to September precedes a stronger retreat in the following months.

From September to October, widespread decay of the ice cover dominates in the Weddell and Bellingshausen Seas and in the Pacific and Indian Ocean sectors around 90°E. A spatial coherence in concentration changes near the ice edge occurs over distances on the order of 3000 kilometers. Three pairs of adjacent growth/decay segments evident around the ice edge (mode 3) are consistent with the mode 3 to 5 expected behavior in the atmospheric circulation (Cavaliere and Parkinson, 1981). As already mentioned, the ice edge in the Ross Sea sector expands from September to October, following its earlier retreat, whereas other areas show the more expected reversal from ice growth to decay.

From October to November and from November to December, extensive ice decay can be seen throughout the ice-pack region. The sea ice cover decreases by more than 25-percent concentration over large areas during 1-month periods—more than 25 percent from October to November and more than 50 percent from November to December. The regions of maximum decrease in ice concentration are associated with the retreat of the ice edge or the opening of polynyas. At a few places along the coast, small ice concentration increases that appear in the image may not be real increases. During the melt season, the indicated changes in concentration may be in error up to 20 percent at places because of increases in emissivity caused by melting of the snow surface (discussed in Chapter 3). Therefore, the concentration increases that are smaller than 15 percent during the melt season may not reflect actual concentration increases.

In the December to January map, however, ice concentration increases in a region along the northeast coast of the Peninsula are of sufficient magnitude (greater than 20 percent) to be interpreted as actual ice concentration increases. In addition, an equatorward advance of the ice edge is evident near the tip of the Peninsula in the individual monthly ice concentration maps (see Chapter 5).

These pictorial displays of the changes in ice cover presented in the difference maps utilize the unique capability of the microwave observations to determine the changes in the actual ice cover, as well as the ice edge. The concentration interval curves (Figure 4-9) provide additional insight into the nature of the growth and decay of sea ice.
cover. The areas of less compact ice (15 to 35, 35 to 50, and 50 to 65 percent) are nearly constant throughout most of the year. As might be expected, an increase in the area of less compact ice cover is observed during November and December, while the areas of compact ice are decaying rapidly. Clearly, the seasonal cycle consists of the growth and decay of the more compact ice cover areas (65 to 85 and 85 to 100 percent), as well as the migration of the ice edge, where less compact ice is located. Generally, the cycle of more compact ice resembles the cycles of actual ice area and the total ice extent. The rapid increase of compact ice in the Ross Sea during the growth season and its near constancy for 6 winter months differentiates it from the slower increases in other sectors. In most sectors, decay of the most compact ice areas (85 to 100 percent) precedes or occurs more rapidly than decay of the areas with 65- to 85-percent ice cover. Chapter 5 describes the increase in the amount of open water within the ice pack from February through November, the characteristics of individual years, and the interannual variations of sea ice cover.
5
MONTHLY SEA ICE CONCENTRATIONS AND INTERANNUAL VARIATIONS

5.1 INTRODUCTION

The observed southern ocean ice cover for individual years deviates significantly from the multiyear averages described in Chapter 4. Aspects of the distribution of Antarctic sea ice, the annual cycle, and interannual variability are also described in Rayner and Howarth (1979), Lemke et al. (1980), and Zwally et al. (1979), for example. In this chapter, the regional and seasonal characteristics of the interannual variations in the ice cover are examined for the years 1973 through 1976. For any given month, substantial interannual differences occur in the amount and distribution of ice. Overall, the largest interannual change, an 18-percent decrease in ice extent from 1973 to 1976, occurred during the spring melt months of November and December. The smallest interannual changes occurred in the late summer and fall months, and the annual mean decreased by 12 percent. Regional ice extents show far more relative variability than the ice extent for the southern ocean as a whole.

Individual monthly ice concentration maps for the 41 months of available data from 1973 to 1976 illustrate interannual variations of the regional and total ice extents (Figures 5-1 to 5-12). The monthly average sea ice concentration maps are derived from the microwave brightness temperature maps (see Chapter 3). Because useable data were not obtained for some months, the set of maps is incomplete. Section 5.2 describes the regional characteristics and interannual differences, which are evident in the monthly ice concentration maps, and gives the annual cycle of sea ice cover in various concentration intervals. Similar to the maps of monthly change in sea ice concentration in Chapter 4, monthly change maps for the individual years (Section 5.3) highlight the regional characteristics of the growth/decay cycle, as well as the interannual variations.

Section 5.4 provides a quantitative description of the interannual variations in ice extent, in actual ice area, and in open water within the ice pack for each region and for each month. The monthly ice concentrations have been further averaged for each year, resulting in annual mean ice concentration maps (Figure 5-39). The average of these four annual mean maps (Figure 5-41) is the average of all microwave data used in this volume. The figures in Section 5.4 describe pictorially the 4-year trend in the annual mean sea ice extent. The final maps in Figure 5-42 display the deviation of each annual mean from the 4-year average distribution of sea ice concentration.

5.2 YEAR-TO-YEAR COMPARISON OF MONTHLY CONCENTRATIONS AND ANNUAL CYCLES

In all four January maps, very little ice remains around East Antarctica after the spring melt, whereas much more ice remains in the Weddell, Bellingshausen, Amundsen, and eastern Ross Seas (Figure 5-1); in the western Ross Sea, a prominent open-water area extends north of the Ross Ice Shelf. The region with the largest area of compact ice, with 80-percent or greater concentration, lies in the western portion of the Weddell Sea, where the ice extends in the north-south direction along the Antarctic Peninsula. By contrast, the eastern portion of the Weddell Sea is almost entirely ice-free, with open water extending to the Filchner Ice Shelf (78°S) well south of the highly concentrated ice along the Peninsula. This contrast is caused, at
Figure 5-1a. Mean monthly sea ice concentrations for January 1973 and 1974.
Figure 5-1b. Mean monthly sea ice concentrations for January 1975 and 1976.
least in part, by the cyclonic gyre in the surface water circulation and the confining effect of the Antarctic Peninsula.

Comparison of the individual years shows that the smallest extent of ice in the Weddell Sea occurs in 1976, whereas the largest ice extent occurs in 1973, with a prominent extension at 62°S from 45°W to 30°W. This 4-year trend is discussed in more detail later. (See Figure 5-14.) Farther west, the Bellingshausen Sea has markedly less ice extent in 1975 than in the other 3 years, and the Amundsen Sea has less in 1976. In the eastern Ross Sea, more ice exists in 1973 and 1976 than in the 2 intervening years. Closer to 180 degrees longitude, the open-water area north of the Ross Ice Shelf appears much less extensive in 1976, providing an interesting contrast to the Weddell Sea region, where the greatest amount of open water exists in 1976. The occurrence and positioning of other open-water areas also vary from year to year. For instance, a prominent polynya lies at the base of the Peninsula in 1974, whereas reduced concentrations occur in the same region in both 1973 and 1976. During all 4 years, some coastal polynyas occur in the Bellingshausen and Amundsen Seas, with the polynya off the Getz Ice Shelf (76°S, 125°W) being the most prominent. In contrast to the variability in the Western Hemisphere, the ice conditions around East Antarctica are similar in all 4 years; in particular, the open water tends to reach the continent in the same locations each year.

In February, the monthly average ice extent reaches its annual minimum in all sectors in each of the 4 years (Figure 5-2). As in January, the western Weddell Sea retains the largest area of concentrated ice, while the eastern Weddell (east of the Caird Coast) retains almost no ice in any of the 4 years except 1973. Farther west, the Bellingshausen Sea has less ice in 1975 and 1976 than in the 2 preceding years, and the Ronne Entrance has open water in all 4 years. In the Amundsen Sea, the least amount of ice occurs in 1976, the same year that the greatest amount of ice occurs in the Ross Sea. Around 180 degrees longitude, the sea north of the Ross Ice Shelf has a broad opening in all years except 1976, when only reduced ice concentrations appear. Thus, substantial year-to-year regional differences are evident in the ice cover throughout the Western Hemisphere during the month of minimum ice extent. As in January, minimal variations in ice extent occur along the east Antarctic coast.

In March, April, and May, useable data were not obtained for 1973; therefore, results are presented for 1974, 1975, and 1976 only. In March of 1974 and 1976, sea ice covers the region of the southeastern Weddell Sea off the Caird Coast (Figure 5-3). In March of 1975, the ice has not progressed to the same extent; during 1975, however, the ice adjacent to the Peninsula reaches farther equatorward than in the other 2 years, nearing 62°S. The images for all 3 years indicate reduced ice concentrations off the Larsen Ice Shelf at 60°W. Farther west, the Bellingshausen Sea continues to show the largest amount of open water in 1975, and the Amundsen Sea continues to show the largest amount of open water in 1976. A sizable amount of open water remains north of the Ross Ice Shelf in 1975, a lesser embayment occurs in the area in 1974, and in 1976, the ice has covered the entire region with at least 50-percent concentration. Coastal ice has expanded slightly since February all along the east Antarctic coast in 1975 and 1976, whereas in 1974, little if any ice has formed along much of the coast from 0°E to 35°E.

In April, the ice cover continues to expand equatorward (Figure 5-4). For the 3 years of available data, the Weddell Sea contains the greatest amount of ice in 1974, while a considerable area of very low ice concentration (less than or equal to 26 percent) is indicated in 1975 because of the rapid eastward advance of the ice at the end of the month and the effects of monthly averaging. The low concentrations off the Larsen Ice Shelf remain from the previous month in all 3 years. Farther west in the Bellingshausen Sea, the smallest area of ice continues to occur in 1975, while ice covers the Ronne Entrance in all years. Similarly, the coastal polynyas have frozen over along the Bellingshausen and Amundsen coasts. In the Ross Sea, the 1975 map shows a small polynya seaward of Cape Adare. Adjacent to Wilkes Land, less ice exists in 1975 than in either 1974 or 1976, while along the rest of the east Antarctic coast, ice extents are comparable for the 3 years. In each of the 3 years, the largest east Antarctic coastal polynya is off the Shackleton Ice Shelf (100°E).

In May, the ice concentration continues to increase along the coast, although it varies from year to year. A clear interannual contrast occurs for the ice extents of the Weddell Sea; considerably more ice exists in 1974 than in either 1975 or 1976, especially in the eastward extent (Figure 5-5). In
all 3 years, most of the Weddell ice cover has concentrations above 80 percent; lower concentrations remain along the northeast coast of the Peninsula. Farther west, the ice cover in both the Bellingshausen and Amundsen Seas has expanded farthest equatorward in 1976 and shows the least expanse of ice in 1974. In the Ross Sea, the ice has expanded to nearly its maximum extent. Along the east Antarctic coast adjacent to Wilkes Land, the least ice occurs in 1975, whereas off Princess Ragnhild Coast, the least ice occurs in 1974—the same year that exhibits the most ice directly to the west in the Weddell Sea.

In June and July, useable data were not obtained for 1975; therefore, results are presented only for 1973, 1974, and 1976. In the Weddell Sea in June, there is a clear trend toward reduced ice extent from 1973 to 1976 (Figure 5-6). No such consistent interannual trend exists in the Bellingshausen and Amundsen Seas, where the least extent occurs in 1974, or in the Ross Sea where, by contrast, the greatest extent occurs in 1974. This latter fact is illustrated by the prominence of ice in the northern Ross Sea in the vicinity of 150 degrees west longitude, which extends 4 degrees of latitude farther equatorward than in either 1973 or 1976. The slight embayment at 180°E occurs in each of the 3 years. North of the Adelie Coast, the greatest extent of ice occurs in 1973, although off most of the Wilkes Coast, comparable extents occur in each of the 3 years. At roughly 85°E, there is consistently a prominent point in the ice edge, extending equatorward of 60°S. To the west of that point in the Indian Ocean sector, the most ice occurs in 1974 and the least in 1973. In the region 0° to 45°E, significant interannual differences occur in the ice configuration related to the formation of the Weddell polynya evident in July.

In July, there is a noticeably greater equatorward extent of ice in the Weddell Sea in 1973 than there is in 1974 and 1976 (Figure 5-7). Although some less concentrated ice exists along the Peninsula in each of the 3 years, the amount is less than it was in June. In the Bellingshausen Sea, the ice extents are comparable in 1973 and 1976 but are noticeably less in 1974. (See Ackley and Kelihier, 1976.) By contrast, the Amundsen Sea ice extent is greatest in 1974. In both these seas, the amount of less concentrated ice (less than or equal to 78 percent) is largest in 1973. The ice edge in the Ross Sea now has a prominent corner at about 150°W in all years, with a somewhat lesser equatorward extent in 1976. Off the Clarie Coast, a slight trend toward greater ice extents occurs from 1973 to 1976, although farther to the west (80°E to 120°E), the trend is in the opposite direction; still farther west (45°E), the trend shifts back to its direction off the Clarie Coast. In 1974 in the eastern Weddell Sea, the ice is closing to form the Weddell polynya to the east of the Greenwich meridian, whereas no polynya exists in 1973. In 1976, the polynya is located farther to the west and does not form until August.

In August, the Weddell polynya stands out in both 1974 and 1976, while no data are available for 1973 or 1975. Off the northern tip of the Peninsula, considerably more ice is evident in 1976 than in 1974 (Figure 5-8). In the northern Ross Sea, the sharp corner seen in the ice extent in July and still prominent in August of 1974 is less apparent in August of 1976. Overall, the extent of ice in the Ross Sea region is greater in 1974 than in 1976.

In September, the ice reaches its maximum areal coverage. The September images reveal a sizable polynya in the eastern Weddell Sea region in 1974, 1975, and 1976 (Figure 5-9), with a 3-year westward drift in position. In the Drake Passage, the later 2 years contain considerably more ice than the earlier years. In the Bellingshausen and Amundsen Seas, the ice extent is slightly less in 1973 than in the other 3 years; in 1975, however, the reduced extent in the Amundsen Sea roughly balances the greater extent in the Bellingshausen Sea. The pointed extension of ice in the northern Ross Sea is visible in each of the years, and the equatorward extent is largest in 1974. Off the Clarie Coast, the extent is least in 1976. Farther to the west (100°E), the ice extents are most in 1973 and are comparable for the 3 later years.

In October, the region of the Weddell polynya continues to have the most prominent interannual contrast (Figure 5-10). In 1973, highly concentrated ice covers much of the Weddell Sea, although a small region of reduced concentration exists at 5°E, 64°S, northeast of Maud Rise. In 1974, the area of the polynya is almost equally divided in the Eastern and Western Hemispheres, but in 1975 and 1976, the polynya is located progressively farther west. Also, in 1975, the Weddell polynya is more nearly circular than the elongated polynyas in 1974 and 1976. Another sharp interannual contrast during October is the far lesser extent of ice in the eastern Ross Sea region in 1976 than in the
Figure 5.2a. Mean monthly sea ice concentrations for February 1973 and 1974.
Figure 5-2b. Mean monthly sea ice concentrations for February 1975 and 1976.
Figure 5-3a. Mean monthly sea ice concentrations for March 1973 and 1974.
Figure 5-3b. Mean monthly sea ice concentrations for March 1975 and 1976.
Figure 5-4a. Mean monthly sea ice concentrations for April 1973 and 1974.
Figure 5.4b. Mean monthly sea ice concentrations for April 1975 and 1976.
Figure 5.5a. Mean monthly sea ice concentrations for May 1973 and 1974.
Figure 5-5b. Mean monthly sea ice concentrations for May 1975 and 1976.
Figure 5-6a. Mean monthly sea ice concentrations for June 1973 and 1974.
Figure 5-6b. Mean monthly sea ice concentrations for June 1975 and 1976.
Figure 5-7a. Mean monthly sea ice concentrations for July 1973 and 1974.
Figure 5-7b. Mean monthly sea ice concentrations for July 1975 and 1976.
Figure 5-8a. Mean monthly sea ice concentrations for August 1973 and 1974.
Figure 5-8b. Mean monthly sea ice concentrations for August 1975 and 1976.
Figure 5-9a. Mean monthly sea ice concentrations for September 1973 and 1974.
Figure 5-9b. Mean monthly sea ice concentrations for September 1975 and 1976.
Figure 5-10a. Mean monthly sea ice concentrations for October 1973 and 1974.
Figure 5-10b. Mean monthly sea ice concentrations for October 1975 and 1976.
Figure 5-11a. Mean monthly sea ice concentrations for November 1973 and 1974.
Figure 5-11b. Mean monthly sea ice concentrations for November 1975 and 1976.
Figure 5-12a. Mean monthly sea ice concentrations for December 1973 and 1974.
Figure 5-12b. Mean monthly sea ice concentrations for December 1975 and 1976.
other 3 years. Off the Clarie Coast (135°E) as well, the minimum ice cover again occurs in 1976. Off the remainder of East Antarctica, west of the Clarie Coast, the ice extents are comparable during the 4 years.

By November, marked retreat from the October ice margin has taken place in all 4 years, with the greatest retreat occurring in 1976 (Figure 5-11). This is particularly true in the Weddell area, where the 1976 ice concentrations also show considerable decreases and where the former polynya has become an embayment. By contrast, in the Bellingshausen Sea, retreat of the ice margin from October to November is strongest in 1973. In the Amundsen Sea, the extents are similar in all 4 years. In the Ross Sea region, the extent is least in 1976, when the margin lies near 65°S throughout and shows the least zonal variation. In the other 3 years, the ice extends northward to about 61°S in parts of this region. Immediately off the western Ross Ice Shelf, the ice concentrations are lower than in the surrounding ice pack in all 4 years, with the greatest area of such lessened concentrations occurring in 1973. Figure 5-11 shows coastal polynyas around East Antarctica, with similar patterns appearing in all 4 years, except for the absence of a polynya in 1976 in Prydz Bay near the Amery Ice Shelf. Ice extents are comparable around most of East Antarctica, although in the eastern Weddell Sea (in the vicinity of 10°E), the 4-year trend is clearly toward lesser extents.

In December, the 4-year trend toward lesser ice extents has become apparent in the western as well as the eastern Weddell Sea regions (Figure 5-12). A major coastal polynya off the Ronne Ice Shelf can be observed on the 1973 map but not on the maps for the other years. In general, during December, coastal polynyas develop in many regions around the continent. In the Amundsen Sea, polynyas are most extensive in 1975, while similar patterns appearing in all 4 years, except for the absence of a polynya in 1976 in Prydz Bay near the Amery Ice Shelf. Ice extents are comparable around most of East Antarctica, although in the eastern Weddell Sea (in the vicinity of 10°E), the 4-year trend is clearly toward lesser extents.

For the entire southern ocean and for each of the five sectors, the area of ice cover in various concentration categories is displayed as a function of time (Figures 5-13 to 5-22). Figures 5-13 to 5-18 compare 4 years for the total southern ocean and for each sector, showing the overall seasonal progression of the sea ice cover for concentrations greater than 15-, 35-, 50-, 65-, and 85-percent concentration, and for the actual ice area (see Chapter 4). Figures 5-19 to 5-22 compare the total southern ocean and all the sectors in each year, showing the area of ice cover in concentration intervals of 15 to 35, 35 to 50, 50 to 65, 65 to 85, and 85 to 100 percent, as well as the actual ice area.

The maximum Antarctic ice extent occurs in late September or early October in 1973, but 2 to 4 weeks earlier in 1974 through 1976. The largest rate of decrease in the area of highly concentrated ice (85 to 100 percent) occurs with a dramatic 1-month decay of 7 × 10^6 square kilometers from October to November of 1973. Slower 2-month decreases of slightly less total magnitude occur from October to December of 1974 and from September to November of 1975 and 1976. These decreases in highly concentrated ice area precede by about 1 month the largest rates of decrease in total ice extent. The curves for ice cover of at least 35-, 50-, and 65-percent concentration consistently follow the ice-extent curve (15 to 100 percent) more closely than they follow the curve for highly concentrated (85 to 100 percent) ice. The sharp reduction of highly concentrated ice from September to November in 1975 and 1976 (Figure 5-13) could be due to an increase in ice divergence, melting, or, more likely, to a decrease in ice production in newly formed leads. Similarly, the September dip in the amount of highly concentrated ice in 1973 is probably the result of a divergent field of motion that mainly relocated the existent ice. In 1974, however, the fact that both the actual ice area and the high concentration ice area decreased from August to September suggests that in that year the actual amount of ice did decrease between those 2 months. Most of this September dip occurred in the Ross Sea (Figure 5-16). An examination of the individual 3-day maps, as well as the monthly concentration maps (Figures 5-8 and 5-9), reveals that the ice-cover decrease was predominately in the northeast portion of the Ross Sea (58°S to 65°S, 150°W), where a prominent bulge in ice extent usually peaks in early September and then retreats.

Of the five sectors, the Weddell Sea contains the largest areal extent of sea ice. Roughly one third of
the southern ocean sea ice area is within this region, and not surprisingly, Weddell Sea ice cover also reaches a peak in September and descends to a minimum in February. The September maximum ice cover in the Weddell Sea is greatest in 1973 and least in 1976, although the 1975 peak is slightly above that of 1974. In the eastern portion of the Weddell Sea, the Weddell polynya exists from July through November in 1974, 1975, and 1976. Over the 3-year period 1974 through 1976, its position shifts noticeably westward. Although the polynya is approximately 300 by 1000 kilometers, it accounts for less than one half the decrease in ice cover, the remainder being accounted for by a lesser equatorward extent of the outer ice edge. In 1973, the ice extended to 54°S at the Greenwich meridian, whereas in the succeeding 3 years, the extent was to 55.5°S, 55.5°S, and 58°S, successively.

Although the Weddell polynya was not known as a persistent winter feature until its appearance on the ESMR images in the winter of 1974, the
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Figure 5-13. Yearly cycle of the ocean area covered by sea ice with concentration >15 (ice extent), >35, >50, >65, and >85 percent and yearly cycle of the actual ice area, for the total southern ocean in 1973, 1974, 1975, and 1976. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.
closely connected phenomenon of an arm of ice sweeping meridionally from the northwestern Weddell to the northeastern Weddell had been well documented earlier, notably in the Soviet Atlas of the Antarctic (Tolstikov, 1966). The occurrence and growth of this huge arm of ice is quite noticeable in the 1974 monthly sequence. The ice front advances almost 700 kilometers from April to May and then continues sweeping eastward over the latitude band 57°S to 65°S until, by July and August, it has closed off the open-water region to the south, thereby forming the polynya. Similarly, an early spring opening in the region of the polynya was also known to occur (Streten, 1973). In 1973, when the Weddell polynya did not occur, reduced ice concentration is observed in the region of 5°E and 64°S throughout much of the winter, suggesting that, although the large-scale persistent polynya did not occur in 1973, there may have been a number of small short-duration polynyas in the region.

Although no explanation of the polynya is generally accepted, Zwally et al. (1976) noted that the

Figure 5-14. Yearly cycle of the ocean area covered by sea ice with concentration ≥15 (ice extent), ≥35, ≥50, ≥65, and ≥85 percent and yearly cycle of the actual ice area, for the Weddell Sea sector in 1973, 1974, 1975, and 1976. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.
polynya lies in the region of the Antarctic divergence (Figures 2-2 and 2-4) and the circumpolar pressure trough (Figure 2-5) and suggested that intensified oceanic upwelling supplies the heat to bring warm salty water to the surface to inhibit ice formation. Recent sea ice modeling experiments show that the wind fields in the vicinity of the persistent low at 0°E (Figure 2-5) may play a crucial role in polynya formation (Parkinson, 1983).

As with the Ross Sea to the west, the Bellingshausen-Amundsen Seas show a highly variable cycle of sea ice over the 4 years (Figures 5-15 and

![BELLINGSHAUSEN-AMUNDSEN SEAS SECTOR](image)

Figure 5-15. Yearly cycle of the ocean area covered by sea ice with concentration >15 (ice extent), >35, >50, >65, and >85 percent and yearly cycle of the actual ice area, for the Bellingshausen-Amundsen Seas sector in 1973, 1974, 1975, and 1976. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.
5-16) with changes that may be interrelated. In the years 1973 and 1976, when the ice in the Bellinghausen-Amundsen Seas sector grows to near maximum coverage early in the season, the growth in the Ross Sea is slower, and conversely, in the years 1974 and 1975, when the early season growth is slower in the Bellinghausen-Amundsen Seas, it is more rapid in the Ross Sea. Both differences in ice transport and differences in freezing rates caused by interannual changes in the wind fields may play a role in the variations in these yearly cycles. Interannual variations in the yearly cycle are described further in Section 5.4.

5.3 MONTH-TO-MONTH CHANGES

Certain aspects of the annual cycles are brought into sharper focus by the maps of monthly differences (Figures 5-23 through 5-26). These show the growth (gray, green, and blue regions) and
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Figure 5-16. Yearly cycle of the ocean area covered by sea ice with concentration >15 (ice extent), >35, >50, >65, and >85 percent and yearly cycle of the actual ice area, for the Ross Sea sector in 1973, 1974, 1975, and 1976. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.
decay (yellow, purple, and red regions) of the ice pack from one month to the next. Although these maps are simply differences of the monthly images already discussed (Figures 5-1 through 5-12), they present information on the growth/decay cycle that is not obvious in the other images. The discussion here highlights a few specifics to illustrate the usefulness of the difference maps.

From January to February (Figures 5-23a, 5-24a, 5-25a, and 5-26a) of each of the 4 years, the ice decay is significant. Although each year has substantial overall ice decay at this time, the largest region of decay exceeding 50-percent concentration decrease is located in the eastern Ross Sea in 1973. Each year does have a few scattered regions with ice concentration increases, generally
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Figure 5-17. Yearly cycle of the ocean area covered by sea ice with concentration >15 (ice extent), >35, >50, >65, and >85 percent and yearly cycle of the actual ice area, for the Pacific Ocean sector in 1973, 1974, 1975, and 1976. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.
along the coast. From February to March (Figures 5-24a, 5-25a, and 5-26a), some regions show continued ice decay, although the growth season has begun in most areas. Because late February tends to be the time of minimum Antarctic ice cover, the finding of some regions with growth and some regions with decay between February and March is not unexpected. The region with the heaviest ice-cover change is the Ross Sea in 1976, with much of the central Ross Sea experiencing greater than 50-percent increase in ice concentration (Figure 5-26a).

From March to April (Figures 5-24a, 5-25a, and 5-26a), almost the entire sea ice region is undergoing ice concentration increases. Some of the decreases apparent in a few small areas may be due to ice divergence and advection into adjacent areas.

**INDIAN OCEAN SECTOR**
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*Figure 5-18. Yearly cycle of the ocean area covered by sea ice with concentration >15 (ice extent), >35, >50, >65, and >85 percent and yearly cycle of the actual ice area, for the Indian Ocean sector in 1973, 1974, 1975, and 1976. The actual ice area is the total ocean surface covered by sea ice, excluding all open leads and polynyas within the ice pack.*
Figure 5-19. Yearly cycle (for 1973) of the ocean area covered by sea ice within ice concentration intervals 15 to 35, 35 to 50, 50 to 65, 65 to 85, 85 to 100 percent and yearly cycle of the actual ice area, for the total southern ocean and for each sector.
Figure 5-20. Yearly cycle (for 1974) of the ocean area covered by sea ice within ice concentration intervals 15 to 35, 35 to 50, 50 to 65, 65 to 85, 85 to 100 percent and yearly cycle of the actual ice area, for the total southern ocean and for each sector.
Figure 5-21. Yearly cycle (for 1975) of the ocean area covered by sea ice within ice concentration intervals 15 to 35, 35 to 50, 50 to 65, 65 to 85, 85 to 100 percent and yearly cycle of the actual ice area, for the total southern ocean and for each sector.
Figure 5-22. Yearly cycle (for 1976) of the ocean area covered by sea ice within ice concentration intervals 15 to 35, 35 to 50, 50 to 65, 65 to 85, 85 to 100 percent and yearly cycle of the actual ice area, for the total southern ocean and for each sector.
The same general pattern of ice growth predominates from April to May, although in the Amundsen Sea in 1974 the growth is slower and there is also a region of ice concentration decrease.

From May to June, the 2 years with available data (1974 and 1976) have continued ice growth throughout most of the Antarctic region (Figures 5-24a and 5-26a), particularly in the Weddell Sea and Indian Ocean sectors. Although there are some sizable areas of ice decay, most ice concentration decreases at this time are less than 20 percent.

From June to July (Figures 5-23a, 5-24a, and 5-26a), the regions of ice decay are much larger and more intense, although the bulk of the southern ocean continues to have increasing ice concentrations. This interesting and unexpected phenomenon of very large regions of ice concentration decreases in the midst of the growth season is one of the prime features readily visible in these monthly change maps. Among the largest such regions of ice concentration decreases are those in the Bellingshausen Sea and off the George V Coast (150°E) during 1973 and those in the northeastern Ross Sea and northwestern Weddell Sea in 1974.

Growth continues from July to August (Figures 5-24b and 5-26b), especially at the ice edge, although there is also a small amount of ice decay both in the inner pack and at the edge. In the inner pack, the most intense decay occurs because of the westward movement of the Weddell polynya in both 1974 and 1976. At the ice edge, the largest expanses of ice concentration decrease is in the western Ross Sea during 1974 and 40 degrees westward off the Adelie and Clarie Coasts during 1976.

The August to September interval (Figures 5-24b and 5-26b) includes the time of maximum ice extent. Hence, in this transition, as in the transition from February to March, large areas of decay occur coincident with large areas of growth. In 1974, the remaining ice growth is predominantly at the ice edge, with substantial decay along the ice edge in the Ross Sea and the westward edge of the westward-moving Weddell polynya. A southwestern movement of the polynya is apparent in 1976, as are the alternating regions of concentration increases and decreases along the ice edge.

The September to October transition (Figures 5-23b, 5-24b, 5-25b, and 5-26b) also shows large regions of growth and large regions of decay. A very interesting contrast during these months is that the continuing growth is significantly greater in the 2 earlier years, whereas the decay season has much more completely taken over in both 1975 and 1976.

By October to November (Figures 5-23b, 5-24b, 5-25b, and 5-26b), wide-scale decay predominates with only minor regions of ice concentration increases. Similarly, from November to December (Figures 5-23b, 5-24b, 5-25b, and 5-26b), ice-cover decay predominates, whereas from December to January (Figures 5-23b, 5-24b, and 5-25b), some regions of ice increase appear along the coast, and from December 1974 to January 1975 in particular, ice growth appears off the northeast promontory of the Antarctic Peninsula.

5.4 INTERANNUAL VARIATIONS IN ICE COVER, OPEN WATER, AND MEAN ICE CONCENTRATION

The interannual variations in ice extent, actual ice area, and open water within the pack are displayed in Figures 5-27 through 5-32. The open-water area is the difference between the ice extent (ocean area with at least 15-percent sea ice cover) and the actual ice area (spatially integrated ice concentration). Open water within the regions covered by less than 15-percent ice is not included. The mean ice concentration in Figure 5-33 is the actual ice area divided by the total ice extent. Any two of these four parameters are sufficient to describe the area of ice coverage and its compactness.

The annual cycle of open water clearly differs from the annual cycles of ice extent and actual ice area. Typically, the area of open water increases linearly for about 9 months from February to November and then decreases sharply, although there is considerable monthly variation about the mean behavior. The effects of the open water on the ocean-atmosphere heat flux and the south polar energy balance have been considered by Allison et al. (1982), Gordon (1981), and Weller (1980). The open water in winter is particularly important because of the much larger ocean-atmosphere heat and moisture fluxes over open water compared to sea ice. During the growth season, the total open-water area within the ice pack naturally increases as the increase in total ice extent expands the region in which open water can occur. The amount of open water is also related to the mean ice concentration, which reflects the rates of
Figure 5-23a. Sea ice concentration monthly change maps for January-February 1973 through June-July 1973.
Figure 5-23b. Sea ice concentration monthly change maps for July-August 1973 through December 1973-January 1974.
Figure 5.24a. Sea ice concentration monthly change maps for January-February 1974 through June-July 1974.
Figure 5.24b. Sea ice concentration monthly change maps for July-August 1974 through December 1974-January 1975.
Figure 5.25a. Sea ice concentration monthly change maps for January-February 1975 through June-July 1975.
Figure 5-25b. Sea ice concentration monthly change maps for July-August 1975 through December 1975-January 1976.
Figure 5-26a. Sea ice concentration monthly change maps for January-February 1976 through June-July 1976.
Figure 5-26b. Sea ice concentration monthly change maps for July-August 1976 through November-December 1976.
ice divergence and refreezing within the ice pack and the resulting areas of open leads and polynyas. The area of open water continues to increase for 1 to 2 months after the time of maximum ice extent, which is also shown by the faster decrease in the actual ice area than in the ice extent just after their maxima. This continued increase of open water during the early part of the decay season is consistent with the rapid early decrease in areas of highly concentrated ice (Figure 5-13) and the corresponding decrease in mean concentration (Figure 5-33).

The mean ice concentration on the southern ocean ranges from approximately 55 to 80 percent throughout the year (Figure 5-33). The annual cycle of mean concentration resembles somewhat the cycle of ice extent. The mean concentration is lowest near the time of ice minimum, increases during the growth season, and reaches its maximum around the time of maximum ice extent. Typically, the maximum mean concentration is about 80 percent in the Weddell Sea, Ross Sea, and Indian Ocean sectors and is about 75 percent in the Pacific Ocean sector. In the Bellingshausen-Amundsen Seas sector, the calculated mean concentration values are probably lower than the actual, due to the error resulting from the multiyear ice emissivity in that sector (see Chapter 3). The mean concentration in the Ross Sea sector approaches its maximum early in the growth season, similar to the rapid growth in the ice extent in the Ross Sea, whereas the Weddell sector has a near linear increase from January through August.

The wintertime values of mean concentration for the southern ocean are between 75 and 80 percent, which are somewhat higher than previous estimates from the ESMR data that used a higher emissivity \(e = 0.95\) and used less accurate estimates of the effective ice physical temperature. However, the ESMR indication of 20- to 25-percent open water during winter is still much larger than is shown on the Navy-National Oceanic and
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Figure 5-27. Internannual variation of the yearly cycle of the 15-percent extent, the actual ice area, and the open water within the ice pack for the total southern ocean.

Figure 5-28. Internannual variation of the yearly cycle of the 15-percent extent, the actual ice area, and the open water within the ice pack for the Weddell Sea sector.
Atmospheric Administration (NOAA) sea ice maps (Godin and Barnett, 1979) and reported, for example, by Kukla and Gavin (1981), who indicate less than 5-percent open water during winter. The low wintertime values on the Navy-NOAA maps reflect the inadequacy of their techniques for determining the total amount of open water, particularly in winter. In principle, their photointerpretation of the ESMR gray-scale images, which represent relative brightness temperatures, could give approximately the same ice concentration values as the digital analysis of the ESMR data in this volume, except that the variations in ice physical temperature would not be taken into account in the photointerpretation. However, accurate photointerpretation of relative brightness temperatures is very difficult, as may be judged by examination of the gray-scale images of sea ice concentration in Appendix B. The visible and infrared satellite images, which are also used for the Navy-
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Figure 5-30. Interannual variation of the yearly cycle of the 15-percent extent, the actual ice area, and the open water within the ice pack for the Ross Sea sector.

Figure 5-29. Interannual variation of the yearly cycle of the 15-percent extent, the actual ice area, and the open water within the ice pack for the Bellingshausen-Amundsen Seas sector.

NOAA maps, have a limitation in principle because unresolved open water in leads and polynyas smaller than the approximately 1-kilometer image resolution simply cannot be included accurately in estimates of ice concentration. Unless special techniques are used to account for unresolved open water, estimates of the area of open water from visible and infrared sensing are too low (Comiso and Zwally, 1982). On the other hand, as noted in Chapter 3, there is some uncertainty as to the microwave emissivity of very thin ice under about 5 centimeters (new ice and dark nilas). Nevertheless, while unconsolidated frazil ice, grease ice, and other new ice forms probably have microwave emissivities more like open water than first-year ice, thin ice of more than about 5 centimeters thickness (light nilas, gray ice, and gray-white ice) has an emissivity close to that of first-year ice. Therefore, some fraction of the areas of very thin ice under about 5 centimeters, including, in particular, areas of unconsolidated frazil ice and grease ice, may be included in the ESMR-derived values...
The ESMR-derived values show a much smoother increase in mean concentration throughout the growth season as the ice cover expands equatorward.

Examination of Figures 5-1 through 5-12 shows that much of the open water observed by ESMR is actually in the regions near the ice edge. In the southern ocean, the unconstrained ice, particularly near the ice edge, is much more divergent than in the Arctic Ocean, producing large areas of reduced ice concentration. Within the center of the ice pack, much of the ice cover has concentrations within the range of 88 to 100 percent, or 12- to 0-percent open water.

The year-to-year changes in ice cover differ both regionally and seasonally. Many aspects of these changes, particularly variations in the regional distributions, have been discussed in Sections 5.2 and 5.3. Overall, the ice extent decreased significantly from 1973 to 1976, with the most pronounced year-to-year decrease during the winter and spring of open water. Consequently, the area of totally ice-free water may be slightly less than the total area of open water indicated by the ESMR. Although the difference is usually small, it should be taken into account whenever it is important to distinguish between totally ice-free water and areas with some very thin ice.

In the summertime (December, January, and February), the Navy-NOAA estimates of mean ice concentration range between 60 and 80 percent (Kukla and Gavin, 1981). Although somewhat higher than the ESMR-derived values in Figure 5-33, these mean concentrations in summer are much closer to the ESMR values than are the Navy-NOAA concentrations in wintertime. From February to March, the Navy-NOAA mean concentration estimates increase abruptly from 70 percent to approximately 95 percent and in April to 99 percent—values that would be typical of the highly constrained wintertime ice in the central Arctic Ocean.
months as shown in Figures 5-27 through 5-32. The Weddell Sea and Pacific Ocean sectors had significantly less ice in 1976 than in 1973 during most seasons and in the annual mean (Figure 5-34). For the years 1973 and 1975, the months without ESMR maps are included in the annual means in Figure 5-34 by using ice extents from the Navy-NOAA maps, a procedure that produced values very close to those obtained exclusively from the ESMR data by linear interpolation in time, with the largest difference between the two procedures being for March, April, and May 1973 in the Ross Sea sector. The Bellingshausen-Amundsen Seas, the Ross Sea, and the Indian Ocean sectors had
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**Figure 5-33.** Mean sea ice concentrations showing yearly cycle and interannual variations in the total southern ocean and each sector.
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almost the same annual mean ice extent in 1976 as in 1973; however, in the intervening years, the ice extent was greater in the Ross Sea sector and smaller in the Bellinghausen-Amundsen Seas and Indian Ocean sectors. Clearly, the large decrease of 22.7 percent in the Weddell Sea sector is mainly responsible for the overall decrease of 9.7 percent in the annual mean southern ocean sea ice extent from 1973 to 1976. In the Ross Sea, an increase from 1973 to 1974 partially compensated for the large decrease in the Weddell Sea sector, although 1973 to 1974 was still the period of largest overall decrease for the southern ocean as a whole. Although changes in one sector are sometimes compensated by opposite changes in another sector, in a manner that may reflect possible changes in atmospheric conditions, a consistent pattern of compensating changes does not appear throughout the 4 years.

The interannual changes in ice extent for each month and sector are shown more clearly in Figure 5-35, with corresponding graphs for the interannual changes in actual ice area, the interannual changes in open water, and the interannual changes in mean concentration appearing in Figures 5-36 through 5-38. Most of the following discussion of interannual variations is based on variations in ice extent, rather than the other three parameters, for the following reasons: (1) the trends in actual ice area appear to be generally the same as the trends in ice extent, (2) ice extent is the most accurately determined parameter, and (3) ice extent can be most readily compared with longer term records.

Some differences in the trends of ice extent and actual ice area, which are also reflected in the openwater and mean concentration parameters, are notable and may be caused by differences in the convergence/divergence and melt/freeze conditions of the sea ice. Most of the differences in the trends of these two parameters appear to be of short duration and probably result from differences in synoptic weather patterns. Nevertheless, there is the possibility of longer term trends in the differences between ice extent and actual ice area due, for example, to a more or less vigorous atmospheric circulation or storm frequency. Therefore, longer term observation and analysis of both actual ice area and ice extent are needed to describe and understand fully the changes in the sea ice cover.

An example of the differences in the interannual variations of ice extent and actual ice area is given by the winter ice covers in 1973 and 1974, for which the year-to-year decrease in actual ice area was greater than the decrease in ice extent (Figure 5-27). During July, September, and October, the year 1973 had less open water within the ice pack in the total southern ocean, in the Weddell Sea sector, in the Ross Sea sector, and in the Indian Ocean sector than in 1974 (Figures 5-27 through 5-32 or Figure 5-37). The fact that both a greater ice extent and a lesser amount of open water existed in 1973 than in 1974 suggests that the ice pack was also generally less divergent during the winter of 1973 even though the ice extent was greater. (See also the mean concentration in Figure 5-38.) However, a more detailed analysis of such interannual differences in the amount of open water requires careful examination of the measurement errors for the area of open water. Even the 1973-1974 difference just discussed is only about twice the estimated error. The histograms of ice concentration in Figure C-3 show that the maximum ice concentration for July and October 1973 may be
Figure 5-35. Year-to-year changes in sea ice extent for each month, for the total southern ocean and each sector.
Figure 5-36. Year-to-year changes in actual ice area for each month, for the total southern ocean and each sector.
Figure 5-37. Year-to-year changes in open water within the ice pack, for the total southern ocean and each sector.
Figure 5-38. Year-to-year changes in mean sea ice concentration, for the total southern ocean and each sector.
about 3 percent too high relative to 1974, causing a relative error in the open-water area of as much as $0.04 \times 10^6$ square kilometers for the total southern ocean compared to the 1973-1974 difference of about $0.08 \times 10^6$ square kilometers of open water, exclusive of the Weddell polynya. Examination of the histograms also shows, however, that the distributions in 1973 are more peaked toward higher concentrations than in 1974, supporting the result of less open water in 1973.

Over the 4 years from 1973 to 1976, Figure 5-37 shows a slight trend (except for October and November) toward less open water within the ice pack, which is consistent with the trend of lesser ice extent if the open water and ice extent change proportionately. Although there is no apparent overall trend in the mean ice concentration for all seasons (Figure 5-38), it is interesting that 1973 has both the highest single-month mean concentration (80 percent in October) for the total southern ocean and the lowest single-month mean concentration (55 percent in December). In the Weddell Sea sector, the highest mean concentration is 85 percent in July 1973 and the lowest is 52 percent in December 1973, and in the Ross Sea sector, the highest is 83 percent in October 1973 and the lowest is 49 percent in February 1974. Thus, a winter with high mean ice concentration and large ice extent is followed by a spring and summer melt season with low mean concentration.

The large variability of Antarctic sea ice extent is particularly evident in Figure 5-35. Changes in ice cover in certain seasons could be related to changes in other seasons by various physical processes. For example, an anomalously early decay of the sea ice by only several weeks in spring would significantly increase the heat absorbed by the ocean during the period when the solar insolation is approaching its annual maximum (Fletcher, 1972). Increased heat in the upper layers of the ocean could affect the ice cover in subsequent seasons. However, the large differences in the observed changes among seasons and regions illustrate the lack of a consistent overall behavior, but may provide insight to the interactive processes involved in the changes. For the southern ocean, the largest decreases from 1973 to 1976 occur in the months of November and December, with decreases of 13.5 and 25.3 percent, respectively, compared to a 9.7-percent decrease in the annual mean, a 6.0-percent decrease at the September maximum, and a 12.3-percent decrease at the February minimum (Table 5-1). The 4-year trends in the Weddell Sea sector are similar to the total southern ocean, with a 24.5-percent decrease in November and a 48.3-percent decrease in December, compared to a 22.7-percent decrease in the annual mean, a 14.9-percent decrease at the September maximum, and a 26.5-percent decrease at the February minimum. The Pacific Ocean sector also shows a decrease in most months, but the maximum decrease is earlier in the fall, being 30.0 percent in October compared to 29.4 percent in November, 9.8 percent in December, 14.6 percent in the annual mean, 20.6 percent at the September maximum, and 0.5 percent at the February minimum. The Bellingshausen-Amundsen Seas, Ross Sea, and Indian Ocean sectors have clear decreasing trends in some months and increasing trends in other months, resulting in the small changes (less than 3 percent) in their annual means.

In certain sectors, there appears to be a tendency for a smaller summer-minimum ice extent in years having a larger winter-maximum ice extent. For example, compare 1973 and 1976 in the Ross Sea with the other 2 years, and compare 1976 in the Bellingshausen-Amundsen Seas with previous years in Figure 5-35.

The year-to-year changes in the annual mean, the 4-year average annual mean, and the deviations of each annual mean from the 4-year average annual mean are displayed in the images in Figures 5-39 through 5-42. These concluding figures and, in particular, the 4-year average of the annual mean concentrations (Figure 5-41), incorporate all the microwave data presented and discussed in this document. A linear interpolation in time for each map element is used to account for months with no microwave data. The 4-year average of annual mean sea ice concentration (Figure 5-41) is a useful base for comparing the individual years; it represents the time-averaged probability of finding sea ice at a given location or the typical yearly averaged sea ice concentration.

The annual mean sea ice concentrations in Figure 5-39 are useful for comparing persistent and nonpersistent features of the sea ice cover. For example, the extension of sea ice over the South Sandwich trench at 25°W appears in all images. The decrease in ice cover in the Weddell Sea is evident, as is the progressive decrease in the extent of the reduced sea ice concentration near the Ross Ice Shelf. The year-to-year change in the annual
Figure 5-39a. Annual mean sea ice concentrations for 1973 and 1974. Months without data are accounted for by interpolation.
Figure 5.39b. Annual mean sea ice concentrations for 1975 and 1976. Months without data are accounted for by interpolation.
Figure 5-40. Change in annual mean sea ice concentrations from 1973 to 1974, from 1974 to 1975, and from 1975 to 1976.
Figure 5-41. Four-year average of annual mean sea ice concentrations.
Figure 5-42. Deviations of annual mean sea ice concentrations from 4-year average of annual means.
Table 5-1
Percent Change in Sea Ice Extent from 1973 to 1976

<table>
<thead>
<tr>
<th>Month</th>
<th>Southern Ocean</th>
<th>Weddell Sea</th>
<th>Bellingshausen-Amundsen Seas</th>
<th>Ross Sea</th>
<th>Pacific Ocean</th>
<th>Indian Ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Annual Mean*</td>
<td>-9.7</td>
<td>-22.7</td>
<td>2.1</td>
<td>-2.6</td>
<td>-14.6</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>(-9.8)</td>
<td>(-24.7)</td>
<td>(-2.8)</td>
<td>(1.8)</td>
<td>(-13.1)</td>
<td>(3.2)</td>
</tr>
<tr>
<td>January</td>
<td>-14.2</td>
<td>-42.5</td>
<td>-11.8</td>
<td>15.8</td>
<td>-8.7</td>
<td>-7.8</td>
</tr>
<tr>
<td>February</td>
<td>-12.3</td>
<td>-26.5</td>
<td>-18.4</td>
<td>9.5</td>
<td>-0.5</td>
<td>-14.6</td>
</tr>
<tr>
<td>March*</td>
<td>-14.8</td>
<td>-10.3</td>
<td>-31.5</td>
<td>10.0</td>
<td>-21.9</td>
<td>-43.6</td>
</tr>
<tr>
<td></td>
<td>(0.4)</td>
<td>(-19.3)</td>
<td>(-37.6)</td>
<td>(86.1)</td>
<td>(2.3)</td>
<td>(-10.0)</td>
</tr>
<tr>
<td>April*</td>
<td>-13.4</td>
<td>-17.2</td>
<td>-39.9</td>
<td>15.5</td>
<td>-14.2</td>
<td>-28.7</td>
</tr>
<tr>
<td></td>
<td>(-4.7)</td>
<td>(-29.5)</td>
<td>(-49.0)</td>
<td>(69.4)</td>
<td>(9.1)</td>
<td>(11.1)</td>
</tr>
<tr>
<td>May*</td>
<td>-2.1</td>
<td>-14.2</td>
<td>-4.3</td>
<td>6.7</td>
<td>-7.0</td>
<td>15.8</td>
</tr>
<tr>
<td></td>
<td>(-5.8)</td>
<td>(-31.4)</td>
<td>(-18.0)</td>
<td>(27.2)</td>
<td>(0.0)</td>
<td>(28.4)</td>
</tr>
<tr>
<td>June</td>
<td>-9.2</td>
<td>-28.4</td>
<td>-9.4</td>
<td>1.7</td>
<td>-11.9</td>
<td>27.9</td>
</tr>
<tr>
<td>July</td>
<td>-7.5</td>
<td>-22.9</td>
<td>8.4</td>
<td>-8.1</td>
<td>-2.1</td>
<td>12.0</td>
</tr>
<tr>
<td>August*</td>
<td>1.7</td>
<td>-15.6</td>
<td>38.0</td>
<td>1.7</td>
<td>3.1</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>(-5.3)</td>
<td>(-16.3)</td>
<td>(14.0)</td>
<td>(-5.3)</td>
<td>(-9.5)</td>
<td>(5.9)</td>
</tr>
<tr>
<td>September</td>
<td>-6.0</td>
<td>-14.9</td>
<td>15.2</td>
<td>-1.6</td>
<td>-20.6</td>
<td>1.5</td>
</tr>
<tr>
<td>October</td>
<td>-10.0</td>
<td>-15.0</td>
<td>13.5</td>
<td>-14.7</td>
<td>-30.0</td>
<td>-1.5</td>
</tr>
<tr>
<td>November</td>
<td>-13.5</td>
<td>-24.5</td>
<td>17.5</td>
<td>-17.6</td>
<td>-29.4</td>
<td>1.8</td>
</tr>
<tr>
<td>December</td>
<td>-25.3</td>
<td>-48.3</td>
<td>9.4</td>
<td>-11.1</td>
<td>-9.8</td>
<td>-29.6</td>
</tr>
</tbody>
</table>

*Values for months in 1973 with no ESMR map are obtained by two methods: upper value is from Navy-NOAA maps (Godin and Barnett, 1979) and lower value (in parentheses) is from interpolation of ESMR data using spline fit to annual cycle.

Mean sea ice concentration (Figure 5-40) illustrates, for example, the appearance and yearly migration of the Weddell polynya. Also apparent are the spatial distributions of the progressive decreases in ice cover in the Weddell Sea sector, the increase followed by a decrease in the Ross Sea sector, and the opposite pattern of a decrease followed by an increase in the Indian Ocean and Bellingshausen-Amundsen Seas sectors. Similarly, changes in the yearly distributions are presented with respect to the 4-year average of the annual mean sea ice concentration in Figure 5-42.

In this document, the Antarctic sea ice cover is described with a multiplicity of image formats and graphical displays. The use of alternative displays of the ice cover and its changes are intended to increase our insight into the unique characteristics of the Antarctic sea ice cover. Fortunately, the years 1973 through 1976, in which global microwave observation of sea ice was initiated, coincided with a period of significant changes in the sea ice cover. Certainly, the appearance of the Weddell polynya in 1974, 1975, and 1976 and its non-appearance the preceding year is a very interesting geophysical phenomenon. Similarly, the large decrease of the sea ice cover from 1973 to 1976 was probably unusual (see Zwally et al., 1983) and, if continued, would have resulted in a 30-percent reduction in the annual mean sea ice cover by 1981. Clearly, an extended record of sea ice cover is needed to understand the changes in the ice cover and detect any secular trends. Hopefully, the publication of this document will assist in clarifying the need for continued passive microwave satellite observations and the need for the selective and systematic processing of the microwave data acquired since 1976.
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APPENDIX A
DATA PROCESSING, COMPILATION, AND STORAGE

A.1 DATA STREAM

The telemetry data from the Nimbus 5 satellite, launched in December 1972, were transmitted to two spaceflight tracking and data network stations located near Fairbanks, Alaska, and Rosman, North Carolina. The data received in Alaska were recorded as the satellite passed and then transmitted over a microwave link to the Meteorological Data Handling System (MDHS) at the Goddard Space Flight Center (GSFC). The data received in North Carolina were relayed directly to GSFC over a wideband data link. At GSFC, the telemetry data were unpacked, decommutated, supplemented with flags and end of files, and stored on magnetic tapes called experimental tapes (ET's). For data processing convenience, the data from the Electrically Scanning Microwave Radiometer (ESMR) from several ET's were combined to form stacked experimental tapes (SET's). The 10-bit telemetry data on the ET's were converted to 32-bit format on the SET's for use on the GSFC computers.

The SET's and ephemeris tapes were then used to generate the Earth-located calibrated brightness temperature (CBT) tapes, which are the primary source of calibrated radiometer data. The CBT tapes contain the time, the calibration parameters, the measured brightness temperatures ($T_B$), and the corresponding geographical coordinates (Table A-1). Each CBT tape was written at 6250 bits per inch and has approximately 180 files, each of which contains one orbit of data.

In order to provide a synoptic representation of the data in the polar regions, a polar stereographic mapping, described later, is employed. The grid size is 293 by 293, with each map cell representing an area varying from about 32 by 32 kilometers near the poles to about 28 by 28 kilometers near 50 degrees latitude (Figure A-1).

Full coverage of the entire polar area could be obtained from a sequence of six satellite orbits or one-half day of good data if the full set of 78 beam positions were used. However, because of the large disparity in the radiometer field of view from the outer beam position to the middle beam position (70 by 140 kilometers compared to 25 by 25 kilometers), only the middle 52 beam positions are utilized, for a swath-angle coverage of ±30.5 degrees and a minimum resolution of 29 by 42 kilometers. This swath angle corresponds to a spatial coverage of about 1280 kilometers on the Earth's surface. Since the area poleward of the 85-degree latitude is observed by the outer beam positions only, the outer beam positions, which are otherwise discarded, are used to cover the region between 85 degrees and the poles. With this restriction on beam positions and with additional rejection of data because of occasional instrumental problems, about 3 days of data are required to provide adequate spatial coverage of the polar regions. Three-day average maps are therefore generated for all periods that contained valid data from launch until May 1977. From these secondary products, monthly mean $T_B$ maps are created and used with interpolated monthly surface temperature maps to calculate monthly ice concentrations. Yearly and multiyearly average maps are also created. Interpolation and weighting procedures to account for missing data are described in Section A.3.3, "Interpolation Procedures."

A.2 CALIBRATION AND QUALITY-CONTROL PROCEDURES

A.2.1 Latitude and Longitude Determination

Initially, ephemeris data based on several weeks of predictive calculations were used to compute
<table>
<thead>
<tr>
<th>Word No.</th>
<th>Quantity</th>
<th>Units</th>
<th>Scale</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Year</td>
<td>Year</td>
<td></td>
<td>Year associated with data</td>
</tr>
<tr>
<td>2</td>
<td>Day</td>
<td>Days</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Hour</td>
<td>Hours</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Minute</td>
<td>Minutes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Second</td>
<td>Seconds</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Program ID</td>
<td></td>
<td></td>
<td>Unique program identification</td>
</tr>
<tr>
<td>7</td>
<td>Pitch error</td>
<td>Degrees</td>
<td>x10</td>
<td>Pitch fine error</td>
</tr>
<tr>
<td>8</td>
<td>Roll error</td>
<td>Degrees</td>
<td>x10</td>
<td>Roll fine error</td>
</tr>
<tr>
<td>9</td>
<td>RMP indicated</td>
<td></td>
<td>x10</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Latitude</td>
<td>Degrees</td>
<td>x10</td>
<td>Latitude of subsatellite point</td>
</tr>
<tr>
<td>11</td>
<td>Longitude</td>
<td>Degrees</td>
<td>x10</td>
<td>Longitude of subsatellite point</td>
</tr>
<tr>
<td>12</td>
<td>Height</td>
<td>Kilometers</td>
<td>x10</td>
<td>Height of spacecraft</td>
</tr>
<tr>
<td>13</td>
<td>Hot-load mean</td>
<td></td>
<td>x10</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Hot load</td>
<td></td>
<td>x100</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Cold-load mean</td>
<td></td>
<td>x10</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Cold load</td>
<td></td>
<td>x100</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>MUX 1</td>
<td></td>
<td></td>
<td>Average antenna temperature</td>
</tr>
<tr>
<td>18</td>
<td>MUX 2</td>
<td></td>
<td></td>
<td>Phase-shift temperature</td>
</tr>
<tr>
<td>19</td>
<td>MUX 3</td>
<td></td>
<td></td>
<td>Ferrite-switch temperature</td>
</tr>
<tr>
<td>20</td>
<td>MUX 4</td>
<td></td>
<td></td>
<td>Ambient-load temperature</td>
</tr>
<tr>
<td>21</td>
<td>MUX 5</td>
<td></td>
<td></td>
<td>Hot-load temperature</td>
</tr>
<tr>
<td>22</td>
<td>MUX 6</td>
<td></td>
<td></td>
<td>Automatic gain control (AGC)</td>
</tr>
<tr>
<td>23-41</td>
<td>Engineering data</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Beam position</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43-46</td>
<td>MUX 1-MUX 4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>47-124</td>
<td>Latitude</td>
<td>Degrees</td>
<td>x10</td>
<td>Latitudes of the 78 scan positions</td>
</tr>
<tr>
<td>125-202</td>
<td>Longitude</td>
<td>Degrees</td>
<td>x10</td>
<td>Longitudes of the 78 scan positions</td>
</tr>
<tr>
<td>203-280</td>
<td>Brightness temperature</td>
<td>Degrees (Kelvin)</td>
<td>x10</td>
<td>Brightness temperatures of the 78 scan positions</td>
</tr>
</tbody>
</table>


The latitude and longitude of each scan angle of the radiometer. However, use of these data often caused serious Earth-location errors up to several hundred kilometers. These errors were substantially reduced by utilizing definitive ephemeris data calculated from satellite tracking parameters. The new procedure was implemented in 1975 for newly acquired data, and all prior CBT tapes were revised at that time. Results were checked by comparing Earth locations generated from these data with continental boundaries. The calculated Earth location appears to be accurate to well within 30 kilometers, which is the approximate resolution used for mapping the data.
implemented because the antenna properties of the instrument changed substantially after launch. A procedure relying mainly on available ground-truth data, statistical analysis, and modeling had to be implemented for the final calibration. A set of correction parameters, $A_0$ and $A_1$, for each beam position were empirically determined using ocean data. These were then used to determine the final calibrated brightness temperature, $T_b(I) = A_0(I) + A_1(I) \times T_{\text{IN}}(I)$, where $I$ is the beam position number.

### A.2.2 Calibration Algorithm

Calibration of the radiometer was done with the aid of hot and cold reference sources. The cold-load temperature reference ($T_c$) was provided by a sky horn that measures the 3 K cosmic background. The hot-load temperature was provided by reference to a floating ambient termination in the spacecraft. It takes eight scans of data to produce a complete set of calibration parameters (Table A-2). The calibration temperatures, $T_c$ and $T_h$, were calculated from the multiplex data (MUX 1 through MUX 6 in Table A-1). The values of four ambient and four cold calibration voltages ($V_h$ and $V_c$, respectively) were averaged through a set of eight scans. For each beam position, the brightness temperature, $T_{\text{IN}}$, corresponding to voltage, $V$, was then calculated by:

$$T_{\text{IN}} = T_h + \frac{T_c - T_h}{V_c - V_h} (V - V_h). \quad (A-1)$$

This algorithm calibrates the microwave radiometer instrument. However, some additional correction to this calibration must be applied to account for the antenna ohmic loss, which is a function of beam position and the temperature of the phase shifters.

Further correction was also required for the effects of side lobes and the different viewing angles. A procedure for providing these corrections by using prelaunch laboratory tests could not be

### A.2.3 Processing Problems and Data Gaps

Initially, when all available calibrated data were processed, many of the polar stereographic maps were found to be contaminated by abnormal brightness temperatures. Analysis of the problem showed that some orbits or portions of orbits were not properly calibrated because of unforeseen problems with the input data when calibration was made. For example, if there was a parity read error in the middle of input SET's, some calibration parameters would be unpacked improperly, causing the brightness temperature to be unphysical in magnitude.

The initial procedure used for removing the uncalibrated data was crude but effective. A true color image of each map was first produced and checked for abnormal features. These are normally easy to spot because at least eight scans would be affected. The next step was to identify which orbits and portions thereof had problems. The orbit number was determined by using a graphical overlay on the image, and the time interval was then determined by examining the printout of the data for the entire orbit. These time intervals containing bad data were excluded in the final processing of the maps. In a later version of the mapping software, most of these bad data were automatically eliminated by requiring that the values of the calibration parameters fall within certain acceptable limits.

To calibrate the microwave radiometer adequately, both the hot-load and cold-load reference temperatures must be available. Sometimes, the hot-load reference for the Nimbus 5 ESMR was not recoverable because of hardware or processing problems. The ESMR radiometer was in this abnormal mode occasionally during the 1973 through...
### Table A-2
Framing Format of the ESMR Data in SET Tapes

<table>
<thead>
<tr>
<th>Word Number</th>
<th>Scan Number</th>
<th>Number of Bits/Word</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-78</td>
<td>1</td>
<td>10</td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>79</td>
<td>1</td>
<td></td>
<td>Hot reference</td>
</tr>
<tr>
<td>80</td>
<td>1</td>
<td></td>
<td>Average antenna temperature</td>
</tr>
<tr>
<td>81-128</td>
<td>2</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>129</td>
<td>2</td>
<td></td>
<td>Cold reference</td>
</tr>
<tr>
<td>130</td>
<td>2</td>
<td></td>
<td>Average phase-shifter temperature</td>
</tr>
<tr>
<td>131-208</td>
<td>3</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>209</td>
<td>3</td>
<td></td>
<td>Hot reference</td>
</tr>
<tr>
<td>210</td>
<td>3</td>
<td></td>
<td>Ferrite-switch temperature</td>
</tr>
<tr>
<td>211-288</td>
<td>4</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>289</td>
<td>4</td>
<td></td>
<td>Cold reference</td>
</tr>
<tr>
<td>290</td>
<td>4</td>
<td></td>
<td>Ambient-load temperature</td>
</tr>
<tr>
<td>291-368</td>
<td>5</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>369</td>
<td>5</td>
<td></td>
<td>Hot reference</td>
</tr>
<tr>
<td>370</td>
<td>5</td>
<td></td>
<td>Dicke-load temperature</td>
</tr>
<tr>
<td>371-448</td>
<td>6</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>449</td>
<td>6</td>
<td></td>
<td>Cold reference</td>
</tr>
<tr>
<td>450</td>
<td>6</td>
<td></td>
<td>AGC count</td>
</tr>
<tr>
<td>451-528</td>
<td>7</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>529</td>
<td>7</td>
<td></td>
<td>Hot reference</td>
</tr>
<tr>
<td>530</td>
<td>7</td>
<td></td>
<td>Multiplex calibration</td>
</tr>
<tr>
<td>531-608</td>
<td>8</td>
<td></td>
<td>$V_{1,78}$ for beam positions 1-78</td>
</tr>
<tr>
<td>609</td>
<td>8</td>
<td></td>
<td>Cold reference</td>
</tr>
<tr>
<td>610</td>
<td>8</td>
<td></td>
<td>Frame identification number</td>
</tr>
</tbody>
</table>

1976 period, most seriously in March to May and August of 1973. These months have no useable data due to the hot-load abnormality. Although the radiometer operated abnormally for as long as a few days during other times, there were normally enough well-calibrated data left to form monthly averages. The only other months without data are June, July, and August of 1975. For these months, however, the gaps were not due to the abnormality but rather because the data acquisition instruments for Nimbus 5 were turned off when the systems for these instruments were needed for the then newly launched Nimbus 6 satellite. In September 1975, data acquisition for Nimbus 5 ESMR was restored but on an every-other-day basis only.

### A.2.4 Anomalous Time-Dependent Shifts in Brightness Temperature

Studies of the temporal variation of brightness temperature in the ice-free areas of the southern ocean revealed some unexpected time-dependent shifts. At 19 GHz, the brightness temperature ($T_B$) of sea water is expected to have minimal or no seasonal dependence because the emissivity is inversely proportional to the surface physical temperature (Wilheit, 1972). Although $T_B$ is affected by roughness, foam, water vapor, and rainfall, none of these have seasonal characteristics consistent with the observed shifts. Because the observed shifts could not be attributed to any of
these geophysical effects, they were assumed to be caused by calibration or instrumental problems, and a normalization procedure summarized below was therefore applied to the monthly average \( T_B \) data (Comiso and Zwally, 1980).

To investigate the time dependence of \( T_B \), the data for each pixel in the monthly maps between 55°S and 65°S were binned; an example of a typical distribution is shown in Figure A-2. The contribution from the ocean appeared as a narrow peak at approximately 135 K with an average width of about ±4 K. The position of the ocean peak varied from month to month, and the value for each month of available ESMR data is shown in Figure A-3. In 1973, a dip of approximately 8 K occurs from January to July. In 1976, a much larger dip than that in 1973 is evident in May and June, followed by a recovery in July with a general decrease for the remainder of the year. During 1974 and 1975, \( T_B \) is nearly constant with time.

Further study of the apparently anomalous shift in \( T_B \) was made by examining both ocean and highly concentrated sea ice, and by using 3-day average maps. Shifts in brightness temperature in both ocean and ice areas occurred at about the same time. Furthermore, although the initial downward shift is about 10 K for the ocean and 8 K for the sea ice, the recovery shift is about 18 K for the ocean and 25 K for the sea ice. The latter shift would correspond to a change in physical temperature of about 27 K on the ice and 40 K in the water if emissivity is assumed to be constant during the time period. Therefore, considering the abrupt nature of the shifts and their magnitude, it is not possible to attribute these anomalies to physical effects in the ocean or atmosphere. Examination of the time variation of \( T_B \) of the Antarctic ice sheets also indicated corresponding anomalous time-dependent shifts.

The normalization procedure used to correct anomalous shifts assumed that the ocean \( T_B \), including the atmospheric contribution, was constant at 135 K (Comiso and Zwally, 1980). The correction applied to the period from May to December 1976 was of the form:

\[
T_B = a + b T_B',
\]

where \( T_B' \) is the uncorrected brightness temperature, and \( T_B \) is the corrected brightness temperature. Coefficients \( a \) and \( b \) were determined from the distribution of \( T_B' \) in selected ocean and high concentration ice areas. Because the variations were short-term, a separate \( a \) and \( b \) pair was determined for each 3-day map for May to December 1976. For the earlier data (January 1973 to April 1976), a correction of the form \( T_B = a + T_B' \) and
a determination of “a” on a monthly basis was satisfactory. A confirmation of the validity of this procedure is provided by the consistency of the corrected brightness temperatures over the ice sheets, which undergo a seasonal variation but little interannual variation. In this procedure, the absolute calibration of the brightness temperature is unimportant, because the method sets a value of 0-percent ice concentration in known areas of open water and 100-percent ice concentration in sea ice regions where the $T_B$ has its highest values.

A.3 MAPPING AND AVERAGING OF DATA

The brightness temperature data from the CBT tapes in orbital format are mapped into a 293 by 293 uniform grid of cells subdividing a polar stereographic map. The geographic coordinates of the center of the radiometer field of view determine the cell into which the data are placed. Overlapping data in a cell from successive orbits are averaged to give a single brightness temperature assumed to be located at the center of the cell.

A.3.1 Polar Stereographic Map

A polar stereographic map is constructed by projecting points on the Earth’s surface onto a plane tangent at a pole. The vertex of the projection is the opposite pole. The concept is illustrated in Figure A-4(a), where a point, B, on the Earth’s surface is projected to the polar plane at C.

The coordinates of each element in the projected map are determined as follows. The distance, $r$, from the pole to the projected point is calculated from:

$$r = d \tan \alpha,$$

where $d$ is the diameter of the Earth, and $\alpha$ is the angular projection at the opposite pole expressed in terms of the latitude, $\phi$, as follows:

$$\alpha = \frac{\gamma}{2} = \frac{90 - \phi}{2}.$$

Using the axes of Figure A-4(b), with the Greenwich meridian coinciding with the positive ordinate of the map, the $x$ and $y$ components of the data element with latitude $\phi$ and east longitude $\lambda$ are given by:

$$x = d \tan \frac{(90 - \phi)}{2} \cos (90 - \lambda),$$

$$y = d \tan \frac{(90 - \phi)}{2} \sin (90 - \lambda).$$

As mentioned previously, the standard map is a 293 by 293 grid enclosing the $50^\circ$S latitude. For the coordinate system given above and a scaled value of $d$ equal to 401.78, each point on the map can be expressed by a set of integer coordinates, $J,I$, defined by:

$$J = 147 + x + 0.5,$$

$$I = 147 - y + 0.5.$$

Figure A-4. Schematic diagram for polar stereographic mapping.
The standard tape format is shown in Table A-3. On the computer tapes, each map is separated by end-of-file marks, and data are preceded by a header record containing information about the data and the recording format (see Table A-4). More detailed information about data storage and retrieval is given in Zwally et al. (1981).

### A.3.2 Population Distribution

Each data element on the polar stereographic maps represents a quantity (for example, brightness temperature or sea ice concentration) averaged over the number of measurements made in that area within the specified time period. For a 3-day average map, this number of measurements (called population) ranges from 0 to 35, depending on the location of the data element and the availability of good data. During the analysis of the data, this value is used to determine how representative the data-point measurement is as an average over the given time. For most of the polar maps, a record of population normally follows a data record as indicated in Table A-3.

An example of the population distribution for a monthly average map is shown in Figure A-5, where the population of each pixel along a line from the South Pole to the edge of the map for longitudes 0°E, 90°E, and 180°E is plotted. The distribution shows a peak in population at about 81 degrees latitude, which is the maximum latitude reached by the satellite. It drops at 85 degrees latitude because only the beam positions corresponding to a ±30.5-degree scan angle were used and rises between 85 degrees and the pole, where the outer beam positions are used. Some variation from this distribution is caused by occasional elimination of bad data as discussed previously.

### A.3.3 Interpolation Procedures

Because of processing and calibration problems mentioned earlier, some 3-day average maps had as many as 20 percent of the data cells empty. The 20-percent data loss occurred much more frequently after the Nimbus 6 satellite launch, when data became available only every other day. Fortunately, most of these empty cells are located outside the range of the seasonal sea ice extent. For

---

<table>
<thead>
<tr>
<th>Record Number</th>
<th>Length (bytes)</th>
<th>Format</th>
<th>Number of Words</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1465</td>
<td>(see below)</td>
<td>293</td>
<td>Heading (only the first 20 words are meaningful)</td>
</tr>
<tr>
<td>2</td>
<td>1465</td>
<td>293 15</td>
<td>293</td>
<td>Row 1 data (x50)</td>
</tr>
<tr>
<td>3</td>
<td>1465</td>
<td>293 15</td>
<td>293</td>
<td>Observation population of row 1</td>
</tr>
<tr>
<td>4</td>
<td>1465</td>
<td>293 15</td>
<td>293</td>
<td>Row 2 data (x50)</td>
</tr>
<tr>
<td>5</td>
<td>1465</td>
<td>293 15</td>
<td>293</td>
<td>Observation population of row 2</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>586</td>
<td>1465</td>
<td>293 15</td>
<td>293</td>
<td>Row 293 data (x50)</td>
</tr>
<tr>
<td>587</td>
<td>1465</td>
<td>293 15</td>
<td>293</td>
<td>Observation population of row 293</td>
</tr>
</tbody>
</table>

*Data format 2 indicates standard format (see Table A-4).
*9 15, 2A5, 8 15, A5, 255 15, 18 15.*
### Table A-4
Header Record for Polar Stereographic Maps

<table>
<thead>
<tr>
<th>Word</th>
<th>Type</th>
<th>Number of Bytes/Words</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>4</td>
<td>Projection type (1 for polar stereographic)</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>4</td>
<td>Number of columns (293)</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>4</td>
<td>Number of rows (293)</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>4</td>
<td>Scale ($2.5 \times 10^6$)</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>4</td>
<td>Latitude enclosed (-50.0°)</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>4</td>
<td>Greenwich orientation (270°)</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
<td>4</td>
<td>Radius of the Earth</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td>4</td>
<td>J-coordinate of the pole (147)</td>
</tr>
<tr>
<td>9</td>
<td>15</td>
<td>4</td>
<td>I-coordinate of the pole (147)</td>
</tr>
<tr>
<td>10-11</td>
<td>A5</td>
<td>4</td>
<td>Data type* (TB, ICE CON, SURF TEMP, or CLIM PRES)</td>
</tr>
<tr>
<td>12</td>
<td>15</td>
<td>4</td>
<td>Start time (day)</td>
</tr>
<tr>
<td>13</td>
<td>15</td>
<td>4</td>
<td>Start time (hour)</td>
</tr>
<tr>
<td>14</td>
<td>15</td>
<td>4</td>
<td>Start time (minutes)</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>4</td>
<td>Stop time (day)</td>
</tr>
<tr>
<td>16</td>
<td>15</td>
<td>4</td>
<td>Stop time (hour)</td>
</tr>
<tr>
<td>17</td>
<td>15</td>
<td>4</td>
<td>Stop time (minutes)</td>
</tr>
<tr>
<td>18</td>
<td>15</td>
<td>4</td>
<td>Year data was collected</td>
</tr>
<tr>
<td>19</td>
<td>15</td>
<td>4</td>
<td>Data format (2 for standard format)</td>
</tr>
<tr>
<td>20</td>
<td>A5</td>
<td>4</td>
<td>Data identification</td>
</tr>
<tr>
<td>21-293</td>
<td>15</td>
<td>4</td>
<td>Meaningless</td>
</tr>
</tbody>
</table>

*Variable abbreviations for words 10 and 11 are as follows: TB is brightness temperature, ICE CON is ice concentration, SURF TEMP is mean monthly climatological surface air temperature, and CLIM PRES is mean monthly climatological sea-level pressure.*

Completeness and proper weighting of data in the monthly average maps, some interpolations are made to fill the empty cells in the 3-day average maps. A combination of time and spatial interpolation is employed. Normally, maps with very few empty cells are filled by linear spatial interpolation. For gaps involving four or more cells, however, time interpolation was found to give a more consistently satisfactory result. To fill in an empty cell by time interpolation, the average is taken of the brightness temperature in the cell for the previous 3-day average map and the one immediately after. In a few extremely bad cases, the procedure is extended to utilize up to three 3-day averages before and after the empty cell. Monthly averages are created from 3-day average maps with appropriate weighting to account for missing 3-day averages.
Some error is introduced in equation A-11 by the truncation of concentrations less than 15 percent, but it is small because of the general sharpness of the ice boundary and the weighting by concentration in the summation. It is also less than the error that would be otherwise introduced by the variability of the brightness temperature over ice-free ocean, which would falsely indicate small ice concentrations far from the ice edge. Similar summations are performed for the areal coverage in various concentration categories.

For an individual year, N, the equations for calculating extent and actual ice area are the same as equations A-10 and A-11, but with $C_{ij}$ replaced by $C_N^{ij}$. The areas of sea ice cover in the analysis sectors (Figure 2-3 of the main text) are calculated by the same procedure for all $a_{ij}$ located in each sector. If an element, $a_{ij}$, is located over a sector boundary, the area is assigned proportionately to the respective sectors. The area of the continent (black map elements in Figures 4-2 to 4-7 of the main text) is calculated to be $13.97 \times 10^6$ square kilometers.

In Chapter 4, the difference is noted between the 4-year average extent (equation A-10) and the average of the extent for the 4 individual years, which is

$$<\text{Extent}> = \frac{1}{4} \sum_{N=3}^{6} \sum_{i,j} a_{ij}. \quad (A-12)$$

A similar difference occurred for actual ice area, for which the average of the actual ice area for 4 years is

$$<\text{Actual}> = \frac{1}{4} \sum_{N=3}^{6} \sum_{i,j} C_N^{ij} a_{ij}. \quad (A-13)$$

There are two competing effects caused by reversing the order of performing the summations and the time averaging. One effect occurs for the case for which in one or more years, $C_{ij} < 15$, but $C_{ij} > 15$; this situation can be caused by large interannual variations in the position of the ice boundary and is the dominant effect causing $\text{Extent}$ to be greater than $<\text{Extent}>$. An effect in the opposite direction occurs for the case for which in one or more,
but not all, years, $C_i^N < 15$, and $C_i^T < 15$; this situation can be caused by small interannual variations in the ice boundary and is the dominant effect causing Actual to be less than $<\text{Actual}>$. Because of these differences, averages of the areas for the individual years (e.g., $<\text{Extent}>$ and $<\text{Actual}>$) have better absolute accuracy than the areas from the 4-year average maps (e.g., $\text{Extent}$ and $\text{Actual}$).
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APPENDIX B

ICE CONCENTRATION BLACK-AND-WHITE IMAGES AND CONTOUR MAPS

In Chapters 4 and 5 of the main text, the ice concentrations derived from the ESMR brightness temperatures and climatological surface air temperatures are shown in color at intervals of 4 percent, which is consistent with the estimated concentration accuracy ranging from 5 to 15 percent (Section 3.6). There are advantages in presenting the data at this percentage interval. Spatial variation in ice concentration at various ice concentration levels can be easily examined, and distinct features in the ice, like polynyas, spring breakup, and ice-edge characteristics are well resolved. The ice concentration data are also stored on magnetic tape, with better than 1-percent precision, as described in Zwally et al. (1981).* This greater precision available on the tapes is small compared to the absolute accuracy of the derived sea ice concentration (Chapter 3), but is useful for studies of relative ice concentrations at finer intervals.

However, a larger concentration interval is adequate for many investigations. If only the principal features of the ice are desired, the more limited but more easily reproducible black-and-white images and contour maps may be satisfactory. Figures B-1 through B-6 show black-and-white images of ice concentration at the following intervals: 0 to 15, 15 to 35, 35 to 50, 50 to 65, 65 to 85, and 85 to 100 percent. These intervals are the same as those used in calculating the area distributions shown in Figures 5-13 through 5-22 of the main text. An even simpler presentation of overall ice conditions is shown in the three-level contour maps (Figures B-7 through B-11).

Figure B-1a. Mean monthly ice concentrations for January through June 1973.
Figure B-1b. Mean monthly ice concentrations for July through December 1973.
Figure B-2a. Mean monthly ice concentrations for January through June 1974.
Figure B-2b. Mean monthly ice concentrations for July through December 1974.
Figure B-3a. Mean monthly ice concentrations for January through June 1975.
Figure B-3b. Mean monthly ice concentrations for July through December 1975.
Figure B-4a. Mean monthly ice concentrations for January through June 1976.
Figure B-4b. Mean monthly ice concentrations for July through December 1976.
Figure B-5a. Mean monthly ice concentrations for January through June, averaged for the years indicated.
Figure B-5b. Mean monthly ice concentrations for July through December, averaged for the years indicated.
Figure B-6. Mean annual ice concentrations for 1973, 1974, 1975, and 1976.
Figure B-7a. Mean monthly ice concentration contours for January through June 1973.
Figure B-7b. Mean monthly ice concentration contours for July through December 1973.
Figure B-8a. Mean monthly ice concentration contours for January through June 1974.
Figure B-8b. Mean monthly ice concentration contours for July through December 1974.
Figure B-9a. Mean monthly ice concentration contours for January through June 1975.
Figure B-9b. Mean monthly ice concentration contours for July through December 1975.
Figure B-10a. Mean monthly ice concentration contours for January through June 1976.
Figure B-10b. Mean monthly ice concentration contours for July through December 1976.
Figure B-11a. Mean monthly ice concentration contours for January through June, averaged for the years indicated.
Figure B-11b. Mean monthly ice concentration contours for July through December, averaged for the years indicated.
APPENDIX C

AREAL DISTRIBUTIONS OF ICE CONCENTRATIONS

The most important assumptions for the method used to extract ice concentration from the microwave data, as described in Chapter 3 of the main text, are the approximately constant values of the ocean brightness temperature (135 K) and the sea ice emissivity (0.92) in the Southern Hemisphere (Wilheit, 1972, and Comiso and Zwally, 1980). The climatological surface air temperatures are used to adjust for the spatial variation of the brightness temperature of the ice with physical temperature. However, it is the indirect use of the fact that the ice concentration is zero in ocean areas beyond the edge of the ice pack and 100 percent or less within the ice pack during winter that simplifies extraction of ice concentration. The use of the 0- and 100-percent ice concentration areas as reference points also makes the accuracy of the inferred results almost independent of the existence of an absolute calibration of the instrument.

To show the overall effectiveness of the procedure, area distributions are obtained from the sea ice concentration maps shown in Chapters 4 and 5 of the main text, examples of which are presented in Figures C-1 through C-6. Figures C-1a and C-1b are obtained from the 4-year monthly maps and show the seasonal progression of the distribution in one complete yearly cycle. The area distributions show a huge enhancement at about the 0-percent ice concentration for every month, representing the large ocean area in the maps not covered by ice. In the 20- to 60-percent ice concentration interval, the distribution is remarkably close to constant every month. In the 60- to 100-percent ice concentration region, the large seasonal variation of the ice is clearly evident with minima in February and maxima in September. From June to October, the maximum ice concentration is about 100 percent, which is consistent with the existence of consolidated ice during that period.

Figures C-2 and C-3 show interannual comparisons of the areal distribution of ice concentration during the 4 years for January, April, July, and October. Significant year-to-year variation is clearly evident in the distributions. The January distributions reflect the fact that ice recedes faster in some years than in other years. In April, July, and October, the shape and size of the 60- to 100-percent ice concentration distributions also vary substantially. These variations in areal coverage were quantified and discussed in Chapter 5 of the main text.

A year-to-year comparison of the areal distribution on a sector-by-sector basis and for the southern ocean as a whole is shown in Figures C-4 through C-6 for September. In the Indian Ocean sector, there is a remarkable similarity in the shape of the distributions for all years, with 1976 showing the most enhanced distribution in the 80- to 100-percent interval. The Pacific Ocean sector also shows similar distributions for all years. In the Ross Sea sector, there are two enhancements at about the same points in 1973 and 1974; only one but broader in 1975; and also two but both narrower in 1976. In the Bellingshausen-Amundsen Seas and Weddell Sea sectors, the size and shape of the distributions are also different from year to year.
Figure C-1a. Areal distribution of percentage ice concentration in all sectors from January to June (1973-1976).
Figure C-1b. Areal distribution of percentage ice concentration in all sectors from July to December (1973-1976).
Figure C.2. Year-to-year comparison of areal distribution of percentage ice concentration in all sectors for January and April.
Figure C-3. Year-to-year comparison of areal distribution of percentage ice concentration in all sectors for July and October.
Figure C-4. Year-to-year comparison of areal distribution of percentage ice concentration in all sectors and the Weddell Sea sector for September.
Figure C-5. Year-to-year comparison of areal distribution of percentage ice concentration in the Bellingshausen-Amundsen Seas and the Ross Sea sectors for September.
Figure C-6. Year-to-year comparison of areal distribution of percentage ice concentration in the Pacific Ocean and the Indian Ocean sectors for September.
The errors discussed in Chapter 3 of the main text can be better understood by examining some of these distributions. For example, the existence of secondary peaks near 80-percent ice concentration in the Bellingshausen-Amundsen Seas in winter, as in Figure C-5, most likely indicates the presence of desalinated or Arctic-type multiyear ice. In addition, the highest ice concentration level is not consistently the same from year to year or from sector to sector, indicating perhaps the limitation in the use of the simplified time-independent algorithm to extract physical temperature from climatological air temperature data or in the assumption that the ice has constant emissivity. However, the distributions show overall consistency. The ocean distributions are, for example, very consistent, and the variations at the high ice concentration levels are well within the estimated error.
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