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The objectives of this program were to investigate the synergies among the decision, estimation and communication aspects of a distributed multisensor system. The effort in this project was hence concentrated primarily on the development of a coherent framework for data fusion and the development of a coherent theory of distributed decision capable of incorporating estimation and communication aspects.

A fair amount of effort was focused on the development of a distributed decision fusion theory. In this context a Neyman-Pearson type theory was developed for the distributed decision fusion problem. The theory has been developed for the binary hypothesis testing problem with both binary and M-ary quantized decisions at the local (sensor) level. The theory has established that, under statistical independence, the optimal fusion configuration consists of binary (or M-ary) level likelihood quantizers at the sensor level, and a binary Neyman-Pearson test at the fusion. Variants of this optimal Neyman-Pearson solution have been investigated and the optimal (in the Bayesian or N-P sense) solutions were obtained in the presence of propagation delays in the transmission of the decisions from the sensor to fusion, presence of error in the fused data, and in the presence of sensor misalignment and communication constraints in the provision of information.

Other issues involved in the design of a distributed decision fusion system, such as intersensor correlation and multiresolution detection have been investigated.

A large number of publications have been emerged from this project and have appeared in scattered journals or conference proceedings. A sample of a few publications is attached.

The success of this program has led to the teaming of the P.I. with Calspan and Crumman Cooperations and the submission of a proposal for Pre Detection Fusion to Rome ADC. The success of the Pre Detection Fusion program. The contract was awarded to our team. The project has ended successfully. The acquired experience from this project, the first controlled environment data fusion project, has been invaluable.

The basis of distributed decision theory has been expanded to more general fusion concepts. As a result, a Generalized Evidence Processing (GEP) theory was developed. The developed theory attempts to reconcile the Bayesian with the Dempster-Shafer theory. Numerical comparisons between the GEP and conventional distributed fusion algorithms, highlight the superior performance of GEP as compared to the conventional distributed decision theory.

A list of publications that resulted from this project, a list of recent publications that relate to this project directly, and a sample of the main publications that emerged from the project follow.
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INTEGRATED DETECTION, ESTIMATION AND COMMUNICATION THEORIES
The objectives of this program were to investigate the synergies among the decision, estimation, and communication aspects of a distributed sensor system. Hence, the effort in this project was primarily concentrated in the development of a coherent framework that would allow the development of a coherent theory of distributed decision and incorporate estimation and communication aspects. In this context, a Neyman-Pearson theory for distributed decision fusion was developed. The effect of communications and topological aspects in the structure and performance of the optimal distributed decision fusion have been investigated. The optimal distributed Neyman-Pearson decision fusion has been derived for the ideal case, and in cases where transmission delays, channel errors, and sensor misalignment are present. Other issues involved in the design of a distributed decision fusion system, such as inter-sensor correlation, and multisensor fusion have also been investigated. A Generalized Evidence Processing theory that extends to a certain extend unifies, the Bayesian and Dempster-Shafer theories has been developed. A systematic framework for the data fusion analysis and synthesis has also been developed and tested with experimental data successfully.
Optimal Decision Fusion in Multiple Sensor Systems

STELOS C. A. THOMOPULOS, Member, IEEE
RAMANAYANAN VISWANATHAN, Member, IEEE
DIMITRIO E. BOLGOUHIS, Student Member, IEEE
Southern Illinois University

The problem of optimal data fusion in the sense of the Neyman-Pearson (N-P) test in a centralized fusion center is considered. The fusion center receives data from various distributed sensors. Each sensor implements a N-P test individually and independently of the other sensors. Due to limitations in channel capacity, the sensors transmit their decision instead of raw data. In addition to their decisions, the sensors may transmit one or more bits of quality information. The optimal, in the N-P sense, decision scheme at the fusion center is derived and it is seen that an improvement in the performance of the system beyond that of the most reliable sensor is feasible, even without quality information, for a system of three or more sensors. If quality information bits are also available at the fusion center, the performance of the distributed decision scheme is comparable to that of the centralized N-P test. Several examples are provided and an algorithm for adjusting the threshold level at the fusion center is provided.

I. INTRODUCTION

The problem of data fusion in a central decision center has attracted the attention of several investigators due to the increasing interest in the deployment of multiple sensors for communication and surveillance purposes. Because of a limited transmission capacity, the sensors are required to transmit their decision (with or without quality information bits) instead of the raw data the decisions are based upon. A centralized fusion center is responsible for combining the received information from the various sensors into a final decision.

Tenney and Sandell [1] have treated the Bayesian detection problem with distributed sensors. However, they did not consider the design of data fusion algorithms. Sadjadi [2] has considered the problem of general hypothesis testing in a distributed environment and has provided a solution in terms of a number of coupled equations. The decentralized sequential detection problem has been investigated in [3-5]. Chair and Varshney [6] have considered the problem of data fusion in a central center when the data that the fusion center receives consist of the decisions made by each sensor individually and independently from each other. They derive the optimal fusion rule for the likelihood ratio (LR) test. It turns out that the sufficient statistics for the LR test is a weighted average of the decisions of the various sensors with weights that are functions of the individual probabilities of false alarm $P_F$ and the probabilities of detection $P_D$. However, the maximum a-posteriori (MAP) test or the LR test require either exact knowledge of the a-priori probabilities of the tested hypotheses or the assumption that all hypotheses are equally likely. However, if the Neyman-Pearson (NP) test is employed at each sensor, the same test must be used to fuse the data at the fusion center, in order to maximize the probability of detection for fixed probability of false alarm.

We derive the optimal decision scheme when the N-P test is used at the fusion center. The optimal decision scheme, in the N-P sense, is derived: 1) for cases where the various sensors transmit exclusively their decisions to the fusion center; and 2) for cases where the various sensors transmit quality bits along with their decisions indicating the degree of their confidence in their decision.

II. DECISION FUSION WITH THE NEYMAN-PEARSON TEST

Consider the problem of two hypotheses testing with $H_1$ designating one hypothesis and $H_0$ the alternative. Assume that the prior probabilities on the two hypotheses are not known. A number of sensors $N$ receive observations and independently implement the N-P test. Let $u_j$ designate the decision of the $j$th sensor having taken into account all the observations available to this sensor at the time of the decision. If the decision of the $j$th sensor favors hypothesis $H_1$, the sensor sets $u_j = 1$; otherwise, $u_j = 0$.
-1, otherwise it sets \( u_i = -1 \). Every sensor transmits its decision to the fusion center, so that the fusion center has all \( N \) decisions available for processing at the time of the decision making. Let \((P_F, P_D)\) designate the pair of the probability of false alarm and the probability of detection at which the \( j \)th sensor operates and implements the N-P test. The fusion center implements the N-P test using all the decisions that the individual sensors have communicated. i.e., it formulates the LR test:

\[
\Lambda(u) = \frac{P(u_1, u_2, \ldots, u_N | H_1)}{P(u_1, u_2, \ldots, u_N | H_0)} \approx t
\]

where \( u = (u_1, u_2, \ldots, u_N) \) is a \( 1 \times N \) row vector with entries the decisions of the individual sensors, and \( t \) the threshold to be determined by the desirable probability of false alarm at the fusion center \( P_F \), i.e.,

\[
\sum_{u \in \mathcal{U}, H_0} P(\Lambda(u) | H_0) = P_F
\]

From which the result in [6] is readily obtained. In order to implement the N-P test we need to compute \( P(\Lambda(u) | H_0) \). However, due to the independence assumption, it is easier to obtain the distribution \( P(\log \Lambda(u) | H_0) \) which can be expressed as the convolution of the individual \( P(\log \Lambda(u_i) | H_0) \). Thus, it follows from (3):

\[
P(\log \Lambda(u_1) | H_0) = \cdots = P(\log \Lambda(u_N) | H_0)
\]

The LR \( \Lambda(u) \) assumes two values. Either \((1 - P_D) \delta \left( \log \Lambda(u) \right) \) or \((1 - P_F) \delta \left( \log \Lambda(u) \right) \) when \( u_i = 0 \) with probability \( 1 - P_F \), under hypothesis \( H_0 \) and probability \( 1 - P_D \) under hypothesis \( H_1 \), or \( P_D / P_F \) when \( u_i = 1 \) with probability \( P_F \), under hypothesis \( H_0 \) and probability \( P_D \) under hypothesis \( H_1 \). Hence, we can write

\[
P(\log \Lambda(u) | H_0) = (1 - P_F) \delta \left( \log \Lambda(u_i) \right) - \log \left( \frac{1 - P_D}{1 - P_F} \right)
\]

and

\[
P(\log \Lambda(u) | H_1) = (1 - P_D) \delta \left( \log \Lambda(u_i) \right) - \log \left( \frac{1 - P_F}{1 - P_D} \right)
\]

A. Similar Sensors

When all the sensors are similar and operate at the same level of probability of false alarm and probability of detection, i.e., \( P_F = P_F = P_F \) and \( P_D = P_D \) for every \( i \) and \( j \), all the probability distributions in (3) are the same and the N-P test leads to the following scheme at the fusion center. (Expression similar to (9) and (10) were obtained in [6] for the LR test.)

\[
P_F = \sum_{u \in \mathcal{U}, H_0} P(\Lambda(u) | H_0)
\]

where \( t^* \) is some threshold to be determined so that a certain overall false alarm probability \( P_F \) is attained at the fusion center.

The random variable \( k \) has a binomial distribution with parameters \( N \) and \( P_F \) under \( H_0 \) and parameters \( N \) and \( P_D \) under \( H_1 \). Hence, \( P_F \) and the overall probability of detection \( P_D \) are given by
\[ P_F = \sum_{i=1}^{N} \left( \binom{N}{i} P_F (1 - P_F)^{N-i} \right) \]  
\[ P_B = \sum_{i=1}^{N} \left( \binom{N}{i} P_B (1 - P_B)^{N-i} \right) \]  

where \( \lfloor t \rfloor \) indicates the smallest integer exceeding \( t \).

The threshold \( t^* \) must be determined so that (12) gives an acceptable overall probability of false alarm.

For the configuration of \( N \) sensors, we are interested to know whether the \( N \)-P test can provide a \( (P_F, P_B) \) pair such that

\[ P_F \leq \min_{i \in N} \{ P_F \} \quad \text{and} \quad P_B > \max_{i \in N} \{ P_B \} \]

where \( (P_F, P_B) \) is the \( N \)-P test level for sensor \( i \), \( i = 1, \ldots, N \).

The next Theorem shows that condition (15) can be satisfied if the randomized \( N \)-P test is used at the fusion center, the number of sensors \( N \) is greater than two, and all the sensors are characterized by the same \( (P_F, P_B) \) pair.

**Theorem.** In a configuration of \( N \) similar sensors, all operating at the same \( (P_F, P_B) = (p, q) \), the randomized \( N \)-P test at the fusion center can provide a \( (P_F, P_B) \) satisfying (15) if \( N \geq 3 \).

More precisely, for \( N = 3 \), the randomized \( N \)-P test can be fixed so that

\[ P_F = P_F = p \quad \text{and} \quad P_B > P_B = q \]

where \( P_F \) and \( P_B \) are the probabilities of false alarm and probability of detection at the individual sensors.

**Proof.** First we show that for \( N = 2 \), condition (15) cannot be satisfied with the second inequality as a strict one. Then we prove that for \( N = 3 \), the randomized \( N \)-P test satisfies condition (15). By using the fact that for fixed probability of false alarm, the probability of detection at the fusion center is maximized by the \( N \)-P test among all mappings from the observation space into the decision space, we prove by induction that condition (15) is satisfied for all \( N \geq 3 \).

Let \( N = 2 \) and \( (P_F, P_B) = (p, q) \) for both sensors. Using (4), (5), (6), (9), and (10), the LR distributions at the fusion center under hypothesis \( H_0 \) and \( H_1 \) are plotted for the reader's convenience in Figs. 1 and 2, respectively. Since for all \( p \) in (0, 1)

\[ p^2 < p < 2p(1-p) + p^2 \]

it follows that, in order to satisfy \( P_F = p \), the randomized \( N \)-P test must be used at the fusion center with threshold \( q(1-q)/p(1-p) \) and randomizing factor \( \omega \) defined by

\[ p^2 + \omega 2p(1-p) = p \]

where \( 0 < \omega < 1 \). Solving (18) we obtain \( \omega = 0.5 \), independent of \( p \). Since \( P_B \) is determined by an expression symmetric to (18) (see Figs. 1 and 2), \( P_B = \)
if the threshold at the fusion center is set at $q^2(1 - q)/p^2(1 - p)$,
\[ P'_p = p^2 + 3p^2(1 - p) < p \]  
(19)

for $0 < p < 0.5$. The left-hand side (LHS) of inequality (19) is greater than $p$ for $p > 0.5$. Hence, since $P'_p < 0.5$, the randomized N-P test that satisfies (15) at the fusion center is determined by
\[ p^2 - 3p^2(1 - p) = w^3p(1 - p)^2 = p \]  
(20)

from which
\[ w = \frac{1 - \frac{p}{3(1 - p)}}{p} \]  
(21)

Hence, $w$ is a positive fraction for $0 < p < 0.5$.

Since $P'_p$ at the fusion center is given by an expression similar to (20) (see Fig. 4), with $q$ in place of $p$, and $q > 0.5$, it follows from (20) that $P'_L > q$, which proves the Theorem for $N = 3$.

Assume that the randomized N-P test satisfies condition (16) for an arbitrary number of sensors $N$. We show that it also satisfies the condition for $N + 1$, and thus complete the induction and the proof of the Theorem.

Let $U = \{U_1, U_2, \ldots, U_N\}$ designate the set of decisions from the $N$ sensors that are available at the fusion center. All the sensors operate at the same level $(p, q)$. Let $f_N(U)$ designate some decision rule at the fusion center operating at fixed probability of false alarm $p$. Let $f^N(U)$ designate the randomized N-P test at the fusion center at level $p$. For fixed probability of false alarm, the probability of detection at the fusion center (power of test) is maximized for the N-P decision rule among all possible decision rules.

Let $U_{V+} = \{U_v, U_v+\}$ designate the decision ensemble of $N$ similar sensors all operating at the same level $(p, q)$. Then by choosing $f_{V+}(U_{V+}) = f^N(U)$,
\[ PD(f_{V+}(U_{V+})) = \max_{U_{V+}} P_D[f_{V+}(U_{V+})] \geq P_D[f^N(U)] \]  
(22)

from which it follows that
\[ P'_D > P_D > q \]  
(23)

Thus the induction is complete and so is the proof of the Theorem.

Consider a system of four sensors $N = 4$ all operating at $P = 0.05$ at $P = 0.95$. If $t = 2$, from the binomial cumulative table we get $P'_D = 0.014$ and $P'_D = 0.9995$ at the fusion center, i.e., a considerable improvement in the performance of the overall system. From the binomial cumulative table it can be seen that at least three sensors are required for the decision fusion scheme to improve the performance of the system, as the Theorem suggests.

To assess the performance of the fusion scheme further, we compare it with the best centralized scheme. The N-P test which utilizes raw data, not decisions, from the different sensors. The loss associated with the use of decisions instead of raw data at the fusion center, is assessed by means of a simple example. Let a single observation from each of the four ($N = 4$) sensors be distributed normally (see Fig. 5) as
\[ r_i = G(0, 1), \quad \text{under } H_0 \]
\[ r_i = G(S, 1), \quad \text{under } H_1 \]

(24)

Fig. 5 Data distribution at each sensor under hypotheses $H_0$ and $H_1$ and confidence regions. Threshold is indicated by $T$. The intervals $(-\infty, T_1)$ and $(T_0, \infty)$ are designated "confidence" regions. Interval $(T_0, T_1)$ is designated "no confidence" region.

The N-P test utilizing all the $r_i$ will have the form
\[ \sum_{i=1}^N r_i > i_b \]

To achieve a false alarm $P'_D$, a threshold of
\[ i_b = \sqrt{N} Q^{-1}(P'_D) \]  
(25)

is needed at the fusion center. where $Q(t) = 1 - \Phi(t)$, with $\Phi(t)$ the cumulative distribution function (cdf) of the standard normal, and $Q^{-1}$ is the inverse function of $Q$. Moreover,
\[ P'_D = Q\left(\frac{i_b - NS}{\sqrt{N}}\right) \]  
(26)

To obtain a $P_F = 0.05$ and $P_D = 0.95$ at each sensor, a signal satisfying $t_i = Q^{-1}(0.05)$ is required, from which $t_i = 1.64$ and $0.05 = 1 - Q(t_i - 5)$ from which $S = 3.29$.

Consider achieving a $P'_D = 0.001$ at the fusion center with the four sensors. This requires a threshold $i_b = 2$.
\[ Q^{-1}(0.001) = 6.18, \quad \text{from which } P'_D = 0.9998 \]  
(25) and (26)).

This example shows that the best decentralized fusion scheme achieves a $(P'_D, P'_D) = (0.014, 0.9995)$, whereas the best centralized fusion scheme achieves a $(P'_D, P'_D) = (0.001, 0.9998)$ for the same sensors. Clearly the loss in power associated with transmitting highly condensed information from the sensors to the fusion center is causing the degradation in the performance of the fusion scheme. As a compromise, a multibit information could be transmitted to the fusion center containing quality information related to the degree of confidence that a
sensor has about its decision along with the decision itself. This situation is examined in Section III.

Table I gives the different N-P test thresholds that the fusion center can operate so that condition (15) is satisfied. The thresholds were found using the interactive fusion algorithm (IFA) that we developed (see the Appendix).

TABLE I

<table>
<thead>
<tr>
<th>Decision Fusion</th>
<th>Sensor System</th>
<th>Probability of Detection at Fusion Center</th>
<th>Probability of False Alarm at Fusion Center</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sensors PF Equal</td>
<td>Sensors PD Equal</td>
<td>Equal</td>
<td>Unequal</td>
</tr>
<tr>
<td>PDMAX = 95000</td>
<td>PFMIN = 50000E-01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>PD</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>6850.0</td>
<td>997407</td>
<td>3000000E-04</td>
<td></td>
</tr>
<tr>
<td>19000</td>
<td>999882</td>
<td>115812E-02</td>
<td></td>
</tr>
<tr>
<td>52631E-01</td>
<td>999970</td>
<td>225925E-01</td>
<td></td>
</tr>
<tr>
<td>1 SENSOR OFF</td>
<td>PDMAX = 95000</td>
<td>PFMIN = 50000E-01</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>PD</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>361.0</td>
<td>995981</td>
<td>481250E-03</td>
<td></td>
</tr>
<tr>
<td>10000</td>
<td>999959</td>
<td>140187E-01</td>
<td></td>
</tr>
<tr>
<td>2 SENSORS OFF</td>
<td>PDMAX = 95000</td>
<td>PFMIN = 50000E-01</td>
<td></td>
</tr>
<tr>
<td>*</td>
<td>PD</td>
<td>1.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>19000</td>
<td>992750</td>
<td>725000E-02</td>
<td></td>
</tr>
</tbody>
</table>

B. Disimilar Sensors

**Case 1.** All the sensors operate at the same probability of false alarm level \( P_F \), but different levels of probability of detection from each other, i.e., \( P_{D_i} \neq P_{D_j} \), \( i \neq j \). Without loss of generality we assume the ranking \( P_{D_i} > P_{D_j} > \cdots > P_{D_n} \), from which the following ordering in the abscissae of the conditional distribution of the individual LR's results:

\[
\frac{1 - P_{D_1}}{1 - P_F} < \frac{1 - P_{D_2}}{1 - P_F} < \cdots < \frac{1 - P_{D_n}}{1 - P_F}.
\]

The conditional distribution of the compound LR at the fusion center is obtained by convolving the individual distributions, using the IFA. Convolution of the distributions \( P(\log \Lambda(u_i)|H_i) \) corresponds to linear shifts of their logarithmic abscissae, which is translated into addition of logarithms. Hence, the distribution of the LR \( P(\Lambda(u)|H_i) \) at the fusion center can be obtained directly by multiplication of the abscissae of the \( P(\Lambda(u_i)|H_i) \). Hence the point of the distribution \( P(\Lambda(u)|H_i) \) which is closest to the origin has abscissa \( \frac{1 - P_{D_1}}{1 - P_F} \) and ordinate \( \frac{1 - P_{D_1}}{1 - P_F} \) under \( H_i \), and \( \frac{1 - P_{D_n}}{1 - P_F} \) under \( H_0 \). On the other hand, the point farthest apart from the origin has abscissa \( \frac{1 - P_{D_1}}{1 - P_F} \) and ordinate \( P_{D_1} \cdots P_{D_n} \) under \( H_0 \) or \( P_{D_1} \cdots P_{D_n} \) under \( H_i \). In between these two extreme points, the abscissae of the distribution of the compound LR have the form \( \prod_{y \in \Omega} P_{D_y} \), \( \prod_{y \in \Omega} P_{D_y} \), where \( S \) is a subset of integers from \( \{1, 2, \ldots, N\} \) and \( \Omega \) its complement with respect to this set. The corresponding ordinates are \( P_{F_S} \prod_{y \in \Omega} P_{D_y} \) under \( H_i \) or \( P_{F_S} \prod_{y \in \Omega} P_{D_y} \) under \( H_0 \), where \( \Omega \) designates the cardinality of the set \( \Omega \), \( \Omega \). Once the distribution of the compound LR is determined, the threshold at the fusion center can be determined to satisfy a given probability of false alarm \( P_F \) from which the probability of detection \( P_{D_f} \) is determined. At the fusion center we want to set-up the threshold so that \( P_{F_f} \geq P_F \), while \( P_{D_f} > \max \{P_{D_i}\} \).

This is achieved by the IFA as the following example illustrates.

Consider a five-sensor system. All the sensors operate at the same level \( P_F = 0.05 \). However, due to different noise environments or quality of the sensors, they yield different \( P_{D_S} \) as Table II indicates.

**Table II**

<table>
<thead>
<tr>
<th>Case</th>
<th>( i )</th>
<th>( 2 )</th>
<th>( 3 )</th>
<th>( 4 )</th>
<th>( 5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_D )</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
<td>0.91</td>
</tr>
</tbody>
</table>

**Table III**

<table>
<thead>
<tr>
<th>Probability Of Detection At The Individual Sensors For The Same Probability Of False Alarm In A Five Sensor System</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_D )</td>
</tr>
<tr>
<td>0.95</td>
</tr>
</tbody>
</table>

Table III summarizes all the choices of thresholds at the fusion center that satisfy condition (15) as given by the IFA. A significant improvement in the system performance is achieved by fusing the individual decisions.

**Case 2.** The different sensors operate at different probabilities of false alarm and probabilities of detection, i.e., \( P_{F_i} \neq P_{F_j} \) and \( P_{D_i} \neq P_{D_j} \), \( i \neq j \). The distribution of the cumulative LR of the fusion center is obtained numerically as in case 2, and the threshold \( t^* \) is found to satisfy a given \( P_F \). Ideally, the threshold \( t^* \) must be chosen so that condition (15) is satisfied. However, this may not always be feasible. The following example illustrates the procedure.

We consider three different systems with five, four, and three sensors. Each system results by eliminating the sensor with the lowest \( P_D \) from the system that has one more sensor. For the five-sensor system, the \( P_{D_i} \), \( P_F \) of the sensors are given in Table IV.

**Table V**

<table>
<thead>
<tr>
<th>Probability Of Detection At The Individual Sensors For The Same Probability Of False Alarm In A Five Sensor System</th>
</tr>
</thead>
<tbody>
<tr>
<td>( P_D )</td>
</tr>
<tr>
<td>0.95</td>
</tr>
</tbody>
</table>

Table V summarizes the results as obtained by IFA.
TABLE III

<table>
<thead>
<tr>
<th>Decision Fusion</th>
<th>Sensor System</th>
<th>Probability</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>Sensors PF</td>
<td>Equal</td>
<td>Unequal</td>
</tr>
<tr>
<td>Sensors PD</td>
<td>Equal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Threshold of Detection of False Alarm</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fusion Center</td>
<td>Fusion Center</td>
<td>Fusion Center</td>
<td>Fusion Center</td>
</tr>
<tr>
<td>PDMAX = 95000</td>
<td>PFMIN = 30000E-01</td>
<td>PDMAX = 95000</td>
<td>PFMIN = 30000E-01</td>
</tr>
<tr>
<td>PD</td>
<td>PF</td>
<td>PD</td>
<td>PF</td>
</tr>
<tr>
<td>1*</td>
<td>0 975817</td>
<td>0 975817</td>
<td>0 975817</td>
</tr>
<tr>
<td>53 004</td>
<td>0 967097</td>
<td>0 967097</td>
<td>0 967097</td>
</tr>
<tr>
<td>45 880</td>
<td>0 947323</td>
<td>0 947323</td>
<td>0 947323</td>
</tr>
<tr>
<td>40 399</td>
<td>0 938193</td>
<td>0 938193</td>
<td>0 938193</td>
</tr>
<tr>
<td>38 907</td>
<td>0 928193</td>
<td>0 928193</td>
<td>0 928193</td>
</tr>
<tr>
<td>34 208</td>
<td>0 918193</td>
<td>0 918193</td>
<td>0 918193</td>
</tr>
<tr>
<td>32 081</td>
<td>0 908193</td>
<td>0 908193</td>
<td>0 908193</td>
</tr>
<tr>
<td>29 610</td>
<td>0 898193</td>
<td>0 898193</td>
<td>0 898193</td>
</tr>
<tr>
<td>28 207</td>
<td>0 888193</td>
<td>0 888193</td>
<td>0 888193</td>
</tr>
<tr>
<td>24 416</td>
<td>0 878193</td>
<td>0 878193</td>
<td>0 878193</td>
</tr>
<tr>
<td>20 705</td>
<td>0 868193</td>
<td>0 868193</td>
<td>0 868193</td>
</tr>
<tr>
<td>20 098</td>
<td>0 858193</td>
<td>0 858193</td>
<td>0 858193</td>
</tr>
<tr>
<td>17 806</td>
<td>0 848193</td>
<td>0 848193</td>
<td>0 848193</td>
</tr>
<tr>
<td>15 413</td>
<td>0 838193</td>
<td>0 838193</td>
<td>0 838193</td>
</tr>
<tr>
<td>14 663</td>
<td>0 828193</td>
<td>0 828193</td>
<td>0 828193</td>
</tr>
<tr>
<td>13 552</td>
<td>0 818193</td>
<td>0 818193</td>
<td>0 818193</td>
</tr>
<tr>
<td>12 709</td>
<td>0 808193</td>
<td>0 808193</td>
<td>0 808193</td>
</tr>
<tr>
<td>11 174</td>
<td>0 798193</td>
<td>0 798193</td>
<td>0 798193</td>
</tr>
<tr>
<td>10 778</td>
<td>0 788193</td>
<td>0 788193</td>
<td>0 788193</td>
</tr>
<tr>
<td>9 760E-01</td>
<td>0 778193</td>
<td>0 778193</td>
<td>0 778193</td>
</tr>
<tr>
<td>8 203E-01</td>
<td>0 768193</td>
<td>0 768193</td>
<td>0 768193</td>
</tr>
</tbody>
</table>

In all cases, a significant improvement in the performance of the system is achieved from fusing the decisions.

III. TRANSMISSION OF DECISIONS ALONG WITH QUALITY INFORMATION

Consider the case where the jth sensor transmits quality information bits to the fusion center about its decision along with the decision itself. The simplest case corresponds to the transmission of binary {0, 1} quality information indicating the degree of confidence that the sensor has on the decision that it transmits. Under the scenario, a bit one indicates "confidence", whereas a bit zero indicates "no confidence". Fig. 5 illustrates how the binary quality bit c is defined. A strip (Tc, T0) about the threshold T of an individual sensor is designated as region of no confidence and the bit c = 0 is transmitted along with the decision when the observation r falls into this region. The two regions forming the compliment of the (Tc, T0) region are considered confidence regions and the bit c = 1 is transmitted along with the decision when the observations fall into one of the two regions.

The joint probability distribution of (u1, c) (skipping the sensor index for simplicity) can be easily obtained from

\[ P(u_1|c, H_k) = P(c|u_1, H_k) P(u_1|H_k), \quad k = 0, 1 \]

where \( P(u_1|H_k), u = \pm 1 \) and \( k = 0, 1 \) is specified by \( P_F \) and \( P_D \), and referring to Fig. 5.
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\[
P(c = 1 | u = 1, H_0) = \int_0^1 dP(r | H_0) C_{ii}^{1} \]
\[
P(c = 0 | u = 1, H_0) = \int_0^1 dP(r | H_0) C_{ii}^{0} \]
\[
P(c = 1 | u = -1, H_0) = \int_0^1 dP(r | H_0) C_{ii}^{1} \]
\[
P(c = 0 | u = -1, H_0) = \int_0^1 dP(r | H_0) C_{ii}^{0} \]
\[
P(c | u, H_i) = \int_0^1 dP(r | H_i) C_{ii} \]

\[
P(\Lambda(u, c | H_i) | H_i) = Pr(k \text{ out of } N \text{ decisions favor } H_i \text{ and, } n \text{ out of these } k \text{ decisions have confidence index } 1 \text{ and, } m \text{ out of the } N - k \text{ decisions that favor } H_i \text{ have confidence index } 1 \text{ and, } \]
\[
P(\Lambda(u, c | H_i) | H_0) = \frac{k}{n} \left( \frac{C_{ii}^0}{1 - C_{ii}^0} \right) \left( \frac{N - k}{m} \right) \]

Similarly,
\[
P(\Lambda(u, c | H_0) | H_0) = \frac{k}{n} \left( \frac{C_{ii}^0}{1 - C_{ii}^0} \right) \left( \frac{N - k}{m} \right) \]

\[
P(\Lambda(u, c | H_k) | H_k) = \frac{k}{n} \left( \frac{C_{ii}^0}{1 - C_{ii}^0} \right) \left( \frac{N - k}{m} \right) \]

from which
\[
P_p = \sum_{k=1}^{N} \sum_{n=1}^{k} \sum_{m=1}^{N-k} \left[ \frac{k}{n} \left( \frac{C_{ii}^0}{1 - C_{ii}^0} \right) \left( \frac{N - k}{m} \right) \right] \left( \frac{N - k}{m} \right) \]

The \( P_D \) is obtained by an expression similar to (35) with \( P_D \) in place of \( P_F \) and the index 1 instead of 0 above \( C_{ii} \).

The thresholds \( t_f \), \( t_f' \), and \( t_f'' \) are to be determined to satisfy a given probability of false alarm at the fusion center. Notice that more than one set of thresholds can yield the same \( P_F \). Clearly, the set that results in the highest \( P_D \) must be selected.

Combining (6) and (22) we obtain
\[
P(\Lambda(u, c | H_i) | H_i) = \frac{C_{ii}^0}{1 - C_{ii}^0} \left( \frac{C_{ii}^0}{C_{ii}^0 - C_{ii}^0 P_F} \right) \]

Similarly, \( P(\Lambda(u, c | H_0) | H_0) \) is obtained from (29) by substituting \( P_D \) with \( P_F \) in the product-weights of the delta functions. Therefore, the probability distribution of the LR at the fusion center is given by the convolution
\[
P(\log \Lambda(u, c | H_i) | H_i) = P(\log \Lambda(u, c | H_i) | H_i) \]

In the case where all the sensors operate at the same level \( (P_f, P_D) \) the mathematics simplify somewhat, since
TABLE VI
Quality Bit Coefficients For Gaussian Distributed Data

<table>
<thead>
<tr>
<th>$C_i$</th>
<th>$H_1$</th>
<th>$H_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0$</td>
<td>0.948</td>
<td>0.46</td>
</tr>
<tr>
<td>$C_1$</td>
<td>0.32</td>
<td>0.54</td>
</tr>
<tr>
<td>$C_2$</td>
<td>0.48</td>
<td>0.953</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>Decision Fusion</th>
<th>Sensor System with Quality Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal</td>
</tr>
<tr>
<td>2</td>
<td>Unequal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensors PD</th>
<th>Probability of Detection</th>
<th>Probability of False Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>a Fusion Center</td>
<td>a Fusion Center</td>
</tr>
</tbody>
</table>

TABLE VIII

Comparative Results From 3 Different Fusion Systems With Four
$(N=4)$ Sensors. All Operating At Level $P_d = 0.05$, $P_f = 0.05$ When
The Individual Sensors Transmit

<table>
<thead>
<tr>
<th></th>
<th>$P_d$</th>
<th>$P_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only decisions</td>
<td>0.014</td>
<td>0.004</td>
</tr>
<tr>
<td>Decision with one quality bit</td>
<td>0.0013</td>
<td>0.0014</td>
</tr>
<tr>
<td>Raw data: Best centralized N-P test</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>

IV. CONCLUSIONS

The problem of fusing decisions from $N$ independent sensors in a fusion center was considered. We assumed that each sensor transmits its decision to the fusion center. The decision of each individual sensor is based on the N-P test. The fusion center formulates the LR using all the received decisions and decides on which hypothesis is true using the N-P test also. The pdf of the

TABLE IX

<table>
<thead>
<tr>
<th>Decision Fusion</th>
<th>Sensor System with Quality Bits</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Equal</td>
</tr>
<tr>
<td>2</td>
<td>Unequal</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sensors PD</th>
<th>Probability of Detection</th>
<th>Probability of False Alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal</td>
<td>a Fusion Center</td>
<td>a Fusion Center</td>
</tr>
</tbody>
</table>

TABLE X

<table>
<thead>
<tr>
<th></th>
<th>$P_d$</th>
<th>$P_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only decisions</td>
<td>0.014</td>
<td>0.004</td>
</tr>
<tr>
<td>Decision with one quality bit</td>
<td>0.0013</td>
<td>0.0014</td>
</tr>
<tr>
<td>Raw data: Best centralized N-P test</td>
<td>0.001</td>
<td>0.001</td>
</tr>
</tbody>
</table>
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log LR at the fusion center was obtained as the convolution of the pdfs of the log LR of the individual sensors. Once the pdf of the LR is obtained, the threshold at the fusion center is determined by a desired probability of false alarm.

For a fusion system with three or more sensors, all the sensors operating at the same \((P_F, P_D)\) level, it was proved that if the N-P test is used to fuse the decisions, the probability of detection at the fusion center exceeds that of the individual sensor for the same probability of false alarm. However, if the sensors operate at arbitrary \((P_F, P_D)\) levels, no general assessment can be made about the performance of the fusion center since the performance depends on how far the operating points of the sensors are from each other.

The problem of decision fusion when the sensors transmit quality information bits indicating their confidence on the decisions was also considered and the N-P test at the fusion center was derived. Several numerical examples showed that use of quality information can improve the performance of the fusion center considerably.

An IFA was developed to solve the fusion problem numerically. Once one of the three parameters (threshold, probability of false alarm, or probability of detection) is specified, the IFA determines the other two, given the probabilities of false alarm and detection of each individual sensor.

**APPENDIX**

The IFA receives as data the number of sensors, their \((P_F, P_D)\) levels, and the \(C_q\) quality information parameters if the sensors transmit quality information bits along with their decisions. It then computes the LR pdf at the fusion center conditioned on each hypothesis. After it computes the pdf, it asks the user which option he/she prefers. The alternative options are the following.

1) Display of the entire pdf.
2) Threshold computation for a given \(P_F\) and display of the corresponding \(P_D\).
3) Determination of the thresholds that satisfy (15).
4) Threshold computation for a given \(P_D\) and display of the corresponding \(P_F\).
5) Elimination of one or more sensors and repetition of the algorithm.
6) Quit.
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Optimal Distributed Decision Fusion

The problem of decision fusion in distributed sensor systems is considered. Distributed sensors pass their decisions about the same hypotheses to a fusion center that combines them into a final decision. Assuming that the sensor decisions are independent from each other conditioned on each hypothesis, we provide a general proof that the optimal decision scheme that maximizes the probability of detection at the fusion for fixed false alarm probability consists of a Neyman-Pearson test (or a randomized N-P test) at the fusion and likelihood-ratio tests at the sensors.

I. INTRODUCTION

Systems of distributed sensors monitoring a common volume and passing their decisions into a centralized fusion center which further combines them into a final decision have been receiving a lot of attention in recent years [1]. Such systems are expected to increase the reliability of the detection and be fairly immune to noise interference and to failures. In a number of papers the problem of optimally fusing the decisions from a number of sensors has been considered. Tenney and Sandell [2] have considered the Bayesian detection problem with distributed sensors without considering the design of data fusion algorithms. Sadjadi [3] has considered the problem of hypothesis testing in a distributed environment and has provided a solution in terms of a number of coupled nonlinear equations. The decentralized sequential detection problem has been investigated in [4, 5]. In [6] it was shown that the solution of distributed detection problems is nonpolynomial complete. Chakra and Varshney [7] have solved the problem of data fusion when the a-priori probabilities of the tested hypotheses are known and the likelihood-ratio (L-R) test can be implemented at the receiver. Thomopoulos, Viswanathan, and Bougoulias [8, 9] have derived the optimal fusion rule for unknown a-priori probabilities in terms of the Neyman-Pearson (N-P) test.

For the "parallel" sensor topology of Fig. 1, Srinivasan [10] has shown that the globally optimal solution to the fusion problem that maximizes the probability of detection for fixed probability of false alarm when sensors transmit independent, binary decisions to the fusion center, consists of L-R tests.
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at all sensors and a N-P test at the fusion center. The proof of the optimality of the N-P/L-R test in [10] is based on the (first-order) Lagrange multipliers method which does not always yield the optimal solution as it is shown by example in [11]. For the paradigm in [11], the Lagrangian approach fails to yield optimal solution. Instead, it yields a solution which is by far inferior to the optimal solution, see Fig. 2. A detailed description and analysis of this singular case is given in [11, 12]. A theoretical explanation of the failure of the Lagrange multipliers method can be found in [13, ch. 5, and 14, 15].

In general, if the optimal solution lies on the boundary of the domain of $x$ (as in the decision fusion paradigm in [11]), the Lagrangian formulation fails to guarantee the convexity of the objective function, and thus, the optimality of the solution obtained using the Lagrange multipliers method. In that sense, the proof of optimality of the N-P/L-R test for the parallel sensor topology in [10], which is based on a Lagrangian formulation, is incomplete. We give a complete proof of the optimality of the N-P/L-R test for the distributed decision fusion problem that does not depend on the Lagrangian formulation.

II. OPTIMALITY OF N-P/L-R TEST IN DISTRIBUTED DECISION FUSION

A number of sensors $N$ receive data from a common volume. Sensor $k$ receives data $r_k$ and generates the first stage decision $u_k, k = 1, 2, ..., N$. The decisions are subsequently transmitted to the fusion center where they are combined into a final decision $u_0$ about which of the hypotheses is true. Fig. 1. Assuming binary hypothesis testing for simplicity, we use $u_i = 1$ or $0$ to designate that sensor $i$ favors hypotheses $H_1$ or $H_0$, respectively. In order to derive the globally optimal fusion rule we assume that the received data $r_k$ at the $N$ sensors are statistically independent, conditioned on each hypothesis. This implies that the received decisions at the fusion center are independent conditioned on each hypothesis. Improvement in the performance of conventional diversity schemes is based on the validity of this assumption [16]. Given a desired level of probability of miss at the fusion center, $P_M = \alpha_0$, the test that maximizes the probability of detection $P_D$ (thus, minimizes the probability of miss $P_M = 1 - P_D$) is the N-P test [17, 18]. Because of the comparison to a threshold this test is referred to as a threshold optimal test.

Next, we prove that the optimal solution to the fusion problem involves an N-P test at the fusion center and L-R tests at the sensors.

Let $d(u_1, u_2, ..., u_N)$ be the (binary) decision function (rule) at the fusion. Since $d(u_1, u_2, ..., u_N)$ is either 0 or 1, and all the possible combinations of decisions $(u_1, u_2, ..., u_N)$ that the fusion center can receive from the $N$ sensors is $2^N$, the set of all possible decision functions contain $2^N$ functions. However, not all these functions $d$ can be threshold optimal as the next Lemma states.

LEMMA 1. Let the sensors individual decisions $u_k$ be independent from each other conditioned on each hypothesis. Let $P_F = P(u_i = 1 | H_0)$ be the false alarm probability and $P_D = P(u_i = 1 | H_1)$ be the probability of detection at the $i$th sensor. Assuming, without loss of generality, that for every sensor $P_D \geq P_F$, a necessary condition for a fusion function $d(u_1, u_2, ..., u_N)$ to be threshold optimal is

$$d(A_u, U - A_1) = 1 \Rightarrow d(A_u, U - A_4) = 1$$

$$\text{if } A_u > A_4 \quad (1)$$

where $U = \{u_1, u_2, ..., u_N\}$ denotes the set of the peripheral sensor decisions, $A_k$ is a set of decisions with $k$ sensors favoring hypothesis $H_1$ (whereas the complement set of decisions $U - A_k$ favors hypothesis $H_0$), and $A_u$ is any set that contains the decisions from these $k$ sensors. The symbol $\succ$ is used to indicate "greater than" in the standard multidimensional coordinate-wise sense, i.e., $A_u \succ A_k$ if and only if $u_i \geq u_k, \forall i, i = 1, 2, ..., N$, with at least one holding as
a strict inequality, where \( w_k(u_k) \) indicates the decision of the same \( k \)-th sensor in the \( A_k(A_k) \) decision set.)

**PROOF.** Let \( P_F = P(u_k = 1 | H_0) \) be the false alarm probability and \( P_D_0 = P(u_k = 1 | H_1) \) be the probability of detection at the \( k \)-th sensor. \( d(A_k, U - A_k) = 1 \) implies that the likelihood ratio

\[
\frac{p(A_k | U - A_k | H_1)}{p(A_k | U - A_k | H_0)} = \frac{P(A_k | H_1)p(U - A_k | H_1)}{P(A_k | H_0)p(U - A_k | H_0)} > \frac{P(D_0 | H_1)}{P(D_0 | H_0)} > \lambda_0
\]

which in turn implies that, for \( A_k > A_k \),

\[
\frac{p(A_k | U - A_k | H_1)}{p(A_k | U - A_k | H_0)} = \frac{p(A_k | H_1)p(A_k - A_k | H_1)p(U - A_k | H_1)}{p(A_k | H_0)p(A_k - A_k | H_0)p(U - A_k | H_0)} > \lambda_0
\]

(2)

since, under the assumption that \( P_D > P_F \) for every sensor \( k \),

\[
\frac{P(u_k = 1 | H_1)}{P(u_k = 1 | H_0)} = \frac{P_D}{P_F} \geq \frac{P(u_k = 0 | H_1)}{P(u_k = 0 | H_0)} = 1 - P_D \geq 1 - P_F \quad (4)
\]

From (3), it follows that \( d(A_k, U - A_k) = 1 \).

**REMARK 1.** Functions that do not satisfy (2) cannot lead to the set of optimal thresholds. A function \( d \) that satisfies Lemma 1, is called a monotone increasing function in the context of switching and automata theory, Table 1, [19].

**REMARK 2.** If \( P_D = P_F \) for all sensors, the L-R at the fusion is degenerated to one, identical for any combination of the peripheral decisions [9]. Hence, for any likelihood test, the false alarm probability \( PF \) and the detection probability \( PD_0 \) at the fusion are either a) both one, if the threshold is less or equal to one, or b) both zero, if the threshold is greater than one. In the first case, the fusion rule always favors hypothesis one, independent of the combination of sensor decisions, i.e., \( d(U) = 1 \) for all \( U \), which is a monotone increasing function satisfying Lemma 1. In the second case, the fusion rule always favors hypothesis zero, independent of the combination of sensor decisions, i.e., \( d(U) = 0 \) for all \( U \), which is a monotone increasing function satisfying Lemma 1.

**REMARK 3.** If \( P_D > P_F \) for all sensors, the inequality in (3) is reversed, and Lemma 1 still holds with all threshold optimal decisions at the fusion being monotonically increasing functions of the sensor decisions.

**REMARK 4.** If for some sensors \( P_D > P_F \) while for some others \( P_D < P_F \), Lemma 1 does not hold.

However, this is an uninteresting case, for if we wish to maximize the detection probability at the fusion, we would either ignore the sensors for which \( P_D > P_F \) or, randomize their decisions by flipping coins and deciding with probability 1/2 for either one of the two hypotheses.

**LEMMA 2.** For any fixed threshold \( \lambda_0 \) and any fixed monotone function \( f(u_1, u_2, \ldots, u_N) \), \( P_D \) is an increasing function of the \( P_D, i = 1, 2, \ldots, N \).

**PROOF.** The decision function that corresponds to the likelihood test at the fusion contains the set of monotone functions of \( N \) variables. Consider one such monotone increasing decision function \( d(u_1, u_2, \ldots, u_N) \). The function \( d \), when expressed in sum of product form in the Boolean sense [19], contains only some of the literals \( u_1, u_2, \ldots, u_N \) in the uncomplemented form and none of the complemented variables \( \neg u_1, \neg u_2, \ldots, \neg u_N \). Since the random variables \( u_1, u_2, \ldots, u_N \) are statistically independent, it is possible to compute \( PD_0 \) knowing the \( PD_0, i = 1, 2, \ldots, N \).

**THEOREM 1.** Under the assumption of statistical independence of the sensor decisions conditioned on each hypothesis, the optimal decision fusion rule for the parallel sensor topology consists of an N-P test (or a randomized N-P test) at the fusion and L-R tests at all sensors.

**PROOF.** Given the decisions \( u_1, u_2, \ldots, u_N \) at the fusion center, the best fusion rule which achieves maximum \( PD_0 \) for fixed \( PF = \alpha_0 \) is the N-P test (assuming that the false alarm probability \( \alpha_0 \) is realizable by an N-P test at the fusion; the randomized case is treated separately afterwards). Call the best test at the fusion center \( f(u_1, u_2, \ldots, u_N, \lambda_0) \). From Lemma 1, it follows that the decision function that corresponds to the above test must be one of the monotone increasing functions \( f(u_1, u_2, \ldots, u_N) \). Assume that the individual sensors use some test other than the L-R test and are operating with \( \{ (PF, PD_0) : \lambda_0 \} \) such that the condition \( PF = \alpha_0 \) is met. From [8, 9] it is seen that \( PF \) is a function of the \( PD_0, i = 1, 2, \ldots, N \). Furthermore, from Lemma 2, \( PD_0 \) is a monotone increasing function of the \( PD_0 \). Therefore, the L-R tests at the sensors which operate with \( (PF, PD_0, PD_0) \) lead to the best performance, since, in this case, the achieved \( PD_0 \) is greater than or equal to \( PD_0 \) that can be achieved with any other test at the sensors.

If the false alarm probability \( \alpha_0 \) is not achievable by an N-P test, a randomized N-P maximizes the
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The problem of distributed detection involving \(N\) sensors is considered. The configuration of sensors is serial in the sense that the \((j-1)\)th sensor passes its decision to the \(j\)th sensor and that the \(j\)th sensor decides using the decision it receives and its own observation. When each sensor employs the Neyman-Pearson test, the probability of detection is maximized for a given probability of false alarm, at the \(N\)th stage. With two sensors, the serial scheme has a performance better than or equal to the parallel fusion scheme analyzed in the literature. Numerical examples illustrate the global optimization by the selection of operating thresholds at the sensors.

I. INTRODUCTION

The theory of distributed detection is receiving a lot of attention in the literature [1-10]. Typically, a number of sensors process the data they receive and decide in favor of one of the hypotheses about the origin of the data. In a two-class decision problem, the hypotheses would be signal present \((H_1)\) or the signal absent \((H_0)\). These decisions are then sent to a fusion center where a final decision regarding the presence of the signal is made. This scheme, which can be termed parallel decision making, is shown in Fig. 1. In order to maximize the probability of detection at the fusion center for a fixed probability of false alarm, the tests used at the fusion center and at the sensors must be Neyman-Pearson \((N-P)\) [3, 8]. The above result is based on the assumption that the data at the sensors conditioned on the hypothesis are statistically independent. If the conditional independence is removed, the threshold of the \(N-P\) tests become data dependent and does not yield any easy solution for optimization [16].

We consider a serial distributed decision scheme (Fig. 2). (in [4] this is called a tandem network). Though the serial fusion is very sensitive to link failures, its performance analysis is of interest. In [4], the tandem network was analyzed with Baye’s cost as the optimality criterion. Though analytical equations are given, no performance analysis for typical channels or comparison of performance with respect to the parallel fusion was provided. Here we aim to fill this gap.

In Section II we derive the relevant equations describing the operation of the serial scheme based on the knowledge that all the sensors employ the \(N-P\) test. In Section III we show that the global optimality is guaranteed when each stage employs the \(N-P\) test. Section IV examines the conditions under which the performance of the serial scheme is definitely not inferior to the parallel scheme. Some numerical examples are also presented to illustrate the performance.

II. DEVELOPMENT OF KEY EQUATIONS

Consider the serial configuration of distributed sensors shown in Fig. 2. Denote the sensor decisions as \(u_1, u_2, \ldots, u_N\). The \(j\)th sensor receives the decision \(u_{j-1}\) and its own observation \(z_j\) to make its decision \(u_j\). The decision \(u_j\) at the \(N\)th sensor is the fused decision about the hypotheses. We assume that the data at the sensors conditioned on each hypothesis, are statistically independent. This implies that \(Z_j\) and \(u_{j-1}\) are also conditionally independent. As mentioned earlier, the \(j\)th sensor employs an \(N-P\) test using the data \(z_j, u_{j-1}\).

The optimality of this assumption is explored in the next section.

Denoting the distributions of \(Z_j\) as \(p(Z_j|H_1)\) and \(p(Z_j|H_0)\), the likelihood ratio becomes

\[
L(Z_j, u_{j-1}|H_1) = \frac{p(Z_j|H_1)}{p(Z_j|H_0)}
\]

\[
L(Z_j, u_{j-1}|H_0)
\]
\[ p(Z|H_1)(P_{D_{j-1}}\delta(u_{j-1} - 1) + (1 - P_{D_{j-1}})\delta(u_{j-1}))) \]
\[ = p(Z|H_0)[P_{F_{j-1}}\delta(u_{j-1} - 1) + (1 - P_{F_{j-1}})\delta(u_{j-1}))] \]

\[\text{(1)}\]

where

\[ P_{D_{j-1}} = \Pr(u_{j-1} = 1|H_1) \]
\[ P_{F_{j-1}} = \Pr(u_{j-1} = 1|H_0) \]
\[ u_{j-1} = k \text{ implies that the } (j-1)\text{th sensor decides } H_k. \]
\[ k = 0, 1, \text{ and } \delta(x) \text{ is the Kronecker delta function} \]
\[ \text{defined as } \delta(x) = \begin{cases} 1 & x = 0 \\ 0 & x \neq 0 \end{cases} \text{ and } L(\cdot) \text{ is the likelihood function} [14]. \]

Therefore, the test at the jth sensor is given by

\[ \frac{p(Z|H_1)}{p(Z|H_0)} \approx r, \text{ if } u_{j-1} = 1 \]
\[ \frac{p(Z|H_1)}{p(Z|H_0)} \approx r, \text{ if } u_{j-1} = 0 \]

\[\text{(2)}\]

where \( r \) is a threshold to be determined.

Equivalently,

\[ \Lambda(Z) \approx \begin{cases} r_{j,1} & \text{if } u_{j-1} = 1 \\ r_{j,0} & \text{if } u_{j-1} = 0 \end{cases} \]

\[\text{(3)}\]

where

\[ \Lambda(Z) = \frac{p(Z|H_1)}{p(Z|H_0)} \]

and

\[ r_{j,1} = P_{F_{j-1}} \frac{1 - P_{D_{j-1}}}{1 - P_{F_{j-1}}} \]
\[ r_{j,0} = P_{D_{j-1}} \frac{1 - P_{F_{j-1}}}{1 - P_{D_{j-1}}} \]

Many times it is convenient to use the log likelihood ratio. In \( \Lambda(Z) = \Lambda^*(Z_j) \). Hence,

\[ \Lambda^*(Z_j) \approx \begin{cases} r_{j,1}^* & \text{if } u_{j-1} = 1 \\ r_{j,0}^* & \text{if } u_{j-1} = 0 \end{cases} \]

\[\text{(4)}\]

and

\[ r_{j,1}^* = r_{j,0}^* \]
\[ + \ln \left( \frac{P_{F_{j-1}}}{P_{D_{j-1}}} \frac{1 - P_{D_{j-1}}}{1 - P_{F_{j-1}}} \right), \quad j = 2, \ldots, N. \]

For the first stage, \( r_{1,1}^* = r_{1,0}^* \).

**A. False Alarm and Detection Probabilities**

At the jth stage, the false alarm probability is given by

\[ P_{F_j} = \Pr(\Lambda^*(Z_j) > r_{j,0}^*|H_0, u_{j-1} = 0) \Pr(u_{j-1} = 0|H_0) \]
\[ + \Pr(\Lambda^*(Z_j) > r_{j,1}^*|H_0, u_{j-1} = 1) \]
\[ \times \Pr(u_{j-1} = 1|H_0). \]

\[\text{(5)}\]

Let

\[ a_j = \Pr(\Lambda^*(Z_j) > r_{j,0}^*|H_0) \]
\[ b_j = \Pr(\Lambda^*(Z_j) > r_{j,1}^*|H_0) \]
\[ c_j = \Pr(\Lambda^*(Z_j) > r_{j,0}^*|H_1) \]
\[ d_j = \Pr(\Lambda^*(Z_j) > r_{j,1}^*|H_1). \]

Using (5), (6), and the conditional independence assumption, we have

\[ P_{F_j} = a_j(1 - P_{F_{j-1}}) + b_j P_{F_{j-1}}. \]

\[\text{(7)}\]

Similarly,

\[ P_{D_j} = c_j(1 - P_{D_{j-1}}) + d_j P_{D_{j-1}}. \]

\[\text{(8)}\]

Knowing the distribution of the observations \( Z_j \) and using (4), (6)–(8), it is possible to compute the \( P_{D_j} \) recursively provided the \( P_{F_j} \)s are specified. If the \( P_{F_j} \)s are kept the same, the serial configuration exhibits some nice properties [5]. However, for a given \( P_{F,N} \) at the Nth stage, this procedure does not guarantee a maximum \( P_{D,N} \). In order to globally optimize the performance, that is to maximize \( P_{D,N} \) for a given \( P_{F,N} \), we need a multidimensional search with respect to the variables \( P_{F,j}, j = 1, 2, \ldots, (N - 1) \). The results obtained using the numerical search procedure are presented in Section IV.
In Fig. 3 a functionally equivalent form of the serial decision fusion is shown. Each sensor, except the first one, sends two decisions \( u_k, 0 \) and \( u_k, 1 \) depending on whether the previous sensor decides a 0 or a 1, respectively. These decisions are arrived by using (3). The fusion center uses the decision from the first sensor and sequentially picks the appropriate decisions from the sensors to arrive at the final decision \( H_0 \) which is either \( u_1, 0 \) or \( u_1, 1 \). Performance-wise, the configuration in Fig. 3 is equivalent to the serial scheme. The equivalent configuration does not have the time delay problem associated with the serial configuration. However, both are highly sensitive to link failures.

\[
\Pr(L^* < \lambda(H_1)) = P_D \Pr(\Lambda^* - \ln \left( \frac{P_D}{P_F} \right) < \lambda H_1) \\
+ (1 - P_D) \Pr(\Lambda^* - \ln \left( \frac{1 - P_D}{1 - P_F} \right) < \lambda H_1) 
\]

Denote the cumulative distributions and the density functions of \( \Lambda^* \) under \( H_1 \) and \( H_0 \) as \( F^*_1(x) \), \( f^*_1(x) \) and \( F^*_0(x) \), \( f^*_0(x) \), respectively. Since the left-hand side of (10) is one minus the probability of detection, we have

\[
1 - P_D, = P_D F^*_1(\lambda - \ln \left( \frac{P_D}{P_F} \right)) \\
+ (1 - P_D) F^*_1(\lambda - \ln \left( \frac{1 - P_D}{1 - P_F} \right)) 
\]

Similarly,

\[
1 - P_F, = P_F F^*_0(\lambda - \ln \left( \frac{P_D}{P_F} \right)) \\
+ (1 - P_F) F^*_0(\lambda - \ln \left( \frac{1 - P_D}{1 - P_F} \right)) 
\]

We require for a fixed \( P_F, \) and for any arbitrary but fixed \( P_D \) at the \( (N-1) \)-th stage, the \( P_D, \) to be a monotonic increasing function of the \( P_D \) at the \( N \)-th stage. Observe that if the \( P_D \) of the \( (N-1) \)-th stage is changed, then the threshold \( \lambda \) at the \( N \)-th stage changes in order that \( P_F, \) remains fixed. Taking the derivative of (12) w.r.t. \( P_D \) and equating the result to zero, we obtain

\[
\frac{d\lambda}{dP_D} = \frac{P_F}{P_F f^*_0(x_1) - (1 - P_F) f^*_0(x_2)} \\
\frac{d\lambda}{P_D f^*_0(x_1) - (1 - P_D) f^*_0(x_2)} 
\]

where

\[
x_1 = \lambda - \ln \left( \frac{P_D}{P_F} \right) \\
x_2 = \lambda - \ln \left( \frac{1 - P_D}{1 - P_F} \right) 
\]

Similarly,

\[
\frac{d(1 - P_D,)}{dP_D} = F^*_1(x_1) - F^*_0(x_2) \\
+ \left[F^*_0(x_1) \left( \frac{d\lambda}{P_D} - \frac{1}{P_D} \right) \right] \\
+ (1 - P_D) f^*_0(x_2) \left( \frac{d\lambda}{P_D} - \frac{1}{1 - P_D} \right) 
\]

A reasonable requirement is \( P_D > P_F \). This implies that \( F^*_0(x_1) - F^*_0(x_2) \) is less than zero. Hence, a sufficient
condition for \( \frac{dP_{o,n}}{dP_o} > 0 \) is that the term in the brackets
in (14) be less than or equal to zero. After some
simplification, using (13), we obtain the following
sufficiency condition:

\[
\frac{f(x_n)}{f_1(x_n)} \leq e^{-\gamma}
\]

(15)

However, from the result that the likelihood ratio of the
likelihood ratio is the likelihood ratio itself [11, pp. 46],
it follows that (15) is satisfied with equality.

IV. PERFORMANCE ANALYSIS

A. Numerical Results

By using the algorithm developed in Section II, we
can obtain the best \( P_{o,n} \) for a given \( P_{F,n} \) by using a
search procedure on the variables. \( P_{F,n}, n = 1, \ldots,\)
\( (N-1) \). We have recursively used the one-dimensional
optimization routine FMIN [15] for this purpose. The
algorithm also requires the zero of a function in order to
obtain the thresholds at each stage (7). The ZEROFIN
routine in [15] is used to solve for the zeros. The
convergence to the optimum value is obtained in the case
of two sensors and three sensors. For performance comparison,
we also considered the following parallel fusion schemes:
two sensors, identical thresholds at the sensors, AND,
OR rules, and three sensors, identical thresholds at the
sensors, AND, OR, majority logic rules. In the three-
sensor case we also consider two other rules, termed \( F_1 \)
and \( F_2 \). \( F_1 \) corresponds to the Boolean function
\( u_0 = u_1 + u_2 \) and \( F_2 \) corresponds to \( u_0 = u_1(u_2 + u_3) \). For
\( F_1 \) and \( F_2 \), sensors numbered 2 and 3 operate at the
same thresholds. In all the cases the observations at the
sensors are taken to be IID. Two channel models, namely
the constant signal detection in additive white Gaussian
noise (AWGN) and the detection of a slowly fluctuating
Rayleigh target [3, 12] are considered.

Figs. 4-6 show the performance of two sensors in
AWGN channel and Figs. 7-9 show the performance
Fig. 6. Performance of serial scheme with two sensors: constant signal in Gaussian noise and signal-to-noise ratio of 15 dB.

Fig. 7. Performance of serial scheme with three sensors: constant signal in Gaussian noise and signal-to-noise ratio of 5 dB.

Fig. 8. Performance of serial scheme with three sensors: constant signal in Gaussian noise and signal-to-noise ratio of 10 dB.
with three sensors. The curve named parallel is the best of the several parallel decision rules mentioned above and the data fusion corresponds to the centralized detection scheme which uses data available at all the sensors. With two sensors, the serial performs better than the parallel, especially at larger signal-to-noise ratios. With three sensors, the performance of the two schemes are nearly the same. Also, either of them is poor compared with the data fusion. This is due to the loss associated with the distributed detection. In Rayleigh target detection with two or three sensors, the OR rule is better than the rest of the parallel fusion rules. Moreover, the numerical computation shows that the serial is equivalent to OR for this channel. Theoretically establishing the equivalence has not been possible. In the sense that the serial is only as good as the OR rule, one can term the Rayleigh channel as conservative (Theorem 2 in the next subsection implies that the serial should be at least as good as the OR rule). Figs. 10–15 show the performances of different schemes for the Rayleigh target detection. In Figs. 13–15, the performances of $F_1$ and $F_2$ are equivalent and hence the corresponding graphs coincide with each other.

B. Comparison with Parallel Scheme

An optimal parallel fusion is the parallel scheme of Fig. 1 which gives the largest possible probability of detection for a given probability of false alarm at the fusion. Only a monotone increasing switching function, called the positive unate function [17], qualifies as a candidate for the optimal fusion switching function. This can be easily proved from the requirement that the optimal scheme employs likelihood ratio test at the fusion. One property of monotone increasing function is that function, when expressed as a sum of products does not contain any complemented variables. A switching function which can be expressed as a sequence of two input and one output functions is a positive unate function and hence qualifies as a candidate for the optimal parallel fusion.
Fig. 11. Performance of serial and parallel schemes for Rayleigh target detection with two sensors: energy-to-noise density ratio of 10 dB

Fig. 12. Performance of serial and parallel schemes for Rayleigh target detection with two sensors: energy-to-noise density ratio of 15 dB

Fig. 13. Performance of serial and parallel schemes for Rayleigh target detection with three sensors: energy-to-noise density ratio of 5 dB
fusion function. An example of one such switching function of three variables is shown in Fig. 16. Fig. 16 also shows the serial scheme with three sensors.

Theorem 2 (given below) establishes a sufficient condition for the performance of the optimal serial scheme to be not inferior to the performance of the optimal parallel scheme.

**Theorem 2.** If the switching function corresponding to the optimal parallel fusion can be realized in terms of a sequence of two variable functions with single output, then the optimal serial scheme is better than or equal to the optimal parallel scheme.

**Proof.** Consider the conservative situation in which the decision variable $u_i$ in Fig. 16(a) and (b) are identical and each stage of the serial scheme operates at the corresponding false alarms of the parallel scheme (in the Appendix we show that it is possible to achieve such an operation). The $u_2$ in Fig. 16(b) is a function of $u_1$ and the observation $Z_2$. Since the mapping of $(u_1, u_2)$ to $u_2$ in the parallel is contained in the mapping of $(u_1, Z_2)$ to $u_2$ in the serial, the detection power $P_{S,2}$ attained at $P_{F,2}$ in the serial is greater than or equal to $P_{D,2}$. Similarly, $u_0$ in the parallel is a function of $u_2$ and $u_3$ only whereas in the serial it is a function of $u_2$ and the observation $Z_3$. It is observed that the $u_2$ of the serial has the same false alarm $P_{F,2}$ of the parallel but has a greater than or equal power. For the serial case, the proof of Theorem 1 shows that the detection probability of any stage operating at certain false alarm is a monotone nondecreasing function of the detection probability of the previous stage operating at some false alarm. It then follows that $P_{S,0}$ is greater than or equal to $P_{D,0}$. By induction the proof is complete for any $N$. Conservatively it is assumed that the false alarm at each stage of the serial is identical to the one in the parallel scheme. If the serial scheme false alarms are optimized then definitely $P_{S,0}$ cannot be less than $P_{D,0}$.

From Theorem 2, we observe that for the case of two sensors, the optimal serial is better than or equal to the optimal parallel scheme. With three sensors, it is better
than or equal unless the optimal parallel is a majority decision logic. In such a case, only an actual performance assessment determines which is better. As mentioned earlier, in the case of Rayleigh channel with two or three sensors, the numerical results show that the optimal serial is just equivalent to OR. In this sense the Rayleigh channel can be termed conservative. Also, in Figs. 7-9, over the range of false alarms where the parallel outperforms the serial, the best of the parallel is the majority decision rule. In the range where serial is better, the best of the parallel belongs to the class of Theorem 2.

APPENDIX

It is shown here that any false alarm is realizable at any stage of a serial configuration. Let us denote for simplicity $P_{F_{j-1}}, P_{F_j}, P_{D_j}, P_j, t_j, t_0, a$, and $b$ by $a$, $a_0, b, t_1, t_0, a,$ and $b$, respectively. Therefore, using (2) and (3), and (7)

$$a_0 = (1 - a)a + a b$$

$$t_0 = t_1 - a$$

$$t_1 = t_0 + a$$

The likelihood ratio $\Lambda$ (from (3)) and hence $a$ and $b$ are continuous functions of $t$. Hence, for a fixed $t$, $a_0$ is a continuous function of $t$. Let the support of the distribution of $\Lambda$ be between $t_1$ and $t_0$ ($t_1 \geq 0$ and $t_0 \leq \infty$). As $t_0$ approaches $t_1$, $a$, $b$, and $a_0$ approach 1 and as $t_1$ approaches $t_0$, $a$, $b$, and $a_0$ approach 0. Therefore, any $a_0$ in $(0, 1)$ can be obtained.

Please note that the method employed here is suggested by one of the reviewers.
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Considerable research has been focused lately on the problem of distributed decision fusion [1]-[6] where a number of distributed sensors receive data from a common volume, come up with a first-stage decision, and then transmit their decisions to a fusion center which arrives at the final decision by fusing the sensor decisions (or some form of compact information received from the sensors). The main assumption in the bulk of the related literature is that the transmission of information from sensor to fusion (and possibly the opposite way) is done at no cost. This implies that exchange of information between the sensors and the fusion is possible at rates limited only by the physical bounds of the channel capacity. The main emphasis is then placed on determining the optimal sensor configuration (parallel, serial, or combination) [5]-[6], and the fusion logic (AND, OR, etc.) for an array of sensors [5]-[6].

The problem of team decision with risk is common in C1 (command, control, and communications) applications [7], but not limited to those [13]. Practical application areas for team decision with risk extend to other fields, such as medical diagnosis, crytography, etc., where exchange of information among decision-makers is not free and communication cost is a factor. The communication cost can translate into the risk of revealing one's position in scenarios such as the degree of confidence associated with each decision, could have also been included in the scenarios that are considered without affecting the structure of the tests significantly.) We present numerical and some analytical results only for the cases where the primary sensor transmits request signals to the consultant sensor, whereas the latter relays only its binary decisions back to the primary, and no exchange of quality information bits takes place. Random consultation and nonrandom consultation schemes are considered.

In the analysis that follows, we assume that the probability distributions of the observations for both sensors under either hypotheses are absolutely continuous with respect to the Lebesgue measure and that the associated likelihood ratios are piecewise continuous functions of the thresholds. Furthermore, we assume that the decisions of the primary and consulting sensors are mutually independent conditioned on each hypothesis. Numerical evaluation of the optimal solutions for different formulations is performed in additive Gaussian noise channels [9] and slow-fading Rayleigh channels [31, 10]. The following notations will be used in the sequel.

**NOTATIONS**

- $P_{D_i}$ = Detection probability of sensor $i$ operating alone.
- $P_{M_i}$ = Miss probability of sensor $i$ operating alone.
- $P_{F_i}$ = False alarm probability of sensor $i$ operating alone.
- $P_{D_{12}}$ = Detection probability of $S_1$ and $S_2$ in consultation.
- $P_{M_{12}}$ = Miss probability of $S_1$ and $S_2$ in consultation.
- $P_{F_{12}}$ = False alarm probability of $S_1$ and $S_2$ in consultation.
- $P_D$ = Team detection probability.
- $P_M$ = Team miss probability.
- $P_F$ = Team false alarm probability.
- $P_R$ = Request probability (it determines the consultation level).

In the nonrandom consultation case, explicit reference to the sensor threshold(s) will be required. The notation $P_{K_i}(t)$ = $P_{K_{M_i}}$ and $P_{K_i}(t_i) = P_{K_{M_i}}$, $X = F, M$, or $D$ and $i = 1, 2$, will be used to indicate the false alarm ($X = F$), miss ($X = M$), or detection ($X = D$) probabilities of sensor $i$ operating at thresholds $t_i$ or $t_i'$. The notation $P_{K_{M_i}}$ and $P_{K_{M_i}}$ will be used to make the expressions more compact when needed.

**III. RANDOM CONSULTATION SCHEMES**

**A. Random Consultation with Fixed Probability and Reprocessing: Problem Formulation**

The primary sensor $S_1$ consults $S_2$ randomly with a fixed probability of request $P_R$. When $S_2$ is consulted, it relays its...
decision to \( S_1 \), which in turn reprocesses it with its own raw data in order to come up with the final decision. The objective is to minimize the team miss probability \( P_m \) (equivalently, maximize the probability of detection \( P_D \)) for fixed false alarm probability \( P_F \). The distinguishing feature of this scheme is that the decision to consult is random and is made independently of the degree of confidence that sensor \( S_1 \) may have on its initial decision \( u_1 \). The major advantages of the scheme are that: a) it is simple to analyze; and b) its performance does not depend on the prior probabilities of the two hypotheses which may very often be unknown in \( C^I \) and other applications.

The optimal random consultation scheme is equivalent to switching between the ROC (receiver operating characteristic) curve of \( S_1 \) alone [9] and the ROC of the serial combination of \( S_1 \) and \( S_2 \) \([6]\) (Fig. 2) according to a specified request probability \( P_R \), so that the probability of detection is maximized for a fixed team false alarm probability \( a_o \). (For the reader's convenience, the optimal decision test for serially connected sensors is summarized in the Appendix.) The team probabilities are easily obtained as

\[
\begin{align*}
P_D &= P_D\left(1 - P_F\right) + P_{D12}P_R \\
P_M &= P_M\left(1 - P_F\right) + P_{M12}P_R \\
P_F &= P_F\left(1 - P_F\right) + P_{F12}P_R
\end{align*}
\]

(1)

(2)

(3)

where 1 in the subscript indicates the sensor \( S_1 \) operating alone, and 12 the serial combination of \( S_1 \) and \( S_2 \) to be designated as \( S_{12} \) hereafter. The random consultation decision problem is mathematically formulated as follows:

Maximize \( P_D \) s.t. \( P_F = a_o \) and \( 0 \leq P_R \leq \beta_o \). \( \quad (P1) \)

Using Lagrange multipliers \( \omega_1 \) and \( \omega_2 \), the constrained maximization problem (F1) is converted into the unconstrained maximization problem

\[
\max J = P_D + \omega_1(a_o - P_F) + \frac{1}{2} \omega_2[(-P_F - P_R - \mu)]^2 \quad (P1.1)
\]

where \( \mu \) is a positive slack variable that is used to convert the inequality constraints on \( P_R \) into an equivalent equality constraint. The maximization in (P1.1) is understood with respect to the choice of operating points of \( S_1 \) and \( S_2 \), and the level of consultation \( P_R \).

B. Random Consultation Optimal Solution

Theorem 1: If the ROCs of \( S_1, S_2 \), and the serial combination of \( S_1 \) and \( S_2 \), \( S_{12} \) \([6]\) are strictly concave, then the optimal solution to problem (P1.1) and thus (P1) involves a Neyman-Pearson (N-P) test under either stand-alone or serial modes of operation. The optimal operating points are given as solutions to the equations

\[
\frac{\partial P DI}{\partial P F1} = \frac{\partial P_{D12}}{\partial P_{F12}} = \omega_1 \\
\alpha_o = P_{F1}(1 - P_F) + P_{F12}P_R \\
P_R = \left(\frac{P_{D12} - P_D}{\omega_2} + \frac{P_{F1}(1 - P_F) + P_{F12}P_R}{\omega_2}\right) + \frac{\beta_o}{2}
\]

(4)

(5)

(6)

Hence, the optimal solution involves two N-P tests operating at points of the \( S_1 \) ROC and the \( S_{12} \) ROC with equal slopes that satisfy \( P_F = \alpha_o \) and \( 0 \leq P_R \leq \beta_o \). Condition (7) along with (6) implies that \( P_R = \beta_o \) when \( \omega_2 \neq 0 \), which is true if \( P_{D12} > P_D \). The solution \( \omega_2 = 0 \) implies \( P_R = 0 \), which is the solution when \( P_{D12} = P_D \) and \( P_{F12} = P_F \). Furthermore, under the continuity assumptions, the optimal solution is unique.

\textit{Proof:} Under the assumption that the ROCs of \( S_1, S_2 \), and the serial combination \( S_{12} \) are strictly concave, the N-P test maximizes the probability of detection at each one for any fixed false alarm probability \([9]\). Thus, for any \( P_R \) and \( P_{D12} \) that satisfy the constraint \( P_F = \alpha_o \), and for any \( P_F \), the detection probability is maximized when the N-P test is used under both the stand-alone and serial modes of operation. Substituting \( P_D \) and \( P_F \) in (P1.1) from (1) and (3), and differentiating \( J \) with respect to \( P_{D12} \) and \( P_{F12} \), (4) is obtained. Differentiating \( J \) with respect to \( P_F \), setting the result equal to zero and solving for \( P_R \), (6) is obtained. Differentiation of (P1.1) with respect to \( \mu \) results in (7).

From (7), it follows that \( \mu^2 = (P_R - \beta_o)^2 \beta_o = 0 \) when \( \omega_2 = 0 \). However, from (6), \( \omega_2 = 0 \) implies that \( P_F = 0 \). Hence, \( P_R \) is \( \beta_o \) in order to satisfy \( \mu^2 = 0 \). On the other hand, from (6), \( \omega_2 = 0 \) if and only if \( P_{D12} = P_D \) and \( P_{F12} = P_F \), in which case \( P_R = 0 \), and thus \( \mu = 0 \) as well.

The uniqueness of the optimal solution follows from the absolute continuity assumption and the concavity of the ROC, from which it follows that \( (\partial P_{D12}/\partial P_F1) \) and \( (\partial P_{D12}/\partial P_{F12}) \) are strictly monotonic functions. Hence, for each \( \omega_1 \), there exist unique points on \( S_1 \) ROC and on \( S_{12} \) ROC for which (4)-(6) are satisfied.

C. Numerical Results

Numerical results of the optimal solution to problem (P1.1) in additive Gaussian noise channels and slow-fading Rayleigh channels are given in Fig. 3 for different request rates. The numerical results throughout the note are obtained assuming the following statistical models for the two channels.

Gaussian:

\textit{Observation model at each sensor:} \( r \sim G(0, 1): H_0 \), and \( r \sim G(s, 1): H_1 \), where \( G(a, \beta) \) designates an \( \alpha \) mean and variance \( \beta \) Gaussian distribution. If \( t_o \) is the threshold at the sensor, the operating false alarm and detection probabilities \( (P_F, P_D) \) are given by

False alarm probability: \( P_F = Q(t_o) \)

Detection probability: \( P_D = Q(t_o + t) = Q^{-1}(P_F - t) \)

where \( Q(t) = 1 - \Phi(t) \) is the cumulative distribution function...
(CDF) of the standard normal, $Q^{-1}$ its inverse, and $\epsilon = \text{SNR}$ at the sensor in decibels.

Rayleigh:

\[
\text{False alarm probability: } P_F = (A(1 + \epsilon)^{-1})^{1/2}
\]

\[
\text{Detection probability: } P_D = (P_F)^{-1} + 1
\]

where $A$ is the threshold used, and $\epsilon$ the SNR at the sensor in decibels.

From Fig. 3, it is easy to see that the optimal solution to problem (P1) is: a) monotonic with respect to the information fused independent of the quality of the sensors; b) monotonic with respect to $\beta_2$; and c) independent of the a priori uncertainty. These properties are analytically proven in [12].

**D. Random Consultation Suboptimal Solution**

A suboptimal solution to problem (P1) is obtained if $P_F$ and $P_{D1}$ are constrained to be equal, thus equal to $\alpha_0$ according to (3). The suboptimal solution to problem (P1) involves $N$-P tests for both S1 and S12 as well. The suboptimal operating point is given as a point between the S1 and S12 ROC curves at level $\alpha_0$ determined by the equality $P_F = \beta_0$ (Fig. 2). The system $P_D = P_{D1}(1 - \beta_0) + P_{D1} \beta_0$ [12]. Numerical results of the suboptimal solution to (P1) in Gaussian and slow-fading Rayleigh channels are shown in Fig. 4 for $\beta_0 = 0.25$ and 0.75. For comparison, the optimal random consultation ROCs for the same values of $\beta_0$ are overlaid in the same figure. The ROCs of the optimal random consultation scheme are slightly (but visibly) superior to the ROCs of the suboptimal scheme for the Rayleigh channel, but almost identical (superior only on the third significant digit, not visible in the plots) to the suboptimal scheme for the Gaussian channel.

**IV. NONRANDOM CONSULTATION SCHEMES WITHOUT REPROCESSING**

**A. Operating Scenario**

In the nonrandom consultation schemes we assume that the decision to consult is made only when the initial decision $u_1$ of S1 falls within the indecision region (see below for definition). Otherwise, $u_1$ is taken as final if it falls outside the region of indecision. While several different operating scenarios are possible, we are only concerned with the case in which S1 may consult S2 but does not relay any quality information regarding its initial findings. When requested, S2 processes its own raw data taking into account the fact that it has been consulted, and transmits its decision $u_2$ to S1 which then treats it as the final decision. Hence, no reprocessing takes place at S1 after consultation.

We constrain the consultation schemes to the following class. Let $\Lambda_i(t_r) = (P_r(t_r|H_i)/P_r(t_r|H_{\bar{i}}))$ designate the likelihood ratio (LR) at the i-th sensor using data $r$, $i = 1, 2$. Assume that S1 has an uncertainty region $(t_{r1}, t_{r2})$. When $\Lambda_i(t_r) > t_{r2}$, S1 decides in favor of $H_1$. When $\Lambda_i(t_r) < t_{r1}$, S1 decides in favor of $H_0$. In

![Fig. 3. Optimal random consultation detection probability versus SNR for false alarm probability $40 = 0.001$ and different request rates. Channels: Gaussian (solid) and slow-fading Rayleigh (dashed).](image)

![Fig. 4. Comparison of detection probabilities for the suboptimal nonrandom scheme for request probabilities 0.23 and 0.75. Channels: Gaussian (solid) and Rayleigh (dashed).](image)

...
probability \( P_m \) is given by
\[
P_m = P(u_0 = 0|H_1) = \sum_{u_1} P(u_0 = 0|u_1, H_1) P(u_1|H_1) = P(u_0 = 0|u_1 = 1, H_1) P(u_1 = 1|H_1) + P(u_0 = 0|u_1 = 0, H_1) P(u_1 = 0|H_1) + P(u_0 = 0|u_1 = 1, H_1) P(u_1 = 1|H_1).
\]
(10)

The first part of the right-hand side of (10) equals zero, while the second and third parts can be simplified to give
\[
P_m = P(u_0 = 0|H_1) + P(u_2 = 0|u_1 = 1, H_1) P(u_1 = 1|H_1).
\]
(11)

Expressing \( P_m \) in terms of the likelihood ratio \( \Lambda_r(r_1) \) and \( \Lambda_2(r_2, u_1 = 1) \), we get
\[
P_m = \int_{\Lambda_r(r_1)} dP(\Lambda_2(r_2, u_1 = 1)|H_1) + \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_1) H_1.
\]
(12)

Dropping the arguments from the LR's \( \Lambda_2(r_2, u_1) \) and \( \Lambda_2(r_2, u_1 = 1) \) for notational compactness, an expression for \( P_m \) is obtained from (11)
\[
P_m = \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_1) + \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_1) H_1.
\]
(13)

Similarly, for the overall false alarm probability we obtain
\[
P_r = \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_2) + \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_2) H_2.
\]
(14)

and for the probability of request
\[
P_R = \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_1 = 1) = \int_{\Lambda_2(r_2, u_1 = 1)} [dP(\Lambda_2(r_2, u_1 = 1)|H_2) P_R + dP(\Lambda_2(r_2, u_1 = 1)|H_1)(1 - P_R)].
\]
(15)

Note that it is necessary to express the likelihood ratio \( \Lambda_2(r_2, u_1 = 1) \) in terms of \( \Lambda_2(r_2, u_1) \) in order to be able to evaluate the integrals \( \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_2) \) and \( \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_1) \). Taking into account the assumption that \( u_1 \) and \( u_2 \) are independent conditioned on each hypothesis
\[
\Lambda_2(r_2, u_1 = 1) = \frac{P(r_2, u_1 = 1|H_1)}{P(r_2, u_1 = 1|H_0)} \Xi_2
\]
(16)

or
\[
\Lambda_2(r_2, u_1 = 1) = \frac{P(r_2|H_1) P(u_1 = 1|H_1)}{P(r_2|H_0) P(u_1 = 1|H_0)} \Xi_2.
\]
(17)

Hence
\[
\Lambda_2(r_2) \Xi_2 = \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2)|H_2) = \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2)|H_1).
\]
(18)

Therefore, it follows that
\[
\int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2, u_1 = 1)|H_2) = \int_{\Lambda_2(r_2, u_1 = 1)} dP(\Lambda_2(r_2)|H_1) H_1.
\]
(19)

Using (19) and the more convenient notation with the thresholds \( r_1 \) of \( S_1 \) and \( r_2 \) of \( S_2 \) explicitly indicating the correspondence between the mode of operation and the related probabilities (12)–(15) take on the more compact form
\[
P_m = P_w(r_1) + P_w(r_1) [P_w(r_1) - P_w(r_1)]
\]
(20)

\[
P_D = P_D(r_1) + P_D(r_1) [P_D(r_1) - P_D(r_1)]
\]
(21)

\[
P_P = P_D(r_1) + P_D(r_1) [P_D(r_1) - P_D(r_1)]
\]
(22)

\[
P_R = P_D(r_1) + P_D(r_1) + (1 - P_D) [P_D(r_1) - P_D(r_1)].
\]
(23)

Note that the expressions for \( P_m, P_r \), and \( P_R \) are subject to the constraint \( r' > r'' \) which in turn implies that
\[
P_R(r'_1) \geq P_R(r''_1) \quad \text{and} \quad P_m(r''_1) \leq P_m(r'_1).
\]
(24)

In the nonrandom consultation framework described above, the team-decision problem can be formulated as a constrained or unconstrained optimization problem. A number of different formulations are meaningful depending on the application and the objective. Using (20)–(23), and the constraint (24), it is possible to determine the optimum thresholds \( r'_1, r''_1, \) and \( r_1 \) numerically for a wide range of formulations. In this note however, we are only concerned with one nonrandom consultation formulation. Additional nonrandom consultation formulations and numerical results are available in [12].

B. Problem Formulation

We formulate the nonrandom consultation decision making problem as follows.

Maximize:
\[
P_D \quad \text{subject to} \quad P_P = \alpha_0 \quad \text{and} \quad P_R \leq \beta_0.
\]
(25)

The inequality constraint in \( P_P \) and the \( N \times P \) test optimal solution to each subproblem of \( S_1 \) operating alone or \( S_2 \) in consultation with \( S_1 \), guarantees the existence of the optimal solution. However, the optimal solution to problem (22) cannot be obtained analytically. Using numerical techniques, the optimal solution to problem (22) (i.e., the optimal thresholds) can be obtained via a search algorithm. Using the more compact notation \( P_F_r \), and \( P_F_r \), from the earlier defined notations (22) and (23) are written, respectively, as
\[
\alpha_0 = P_F_r' + P_F_r' [P_F_r' - P_F_r']
\]
(25)

and
\[
P_R = P_F_r [P_F_r' - P_F_r'] + (1 - P_D) [P_F_r' - P_F_r'] \leq \beta_0.
\]
(26)

The maximum \( P_D \) is found by searching over \( P_F_r \), in the range of \( [0, 1] \) and using (25) and (26) to determine \( P_F_r' \) and \( P_F_r' \), subject to the constraint \( P_F_r' \geq P_F_r' \) (since \( r'_1 \geq r_1 \)).

Lemma 1: Let \( r_{e, w_1} \) be the optimal threshold of \( S_1 \) for problem (22) when \( \beta_0 = 0 \), i.e., when \( S_1 \) operates alone at false
alarm probability $\alpha_0$. Then, for every $\beta_0 > 0$

$$t'_3 > t_{1,\alpha_0} \leq t'_1$$  \hspace{1cm} (27)

where $t'_1$ and $t'_3$ are the thresholds of $S_1$ for the optimal solution to problem (P2). Furthermore, in order to improve the performance of the consultation arrangement beyond that of $S_1$ operating alone at the same false alarm probability, the optimal threshold for $S_2$ must satisfy the inequality

$$\int_{t'_1}^{t'_3} dP(A_1|H_1) < \int_{t_{1,\alpha_0}}^{t'_1} dP(A_1|H_0).$$  \hspace{1cm} (28)

If there are no $(t'_1, t'_3, t'_2)$ such that (28) is satisfied as a strict inequality, $P_F > P_D(t_{1,\alpha_0})$ translates to (28) with some elementary algebra. If (28) cannot be satisfied as a strict inequality, it implies that for every $(t'_1, t'_3)$ the ratio on the RHS of (28) must always be one, since the LHS of (28) is a cumulative probability distribution which by assumption is assumed to be a continuous function of the threshold $t'_1$, thus taking all the values in $[0, 1]$. This in turn implies that $t'_1 = t'_3 = t_{1,\alpha_0}$, from which it follows that $P_F = 0$ and, hence, $P_D = P_D(t_{1,\alpha_0})$.

C. Numerical Results

The optimization problem (P2) was solved numerically in the Gaussian and slow-fading Rayleigh channels for different maximum allowable request rates $\beta_0$. Numerical results from the two channels for fixed team false alarm probability $\alpha_0 = 10^{-3}$ are summarized in Figs. 5 and 6. The detection probability curves for the two channels were obtained by constraining the maximum allowable request probability at a designated level $\beta_0$ and numerically solving the optimization problem (P2). On each figure, the request probability envelope (bell-shaped curve) indicates the maximum optimal consultation rate and is achieved by setting $\beta_0 = 1$. It is interesting to note from Figs. 5 and 6 that the nonrandom consultation strategy does not always use the maximum allowable consultation rate for the entire SNR range. This seems to be counterintuitive, since it can be argued that more often consultation can only improve the team performance. This might have been true if the decision to consult were not associated with the degree of confidence of the primary sensor on its preliminary findings. However, in the nonrandom strategy scenario that we consider here, this is not the case. In our scenario, the decision to consult is associated with the confidence that the primary sensor has on its data. Furthermore, since the decision of the consulting sensor is taken to be final once consultation takes place, the initial decision of the primary sensor only affects the threshold of the secondary sensor (18). Thus, the maximum consultation rate is not necessarily always equal to the maximum allowable request rate, for the maximum consultation rate is dictated by the degree of confidence of the primary sensor on its initial findings which is a function of the SNR and the channel statistics. From Figs. 5 and 6, it is seen that the optimal maximum request probability saturates at different levels for the two channels. This difference in the behavior of the two channels is explained in [13].

Another observed difference in the behavior of the two channels is reflected on the variation of the maximum optimal consultation rate with the prior $P_F$ for fixed SNR and false alarm probability, Fig. 7. The request probability $P_R$ in (23) depends on the probability masses associated with the indecision region under each hypothesis and on the prior $P_F$. If the inequality constraint $P_F \leq \beta_0$ can be satisfied as a strict inequality for any prior $P_F$, then the indecision probability masses $[P_s(t'_1) \pm P_s(t'_3)]$ and $[P_s(t'_1) \pm P_s(t'_3)]$ will remain constant irrespective of $P_F$. This is definitely the case when $\beta_0 = 1$. Hence, for the maximum optimal consultation the variation of $P_R$ with respect to $P_F$ is linear (Fig. 7). For the Rayleigh channel, the maximum...
optimal request rate is monotonically increasing with $P_o$, while it is monotonically decreasing for the Gaussian channel. For the Gaussian channel, it was found that $P_o$ decreases as $P_D$ increases irrespective of $\beta_o$ and of SNR. However, for the Rayleigh channel, the variation of $P_o$ as $P_D$ increases depends on $\beta_o$ and on SNR. The reason is that the slope of the line that determines $P_o$ in (23), that is $[P_o(t) - P_r(t)] - [P_M(t) - P_M(t)]$, does not maintain the same sign for all $\beta_o$'s and SNRs. From Fig. 8, it is seen that the slope is negative, implying a decreasing consultation rate for $P_D \leq 0.725$ but positive, implying an increasing slope for $P_D > 0.725$.

From the analysis of the numerical results, it follows that despite the exhibited differences between the two channels, the optimal solutions possess the desired properties postulated by the design criteria in [12]. Analytical results supporting some of the above qualitative statements for channels that can be modeled by absolutely continuous distributions with respect to the Lebesgue measure under either hypothesis can be found in [12] for the formulation of problem (P2) and other formulations.

D. Comparison of Numerical Results

In order to compare the advantages from nonrandom consultation versus random consultation, the minimum necessary request probability for achieving the same detection probability with optimal nonrandom consultation is computed and plotted in Fig. 8 as function of the prior probability for the Rayleigh channel assuming team false alarm probability 0.001. For random consultation, the request probability is independent of the prior $P_o$. On the other hand, the optimal request rate for nonrandom consultation increases linearly as $P_o$ increases for $P_D > 0.725$, but remains substantially below the required request rate in random consultation for the same $P_D$ (compare to Fig. 3). Thus, optimal nonrandom consultation results in substantial reduction in communication requirements (consultation rate) required to achieve a certain team performance level compared to random consultation. Notice that in Fig. 7, the detection probability for the Rayleigh channel is below 0.725, and thus the request rate decreases as the prior probability increases, in agreement with the results in Fig. 8. If a cost factor (price) is associated with the communication requirements, the (P2) optimization problem can be modified to account for that cost [12].

The nonrandom consultation scheme is compared to optimal and suboptimal consultation schemes for the request rates equal to the optimal nonrandom request rate, i.e., the rate that corresponds to $\beta_o \leq 1$ (Fig. 9). The optimal symmetric, nonrandom consultation scheme for $\beta_o = 1$, i.e., the serial combination S12, is also included in the figure. The following are observed: a) the optimal, nonsymmetric, nonrandom consultation scheme performs very closely (identically in the case of the Rayleigh channel) to the optimal, symmetric, nonrandom consultation scheme, i.e., the serial combination S12; b) the performance of the optimal and suboptimal random consultation schemes is inferior to the nonrandom consultation at the optimal request rate; and c) the suboptimal random consultation scheme performs worse than the optimal random consultation for the Gaussian channel but identically to it for the Rayleigh channel.


CONCLUSIONS

Random and nonrandom consultation schemes are examined and different mathematical formulations of the decision making problem in the presence of consultation cost are analyzed. The problem of consulting sensors is cast in a general framework suggested for sensor integration that satisfies design criteria that guarantee the benefits of data fusion [1]. The analysis and the numerical results indicate that the optimal solutions to the different schemes introduced in this note satisfy the three data fusion design criteria which we advocate to be essential for the design of any practical decision making system, namely monotonicity with respect to fused information, monotonicity with respect to the cost associated with acquiring the information, and robustness with respect to a priori uncertainty. Comparison between the random and nonrandom consultation schemes demonstrates that nonrandom consultation considerably reduces the communication requirements for achieving a desired performance level compared to the communication requirements for achieving the same performance level with random consultation. Additional analytical and numerical results from different formulations of the problem can be found in [12].

APPENDIX

To derive the ROC of the serial combination of $S_1$ and $S_2$, we consider a system of two sensors $S_1$ and $S_2$ in which the decision $u_2$ of sensor $S_2$ is transmitted to sensor $S_1$ and is then used together with the raw data $Z_i$ available to $S_1$ to arrive at a final decision $u_1$. To that extent, we follow an analysis similar to [6]. Denoting the distribution of $r_i$ as $p(r_i|H_0)$ and $p(r_i|H_1)$, the likelihood ratio at sensor $S_1$ becomes

$$L(r_i,u_2|H_1) = \frac{p(r_i|H_1)[P_D (u_2 = 1) + (1 - P_D) \delta (u_2)]}{p(r_i|H_0)[P_F (u_2 = 1) + (1 - P_F) \delta (u_2)]}$$  \hspace{1cm} (A.1)

where

$$P_D = Pr(u_2 = 1|H_1) \text{ and } P_F = Pr(u_2 = 1|H_0)$$  \hspace{1cm} (A.2)

are the detection and false alarm probabilities at $S_2$, respectively, $u_2 = k$ implies that sensor $S_2$ decides $H_k$, $k = 0, 1$, and $\delta(x)$ is Kronecker’s delta

$$\delta(x) = \begin{cases} 1 & x = 0 \\ 0 & x \neq 0 \end{cases}$$

Hence, if $t$ is the threshold at sensor $S_1$, the test at $S_1$ reduces to

$$p(r_i|H_1)P_D H_1 \geq t \text{ if } u_2 = 1$$

$$p(r_i|H_0)P_F H_0 \geq t$$

$$p(r_i|H_1)(1 - P_D) H_1 \geq t$$

$$p(r_i|H_0)(1 - P_F) H_0$$  \hspace{1cm} (A.3)

Alternatively

$$A(r_i) \geq t_{1,1} \text{ if } u_2 = 1$$

$$A(r_i) \geq t_{1,0} \text{ if } u_2 = 0$$  \hspace{1cm} (A.4)

where

$$A(r_i) = \frac{p(r_i|H_1)}{p(r_i|H_0)}$$
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The problem of sensor integration and data fusion is addressed. We consider the problem of combining information from diversified sources in a coherent fashion. We assume that information from various sensors may be available in different forms at the fusion. For example, data from infrared (IR) sensors may be combined with range radar (RR) data and further combined with visual images. In each case, data and information from different sensors are presented in a different format which may not be directly compatible for all sensors. Part of the available information may be in the form of attributes and part in the form of dynamical measurements. A generalized evidence processing theory and an architecture for sensor integration and data fusion that accommodates diversified sources of information are presented. Data (or, more generically, information) fusion may take place at different levels, such as the level of dynamics, the level of attributes, and the level of evidence. The common and different aspects of fusion at the different levels are investigated and several practical examples of real world data fusion problems are discussed.

Introduction

Although, for millions of years, nature has provided solutions to sensor integration and data fusion problems in a very successful manner (even low level and low complexity organisms integrate information from different sensory
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systems routinely), it is only recently that the fusion problem has been addressed by the scientific community, and for good reasons.

The proliferation of inexpensive sensory devices makes possible the collection of data about a phenomenon or a process from different and diversified sensors operating at different bandwidths of the frequency spectrum, with different resolution, different reliability, and different semantic interpretation. Inexpensive microprocessors have made the processing of data at the local sensor level feasible resulting in the creation of local inference at the sensor level. Raw data and processed information in the form of parameters or state estimates regarding a phenomenon or a process, or in the form of evidence supporting certain propositions or decisions favoring certain hypotheses, is gathered at a central unit, often called the fusion center. This semantically diverse and diversified information must be integrated at the fusion into some form of compound inference that can be used intelligently to yield a better understanding of a phenomenon or a process, improve the decision-making capabilities of a classifier, enhance the recognition capabilities of an image analyzer, increase the precision of a tracker, reinforce the control ability of a controller, etc. Sensor fusion is then the process of integrating raw and processed data into some form of meaningful inference that can be used intelligently to improve the performance of the system, measured in any convenient and quantifiable way, beyond the level that any one of the components of the system separately or any subset of the system components partially combined could achieve.

Sensor fusion differs from signal processing. In sensor fusion data and information may be presented differently and combined at different levels, from raw data, where dynamics are taken into consideration, to evidence, when estimates are available, to attributes, when classification has already taken place at a local level. In signal processing, a precise mathematical model that describes the generation of the data is assumed to be available. In sensor fusion, however, it is not always true that a precise mathematical model for the data generation exists or can be derived. At times, not even a simple mathematical model may be available. Under these circumstances, conventional signal processing techniques may be completely inadequate for sensor fusion. Signal processing may be thought of as only the first stage of processing in sensor fusion. It is the diversified information processing aspect that differentiates sensor fusion from signal processing. Processing that may be done incoherently (i.e., asynchronously) and often lacks mathematical formulation. Sensor fusion can be thought of as a two-stage processing with a signal preprocessing unit at the lowest level and an information, or evidential, combiner at the highest level.

The objective of this article is to provide an analytical framework for evidence processing and a generic architecture for sensor fusion that will allow the integration of data and processed information of different format into coherent inference or intelligence. Since the objective of sensor fusion is the improvement of the performance of a system after fusion beyond that of any of its components or subset of its components separately before fusion, the analytical framework and the generic architecture should meet this objective. The selection of criteria against which the performance of a fusion system is measured is left up to the particular task that the fusion system is designed to perform. It should be noticed, however, that what is required from the performance of the system after fusion is only improvement and not optimality, since optimality may not even be definable for a sensor fusion problem in the absence of a mathematical model.

At this point, it is legitimate to ask whether a systematic approach for sensor fusion exists, consistent with the definition given earlier, that will allow the development of new and powerful techniques resulting in: (1) a deeper understanding of the sensor fusion problem, and (2) more comprehensive solutions to the inference making problem with diversified sources of information. The objective of this article is to provide a unified sensor theory along these lines and demonstrate that the fusion architecture is consistent with the objectives of sensor fusion set above.

The paper is structured as follows. In the first section, a generic sensor fusion architecture along with several fusion system design criteria are introduced. The architecture consists of three distinct levels of processing. The second through fourth sections elaborate on the different fusion levels of the proposed architecture. A new generalized evidence processing theory is introduced in the third section. The theoretical concepts developed in the first three sections are applied in the fifth section in a concrete paradigm of a fusion system for object tracking consisting of stereo cameras, pulse radar(s), and range radar(s). The article concludes with a look to future directions and problems in sensor fusion.

DATA FUSION ARCHITECTURE AND DESIGN CRITERIA

In the fusion architecture that is proposed, sensor integration is accomplished at three different levels: the signal level, the level of evidence, and the level of dynamics.

At the signal level, sensor integration and data fusion takes place through correlation and learning. A typical characteristic of fusion at this level is, in general, the lack of a convenient mathematical model that describes the phenomenon or the process that can lead to analytical solutions. At this level, sensor integration can be accomplished through heuristic rules, correlation, or by using trainable networks, such as an artificial neural network, that are designed and trained so that they take advantage of particular, probably non-quantifiable, properties of the measured signals in the sensors.

At the evidence level, a statistical model describing the observed phenomenon or process is required. The statistical model need not necessarily be precise. Fuzziness in the model may also be included to allow for incomplete and inconclusive evidence. At the evidence level, the sensors collect data from the observed phenomenon or process and process it along with other information that may have been collected from other sensors depending on the sensors topology and communication network. The outcome of this processing in the form of local inference from each sensor is relayed to the fusion. The fusion...
combines this local inference into a final inference in a form that can be used for decision making, identification, hypothesis testing, control, etc.

At the level of dynamics it is usually assumed that a mathematical model that describes the process from which data is collected using multiple sensors exists. Furthermore, it is assumed that the data is some known transformation, linear or nonlinear, of the process state(s). Thus, the data can be fused either in a centralized fashion by combining the observations and then processing them as a whole, or in a decentralized fashion, by either having each sensor individually process its own data and then merging the processed data at the fusion, or by grouping the sensors into groups, having each group process all the data from the sensors in the group, and then combining the processed data at the fusion.

The proposed integrated fusion architecture consists of three different modules, one for each of the three fusion levels described above. Figure 1. The architecture in Figure 1 suggests a sequential and rather hierarchical processing of information from the signal level down to the evidential level, to the level of dynamics. However, this need not always be the case. Processing at the different level may take place concurrently and in parallel. Even more, the processing ordering in the fusion architecture can be completely reversed depending on the application. Hence, the interconnections among the three modules in Figure 1 are more indicative than absolute, and they definitely depend on the particular fusion application.

In all cases, data combining at the fusion is done according to an objective that is set a priori. For example, if tracking with multiple sensors is the objective, the end result of the fusion must be a target position and velocity estimates. In this case, the data may come from diversified sensors such as infrared radar, range radar, radar, imaging systems, etc. II in addition, the presence of the target is ambiguous and the type of the target itself is not known, detection and identification may precede the estimation. A question associated with sensor integration and data fusion is whether it makes sense to fuse data from different sensors, or one is better off by using data from a single sensor. In other words, can the performance of a system, such as a tracker, a detector, an identifier, or a controller, be improved after fusion compared to what it would have been if a single sensor were used? An answer to this question may not always be feasible and definitely depends on the reliability of each sensor and on the method that is used to fuse the data from the different sensors together. Theoretical and numerical results that support data fusion can be found in Refs. 1-6, 11, and 17.

Data fusion results in Tables I, II, and III, indicate that the detection probability after fusion can be higher than the highest detection probability of any of the peripheral sensors in the fusion system while the false alarm at the fusion is kept lower than the lowest false alarm probability of any one of the sensors in the fusion system (Theorem 1'). The results in these three tables were obtained for a parallel sensor topology (Fig. 2). With sensors relaying conditionally independent, binary decisions to the fusion. Each sensor was set to operate at fixed signal-to-noise ratio and fixed false alarm probability in a slow fading Rayleigh channel. The binary peripheral decisions from the sensors were combined at the fusion using a Neyman-Pearson test. Similar results are obtained for a serial sensor topology (Fig. 3). The results suggest that data fusion can be used to improve the performance of a system beyond what each component, or subset of components, is capable of achieving. Furthermore, use of the proper inference format can improve the fusion performance significantly.

Tables IV and V are indicative of the improvement in the performance of a parallel sensor topology when a single additional bit of quality information is attached to the sensors binary decisions indicating the confidence of each sensor on its decision. A region of low confidence was associated with data falling within 10% on either side of the threshold that would have been used to decide in favor of one of the two tested hypothesis according to a prespecified false alarm probability. If the data fell outside the low confidence region, a high degree of confidence was associated with the corresponding decision.

Thus, numerical results indicate that sensor fusion can improve the performance of a system beyond what any of the components or a subset of the components can achieve in agreement with the objectives set above. However, for a successful sensor integration and data fusion system, it is imperative that the design of the fusion be based on criteria that are set prior to guarantee that the performance of the fusion system will be superior to that of its components or the fusion system itself. Our experience in data fusion has been distilled to three design criteria which we consider essential for any data fusion system of practical significance. The three design criteria are:

1. Monotonicity with respect to fused information

![Figure 1: Sensor integration and data fusion architecture](image)
Table I. Fusion system of five sensors in parallel topology. All sensors have the same false alarm probability $P_a = 0.05$, $i = 1, \ldots , 5$. The corresponding detection probabilities are as follows.

<table>
<thead>
<tr>
<th>i</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_d$</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Decision fusion: 5
Sensor system: Sensors PF: Equal z, Unequal k
Sensors PD: Equal $\pm$ Unequal $\pm$

| Threshold of detection of false alarm |
|-----------------|-----------------|-----------------|
| Fusion center   | Fusion center   | Fusion center   |
| PDMAX = 0.95000 | PPMIN = 0.95000E-01 |

*After fusion, the detection probability is higher than the highest detection probability among all sensors for a wide range of false alarm probabilities lower than 0.05.

(2) Monotonicity with respect to the cost associated with acquiring the information.

(3) Robustness with respect to unknowns priors and, in general, any a priori uncertainty.

In case that robustness is not achievable, some form of monotonicity of the performance measure with respect to the a priori uncertainty should be required.

The three design criteria are intuitively pleasing. Furthermore, if a fusion

Table II. Fusion system of five dissimilar sensors in parallel topology. The sensors false alarm probabilities $P_a$ and detection probabilities $P_d$ are as follows:

<table>
<thead>
<tr>
<th>i</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_a$</td>
<td>0.05</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
</tr>
<tr>
<td>$P_d$</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Decision fusion: 5
Sensor system: Sensors PF: Equal $\pm$ Unequal $\pm$
Sensors PD: Equal $\pm$ Unequal $\pm$

| Threshold of detection of false alarm |
|-----------------|-----------------|-----------------|
| Fusion center   | Fusion center   | Fusion center   |
| PDMAX = 0.95000 | PPMIN = 0.95000E-01 |

*After fusion, the detection probability is higher than the highest detection probability among all sensors for a wide range of false alarm probabilities lower than the lowest false alarm probability among the five sensors.
Table III. Fusion system of four similar sensors in parallel topology. All sensors operate at the same false alarm probability and detection probability level \((P_f, P_d) = (0.05, 0.95)\). A single additional quality information bit is added to their decisions before they are transmitted to the fusion. The data that follows is Gaussian distributed with quality bit coefficients.*

<table>
<thead>
<tr>
<th>Cw</th>
<th>H1</th>
<th>H2</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>0.946</td>
<td>0.46</td>
</tr>
<tr>
<td>C2</td>
<td>0.052</td>
<td>0.54</td>
</tr>
<tr>
<td>C3</td>
<td>0.52</td>
<td>0.047</td>
</tr>
<tr>
<td>C4</td>
<td>0.48</td>
<td>0.953</td>
</tr>
</tbody>
</table>

Decision fusion: 4
Sensor system with quality bits
Sensors PF: Equal x Unequal
Sensors PD: Equal x Unequal

Threshold of detection of fusion center
Probability of false alarm of fusion center
PDmax = 0.95
PFmin = 0.85

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Probability of detection of fusion center</th>
<th>Probability of false alarm of fusion center</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.9564902</td>
<td>0.175551485</td>
</tr>
<tr>
<td>0.05</td>
<td>0.9695430</td>
<td>0.18986615</td>
</tr>
<tr>
<td>0.10</td>
<td>0.9795185</td>
<td>0.20329265</td>
</tr>
<tr>
<td>0.15</td>
<td>0.9891764</td>
<td>0.21597055</td>
</tr>
<tr>
<td>0.20</td>
<td>0.9973642</td>
<td>0.22784675</td>
</tr>
<tr>
<td>0.25</td>
<td>0.9993743</td>
<td>0.23908742</td>
</tr>
<tr>
<td>0.30</td>
<td>0.9999977</td>
<td>0.24954933</td>
</tr>
<tr>
<td>0.35</td>
<td>0.9999999</td>
<td>0.25909999</td>
</tr>
<tr>
<td>0.40</td>
<td>0.9999999</td>
<td>0.26975000</td>
</tr>
<tr>
<td>0.45</td>
<td>0.9999999</td>
<td>0.27949999</td>
</tr>
<tr>
<td>0.50</td>
<td>0.9999999</td>
<td>0.28929999</td>
</tr>
<tr>
<td>0.55</td>
<td>0.9999999</td>
<td>0.29919999</td>
</tr>
<tr>
<td>0.60</td>
<td>0.9999999</td>
<td>0.30909999</td>
</tr>
<tr>
<td>0.65</td>
<td>0.9999999</td>
<td>0.31909999</td>
</tr>
<tr>
<td>0.70</td>
<td>0.9999999</td>
<td>0.32909999</td>
</tr>
<tr>
<td>0.75</td>
<td>0.9999999</td>
<td>0.33909999</td>
</tr>
<tr>
<td>0.80</td>
<td>0.9999999</td>
<td>0.34909999</td>
</tr>
<tr>
<td>0.85</td>
<td>0.9999999</td>
<td>0.35909999</td>
</tr>
<tr>
<td>0.90</td>
<td>0.9999999</td>
<td>0.36909999</td>
</tr>
</tbody>
</table>

*After fusion, the detection probability is higher than the highest detection probability among all sensors for a wide range of false alarm probability, lower than the lowest false alarm probability among the true sensors. The additional quality bit information improves the performance significantly.

Table III. (Cont.) Comparative results from three different fusion systems with four \((N = 4)\) sensors, all operating at level \((P_f, P_d) = (0.05, 0.95)\) when the individual sensors transmit:

<table>
<thead>
<tr>
<th>PF</th>
<th>PD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.044</td>
<td>0.9955</td>
</tr>
<tr>
<td>0.084</td>
<td>0.9996</td>
</tr>
<tr>
<td>Raw data (best contribution) PF (4)</td>
<td>0.081</td>
</tr>
</tbody>
</table>
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In addition to the three design criteria, several other communication aspects related to networks of distributed sensors need to be taken into consideration in the design of a data fusion system. In a network of geographically distributed sensors, the system is designed according to these criteria, its performance will be superior to any of its subset of its components. The three criteria were used in the design of a fusion system consisting of two consulting sensors in the presence of communication cost. Several fusion schemes that satisfied different optimality criteria were designed according to these three criteria.

Figure 2. Parallel sensor topology
communication aspects, like delays associated with the transmission of data or information from sensor-to-fusion and sensor-to-sensor, and channel errors, must be taken into account in the design of the fusion. The optimal fusion in the presence of delays in the transmission of information from the sensors to the fusion and errors due to noisy communication channels was designed in [20] for the parallel sensor topology. Figures 4, 5 and 6 show how commun-

![Diagram of sensor topologies](image)

**Figure 3.** Serial sensor topology.

Table IV. Fusion system of two similar sensors in parallel topology. Both sensors operate at the same false alarm probability and detection probability level ($P_f, P_d$) = (0.05, 0.95), $i = 1, ..., 5$. A single additional quality information bit is added to their decisions before they are transmitted to the fusion. The quality bit coefficients are the same as in Table III. After fusion, the detection probability increased beyond that of each sensor individually for false alarm probability lower than the sensors false alarm probability, which is not feasible without the use of quality bit information (Theorem 1). The additional quality bit information improves the performance significantly.

<table>
<thead>
<tr>
<th>Sensor fusion: 2</th>
<th>Sensor system with quality bit:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensors PF: Equal</td>
<td>Unequal -</td>
</tr>
<tr>
<td>Sensors PD: Equal</td>
<td>Unequal -</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Threshold of detection in fusion center</th>
<th>Probability of false alarm in fusion center</th>
<th>Probability of false alarm in fusion center</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD&lt;sub&gt;MAX&lt;/sub&gt; = 0.0040</td>
<td>0.99999</td>
<td>0.00111</td>
</tr>
<tr>
<td>$P_f$</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>$P_d$</td>
<td>0.95</td>
<td>0.95</td>
</tr>
</tbody>
</table>

![SNR vs Probability of Detection](image)

**Figure 4.** Probability of detection after fusion for different delays. Decision fusion with three similar sensors, with equal signal to noise ratios, in parallel topology. The parameter $p$ indicates the probability that a decision from a sensor is present at the fusion during the fusion period. The sensor decisions are fused according to the OR rule.
Figure 5. Probability of detection after fusion for three different fusion rules and delay 0.9. Decision fusion with three similar sensors in parallel topology. The fusion rules that were used to fuse the sensor decision were the OR, the AND, and the Majority-OR rule (ML-OR). In the ML-OR rule, decision fusion is done using the majority rule when all the decisions are present at the fusion, otherwise the OR rule is used. The OR policy is the optimal fusion rule.

The presence of delays in the transmission of both information and control signals has been considered in Refs. 21-24, where the minimum mean squared error filter and the optimal quadratic cost controller were derived in the presence of transmission delay and uncertainty in the sampling times.

Another point that needs to be addressed is sensor fusion is the possible mismatch among different sensors. In various circumstances, either due to geographical disparity or misalignment, different sensors may not gather data from precisely the same geographical region, or may not observe the same phenomenon or process simultaneously. Hence, a mismatch error may occur which need to be considered in the design of the fusion. The difficulty arises when the mismatch cannot be resolved from the data collected from the different sensors. In this case it is necessary that the mismatch is modeled mathematically, if possible. The model can then be incorporated in the design of the fusion. However, it is not always possible to identify a suitable mathematical model to describe sensor mismatch. When a mathematical model for the sensor mismatch is not available, data fusion should take place at the signal level by taking into consideration the constraints imposed by the problem and sensor physics. This is for example the case in stereo image registration. 25 A mathematical model for sensor mismatch, particularly useful in radar data fusion and pixel registration in stereo vision, was introduced in Ref. 25 along with different fusion designs. The reader is referred to Ref. 25 for some interesting and surprising results in sensor fusion with sensor mismatch.

**DATA FUSION AT THE SIGNAL LEVEL**

A typical example of sensor fusion at the signal level occurs in image processing. One of the tough problems in stereo vision is the pixel registration between...
a left and a right image. In order to reconstruct depth from stereo (images), the pixels that correspond to the same point on the object must be first identified. Since the transformation from the object to the left and right images (i.e., the projection from the 3-D space of the object onto the 2-D spaces of the right and left images) does not maintain this information, this information is not retrievable from geometrical modeling and explicit mathematical inversion. For a given pixel on the left image that is turned on (dark spot in Figure 7), there is a multiplicity of pixels on the right image that can correspond to the same point on the object. As a matter of fact, all the intersection points between the line of sight associated with a turned-on pixel on the left image with all the lines of sight that correspond to pixels that are turned on on the right image qualify as legimate associations. In Figure 7, a possible registration among pixels from the two images is shown. In Figure 7, a dark pixel indicates that an object is present, whereas a light pixel indicates the absence of an object. All intersections among lines of sight from pixels that are "on" correspond to legitimate registrations. The particular registration that is shown in Figure 7 (blacken intersection points) corresponds to a flat object (identical depth). Since a mathematical model for fusing the information from the right and left images in order to generate proper registrations is not available, an alternative way may be used to fuse the information based on properties and constraints imposed by the physics of the problem.

A neural-type algorithm that is based on excitatory and inhibitory connections (synapses) among the pixels imposed by the physics of the problem has been successfully used for stereo image registration. Besides the fact that no analytical model is always required to describe the phenomenon or the process that generates the data, an additional advantage of the neural approach is the parallel processing capabilities which allow for large amount of data included in raw signals to be processed efficiently.

The matching algorithm is based on physical constraints imposed by the assumed relative smoothness of the object surface. The assumptions the fusion algorithm is based on are:

1. Each point in an image can have one depth value only.
2. A point is very likely to have a depth value near the values of its neighbors.

The same two assumptions were first used for image registration by Marr and Poggio. The algorithm in Ref. 26 resembles that of Ref 28. The algorithm is recursive in nature and converges when all pixels on one image have been associated with pixels on the other image. It is given by:

\[
C_{x,y}(x',y',d) = \alpha \sum C_{x,y}(x,y,d') + \beta \sum C_{x,y}(x',y',d')
\]

where \(S\) corresponds to the excitatory connections and \(O\) corresponds to the inhibitory connections among pixels. The constants \(\alpha\), \(\beta\), and \(\gamma\) are chosen to guarantee the best match. The function \(C\) is a sigmoid function and is given the value one if a certain threshold is exceeded and zero otherwise. The third term in (1) is a bias that is introduced and may reflect additional information included in the initial registration. By choosing the excitatory and inhibitory regions \(S\) and \(O\) properly, stereo images from objects with different degrees of smoothness can be registered. Notice that the algorithm (1) can be implemented entirely in parallel. A neural network equivalent schematic implementation is shown in Figure 8. The circles in Figure 8 correspond to neurons and are

![Figure 7: Stereo camera image fusion](image)

![Figure 8: Artificial neural network for stereo image fusion](image)
associated with the intersections of the lines-of-sight from the pixels of the right and left cameras. Each grid in Figure 8 represents a layer in the neural network. Synapses (i.e., interconnections) among the neurons are among the six closest neighbors on the same layer, and on one layer above and one layer below. The eight excitatory connections correspond to neurons that correspond to points that have the same depth as the point of interest. If the neurons with the excitatory interconnection are on, they tend to reinforce the depth that corresponds to the point of interest. However, if the neurons with inhibitory connections are on, they tend to keep the point of interest off, since only one depth value can be assigned to a point. A depth map that resulted from the registration of two stereo images using the described ANN is shown in Figure 9 along with the unregistered stereo images. A "1" in the stereo image indicates that the pixel "on," whereas a "0" indicates that the pixel is off. The value in the depth map indicates depth. An interpolation algorithm can be used to smooth out the depth values.

Once the matching coordinate pairs from the left and right image have been found, the depth can be retrieved from the geometrical relationships that hold in perspective projection by

\[ z = f \frac{2dl}{x - x'} \]  

(2)

where \( z \) is the depth, \( (x', y') \) is the corresponding right and left coordinate pixel pair, \( f \) is the camera focal length, and \( 2d \) is the distance between the two cameras in the direction of the \( z \)-axis. For a more detailed description of the registration algorithm and applications of the algorithm on tracking 3-D moving objects see Ref. 35. In Ref. 35 a detailed analysis of the fusion of stereo images and range radar data for tracking objects sustaining 3-D translational and rotational motion is given. Simulation results in Refs. 35 and 36 indicate that fusion of information as diversified as stereo images and range radar measurements improves the tracking accuracy considerably.

In the pixel registration fusion problem, the statistical model that was introduced in Ref. 25 can be applied to model the mismatch mathematically. However, certain geometrical assumptions that are camera position dependent need to be made first, thus making the modeling somewhat artificial. Hence, the fusion approach that is based on physical constants imposed by the physics of the problem and direct processing of the data at the signal level alleviates the artificial geometrical assumptions required in the mathematical modeling of the mismatch. However, no matter what the approach, information mismatch is an important aspect of sensor fusion. From our experience, it seems that in the presence of mismatch, information fusion is performed more efficiently at the signal level if a naturally arising mathematical model to describe the mismatch is not available.

**DATA FUSION AT THE EVIDENTIAL LEVEL**

Two major evidence combining theories have dominated the field of distributed evidence processing: the Bayesian theory \(^1\) \(^2\) \(^3\) \(^4\) \(^5\) \(^6\) \(^7\) \(^8\) \(^9\) \(^10\) \(^11\) and the Dempster-Shafer's (D-S) theory \(^1\) \(^2\) \(^3\) \(^4\) \(^5\) \(^6\) \(^7\) \(^8\) \(^9\) \(^10\) \(^11\). Both theories have advantages and disadvantages. Proponents of the D-S theory criticize the Bayesian theory for lack of flexibility when it comes to fuzzy decisions, i.e., when the available evidence does not support hard decisions. On the other hand, proponents of the Bayesian approach criticize the D-S theory for lack of robustness in the axiomatic definition of evidence through independent experts. In this article we present a new theory that unifies the Bayesian with the D-S theory. The Generalized Evidence Processing theory that is presented in this paper, and was introduced in Ref. 29, combines the advantages of both theories without, we believe, any of their disadvantages. To simplify our presentation, we only consider the binary hypothesis testing case throughout this paper. Generalization to the multiple hypothesis cases can be done routinely. The mathematical expressions become more complicated, yet the structure of the theories remains the same. The new Generalized Evidence Processing (GEP) theory unifies the Bayesian theory with the Dempster-Shafer theory in a general framework.

**Generalized Evidence Processing Theory**

Let \( H_0, H_1 \) be the two hypotheses under test. The probability space is partitioned into two regions according to the events \( \{ \omega \in H_1 \} \) and \( \{ \omega \in H_0 \} \) with associated probabilities \( P_1, P_0 \) respectively, where \( P_1 + P_0 = 1 \).

Let \( d_{a_i} \) and \( d_{a_i} \) be a frame of discernment used by a decision maker to partition the probability space according to the gathered evidence, where the three decisions correspond to the propositions "\( H_0 \) true," "\( H_1 \) true," and "\( H_0, H_1 \) true," respectively. The decision \( d_{a_i} \), where \( i \) stands for "on," indicates the usability of the decision maker to come up with conclusive evidence on the true nature of the hypothesis.

In the classical probabilistic (Bayesian) framework the probability associated with \( d_{a_i} \) is equal to

\[ P[d_{a_i}] = P[H_0 \mid d_{a_i}] \times P[H_0] + P[H_1 \mid d_{a_i}] \times P[H_1] \]  

(3)
since $H_a$ and $H_i$ coincide a disjoint coverage of the probability space over which the evidence processing problem is defined. As it was mentioned earlier, the apparent weakness of the Bayesian theory to incorporate nonmutually exclusive, i.e., redundant, propositions give rise to the D-S theory, which is particularly efficient in dealing with fuzzy propositions. However, an extended unified framework can be used to create a unified evidence theory that includes both the Bayesian and D-S theory as special cases and is suitable for sensor fusion systems design.

Let $z$ be the transformation from the initial event space $\Omega$ into the observation (data) space $Z$, i.e.,

$$ z: \Omega \rightarrow Z $$  

(4)

and $d$ be a transformation from the observation space into the decision space $D$, i.e.,

$$ d: Z \rightarrow D $$  

(5)

Let $\{dP(z|H_i), P(H_i); i = 0, 1\}$ be the probability measure on $Z$. Let $C_i$ be the cost associated with a decision $i$ when the true hypothesis is $H_i$. Define the mapping $d$ so that the cumulative risk

$$ R = \sum_{i=0}^{2} \sum_{j=0}^{1} C_j P_i \int_{Z} dP(z|H_i) $$  

(6)

is minimized, where $d_j = d_{j=1}$ is the ambiguous decision. In (6), the regions $Z_i$ indicate the partition of the observation space according to the decision rule $d$, where $Z_i$ indicates the region of the observation space in which the decision is $d_i$. Notice that the partition of the observation space is made according to the set of decisions that is chosen a priori, and that in any given set of particular decisions may favor a specific hypothesis more or less, opposite to what is customary in the Bayesian theory. However, it is not clear from (6) if such a partition is feasible, since the decision rule is defined through $R$ which depends on the partition $[Z_i]$. We show next that for a proper choice of the costs $C_i$, there exist partitions $[Z_i]$ that define legitimate probability measures on $D$, and thus a generalized decision rule $d$.

Rewriting Eq. (6) as

$$ R = \sum_{i=0}^{2} \sum_{j=0}^{1} \int_{Z} \left[ P_i C_j dP(z|H_i) + P_i C_i dP(z|H_i) \right] $$  

(7)
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the total risk is minimized if the decision rule assigns $z$ (the observation) to the region that corresponds to the least integral under the three integrals in (7). Hence, the decision rule becomes

$$ \frac{d}{d_{i=0,1}} \left[ P_i C_j dP(z|H_i) + P_i C_i dP(z|H_i) \right] $$  

(8)

and symmetrically for the other alternatives. Dividing both sides of (8) by $dP(z|H_i)$ and defining $M_i = dP(z|H_i)/dP(z|H_i)$, the decision rule becomes

$$ \frac{d}{d_{i=0,1}} \left[ P_i C_j M_i \right] $$  

(9)

where $d_1 = d_{j=1}$. Similarly,

$$ \frac{d}{d_{i=0,1}} \left[ P_i C_j M_i \right] $$  

(10)

and

$$ \frac{d}{d_{i=0,1}} \left[ P_i C_j M_i \right] $$  

(11)

From (9)-(11), it is seen that the decision rule depends on the relative values of the $C_j$ costs. We examine three different cases to illustrate the significance of the $C_j$'s.

Case 1

The associated cost for correct decision is zero, i.e., $C_{11} = C_{22} = 0$, while the cost of incorrect guessing is higher than the cost associated with indecision under both hypotheses, i.e., $C_{11} > C_{22}$, for every $i \neq 2$ and $j = 0$ or 1. Under these conditions, the decision rule becomes

$$ \frac{d}{d_{1=0,1}} \left[ P_i C_j M_i \right] $$  

(12)

Similarly,

$$ \frac{d}{d_{1=0,1}} \left[ P_i C_j M_i \right] $$  

(13)

and

$$ \frac{d}{d_{1=0,1}} \left[ P_i C_j M_i \right] $$  

(14)

In this case, it is seen from (12) through (14) that the optimal test (decision rule) $d$ is of the likelihood type with the decision region dependent on the
relative values of $C_m$. Different numerical applications are considered next to further illustrate the significance of the $C_m$'s.

Case 1.1. $C_{10} = C_{11} = 0$, $C_{00} = C_{01} = 1$, and $C_{20} = C_{21} = 1/3$. In this case $C_{10}/C_{00} = 1$, $C_{10}/(C_{00} - C_{11}) = 0.5$, and $(C_{10} - C_{20})/C_{21} = 2$. The partition of the LR by the decision rule in this case is shown in Figure 10. From this figure, it is seen that in this case the indecision region lies between the two definite decision regions, which corresponds to the way that we would intuitively have picked the indecision (uncertainty) region relative to an LRT.

Case 1.2. $C_{10} = C_{11} = 0$, $C_{00} = C_{01} = 1$, and $C_{20} = C_{21} = 0.5$. In this case $C_{10}/C_{00} = C_{10}/(C_{00} - C_{11}) = (C_{10} - C_{20})/C_{21} = 1$, i.e., all three thresholds are the same, and the indecision region is completely eliminated. The partition of the LR by the decision rule is shown in Figure 11. It corresponds to a standard binary hypothesis-binary decision Bayesian problem.

Case 1.3. $C_{10} = C_{11} = 0$, $C_{00} = C_{01} = 1$, and $C_{20} = C_{21} = 2/3$. In this case $C_{10}/C_{00} = 1$, $C_{10}/(C_{00} - C_{11}) = 2$, and $(C_{10} - C_{20})/C_{21} = 1/2$. The partition of the LR by the decision rule in this case is shown in Figure 12. In this case the two definite (hard) decision regions are sandwiched between the two indecision regions opposite to what one would intuitively have defined as an indecision region in an LRT, and exactly opposite to Case 1.1.

Case 2

$C_{10} = C_{11} = 0$, $C_{00} = C_{01}$. In this case $C_{10}/C_{00} = 1$, $C_{10}/(C_{00} - C_{11}) = x$, and $(C_{10} - C_{20})/C_{21} = a$. The partition of the LR into different decision regions is shown in Figures 13 and 14, depending on the value of $a$. In Figure 13, $a > 1$, and the decision $d_0$ is completely eliminated. In Figure 14 where $a < 1$, there are three decision regions: $d_1$, $d_2$, and not $d_1$. According to the definition of the three possible decisions, the decision "do not decide $d_1"$ must be interpreted as the fuzzy decision "$d_0$" or "$d_2"" and not as "decide in favor of $H_i$".

Case 3

If in the above cases $C_{10} > C_{11}$, $i \neq 2$ and $j = 0, 1$, the LRT in (13) is reversed and the threshold in (14) becomes negative. Under these circumstances, the decision regions in the previous cases are reversed.
Figure 13. Case 2, α > 1. Decision d_0 is completely eliminated.

From all the cases discussed above, it is apparent that if the decision rule is chosen to minimize a certain decision cost, then the indecision region depends on the choice of the associated costs. Hence, the probability masses can be assigned to the different propositions (decisions) in an optimal fashion so that the total risk is minimized, instead of being assigned arbitrarily as in the D-S theory.

Combining Rule

Let \( U = \{ u_1, u_2, \ldots, u_n \} \) be the set of peripheral sensor decisions at the fusion center. Each \( u_i \) belongs to the set \( \{ d_0, d_1, d_2 \} \). Let \( w_u \) be the cost associated with the fusion deciding in favor of proposition \( d_i \) when the true hypothesis is \( H_j \). If \( \alpha \) designates the decision of the fusion, the total cost at the fusion is then

\[
R_\alpha = \sum_i \sum_{j=1}^{N} w_u P_j \int_{R_\alpha} dP(u_j | H_i)
\]

(15)

Assuming that the decisions from the peripheral sensors are independent conditioned on each hypothesis, (15) can be written as

\[
R_\alpha = \sum_i \sum_{j=1}^{N} w_u P_j \int_{R_\alpha} dP(u_j | H_i) = \sum_i \sum_{j=1}^{N} w_u \prod_{k=1}^{N} \int_{R_\alpha} dP(u_k | H_i)
\]

\[
= w_{u_1} P_1 \int_{R_\alpha} dP(u_1 | H_1) + w_{u_2} P_2 \int_{R_\alpha} dP(u_2 | H_2) + w_{u_3} P_3 \int_{R_\alpha} dP(u_3 | H_3)
\]

(16)

\[
= \int_{R_\alpha} [w_{u_1} P_1 dP(u_1 | H_1) + w_{u_2} P_2 dP(u_2 | H_2) + w_{u_3} P_3 dP(u_3 | H_3)]
\]

(17)

The decision rule that minimizes the total cost assigns a particular combination of peripheral decisions \( U \) to that region that gives rise to the smallest integrand. Assuming that \( w_u = 0 \), i.e., that there is no penalty for deciding correctly (a reasonable assumption in evidence processing), and that \( w_{u_j} - w_{u_i} > 0 \) for every \( j \), i.e., that the cost of indecision is lower than the cost of deciding incorrectly, the test at the fusion becomes

\[
\Lambda(u) = \sum_{i=1}^{N} P_i w_{u_i}
\]

(18)
Similarly,
\[ A(u) = \frac{dP(u|H_1)}{dP(u|H_0)} = \frac{dP(u_1|H_1) \cdots dP(u_n|H_1)}{dP(u_1|H_0) \cdots dP(u_n|H_0)} = \prod_{i} P_{d_i} \frac{1 - P_{d_i} - Pr_i}{1 - P_{d_i} - Pr_i} \prod_{i} P_{d_i} \]

where

\[ A(u) = \frac{dP(u|H_1)}{dP(u|H_0)} = \frac{dP(u_1|H_1) \cdots dP(u_n|H_1)}{dP(u_1|H_0) \cdots dP(u_n|H_0)} \]

\[ = \prod_{i} P_{d_i} \frac{1 - P_{d_i} - Pr_i}{1 - P_{d_i} - Pr_i} \prod_{i} P_{d_i} \]

and

\[ A(u) = \frac{dP(u|H_1)}{dP(u|H_0)} = \frac{dP(u_1|H_1) \cdots dP(u_n|H_1)}{dP(u_1|H_0) \cdots dP(u_n|H_0)} \]

where \( P_{d_i}, P_{r_i} \) indicate the probability masses at sensor \( i \) associated with the fuzzy decision (or, indecision) \( d_{m_i} \) under the hypotheses \( H_1 \) and \( H_0 \) respectively. \( S_1 \) is the set of those decisions from the set \( U \) which favor \( d_1(H_1) \), \( S_0 \) is the set that favors \( d_0(H_0) \), and \( S_{-1} \) is the set from the peripheral decisions \( U \) that favors \( d_{-1}(H_0 \text{ or } H_1) \) i.e., the undecided. Naturally, \( U = S_0 + S_1 + S_{-1} \).

From (18), (19), and (20), it follows that the optimal decision rule at the fusion is a likelihood ratio test. If we look at Eq. (21), the distribution of the LR under the two hypotheses is given by

\[ P(\log A(u)|H_0) = P(\log A(u)|H_1) \ast \ast \ast P(\log A(u)|H_2) \]

where “\ast” indicates convolution, with

\[ P(\log A(u)|H_0) = (1 - P_{r_1} - P_{d_1}) \delta(\log A(u)) + \frac{1 - P_{r_1} - P_{d_1}}{1 - P_{r_1} - P_{r_2}} P_{r_2} \delta(\log A(u)) - \log \frac{P_{r_2}}{P_{r_1}} \]

and \( \delta(x) \) is the Kronecker’s delta function, i.e., \( \delta(x) = 1 \) if \( x > 0 \) and zero otherwise, and

\[ P(\log A(u)|H_1) = (1 - P_{d_1} - P_{r_1}) \delta(\log A(u)) - \log \frac{1 - P_{d_1} - P_{d_2}}{1 - P_{r_1} - P_{r_2}} + P_{r_2} \delta(\log A(u)) - \log \frac{P_{r_2}}{P_{r_1}} \]

and

\[ P(\log A(u)|H_2) = (1 - P_{d_1} - P_{r_1}) \delta(\log A(u)) - \log \frac{1 - P_{d_1} - P_{d_2}}{1 - P_{r_1} - P_{r_2}} + P_{r_2} \delta(\log A(u)) - \log \frac{P_{r_2}}{P_{r_1}} \]

where the probabilities in Table V are conditioned on each hypothesis, and \( r = 0, 1, 2 \). Thus, each \( m_i, j = 1, 2, 3 \) in Table V is a conditional probability for \( r = 0, 1, 2 \). Hence, the initial probability combining takes place among conditional probabilities only. For \( r = 0, 1, 2 \), each product term in Table V is a probability mass on the LRT coordinate axis with abscissa \( m_i|d|m_j|d \) for every \( d = d_0, d_1, d_2 \). Evidence combining under each hypothesis is done from Table V by summing the probabilities from Table V whose abscissa fail in specified intervals specified either by an optimization criterion, or a certain desired performance. Hence, for \( d = d_0, d_1, d_2 \), evidence combining under each hypothesis \( H_r \), \( r = 0, 1, 2 \), is done according to the threshold rule

\[ m_i|d|m_j|d \rightarrow \text{decision} \rightarrow m_i|d|m_j|d \in F_i \]

\[ m_i|d|m_j|d \rightarrow m_i|d|m_j|d \rightarrow \text{decision} \rightarrow m_i|d|m_j|d \in F_i \]

and

\[ m_i|d|m_j|d \rightarrow m_i|d|m_j|d \rightarrow \text{decision} \rightarrow m_i|d|m_j|d \in F_i \]

for all \( k, m, r \), where \( r \) is the threshold of the LRT’s associated with the different decisions that minimize some risk function.

If multiple hypotheses (more than two) are tested, the combining rule remains the same as far as combining the belief function of the individual sources at the
fusion to generate the new conditional belief function under each hypothesis. However, the association of the new belief function with the fusion of the set of admissible decisions must be done by using the multiple hypotheses IRT [12] or another test that optimizes some performance measure.

Thus, evidence combining at the fusion is done conditioned on each hypothesis separately. The evidence is then associated with the admissible decision unconditionally using an IRT or a test that optimizes some performance measure. Notice that the set of decisions need not be the same as the set of hypotheses. Thus, evidence combining and decision making are understood as separate concepts in the framework of the Generalized Evidence Combining Theory.

The generalization of the Bayesian (and N-P) theory by the Combined Theory is straightforward. An interpretation is probably required to incorporate the D-S theory into the Combined Theory. If the probabilities $P(k_i = H_i)$, $i = 1, 2, 3$, are considered as the (conditional) bpa’s (basic probability assignments) of the D-S theory for the $i$th sensor, $i = 1, 2, 3$, under hypothesis $H_i$, $i = 0, 1$, the evidence from the different sensors at the fusion is combined using the conditional distribution of the LR under the different hypothesis according to Table V. Hence, at the fusion a new (conditional) belief function is generated using the decision thresholds at the fusion. The (hard) decisions at the sensors are used to simply produce a hard decision at the fusion, if needed, according to some optimality criteria. In that respect, the GEP theory not only defines and processes the evidence according to an a priori set of optimality criteria, but also provides for hard decisions. It does so both at the sensors and fusion level according to the a priori set optimality criteria, which the D-S theory is incapable of doing, at least on a non-heuristic basis. For example, in the D-S theory a hard decision can be made if the belief function exceeds a certain threshold. However, an increase of the belief in a given proposition does not necessarily imply that the belief in a contradictory propositions decreases. If this is the case, it is very difficult to make hard decisions with the D-S theory, even if needed.

In the D-S theory the combining rule circumvents the problem of conflicting propositions by neglecting their masses and renormalizing the masses of the nonconflicting propositions. The renormalization is done by dividing the masses of nonconflicting propositions by the mass associated with the conflicting propositions. The combined support (belief) function is defined by

$$m = m_1 | m_2 = \frac{\Sigma_{i, u} m_1(A_i)m_2(B_i)}{1 - \Sigma_{i, u} m_1(A_i)m_2(B_i)}$$

(27)

where $m_1$ and $m_2$ designate the support (belief) functions from the two different sources of evidence defined over the same frame of discernment, and "0" is the empty set. However, in the theory that we introduced there are no conflicting masses at the costs $w_u$ are properly chosen to avoid conflict. Furthermore, the combined evidence processing theory can be used to choose the proper thresholds in the combining rule either to minimize the total risk or maximize the detection probability for fixed false alarm and decision probability. Both these properties are highly desirable in sensor integration and decision fusion problems where we want to design a fusion system so that its performance can be assessed a priori and according to certain design criteria and specifications.

Hence, the new theory that we introduce combines the advantages of the Bayesian theory, as far as optimizing the performance of the decision (fusion) system is concerned according to deterministic optimality criteria, with the flexibility of the D-S theory, by allowing fuzzy decisions to be considered. Furthermore, it avoids the weaknesses of the D-S theory related to the choice of bpa's and the conflicting evidence in the Dempster's combining rule. Moreover, when needed, it also allows for hard decisions at both sensors and fusion level. The D-S theory is incapable of doing so, at least in an unambiguous way.

**DATA FUSION AT THE LEVEL OF DYNAMICS**

At the level of dynamics, a mathematical model of the phenomenon or the process from which data is being collected using different sensors is required. The mathematical model need not be identical for each sensor. For example, one sensor may only monitor a subset of the parameters that describe the phenomenon, or the states that describe the process. Yet, a global fusion model that integrates all the submodels that are used at the sensors must exist for coherent data fusion.

Since the observations at the sensors constitute a transformation of the parameters of the phenomenon or the states of the process into the observation space, a coherent observation model can be built at the fusion to integrate the observations from the different sensors.

Let $z$ be the set of parameters or states that describe the phenomenon or the process under observation by sensor $i$ in some convenient coordinate system $C$. We assume then that there is a mathematical model in the form of

$$g(x, z^i) = 0 \quad i = 1, \ldots, K, \quad u_m, m = 1, \ldots, M, \quad w_u, n = 1, \ldots, N, \quad i = 0$$

(28)

that describes the phenomenon or the process from which data is collected, where $z^i$ designates the $i$th order derivative, $u_m$ are possible known inputs (controls), and $w_u$ are unknown disturbances (deterministic or stochastic), and $i$ designates time. Associated with the dynamic model (28) there is an observation model

$$g, f(x)$$

(29)

where $x$ indicates the measurements at the $i$th sensor and $f$ is the transformation from the parameter or state space $X$ into the observation space $Z$, i.e.
The transformation \( f \), can be either deterministic or stochastic.

Depending on the scenario, a sensor may either pass its observations to the fusion directly as raw data, or it may process it into some form of "meaningful" information. By the word meaningful we imply that the information from the sensor has a utilitarian value at the fusion. Let the meaningful information from the \( i \)-th sensor that process its data be designated by \( r_i \). The information \( s_i \), when \( s_i = f_i(x) \), can be a qualitative estimate of the parameters of the phenomenon or the process states, or some form of evidence that may support a certain proposition that can be used to determine the true nature of a hypothesis that affects the parameters or the state of the phenomenon or the process that is observed.

Hence, unprocessed (raw) and processed data from the different sensors may be present at the fusion. Before this data is fused, it should be converted into a common coordinate frame. The transformation from the sensor coordinate frame into the common one may be non-linear which can complicate any further processing and fusion. If the translation of all data from the different sensors into a common framework is not forthcoming, it may be preferable to obtain estimates from some of the sensors first, and subsequently fuse the estimates with the remaining data.

Let \( T \) designate the subset of the sensors whose data is converted into a common coordinate frame and fused together at the fusion. Also, let \( P \) designate the subset of sensors that either transmit processed data to the fusion or whose data have been processed separately at the fusion before being converted into the common coordinate system. Then, the fusion combines the data according to some rule

\[
\mathbf{A} : \mathbf{A}(x, \hat{x}(x)) ; i \in T, j \in P \tag{31}
\]

The rule \( \mathbf{A} \) is a mapping that fuses the information from the sensors into some desired form of semantically meaningful form. The form can be estimates of the parameters of the observed phenomenon or the process states, evidence supporting some proposition, a decision about the true nature of a hypothesis, or may constitute a reconstruction of the parameters or the states themselves as in image fusion for example.

From (31) it is seen that the fusion method is application driven. It is evident that the transformation \( s_i = f_i(x) \) and \( f_i(x) \), \( i \in P \), must be chosen so that the objective at the fusion is accomplished in the best possible way.

**A SENSOR INTEGRATION AND DATA FUSION PARADIGM**

To illustrate the theoretical concepts that were developed in the previous sections, we consider a sensor integration and data fusion paradigm that incorporates all three different levels of data fusion described in the architecture of Figure 1. The paradigm involves a multiple sensor system that can be used for object recognition, identification, and tracking. Similar problems arise in autonomous vehicles, intelligent robots. target trackers, space navigators, etc.

We consider that data from an object sustaining translational and rotational motion in the three-dimensional space is collected using a pulse radar, \( 14 \) a range radar \( 13 \) and a stereo camera. \( 15 \) The data from the different, and in particular, diversified sensors need to be integrated together. We proceed to describe one possible sensor integration approach by analyzing the necessary stages required to track the moving object.

Since we would like the fusion to exhibit "intelligent-like" behavior, we must assume that it must be capable of first recognizing the existence of an object before tracking it. Hence, the data should be fused so that the presence of an object can be detected and its identity identified first. Once this is done, estimates of the position, velocity, and possibly acceleration, must be generated by fusing the proper data together in order to track the object.

Hence, the first stage of data fusion should involve the object detection and identification. This can be done separately from the tracking, or it can be integrated with it depending on the data that is used for detection and identification, and on the fusion architecture. If stereo images are used for detection and identification, data representation \( 1 \) between the left and right images of the stereo camera is required first. The registered images can be used to reconstruct the object for detection and identification purposes, recover depth, or obtain estimates of the object position, velocity, or acceleration depending on the fusion architecture. But image registration the artificial neural network described in Figures 2 and 3 can be used. Once the object stereo image is reconstructed by standard image processing or artificial neural network techniques, the existence of the object can be detected using either correlation and matching techniques or content addressable methods. Similar techniques can be used to identify and classify the object.

So far in the described processing the sensor integration involved only the registration of pixels in the stereo imagery. The detection and identification was then done using the stereo data exclusively. However, if data from a pulse radar or radars is also available as in the paradigm that is considered, we would like to take it into consideration, along with data from the stereo images, in order to enhance the detection and identification capabilities of the system. In the paradigm at hand, the integration of stereo image data with pulse radar(s) data constitutes the first stage of data fusion in the data sensor integration process that involves data from different types of sensors.

In this particular paradigm, where image data is fused with pulse radar data, the different format of the data from the camera and the radar does not allow for a direct integration of the information at the data level. Thus a transformation is required first before fusion takes place. The integration of the pulse radar(s) data with the image data can take place at the evidential level, the second level in the architecture of Figure 1. Evidence provided by the pulse radar(s)

\[ \text{Data registration is the association of pixels from the right image with pixels from the left image that correspond to the same object, or scene in general.} \]
and the stereo cameras can be combined using either the Generalized Evidence Processing theory, the Bayesian, or the Dempster-Shafer approach. No matter what the evidence combining approach is, a measure of confidence needs to be associated with the evidence provided by the cameras and the radar(s) about the presence or absence of the target. It is very important to note that in evidence combining the reliability of each evidence source must be integrated in the design of the fusion. Monotonicity of the detection and identification capabilities must be enhanced and not be compromised after fusion.1-10

In the stereo camera(s) case, a degree of confidence can be associated with the decision based on the stereo images by taking into account the visibility conditions at the time the images were taken, the accuracy of the processing algorithm, and the resolution of the cameras. For the radar data, the detection and false alarm probabilities can be used as a measure of confidence on the radar decisions. Once the degrees of confidence, i.e., the measures of support, are available, the evidence from the cameras and the radar(s) can be fused into a final decision supporting either the presence of the object, or its absence. Depending on the permissible decisions, the result of the evidence fusion may be inconclusive too.

For a single radar the generic model that is used for target detection is

\[ \varepsilon = \begin{cases} \text{s + n if } H_1 \text{ is true} \\ \text{n if } H_0 \text{ is true} \end{cases} \]  

(32)

where \( s \) is the known signal and \( n \) the noise. For the model (32), the presence of the target can be detected using the decision rules (9) through (11) in the GEP theory. The associated belief functions can be obtained from the partition of the observation space induced by the decision boundaries and the statistical assumptions about the noise \( n \) in the model (32). The evidence of the cameras and the radar(s) can be then combined into final inference regarding the presence of the object (target) using Table V for evidence combining and rule (24) for decision making.

Once the presence of the object is detected, or suspected in the case of inconclusive evidence, the available data from the sensors can be fused at the dynamics level to generate position, velocity, and acceleration estimates.

For fusion at the level of dynamics it is required that a mathematical model of the observed phenomenon or the process is available. For the tracking paradigm, it is assumed that the moving object is either maneuvering with constant velocity or constant acceleration. In both cases, the moving object model can be described by a linear stochastic differential equation driven by noise

\[ x(t) = Ax(t) + Gw(t) \]  

(33)

where \( x(t) \) is the state of the moving object, \( A \), the state matrix, \( G \), a known matrix, and \( w(t) \) the noise process. The noise process can be modeled according to the information available about the moving object. Usually, it is assumed that \( w(t) \) is zero mean, white, Gaussian noise. The choice of the state vector in the model (32) may also depend on the choice of the sensor(s). For example, in the camera case the natural choice is the standard Cartesian coordinates since they naturally give rise to the perspective projection measurements describing the transformation from the 3-D object space onto the 2-D camera(s) image plane. In the case of range radar, it is more convenient to use the polar coordinates instead of the Cartesian ones since they are more noise immune. If different coordinate systems are used for different sensors, a common coordinate system must be chosen and all the data must be transformed to this common system before fusion. For the sake of simplicity, we assume that the measurements from both the camera(s) and the radar(s) are converted to a Cartesian coordinate system, i.e., that both camera(s) and range radar(s) use the same state definition in the dynamical model (33).

For each sensor (camera or range radar in our paradigm) an observation equation is associated with the process Eq. (33). The observation model is a transformation, linear or nonlinear, from the state space onto the measurement space and has the general form

\[ z_i(t) = H_i(x_i(t)) + v_i(t) \]  

(34)

where the transformation \( H_i(x) \) can be linear or nonlinear and depends on the attributes of the moving object that are being measured and on the sensors physics. The term \( v_i(t) \) is the observation process noise which is usually assumed to be a zero mean, white, Gaussian process uncorrelated or correlated with the process noise \( w(t) \). Different noise models can be used depending on the particular sensor. For a more detailed account on this subject the reader is referred to Refs. 26 and 30.

In the paradigm at hand, let \( z_i, x_i \) and \( z_j, x_j \) indicate the position measurements of the state vector of a point of the object after registration. The corresponding transformations \( H_i, H_j, H_k \) are then nonlinear and are given by the projection equations.26 For example, the transformation between \( (x, y, z) \) points of the object and pixel measurements on the left and right images are

\[ u_1 = f(x - d)(y - z) \]  

(35)

\[ u_2 = f(x + d)(y - z) \]  

(36)

in the \( x \)-axis direction, and

\[ v_1 = v \]  

(37)

in the \( y \)-axis direction, assuming that the image planes of the two cameras are on the same plane parallel to the \( xy \)-plane of the coordinate system. The transformations (35)-(37) are nonlinear. Similar transformations can be obtained for the velocities in the \( x \) and \( y \)-axis of the optical flow is measured and used at the fusion.26
On the other hand, the measurement model for the range radar is linear in which case \( H_r \), in the observation model becomes the constant matrix \( H_r = \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} \) if polar coordinates are used. If Cartesian coordinates are used the matrix \( H_r \) measures the position of the object in the \( x \), \( y \), and \( z \) directions. The integrated measurement model that is used to fuse the stereo images along with data from the range radar becomes

\[
\begin{bmatrix}
    z(t) \\
    z_r(t)
\end{bmatrix} = \begin{bmatrix}
    H(z_r(t)) \\
    H_r z_r(t)
\end{bmatrix} + \begin{bmatrix}
    v_r(t) \\
    v_r(t)
\end{bmatrix}
\]  

(38)

or, in a compact form

\[
z(t) = H(z(t)) + v(t)
\]  

(39)

where the matrix function \( H \) and the noises \( v_r(t) \) and \( v_r(t) \) are easily identifiable from the equations (35)-(37). With the fused data observed model (38), tracking, velocity, and acceleration estimates can be obtained using the Extended Kalman Filter (Fig. 15).

If a polar coordinate system is used to model the moving object dynamics at the range radar, the state definition between the camera(s) and the range radar(s) is different. Hence, a transformation from the polar coordinate system to the Cartesian system (or vice versa) as required before the data from the camera(s) and the range radar(s) can be fused together.

However, the transformation from the polar to Cartesian coordinate system is non linear resulting in a highly undesirable nonlinear data fusion model.

![Data Fusion for the Object Tracking Paradigm](image1.png)

**Figure 15.** Data fusion for the object tracking paradigm

Thornopoulos: Sensor Integration and Data Fusion

i.e., the fusion matrix function \( H_r(t) \) becomes highly nonlinear. Hence, in view of these nonlinearities, it might be beneficial to group sensors that use the same or linearly related coordinate systems together and fuse their data separately from other groups of sensors that use different coordinate systems that are not linearly related to the former. In the paradigm at hand, it might be preferable to fuse the data from the camera(s) and the range radar(s) separately to produce individual estimates in the respective coordinate systems, convert the estimates to a common coordinate system, and then fuse them together.

If \( z_r(t) \) and \( z_r(t) \) indicate the estimates obtained by fusing the data from the camera(s) and the range radar(s) separately, the estimates can be fused, for example, according to

\[
x(t) = \alpha(t) x_r(t) + \beta(t) T[x_r(t)]
\]  

(40)

where \( T[\cdot] \) designates the transformation from the Cartesian to the polar coordinate system, and \( \alpha(t) \) and \( \beta(t) \) are appropriate weighting factors that take into consideration the accuracy of the estimates, i.e., the associated covariance matrices. A possible form for these weighting factors might be:

\[
\alpha(t) = [P_r(t)^{-1} + P_a(t)^{-1}]^{-1} P_a(t)^{-1}
\]  

(41)

and

\[
\beta(t) = [P_r(t)^{-1} + P_a(t)^{-1}]^{-1} P_r(t)^{-1}
\]  

(42)

where \( P_r(t) \) and \( P_a(t) \) are the error covariances of the filters used for the camera(s) and range radar(s) data respectively.

The outlined fusion approach was used in Refs. 26, 35, and 36 to design a system for tracking objects sustaining 3-D translational and rotational motion by fusing data from stereo images and range radar measurements. Simulation of the fusion system has shown that fusion of the information as diversified as stereo images and range radar measurements can be fused together and result in a substantial improvement of the tracking accuracy even when the object sustains both translational and rotational 3-D motion. For a detailed description of the fusion system and extensive simulation results the reader is referred to Refs. 25, 35, and 36. An integrated model for multiple target tracking that fuses radar radar data with range radar data and stereo images, and alleviates the need for separating the detection and identification part of the data fusion from the estimation (tracking) part is being developed by INTELNET.
the dynamic level module can be fed into a data base and be compared with the type of target that the object was identified with from the signal and evidence levels. The estimates can then be compared with other information that may exist in the data base to verify whether they can possibly correspond to the designated target. The outcome of the comparison can then be communicated to the three modules and fused back along with the sensors data in order to enhance the performance of the fusion.

CONCLUSION

An architecture for Sensor Integration and Data Fusion is presented. The architecture is based on three level processing modules. The three processing levels are the signal level, the evidential processing level, and the dynamical level. Each level requires different data representation and extracts different information from it. At the signal level an artificial neural network may be the most suitable processor when no mathematical description of the processed data is available. At the evidential level a Generalized Evidence Processing theory that has recently been introduced and combines the advantages of the Bayesian and the Demster-Shafer theories without any of their drawbacks can be used. Finally, at the dynamical level a mathematical model that describes the phenomenon or the process from which data is gathered by the different sensors is required. The interconnections among the three level are dynamical and may be adapted to the particular fusion problem, the fusion objective, and the physics of the sensors that are used. The fusion architecture includes a dynamic base as well. A paradigm of sensor integration and data fusion for object identification and tracking is presented. The paradigm refers to the fusion of data from a stereo camera(s), pulse radar(s), and range radar(s) and is used to illustrate and explain the steps that are involved in the fusion process when object identification and tracking is the objective of the fusion.
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we have

\[ \sum_{i=1}^{N} \left( \int_{F_{i}} d\mu_{U} \right) \]

\[ \sum_{k=1}^{N} \frac{d\mu_{k}}{F_{k}} \]

\[ \int_{w} \left( P \cdot d\mu_{U} \right) \frac{1}{F} \]

\[ \int_{w} \left( F \cdot d\mu_{U} \right) \]

We must assign a weight to each region in that area such that \( w_{i} = 0 \). This is often done by assigning each region in every \( j \), i.e., that the
I. INTRODUCTION
   A. Distributed Decision Fusion and Evidence Processing

   Sensor integration (or sensor fusion) was defined in [15] as "...the process of integrating raw and processed data into some form of meaningful inference that can be used intelligently to improve the performance of a system, measured in any convenient and quantifiable way, beyond the level that any one of the components of the system separately or any subset of the system components partially combined could achieve.

   A taxonomy for sensor fusion that involves three distinct levels at which
information from different sensors can be integrated was proposed in [15]. According to the proposed taxonomy, sensor fusion can be accomplished at three different levels: the signal level, the level of evidence, and the level of dynamics. Each level is identified by the distinct features that the information that is fused carries, which (features) determine in turn the suitable processing methods for combining this information. The signal level in this taxonomy is characterized by the lack of a complete mathematical model that fits the data; the appropriate techniques for fusing information at this level are then correlation and learning through association. At the evidence level, a statistical model (not necessarily precise) describing the observed phenomenon or process is assumed; statistical techniques are then applied to fuse the information from different sensors. At the level of dynamics, a mathematical model that describes the process from which data are collected through some linear or nonlinear transformation of the process state. At this level, analytical tools can be used to fused the information from the sensors in either a centralized or decentralized way. The taxonomy in [15] is analogous to the three level - data, feature, and decision - analysis that is used in classical pattern recognition problems. This chapter is primarily focused on different theories and approaches related to data fusion at the level of evidence. Data fusion at the evidence level will be referred to as decision or evidence fusion, depending on the semantic attributes associated with the fused information.

Distributed Decision (Evidence) Fusion (or DDeIF in the sequel) exhibits some interesting characteristics which are not present in centralized, or raw data, fusion. The interesting characteristics relate to the semantic information that the decisions in the broader sense of the term convey which is not present, at least explicitly, when raw data is fused. Different theories and results related to Distributed Decision Fusion (DDF) have appeared in the literature in the last decade [TeSa 81, Sadj '86, ChVa '86, Srin '86, TVB '87, VTT '88, TVB '88, Demp '88, Shaf '76, Thom '90]. Each theory takes a different stand on the definition on how to measure evidence or combine decisions. The objective of this paper is to investigate the nature of DDeIF, present some of the dominating theories on DDF and DEF, highlight similarities and differences among them that result from the semantic format of the fused information, and exploit natural topological equivalences between DDF and structures that exhibit learning abilities, such as neural networks.

To avoid concealing some of the issues under structural complexities and keep the discussion focused and as clear as possible we consider the simplest, yet fundamental, DDF topology and problem. We assume a parallel topology in which each sensor receives data from a common volume. Fig. 1. Furthermore, we assume that the sensors are perfectly aligned, so the problem of mismatch does not arise [13]. In this parallel topology we assume the simplest DDF problem with each sensor's data statistically independent from the other sensors. Each sensor performs a local operation on its data and transmits the outcome to the fusion. The fusion collects all the local information from the sensors and produces the global inference. In this framework, we consider both single-level logic decision rules, in which the number of permissible local decisions coincides with the number of hypotheses under test, and multi-level logic decision rules, in which the number of permissible local decisions exceeds the number of tested hypotheses. Most of the results in this paper pertain to the binary hypothesis testing problem. Extensions to multi-hypothesis testing are also included.
In DDF, the outcome of the global processing (fusion) depends on the outcome of the local data processing (sensor level) and the semantic format of the fused information. In the Bayesian context, the outcome of the local processing can be either hard decisions in a single-level logic, or soft decisions in a multi-level logic [16], or it can be the outcome of a simple quantization of the data, if no semantic attributes are attached to the outcome of the local processing [19]. In the context of the Dempster-Shafer's (D-S) theory, the outcome of the local processing is a set of probabilities that relate to the degree of support of the each proposition in the frame of discernment by the the data of each local processor [Demp '88, Shafr '76]. Thus, the local processing outcome of a Bayesian DDF is a quantized scalar number, whereas the outcome of the D-S local processor is a real-valued vector that corresponds to an entire probability distribution.

![Parallel sensor topology](image)

In addition to semantic differences in the output of the local processors, there are also substantial differences in the communication requirements for transmitting the local information to the fusion between the Bayesian DDF and the D-S DDF. Even in the presence of multi-level logic, the communication requirements for transmitting one out of, say, M integers is substantially lower than transmitting an M-dimensional real-valued vector. Hence, the communication requirements for the Bayesian DDF are substantially lower than the requirements of D-S DDF for the same number of data. Thus, a meaningful comparison between Bayesian and D-S DDF should either fix the available communication bandwidth to be the same for both approaches, or fix the fusion objectives to be common and study the communication overhead. In this paper we attempt a comparison of the D-S DDF with the Bayesian DDF assuming identical communication requirements.

The paper is structured as follows. The single-level logic, Bayesian DDF for the binary hypothesis testing problem is presented in Section 1. The theory is extended to multi-level logic and multiple hypotheses Bayesian DDF in Section 2. In Section 2 a generalized Bayesian framework for evidence processing is also presented. The D-S DDF theory is presented in Section 3 and theoretical as well as numerical comparative results between D-S DDF and D-S DDF are provided. The paper concludes with a discussion of topological similarities between the DDF structure and structures that exhibit learning capabilities. Numerical results that indicate the potential use of artificial neural networks in solving DDF problems are presented in Section 4.

B. Likelihood Ratio and Neyman-Pearson Test

In the multi-sensor detection related literature the common assumption that all the sensors cover the same geographical volume is
made. Ref. [11] through [6]. Under this assumption, the mathematical model of binary hypothesis testing for each sensor becomes

\[
z = \beta s + n
\]

where \( s \) is the known signal, \( n \) is the noise, and \( \beta \) is a binary indicator random variable with \( \beta = 1 \) if \( H_1 \) is true and \( \beta = 0 \) if \( H_0 \) is true, thus, with probability distribution \( P(\beta) = P(1) \# P(0) \# P(\beta-1) \). For the model (1.1) the optimal Bayesian detector is the Likelihood Ratio Test (LRT), namely

\[
\frac{p(z|H_1)}{p(z|H_0)} \begin{cases} \leq \frac{C}{T}, & \text{if } P(1) \# P(0), \# P(\beta-1) \end{cases}
\]

where \( P_i \), \( i = 0, 1 \), is the a-priori probability that hypothesis \( i \) is true with \( P_i = 1 - P_j \); \( C_i \) is the cost associated with deciding in favor of hypothesis \( i \) while the true hypothesis is \( j \), \( i = 0, 1 \), and \( j = 0, 1 \); and \( T_C = \frac{C_i}{T} \), a constant factor that depends on the costs \( C_i \). Alternately, the LRT in (1.2) can be expressed as

\[
H_i
\]

\[p(z|H_1)p_i \geq T \cdot p(z|H_0)p_i \]

Noting that \( p(z|\beta=0) = p(z|H_0) \), \( i = 0, 1 \), it follows easily from the model (1.1) that the LRT (1.2) or (1.3) is equivalent to the test

\[
\beta = \frac{p(z|H_1)p_i}{p(z)} \begin{cases} \leq T, & \text{if } P(\beta=0) \# p(z) \end{cases}
\]

with threshold \( T = \frac{C_i}{T} \cdot p(z|\beta=0) / p(z) \), where

\[
\beta = E[z|z] = P(\beta=1|z) = \frac{p(z|\beta=1)}{p(z)}
\]

is the minimum mean-squared error (mmse) estimate of \( \beta \) given the observation \( z \).

In multi-sensor detection problems, the model (1.1), indexed by the I.D. number of each sensor, can be used to model the data of each sensor if all the sensors monitor the same, common geographical volume all the time. The data from the sensors can then be processed into a final decision either centrally using the LRT in the form of (1.3) or (1.4), or locally first and then fused into a final decision by a fusion center.

II. Bayesian DDF in binary hypothesis testing with single-level local logic

Consider the binary hypothesis testing problem in a parallel sensor topology, Fig. 1. Assume that each sensor makes independent binary decisions and that the decisions are statistically independent from each other conditioned on each hypothesis. If \( u_i \) designates the \( i \)-th local decision, i.e. the decision of the \( i \)-th sensor, then

\[
u_i = +1 \text{ if the } i \text{-th local decision favors hypothesis } H_1,
\]

\[u_i = -1 \text{ if the } i \text{-th local decision favors hypothesis } H_0.
\]

Under these assumptions, the optimal Bayesian DDF rule that maximizes the detection probability for fixed false alarm probability at the fusion is given by the next theorem [14].

**Theorem 1** [14] For the parallel sensor topology, binary hypothesis testing, single-level local logic, and statistically independent local decisions, the optimal Bayesian DDF that maximizes the fusion detection probability for fixed fusion false alarm probability consists of a Likelihood Ratio Tests (LRTs) at the local (sensor) level and a Neyman Pearson (NP) (possibly randomized) Test at the fusion.

A complete proof of the theorem can be found in [14]. Theorem 1 characterizes the optimal Bayesian DDF but does not provide with any
means to determine the optimal local thresholds and the optimal fusion threshold. The problem of determining the optimal operating points in DDF is NP complete [5]. For the parallel topology, the number of possible solutions increases combinatorially with the number of sensors (TVB '88, '89) and, so far, no efficient algorithm exists for determining the optimal thresholds. A schematic representation of the optimal Bayesian DDF (to be referred to also as N-P [Neyman-Pearson] DDF rule when the false alarm at the fusion is fixed and we seek to minimize the detection probability) is shown in Fig. 2. As it will be discussed in Section 4, the structure of the optimal Bayesian DDF bears striking similarities with structures that exhibit learning capabilities, such as neural networks.

**Distributed Decision Fusion**

**The Optimal Configuration**

Since it is computationally involved to determine the optimal thresholds for the Bayesian DDF, it is convenient from practical point-of-view to determine the optimal DDF when each local sensor operates at some fixed false alarm and detection probability. (In sequel $P_F$ will designate false alarm probability and $P_D$ detection probability.) The optimal Bayesian DDF rule is then determined in Theorem 2 [7].

Theorem 3 [7] For the parallel sensor topology, the optimal Bayesian DDF rule when the local sensors operate at fixed false alarm and detection probabilities is the LRT

$$A(u) = \frac{dP(u|H_1)}{dP(u|H_0)} \geq T_f$$

where $u = \{u_1, u_2, \ldots, u_N\}$ is the vector of the peripheral decisions and $T_f$ an appropriate threshold that is chosen so that a desired Bayesian risk function is optimized. If the sensor decisions are independent from each other conditioned on each hypothesis, the test in (3) simplifies to

$$A(u) = \frac{dP(u_1|H_1) \cdots dP(u_N|H_1)}{dP(u_1|H_0) \cdots dP(u_N|H_0)} = \prod_{i=1}^{N} A(u_i) \geq T_f$$

With the convention of (11.1), the Bayesian DDF takes on the form

$$\sum_{i=1}^{N} a_i u_i \geq T_f$$

where

$$\log\left( \frac{P_D}{P_F} \right) \quad \text{if } u_i = +1$$

$$\log\left( \frac{1 - P_D}{1 - P_F} \right) \quad \text{if } u_i = -1$$

**Fig. 2** Optimal Bayesian DDF.
where the index $i$ indicates the $i$-th local processor (sensor). In a more compact form, the Bayesian DDF test (II.3) can be expressed as

$$\frac{1}{2} \sum_{i=1}^{N} \left( (u_i + 1) \log \left( \frac{P_{D_i}}{P_{F_i}} \right) - (u_i - 1) \log \left( \frac{1 - P_{D_i}}{1 - P_{F_i}} \right) \right) \geq T_f$$

(II.3c)

In the Bayesian context, determination of the optimal threshold generally requires: (a) knowledge of the a priori probabilities (likelihood) of the tested hypotheses, and (b) specification (subjective) of the attached costs $C_{ij}$, i.e. the cost of taking a decision $j$ when the true hypothesis is $i$ [VTr '68]. To eliminate these two requirements, the Neyman-Pearson (N-P) approach can be used to fuse the decisions [9]. The threshold $T_f$ at the fusion is determined so that a desired false alarm probability is achieved. The following theorem summarizes the results.

**Theorem 3** [9]: For statistically independent sensors in parallel topology operating at fixed false alarm and detection probabilities, the optimal Bayesian DDF that maximizes the fusion detection probability for fixed false alarm probability is the Neyman-Pearson (N-P) Test (possibly randomized)

$$A(u) = \frac{dp(u | H_i)}{dp(u | H_j)} \cdot \frac{P_{D_i}}{P_{F_i}} \quad \text{for} \quad i = 1, \ldots, N$$

(II.4)

where $N$ is the number of sensors. With the convention of (II.1), the N-P DDF takes on the form

$$\sum_{i=1}^{N} a_i u_i \geq T_f$$

(II.4a)

where

$$A(u) = \sum_{i=1}^{N} a_i u_i$$

(II.4b)

The threshold $T_f$ at the fusion is determined from the false alarm requirement by

$$\sum_{i=1}^{N} dp(A(u) | H_i) = \alpha$$

(II.4c)

where $\alpha$ is the desired false alarm rate at the fusion. In a more compact form, the Bayesian DDF test (II.3) can be expressed as

$$\frac{1}{2} \sum_{i=1}^{N} \left( (u_i + 1) \log \left( \frac{P_{D_i}}{P_{F_i}} \right) - (u_i - 1) \log \left( \frac{1 - P_{D_i}}{1 - P_{F_i}} \right) \right) \geq T_f$$

(II.3d)

For conditionally independent sensor decisions, the distribution of the LR at the fusion under the two hypotheses is given by

$$P(\log A(u) | H_1) = P(\log A(u_1) | H_1) \ast \ast P(\log A(u_N) | H_1) ; i = 0, 1$$

(II.5)

where $\ast \ast$ indicates convolution with

$$P(\log A(u_1) | H_1) = (1 - P_{F_1}) \log A(u_1) - \log \left( \frac{1 - P_{D_1}}{1 - P_{F_1}} \right)$$

(II.6)

and

$$P(\log A(u_1) | H_1) = (1 - P_{D_1}) \log A(u_1) - \log \left( \frac{1 - P_{D_1}}{1 - P_{F_1}} \right) + P_{F_1} \log \left( \frac{P_{D_1}}{1 - P_{F_1}} \right)$$

(II.7)
Taking into account the discrete nature of the probabilities in (II.5), (II.6) and (II.7), the discrete distribution of the LR at the fusion consists of non-zero probability points at abscissa of the form
\[ \prod_{i \in S} \frac{P_{D_i}}{P_{F_i}} \prod_{j \in S} \frac{1-P_{D_j}}{1-P_{F_j}} \]
where S is a subset of the sensors [1, 2, ..., N] that favors hypothesis H, and \( \bar{S} \) is its compliment that favors hypothesis \( H_0 \).

The corresponding probabilities of the LR at these abscissa are
\[ \prod_{i \in S} \frac{P_{D_i}}{P_{F_i}} \prod_{j \in S} (1-P_{D_j}) \text{ under } H, \quad \text{and} \quad \prod_{i \in S} \frac{P_{D_i}}{P_{F_i}} \prod_{j \in S} (1-P_{D_j}) \text{ under } H_0. \]

Since convolution is both associative and commutative and the product terms of the discrete convolution for every two sensors in (II.5) are generated by cross-multiplying the conditional probabilities under each hypothesis, the N-P DDF combining rule (II.5, 1.6, 1.7) can be implemented using a table similar to the one used for the Dempster's combining rule in the D-S theory [Demp '68, Shaf '76; also Section 3].

By considering two sensors at a time, the conditional probabilities under each hypothesis for each sensor are placed along the sides of the table, and all possible combinations are formed by multiplying them pairwise (for illustration, see Table 1 in the Generalized Evidence Processing theory section). For binary hypothesis testing and hard decisions, the so created 2x2 tables are combined with each other, and the process is repeated until the convolution (II.5) is generated in the final table.

Once the final convolution table is obtained, association of the resulting probabilities with all possible events (decisions in this case) is done by sorting the entries in the table (convolution points) according to the numerical values of the corresponding abscissa that take the form
\[ \prod_{i \in S} \frac{P_{D_i}}{P_{F_i}} \prod_{j \in S} \frac{1-P_{D_j}}{1-P_{F_j}}. \]

In the final stage, probability masses are allocated to the different alternatives (decisions) by choosing decision boundaries that optimize certain desired criteria at the fusion [TVB '87, '89]. In contrast with the D-S theory, the rule (II.5, 1.6, 1.7) does not lead to inconsistent probability masses when the intersection of the corresponding events is empty as in D-S theory [Demp '68, Shaf '76]. Thus, the need for (arbitrary) evidence renormalization required in D-S theory [Shaf '76] is avoided, and the possibility of simultaneous increase of evidence about conflicting proposition that may occur in D-S theory is prevented. Furthermore, in addition to evidence combining, the combining rule (II.5, 1.6, 1.7) provides decision regions and boundaries according to desired performance criteria chosen to optimize the performance of the fusion (and the peripheral sensors). If the N-P DDF rule (II.5, 1.6, 1.7) is interpreted as an evidence combining rule with evidence the conditional probabilities \( dP_{ij}[H_i], i = 1, ..., N \) and \( j = 0, 1 \), some interesting comparisons are made with the Dempster’s combining rule in Section 3.

Although Theorems 2 and 3 were independently proven in [ChVa '86] and [9] respectively and preceded the proof of Theorem 1, they can be directly derived from Theorem 1. In DDF with local processors operating at fixed false alarm and detection probability \((P_{FD})\), it is legitimate to raise the question whether the performance after fusion improves beyond that of any sensor or subset of sensors in the configuration individually. The answer to this question turns out to be affirmative as proven in [9].

**Theorem 4 [9]** In a configuration of N similar sensors, all operating at the same \((P_{FD}) = (p, q)\), the randomized N-P test at the fusion can provide an overall \((P^f_P, P^f_D)\) that satisfies
\[ P^f_P < \min_{i \in N} \{P^i_P\} \text{ and } P^f_D > \max_{i \in N} \{P^i_D\} \]
provided that $N \geq 3$.

More precisely, for $N \geq 3$, the randomized N-P test can be fixed so that

$$P_F^S = P_F = \text{p} \quad \text{and} \quad P_D^S > P_D = q$$

where $P_F$ and $P_D$ are the false alarm and detection probability at the individual sensors.

Table 1. Fusion system of five sensors in parallel topology.

<table>
<thead>
<tr>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_i$</td>
<td>0.95</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
<td>0.91</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Decision fusion</th>
<th>Sensor system</th>
<th>Sensors $P_F$</th>
<th>Equal</th>
<th>Unequal</th>
<th>Sensors $P_D$</th>
<th>Equal</th>
<th>Unequal</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Threshold (at fusion center)</th>
<th>Probability of detection</th>
<th>Probability of false alarm</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{D\text{MAX}} = 0.950000$</td>
<td>$P_{E\text{MIN}} = 0.500000$</td>
<td>$P_F$</td>
</tr>
<tr>
<td>6.163</td>
<td>0.957617</td>
<td>0.300000E-04</td>
</tr>
<tr>
<td>53004</td>
<td>0.962797</td>
<td>0.042812E-03</td>
</tr>
<tr>
<td>45880</td>
<td>0.968973</td>
<td>0.255625E-03</td>
</tr>
<tr>
<td>40339</td>
<td>0.973123</td>
<td>0.368746E-03</td>
</tr>
<tr>
<td>38976</td>
<td>0.977913</td>
<td>0.481250E-03</td>
</tr>
<tr>
<td>34208</td>
<td>0.981772</td>
<td>0.594062E-03</td>
</tr>
<tr>
<td>32081</td>
<td>0.985391</td>
<td>0.706875E-03</td>
</tr>
<tr>
<td>28619</td>
<td>0.988731</td>
<td>0.819878E-03</td>
</tr>
<tr>
<td>28207</td>
<td>0.991913</td>
<td>0.932499E-03</td>
</tr>
<tr>
<td>24416</td>
<td>0.994668</td>
<td>0.105314E-02</td>
</tr>
<tr>
<td>20785</td>
<td>0.997003</td>
<td>0.115812E-02</td>
</tr>
<tr>
<td>20998</td>
<td>0.997454</td>
<td>0.330156E-02</td>
</tr>
<tr>
<td>17806</td>
<td>0.997835</td>
<td>0.545000E-02</td>
</tr>
<tr>
<td>15412</td>
<td>0.998165</td>
<td>0.758437E-02</td>
</tr>
<tr>
<td>14683</td>
<td>0.998480</td>
<td>0.973187E-02</td>
</tr>
<tr>
<td>13552</td>
<td>0.998771</td>
<td>0.118753E-01</td>
</tr>
<tr>
<td>12709</td>
<td>0.999043</td>
<td>0.140187E-01</td>
</tr>
<tr>
<td>11174</td>
<td>0.999282</td>
<td>0.161622E-01</td>
</tr>
<tr>
<td>10778</td>
<td>0.999511</td>
<td>0.183056E-01</td>
</tr>
<tr>
<td>10074</td>
<td>0.999717</td>
<td>0.204998E-01</td>
</tr>
<tr>
<td>94705</td>
<td>0.999892</td>
<td>0.225927E-01</td>
</tr>
</tbody>
</table>

*After fusion, the detection probability is higher than the highest detection probability among all sensors for a wide range of false alarm probabilities lower than 0.01.

Theorem 4 raises two interesting points. First, that it is possible to create a "super-sensor" that meets strict performance requirements from inferior sensors that individually do not meet the performance requirements, thus legitimizing the idea of DDF. Second, it proves that nothing is gained in performance when binary decisions from only two identical sensors are fused; it takes at least three identical sensors to improve performance. Theorem 4 characterizes the DDF performance when all sensors are similar. Although no similar theoretical result exists for dissimilar sensors, extensive numerical simulations have shown that the conclusions of theorem extend to dissimilar sensors as well [TVB '87, '88]. Numerical results from the application of Theorem 4 in N-P DDF are summarized in Table 1. Additional numerical results in the spirit of the theorem can be found in [9] and [16].

III. Bayesian DDF in binary hypothesis testing with multi-level local logic

For the binary hypothesis testing problem and similar assumptions as above, i.e. sensors in parallel topology and data statistically independent under either hypothesis from sensor to sensor, we consider the Bayesian DDF problem when the local processors (sensors) employ a multi-level logic. The problem is equivalent to utilizing a multi-level quantizer locally and a binary decision fusion rule. If the objective of optimally choosing the quantization levels is to maximize the detection probability at the fusion for fixed false alarm probability, the optimal quantizer is given by Theorem 5.

Theorem 5 [12] For the multi-level local logic Bayesian DDF, quantization of the local data according to Likelihood Ratios (LLRs) maximizes the probability of detection for fixed false alarm probability.
at the fusion. Furthermore, the optimal fusion rule is the $N-P$ test at the desired false alarm level. $Q$.

Proof The proof of Theorem 5, which is a generalization of the proof of Theorem 1, is based on the monotone property of the optimal Bayesian DDF rule [TVB '87, VAT '86] and the fact that the LRT satisfies this monotone property. A summary of the proof has appeared in [12].

The complete proof of the theorem is given in the Appendix. An alternative proof of the theorem has been recently given in [18].

Hence, in the Bayesian DDF the optimal fusion rule consists of LRTs at the local and global level. In the multi-level local logic DDF, the semantic correlation between quantization levels and decisions favoring one hypothesis or a group of hypotheses is not, in general, clear unless a specific decision is attached to each quantization level by minimizing some total decision cost. This is the idea behind the Generalized Evidence Processing (GEP) Theory [Thom '90, ThGa '90] which extends the single logic $N$-$P$ (Bayesian) DDF to multi-level logic so that a correspondence between Bayesian decision processing and D-S evidence processing can be established.

A. Generalized Evidence Processing (GEP) Theory

The pivoting idea behind GEP theory is the separation of hypotheses from decisions. Once this separation is understood, the Bayesian (or $N$-$P$) DDF theory can be extended to a frame of discernment similar to that of D-S theory. In the context of GEP theory, the choice of different decisions can be thought of as different quantization levels of the data. For notational simplicity, the GEP theory is first presented for binary hypothesis decision fusion. Generalization to multiple hypotheses decision fusion follows at the end of the section.

Let $H_0$, $H_1$ be the two hypotheses under test. The probability space is partitioned into two regions according to the events $\omega = H_0$ and $\omega = H_1$ with associated probabilities $P_0 > 0$ and $P_1 > 0$ respectively, where $P_0 + P_1 = 1$.

Let $d_0$, $d_1$, and $d_2 := d_{ov1}$ be a frame of discernment used by a decision maker to partition the probability space according to the gathered evidence, where the three decisions correspond to the propositions "H_0 true," "H_1 true," and "H_0 or H_1 true," respectively. The decision $d_2 := d_{ov1}$, where "or" stands for "or," indicates the inability of the decision maker to come up with conclusive evidence on the true nature of the hypothesis.

In the classical probabilistic (Bayesian) framework, the probability associated with $d_{ov1}$ is equal to

$$\Pr(d_{ov1}) = Pr[H_0 + H_1] = Pr[H_0] + Pr[H_1] = 1$$

since $H_0$ and $H_1$ constitute a disjoint coverage of the probability space over which the evidence processing problem is defined. As it was mentioned earlier, the apparent weakness of the Bayesian theory to incorporate non-mutually exclusive, i.e. redundant, propositions gave rise to the D-S theory which is particularly efficient in dealing with fuzzy propositions. However, by disassociating decisions from hypotheses, a unified framework is created which can accommodate both Bayesian and D-S DDfs.

Let $x$ be the transformation from the initial event space $\Omega$ into the observation (data) space $\mathbb{Z}$, i.e.

$$x: \Omega \rightarrow \mathbb{Z}$$

and $d$ be a transformation from the observation space into the decision space $D$, i.e.
the total risk is minimized if the decision rule assigns $z$ (the observation) to the region that corresponds to the least integrand under the three integrals in (III.5). Hence, the decision rule becomes

$$
Z_2 \lor \frac{Z_3}{Z_1} \text{ or } Z_0, P, C, dP(z|H_1) + P, C, dP(z|H_2) + \frac{Z_3}{Z_2} \text{ or } P, C, dP(z|H_1)
$$

and symmetrically for the other alternatives. Dividing both sides of (III.6) by $dP(z|H_1)$ and defining $Al(z) = \frac{dP(z|H_1)}{dP(z|H_1)}$, the decision rule becomes

$$
d_2 \lor d_1 \text{ or } d_0, P, \frac{C_1}{C}, \frac{C_1}{C_1 + C_1} \text{ or } \frac{C_1}{C_1 + C_1}, P, C_1, C_1
$$

Similarly,

$$
d_2 \lor d_1 \text{ or } d_0, P, \frac{C_1}{C}, \frac{C_1}{C_1 + C_1} \text{ or } \frac{C_1}{C_1 + C_1}, P, C_1, C_1
$$

and

$$
d_2 \lor d_1 \text{ or } d_0, P, \frac{C_1}{C}, \frac{C_1}{C_1 + C_1} \text{ or } \frac{C_1}{C_1 + C_1}, P, C_1, C_1
$$

From (III.7), (III.8), and (III.9), it is seen that the decision rule depends on the relative values of the $C_{ij}$ costs. We examine three different cases to illustrate the significance of the $C_{ij}$’s.

**Case 1** The associated cost for correct decision is zero, i.e. $C_{ij} = 0$, while the cost of incorrect guessing is higher than the cost associated with indecision under both hypotheses, i.e. $C_{ij} > C_{ij}^2$ for every $i \neq 2$ and $j = 0$ or $1$. Under these conditions, the decision rule becomes
TABLE I
Number of Monomone Increasing Functions and Percentage of Reduction

<table>
<thead>
<tr>
<th>Number of Sensors N</th>
<th>Number of Monomone Functions</th>
<th>Number of Possible (2^N) Functions</th>
<th>Percentage Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>16</td>
<td>62.5</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>256</td>
<td>92.19</td>
</tr>
<tr>
<td>4</td>
<td>168</td>
<td>65,536</td>
<td>99.74</td>
</tr>
<tr>
<td>5</td>
<td>7,581</td>
<td>4,294,967 x 10^9</td>
<td>99.99982</td>
</tr>
<tr>
<td>6</td>
<td>7,828,354</td>
<td>1,844,676 x 10^16</td>
<td>100</td>
</tr>
</tbody>
</table>

TABLE II
Total Number of Functions Searched for the Set of Optimal Thresholds

<table>
<thead>
<tr>
<th>Number of Sensors N</th>
<th>L_M (in number of Monomone Functions - 2)</th>
<th>Total Number of Functions R_M</th>
<th>Percentage Reduction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>2</td>
<td>50.00</td>
</tr>
<tr>
<td>3</td>
<td>18</td>
<td>9</td>
<td>50.00</td>
</tr>
<tr>
<td>4</td>
<td>166</td>
<td>114</td>
<td>31.13</td>
</tr>
<tr>
<td>5</td>
<td>7,579</td>
<td>6,894</td>
<td>9.03</td>
</tr>
<tr>
<td>6</td>
<td>7,828,352</td>
<td>7,786,338</td>
<td>0.54</td>
</tr>
</tbody>
</table>

probability of detection at the fusion for the given false alarm probability. Let the best randomized
N-P test at the fusion center be \(t(u_1, \ldots, u_N) \times \lambda_0 \times u_0\) w.p. \(p\), resulting in false alarm probability \(P_F\), and \(f(u_1, \ldots, u_N) \times \lambda_0 \times u_0\) w.p. \(1-p\), resulting in false alarm probability \(P_F\). The thresholds \(\lambda_0\) and \(\lambda_0\) are chosen so that the total false alarm at the fusion

\[
P_F = pP_F + (1 - p)P_F = \alpha_0. \tag{5}
\]

Thus, the corresponding detection probability at the fusion

\[
P_D = pP_D + (1 - p)P_D. \tag{6}
\]

Since the probability \(p\) is fixed from the constraint (5), the detection probability in (6) maximized
if each one of the \(P_D\) and \(P_D\) is maximized. But, according to the part of the proof in the
nonrandomized N-P test above, each one of these two detection probabilities is maximized if an L-R test is
used at the sensors. Hence, the Theorem is also proven for the randomized N-P-L-R test.

A precise characterization of the set of fusion
functions that satisfy Theorem 1, indicated as \(R_N\) in
Table II, can be found in [12].

III. CONCLUSIONS

A general proof that the optimal fusion rule for the
distributed detection problem of Fig. 1 involves
an N-P test (or a randomized N-P test) at the fusion
and L-R tests at all sensors has been provided. The
proof does not suffer from the weaknesses of the
Lagrange-multipliers-based proof in [10].

REFERENCES

Multistatic radar detection: synthesis and comparison of
optimum and suboptimum receivers.

Detection with distributed sensors.
IEEE Transactions on Aerospace and Electronic Systems,
AES-17 (July 1981), 501-510.

Hypothesis testing in a distributed environment.
IEEE Transactions on Aerospace and Electronic Systems,
AES-22 (Mar. 1986), 134-137.

The decentralized quickest detection problem.
IEEE Transactions on Automatic Control, AC-29, 7 (July
1984), 641-644.

The decentralized Wald problem.
In Proceedings of the IEEE 1982 International Large Scale
Systems Symposium, Virginia Beach, VA. Oct. 1982,
423-430.

On the complexity of distributed decision problems.
IEEE Transactions on Automatic Control, AC-31, 5 (May
1985), 44-446.

Optimal data fusion in multiple sensor detection systems.
IEEE Transactions on Aerospace and Electronic Systems,

D. K. (1986)
Optimal decision fusion in multiple sensor systems.
In Proceedings of the 34th Allerton Conference. Monticello,

D. P. (1987)
Optimal decision fusion in multiple sensor systems.
IEEE Transactions on Aerospace and Electronic Systems,
AES-33, 5 (Sept. 1987), 644-653.

Distributed radar detection theory.

Distributed data fusion.
Technical report, TR-SIU-DEE-87-4, Department of
Electrical Engineering, Southern Illinois University,

S. C. A. THOMOPULOS*  
R. VISWANATHAN  
D. K. BOUGOULIAS  

Dep't. of Electrical Engineering  
Southern Illinois University  
Carbondale, IL 62901  

*Currently with  
Dep't. of Electrical Eng.  
The Pennsylvania State Univ.  
University Park, PA 16802  

IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS  
VOL. 25, NO. 5  
SEPTEMBER 1989}
Similarly, \[
\frac{d_{j}}{d_{k}} > \frac{P_{j} C_{j}}{P_{k} C_{k}} \quad \text{(III.11)}
\]
and
\[
\frac{d_{j}}{d_{k}} > \frac{P_{j} C_{j}}{P_{k} C_{k}} \quad \text{(III.12)}
\]
In this case, it is seen from (III.10) through (III.12) that the optimal test (decision rule $d$) is of the likelihood type with the indecision region dependent on the relative values of $C_{j}$. Different numerical applications are considered next to further illustrate the significance of the $C_{j}$s.

**Case 1.1** $C_{0} = C_{1} = 0$, $C_{2} = C_{3} = 1$, and $C_{4} = C_{5} = 1$. In this case, $C_{0}/C_{1} = 1$, $C_{2}/C_{3} = 0.5$, and $C_{4}/C_{5} = 2$. The partition of the LR by the decision rule in this case is shown in Fig. 3. From Fig. 3, it is seen that in this case the indecision region lies between the two definite decision regions, which corresponds to the way that we would intuitively have picked the indecision (uncertainty) region relative to a LRT [9].

**Case 1.2** $C_{0} = C_{1} = 0$, $C_{2} = C_{3} = 1$, and $C_{4} = C_{5} = 0.5$. In this case, $C_{0}/C_{1} = 1$, $C_{2}/C_{3} = 2$, and $C_{4}/C_{5} = 1$, i.e., all three thresholds are the same, and the indecision region is completely eliminated. The partition of the LR by the decision rule is shown in Fig. 4. It corresponds to a standard binary hypothesis - binary decision Bayesian problem.
Case 1.3 \( C_{1'} = C_{1} = 0, C_{3'} = C_{3} = 1, \) and \( C_{r'} = C_{r} = 1/\ldots \). In this case \( C_{r} = 1, C_{r} - C_{r} = 2, \) and \( C_{r} = 1/\ldots \). The partition of the LR by the decision rule in this case is shown in Fig. 5. In this case the two definite (hard) decision regions are sandwiched between the two indecision regions opposite to what one would intuitively have defined as an indecision region in an LRT, and exactly opposite to Case 1.1.

Fig. 5 Case 1.3 The definite decision regions lie between the indecision regions.

Fig. 6 Case 2, \( \alpha > 1 \). The decision \( d_{A} \) is completely eliminated.

value of \( \alpha \). In Fig. 6, \( \alpha > 1 \), and the decision \( d_{A} \) is completely eliminated. In Fig. 7, \( \alpha < 1 \) and there are three decision regions; \( d_{A} \), \( d_{B} \), and not \( d_{A} \). According to the definition of the three possible decisions, the decision "do not decide \( d_{A} \)" must be interpreted as the fuzzy decision "\( d_{A} \) or \( d_{B} \)" and not as "decide in favor of \( H_{0} \)."

Case 3 If in the above cases \( C_{2j} > C_{y} \cdot 1 \leq 2 \) and \( j = 0, 1 \), the LRT in (III.11) is reversed and the threshold in (III.12) becomes
negative. Under these circumstances, the decision regions in the previous cases are reversed.

\[ \text{Fig. 7 Case } \alpha < 1. \text{ Creation of a fuzzy decision region:} \]

"Do not decide d_i."

From all the cases discussed above, it is apparent that if the decision rule is chosen to minimize a certain decision cost, then the indecision region depends on the choice of the associated costs. Hence, the probability masses can be assigned to the different propositions (decisions) in an optimal fashion so that the total risk is minimized, instead of being assigned arbitrarily as in the D-S theory.

**GEF Combining Rule** Let \( u = \{ u_1, u_2, \ldots, u_N \} \) be the set of peripheral sensor decisions at the fusion center. Each \( u_j \) belongs to the set \( d_0, d_1, d_2 \). Let \( w_j \) be the cost associated with the fusion decision in favor of proposition \( d_j \) when the true hypothesis is \( H_j \). If \( w \) designates the decision of the fusion, the total cost at the fusion is

\[ E_w = \int \int w P_j F_i dP(u \mid H_j) \]  

(iii.13)

Assuming that the decisions from the peripheral sensors are independent conditioned on each hypothesis, (iii.13) can be written as

\[ E_w = \int \int w P_j F_i \prod_{k=1}^{N} dP(u_k \mid H_j) = \int \int w \prod_{k=1}^{N} dP(u_k \mid H_j) \]  

(iii.14)

\[ = w, P, \prod_{k=1}^{N} dP(u_k \mid H_j) + w, P, \prod_{k=1}^{N} dP(u_k \mid H_j) \]

\[ + w, P, \prod_{k=1}^{N} dP(u_k \mid H_j) + w, P, \prod_{k=1}^{N} dP(u_k \mid H_j) \]

\[ = w, P, dP(u \mid H_j) + w, P, dP(u \mid H_j) \]

\[ + w, P, dP(u \mid H_j) + w, P, dP(u \mid H_j) \]

(iii.15)

The decision rule that minimizes the total risk assigns a particular combination of peripheral decisions \( u \) to that region that gives rise to the smallest integrand. Assuming that \( w_j = 0 \), i.e., that there is no penalty for deciding correctly (a reasonable assumption in evidence processing), and that \( w_{ij} - w_{ij} > 0 \) for every \( j \), i.e., that the
cost of indecision is lower than the cost of deciding incorrectly, the test at the fusion becomes

\[
A(u) = \frac{d_1 + d_2}{P_1 w_1} \quad \text{or} \quad A(u) = \frac{d_1 - d_2}{P_1 w_1} \tag{III.16}
\]

Similarly,

\[
A(u) = \frac{d_1 + d_2}{P_2 w_2} \quad \text{or} \quad A(u) = \frac{d_1 - d_2}{P_2 w_2} \tag{III.17}
\]

and

\[
A(u) = \frac{d_1 + d_2}{P_{w_1} w_{1w_2} - w_{1w_2}} \tag{III.18}
\]

where

\[
A(u) = \frac{dP(u|H_1)}{dP(u|H_0)} = \frac{dP(u|H_1)}{dP(u|H_0)} \quad \text{or} \quad A(u) = \frac{dP(u|H_1)}{dP(u|H_0)} \tag{III.19}
\]

with the fuzzy decision (or, indecision) \( d_{u1} \) under the hypotheses \( H_1 \) and \( H_0 \), respectively. \( S_1 \) is the set of those decisions from the set \( u \) which favor \( d_1 (= H_1) \), \( S_0 \) is the set that favors \( d_0 (= H_0) \), and \( S_2 \) is the set from the peripheral decisions \( u \) that favor \( d_2 (= H_1 \text{ or } H_0) \), i.e. the undecided. Naturally, \( u = S_0 + S_1 + S_2 \).

From (III.16), (III.17), and (III.18), it follows that the optimal decision rule at the fusion is a likelihood ratio test. If we look at equation (III.19), the distribution of the LR under the two hypotheses is given by

\[
P\log A(u|H_1) = P\log A(u|H_0) \quad \text{or} \quad P\log A(u|H_1) = P\log A(u|H_0) \quad \text{where} \, * \, \text{indicates convolution, with}
\]

\[
P\log A(u|H_1) = (1 - P_{D_1} - P_{D_2}) P\log A(u) - \log P_{D_1} P_{D_2}
\]

\[
+ P_{D_1} P_{D_2} \delta(A(u) - \log P_{D_1} P_{D_2})
\]

\[
+ P_{D_1} P_{D_2} \delta(A(u) - \log P_{D_1} P_{D_2})
\]

and \( \delta(x) \) is the Kronecker's delta function, i.e. \( \delta(x) = 1 \text{ if } x > 0 \) and zero otherwise, and

\[
P\log A(u|H_0) = (1 - P_{D_1} - P_{D_2}) P\log A(u) - \log P_{D_1} P_{D_2}
\]

\[
+ P_{D_1} P_{D_2} \delta(A(u) - \log P_{D_1} P_{D_2})
\]

\[
+ P_{D_1} P_{D_2} \delta(A(u) - \log P_{D_1} P_{D_2})
\]

Hence, the distribution of \( A(u) \) under \( H_0 \) is given as the product of all possible combinations of \( (1 - P_{D_1} - P_{D_2}) \) \( P_{D_1} P_{D_2} \) according to their abscissa [9]. Similarly, the distribution of \( A(u) \) under \( H_1 \) is given as the product of all possible combinations of \( (1 - P_{D_1} - P_{D_2}) \) \( P_{D_1} P_{D_2} \) according to their abscissa. Then, the fusion is done by using the appropriate thresholds from (III.16), (III.17), and (III.18). In that case, the probability masses (or beliefs) associated with each decision are combined according to the threshold and then
abscissa. Thus, the combining rule involves pairwise multiplication of probability masses according to Table II as in D-S theory. However, in GEP theory, the masses are associated via thresholds in an optimal way so that a certain risk (Eq. (III.15)) is minimized, or so that the probability of detection is maximized for fixed false alarm and indecision probabilities (generalized Neyman-Pearson test), whereas in D-S theory the probability masses (beliefs) are combined according to intersection of events, resulting in evidence conflict (see Section 3).

The probabilities in Table II are conditioned on each hypothesis, and \( i = 0, 1 \). Thus, each \( m_1^i \), \( j = 1, 2 \), in Table II is a conditional probability for \( i = 0, 1 \). Hence, the initial probability combining takes place among conditional probabilities only. For \( i = 0, 1 \), each product term in Table I, is a probability mass on the LRT coordinate axis with abscissa \( m_j^0(d) / m_j^0(d) \) for every \( d = d_0, d_1, d_2 \). Evidence combining under each hypothesis is done by summing the probabilities from Table II whose abscissae fall in specific intervals specified either by an optimization criterion, or a certain desired performance. Hence, for \( d = d_0, d_1, d_2, \ldots, d_N \), evidence combining under each hypothesis \( H_i, i = 0, 1 \), is done according to the threshold rule

\[
m_1^i(d_{k}) m_2^i(d_{m}) \rightarrow \text{decision } d_j \quad \text{if} \quad \frac{m_1^i(d_{k}) m_2^i(d_{m})}{m_1^0(d_{k}) m_2^0(d_{m})} \in F_j \quad (III.23)
\]

where \( F_j \) is the decision region that favors decision \( d_j \). The regions \( F_j \) may be determined so that a performance criterion is optimized at the fusion (and possibly at the sensors). For a single binary hypothesis, the decision regions at the fusion are determined by simple thresholds, in which case the decision rule (III.23) simplifies to

\[
m_1^i(d_{k}) m_2^i(d_{m}) \rightarrow \text{decision } d_j \quad \text{if} \quad \frac{m_1^i(d_{k}) m_1^0(d_{k})}{m_1^0(d_{k}) m_2^0(d_{m})} \leq j + 1
\]

(III.24)

for all \( k, m, \) and \( j \), where \( j \) are the thresholds of the LRT's associated with the different decisions that minimize some risk function.

If multiple hypotheses (more than two) are tested, the combining rule is extended to combine the belief functions of the individual sources at the fusion and generate the new conditional belief function under each hypothesis. The association of the new belief function at the fusion with the set of admissible decisions must be done by using the multiple-hypotheses LRT [112], or another test that optimizes some performance measure. It must be underlined again, that the probabilities in the GEP combining rule need not be defined through Bayesian reasoning necessarily, but may very well correspond to belief functions resulting from the D-S approach.

<table>
<thead>
<tr>
<th>Table II GEP Evidence Combining Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_1^i(d_{k}) )</td>
</tr>
<tr>
<td>( m_1^i(d_{k}) )</td>
</tr>
</tbody>
</table>
In the multivote hypotheses case, the conditional belief function in GEP becomes a multi-variable function of the LR's \( \{ A_k(d) \} \) := \( \Pi_j d(1) \), \( k = 1, 2, \ldots, m-1 \) where \( J \) is the number of sensors in the fusion system, \( d_j \) the decision of the \( j \)-th sensor, and \( m \) the number of tested hypotheses. The evidence from the different sensors is combined by forming the joint probability distribution of the LR's under each hypothesis, i.e., by generating \( d(1) \) \( A_k A_{k+1} \ldots A_{m-1} H_k \), \( k = 1, 2, \ldots, J \). For two sensors with independent decisions conditioned on each hypothesis, the conditional evidence combining rule of GEP for three hypothesis and soft decisions (fuzzy logic), can be implemented using Table III.

Once all the entries in Table III are entered, the evidence is combined by adding the probabilities from the fourth column together when the corresponding abscissa, i.e., the pairs \( (A, \{ d \}) \), \( A, \{ d \} \) in the second and third columns, are identical. Once the evidence from all sensors is combined using tables similar to Table III, decisions are associated with the combined evidence using rule (III.23) so that a desired performance criterion is optimized.

Thus, evidence combining at the fusion is done conditioned on each hypothesis separately. The evidence is then associated with the admissible decisions unconditionally using a LRT or a test that optimizes some performance measure. Notice that the set of decisions need not be the same as the set of hypotheses. Thus, evidence combining and decision making are understood as separate concepts in the framework of the GEP theory.
generated using the decision thresholds at the fusion. The (hard) decisions at the sensors are used to simply produce a hard decision at the fusion, if needed, according to some optimality criteria. In that respect, the GEP theory not only defines and processes the evidence according to an a-priori set of optimality criteria, but also provides, if needed, for optimized hard decisions both at the local (sensor) as well as global (fusion) level, a capability which is not built-in the D-S theory (see Section 3).

The decision boundaries in GEP theory determine how evidence is associated with propositions at the fusion and reflect the choice of the costs \( w_j \). To demonstrate the effect that the semantic content of the local decisions has on the global decision (fusion), several experiments were conducted in Gaussian and slow-fading Rayleigh channels. The following statistical model were assumed for the two channels.

**Gaussian:** Observation model at each sensor: \( r \sim G(0,1) : H_0 \), and \( r \sim G(\alpha,1) : H_1 \), where \( G(\alpha,1) \) designates an \( \alpha \) mean and variance 1 Gaussian distribution. If \( P_F \) is the operating false alarm probability, the associated threshold \( t_\beta := \Phi^{-1}(P_F) \), where \( \Phi(1) = 1 - \Phi(1) \) is the cumulative distribution function (cdf) of the standard normal, and \( \Phi^{-1} \) is its inverse.

**Rayleigh:** False alarm probability: \( P_F = [1(1+\epsilon)]^{-1} \)

Detection probability: \( P_D = [P_F]^{-1}(1+\epsilon) \)

where \( \lambda \) is the threshold used, and \( \epsilon \) the SNR at the sensor. In the single level local logic Bayesian DDF with hard decisions at the sensors and fusion, the probabilities at the sensors were generated assuming fixed false alarm probabilities at eh sensors equal to 0.05. For the multi-level local logic DDF, the ambiguous (soft or "fuzzy") decisions were generated by considering a ±20% uncertainty region about the thresholds that determine the decision boundaries in the Bayesian case. The numerical results that are presented refer to binary hypothesis testing with the set of "soft" decisions consisting of \( d_1 = H_0, d_2 = H_1, d_3 = H_0 \forall i \). Additional results for ternary hypothesis testing and arbitrary probability assignments can be found in [17], [16].

In Figs 8 and 9, the total single- and multiple-level logic (GEP) Bayesian DDF risk for the three cost assignments discussed earlier is plotted for Gaussian and slow-fading Rayleigh channels respectively. It is seen that for cases 1.1 and 1.2, the total risk is reduced when soft decisions (GEP) are used instead of hard decisions (Bayesian). Furthermore, the risk for the two cases decreases as the signal-to-noise ratio (SNR) decreases, in agreement with our intuition about a "good" fusion system. However, for case 1.3, the performance of GEP is not always superior to Bayesian, and: (a) soft decisions (GEP) do not lead to better performance than hard decisions (Bayesian); and (b) the risk increases, in general, as the SNR increases against our "intuition." The behavior for these three cases can be explained from Figs 8 and 9. For cases 1.1 and 1.2 the decision boundaries seem intuitively justifiable. However, for the case 1.3, the decision boundaries are "counter-intuitive." Thus, given a set of cost factors, evidence combining in GEP theory is done according to a set of performance criteria, so that the performance of the fusion is optimized. The ability of GEP theory to process evidence independent of the associated propositions and combine it according to desired performance criteria without evidential conflict is highly desirable in sensor integration and decision fusion problems where we want to design a fusion system so...
that its performance can be assessed a priori and according to certain design criteria and specifications.

In another set of experiments on binary hypothesis testing with Gaussian and Rayleigh distributed data, the performance of the GEP fusion with soft decisions at the sensors and hard decisions at the fusion was compared to the Bayesian DDF with hard decisions at all sensors and the fusion. The fusion system that was used for comparison consisted of five and ten identical sensors. The sensors decisions were assumed statistically independent under either hypothesis. The soft decision "H₁" or "H₀" was generated by assigning a "±20% uncertainty region" about the threshold that was used for the Bayesian DDF to generate hard decisions at the sensors at 0.05 false alarm probability level. The Level Of Confidence (LOC), which is equivalent to the (unconditional) probability of correct decision, was used for comparison. The LOC curves in Fig. 10 indicate that GEP outperforms Bayesian DDF with hard local decisions in all cases. The curves were obtained by assuming a fixed false alarm probability 0.05 at the sensors and 0.005 at the fusion. GEP outperforms hard-decision Bayesian DFF in both binary and ternary hypothesis testing, in both Gaussian and slow-fading Rayleigh channels and for any number of sensors. This does not come as a surprise if the decision set of GEP is thought of as the result of multi-level quantization of the data, and the quantization is done according to a semantically intuitive fashion. Similar conclusions were drawn from the comparison of GEP DDF with the Bayesian DDF in ternary hypothesis testing [17], [16].

Fig. 8 Risk vs SNR. Gaussian case; 5 sensors.

Fig. 9 Risk vs SNR. Rayleigh case; 5 sensors.
IV. Distributed Decision Fusion using Dempster-Shafer's Theory

The difference between the Bayesian and D-S theory lies on the type of information that each sensor transmits to the fusion after processing the data locally. As it will become clear in the sequel, if the propositions in the D-S theory are identified with decisions in the GEP (Generalized Bayesian) theory, then there are no semantic differences in the frame of discernment between the two theories. The difference lies on that the frame of discernment in the GEP theory consists of decisions with assigned probabilities that satisfy the Bayesian rule, whereas the frame of discernment in the D-S theory consists of propositions that do not, in general, satisfy the Bayesian rule. Assuming that the number of hypotheses that are tested is fixed and the number of decisions (or frame of discernment in the D-S terminology) is fixed, the output of the local data processing is a set of probabilities regarding the likelihood that the data have been generated by one of the particular hypotheses or subset of hypotheses according to the frame of discernment. To that extent, the use of the term decisions in the D-S theory does not precisely reflect the output of the local processing. It is more appropriate to characterize the outcome of the local processing as evidence about a chosen set of propositions rather than decision regarding a specific hypothesis or set of hypotheses. Thus, even if the frame of discernment is kept common between Bayesian and D-S approaches (by utilizing multi-level Bayesian logic), the mapping of the data in the output of the local processor is completely different; the Bayesian processor maps each data to a particular, single decision (integer-valued scalar), whereas the D-S processor maps the same data to a set of probabilities (multidimensional real-valued vector) associated with all decisions in the frame of discernment. Hence, the communication requirements between Bayesian processors and fusion in one, and D-S
processors and fusion on the other are different. Assuming a frame of discernment consisting of k propositions, the communication requirements for the Bayesian case is $2 \log k$ (the bandwidth required to transmit one of k bits), whereas for the D-S processor k analog outputs must be transmitted to the fusion. Thus, unless the communication requirements for the two approaches are made common, no direct comparison in the performance of the two schemes is meaningful. Since such a performance is beyond the objectives of this paper, we limit the discussion in the structure of the D-S DDF.

In D-S theory, a set of mutually exclusive and exhaustive propositions $u_1, u_2, \ldots, u_m$ is assumed toward which evidence is being offered. To each proposition, their conjunctions, and negations, a nonnegative number between zero and one (or probability mass) is assigned. If $A$ is an atomic proposition, a conjunction of propositions, or a negation of a proposition, then a probability mass, $m(A)$, is assigned to $A$. The quantity $m(A)$ is a measure of the belief in proposition $A$ based on the evidence offered. If $U$ designates the frame of discernment, then

$$\sum_{A \in U} m(A) = 1$$  \hspace{1cm} (IV.1)

with the remaining $1 - \sum_{A \in U} m(A)$ mass attributed to ignorance. Assuming that ignorance constitutes a separate proposition and extending the set $U$ to include this proposition, expression (IV.1) holds as an equality.

According to D-S theory, a support function is defined for single propositions as

$$spt(u_i) = m(u_i)$$  \hspace{1cm} (IV.2)

and for more complex propositions as

$$spt(A) = \sum_{B \in C \in A} m(B)$$  \hspace{1cm} (IV.3)

where "C" indicates subset. The plausibility function is defined as

$$pl(u_i) = 1 - spt(u_i)$$  \hspace{1cm} (IV.4)

where $u_i$ indicates the negation of proposition $u_i$. Alternatively, the plausibility function for a proposition $u_i$ is obtained by summing the masses of all the conjunctions that contain $u_i$, including itself, i.e.

$$pl(u_i) = \sum_{u_i \in A} m(A)$$  \hspace{1cm} (IV.5)

Hence, the support function is indicative of how much evidence is offered in support of a given proposition by all the propositions that relate to it. Furthermore, the plausibility function is indicative of how likely it is for a given proposition to have generated the data.

Evidence from different, and independent, sources defined over the same frame of discernment, is fused according to Dempster's combining rule [Depm '68]

$$m_{u_i} = m_1 \otimes m_2 = \frac{1}{1 - \sum_{A \in \emptyset} m(A)} \sum_{A \in B} m(A) \cdot m(B)$$  \hspace{1cm} (IV.6)

where $m_1$ and $m_2$ designate the support (belief) functions from the two different sources of evidence defined over the same frame of discernment, $u_i$ is the proposition toward which evidence is sought, and "$\otimes$" is the empty set [Shaf '76]. Renormalization of the combined evidence in the rule (IV.6) is required to reject evidence that corresponds to conflicting propositions. The D-S combining rule can be implemented in a
tabular fashion. To illustrate the mechanical similarities that exist between the Dempster's combining rule and the GEP DDF, consider a simple binary hypothesis testing problem. If the frame of discernment is defined as \((H, \bar{H})\), with \(u_i\) indicating the inability to associate evidence from the data with a definite hypothesis, the Dempster's combining rule for two sensors can be implemented using Table IV. In Table IV, it designates evidence associated with conflicting propositions which is used as normalizing factor in (IV.6). The combined evidence is calculated by summing all the product terms from Table IV that result to the same intersection proposition, and normalizing the result. In multiple-source evidence combining, rule (IV.6) is repeated sequentially until the evidence from all sources is exhausted.

The difference between the D-S and Bayesian theory is that the probability assignments for the propositions in the frame of discernment of the D-S theory do not satisfy the fundamental axioms of (Bayesian) probability, namely

\[
P(A \oplus B) = P(A) + P(B) - P(AB)
\]

(IV.7)

In the D-S context, the proposition \(A \oplus B\) is viewed as a separate entity in the frame of discernment and can be assigned an arbitrary probability mass. Still all the probability assignments in the D-S theory must add up to one or some positive quantity less than one, with the remaining probability mass to add up to one attributed to total ignorance [Shaf '76]. A correspondence between the propositions as defined in the D-S theory and the decisions as defined in the multi-level logic Bayesian theory can be established if the decisions of the multi-level logic Bayesian framework are identified with the propositions in the D-S frame of discernment. Once this correspondence is established the fusion performance under the two approaches can be studied under common communication constraints. By disassociating decisions from the hypotheses under test, the Generalized Evidence Processing (GEP) provides a semantically common framework within which the N-P and D-S DDF approaches can be compared under common communication constraints.

<table>
<thead>
<tr>
<th>Table IV Dempster's Combining Rule.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a_1)</td>
</tr>
<tr>
<td>(m_1(h_2))</td>
</tr>
<tr>
<td>(m_1(h_3))</td>
</tr>
<tr>
<td>(m_1(h_4))</td>
</tr>
</tbody>
</table>

Due to the difference in the way evidence is generated in Bayesian (N-P) and D-S theory, an unconditional performance comparison between the two theories is not, in general, feasible. Since in a lot of practical applications the performance of a decision making system is determined by fixing the false alarm probability and maximizing the detection probability at the fusion, it is meaningful to compare the Bayesian and D-S approach based on an N-P criterion. In order to make the comparison possible, we assume that the basic probability assignment of the D-S DDF at the local level is determined using the likelihood function, i.e. we assume that

\[
m(a|b) = P(a|b)
\]

(IV.8)
where \( \alpha \) designates a proposition towards which evidence is provided, and \( r \) the observations. Even when the bpa is resolved at the local level, the decision rule at the fusion after the local evidence is combined remains undetermined. In order to keep the decision rule in a D-S context while maintaining a basis for comparison with the Bayesian DDF, the decision rule that will be used for the D-S DDF will assign the data to the proposition that has the highest support among all propositions in the frame of discernment that correspond to definite hypotheses, i.e.

\[ d(r) := \max_i p_i \cdot d_i \quad \text{and} \quad d_i = H_i \quad i \text{ over all single hypotheses} \]

propositions \((\text{IV.9})\)

With the above assumptions, we prove the following theorem.

**Theorem 5** Assume that the objective of the fusion is to maximize the detection probability after fusion for fixed false alarm probability. Let the observations of the local sensors be independent from each other conditioned on each hypothesis. Let the bpa for the D-S DDF be determined by the likelihood function \((\text{IV.8})\) at the local level. If the fusion rule is the rule \((\text{IV.9})\) above, then:

(a) If the local frame of discernment coincides with the hypotheses under test, i.e. no unions of hypotheses are used as basic propositions, the performance of the D-S DDF is the same as the centralized N-P (Bayesian) fusion.

(b) If compound-hypotheses propositions are allowed in the local bpa, then the performance of the D-S DDF is always inferior to the centralized N-P fusion and the distributed N-P fusion for the same communication overhead.

**Proof** We prove the theorem for the case of two sensors and binary hypotheses testing. A generalization of the proof, although notationally involved, does not present any conceptual difficulties and as such is omitted.

---

Part (a) According to the assumptions of the theorem, the bpa is

\[ m(H) := \Pr(H | 1) = \frac{p_H | 1}{p(1 | H)} \Pr(H) \quad 1 = 0, 1 \] \((\text{IV.10})\)

and so the D-S requirement

\[ m(H) + m(H) = 1 \] \((\text{IV.11})\)

is satisfied. Using the Dempster's combining rule \((\text{IV.6})\) for two sensors, we obtain

\[ \sup(H) = \left( m'(H), m''(H) \right) / \left( 1 - m'(H), m''(H) * m'(H), m''(H) \right) \] \((\text{IV.12})\)

where the division is the result of renormalization due to the existence of conflicting evidence mass after fusion, and the superscripts identify the sensors. A similar expression is obtained for the \( H \) hypothesis if the indexes in \((\text{IV.12})\) are switched. The proposed decision rule \((\text{IV.9})\) translates to

\[ H, \sup(H) / \sup(H) > \frac{t}{H} \] \((\text{IV.13})\)

were \( t \) is some threshold to be determined. Taking into account that for this particular case the D-S rule yields

\[ \sup(H) = m(H) \] \((\text{IV.14})\)

and using expression \((\text{IV.3})\), the D-S decision rule gives after some elementary algebra

\[ H, \left( p(H_1 | H), p(H_1 | H, H) \right) / \left( p(H_1 | 1), p(H_1 | 1, 1) \right) \geq \frac{t}{H} \] \((\text{IV.15a})\)

or

\[ H, \left( p(H_1 | H), p(H_1 | H, H) \right) / \left( p(H_1 | 1), p(H_1 | 1, 1) \right) \geq \frac{t}{H} \] \((\text{IV.15b})\)

or
which is precisely the centralized Bayesian N-P test. Thus, the performance of the D-S DDF in this case is identical to the optimal centralized Bayesian DDF for the same false alarm probability at the fusion.

Part (b) in the binary hypotheses testing case the only compound proposition in the frame of discernment is \( \{ H_0, H_1 \} \). If we assume, without loss of generality, that the bpa for the three propositions is done by subtracting an equal amount of probability from the two propositions that correspond to the definite hypotheses and associating it with the compound proposition, the following bpa results

\[
\begin{align*}
\mu_{H_0}(H_0) & = Pr(H_1 | x) - \epsilon x / 2 \\
\mu_{H_1}(H_1) & = Pr(H_1 | x) - \epsilon x / 2 \\
\mu_{H_0, H_1} & = \epsilon x / 2
\end{align*}
\]

where the probability mass \( \epsilon x / 2 \) can be data dependent. Using the Dempster's combining rule to fuse the evidence and suppressing the explicit dependence of \( \epsilon x / 2 \) on the data for notational simplicity, we obtain the following expressions for the support function regarding the two hypotheses.

\[
\text{sup}(H_0) = \frac{\text{1} \cdot m(H_0, m(H_1)) + 1/2(\epsilon, m(H_1)) + \epsilon, m(H_1)) - 3\epsilon, \epsilon / 4}{1 - \text{conflicting evidence}}
\]

and

\[
\text{sup}(H_1) = \frac{1/2(\epsilon, m(H_1)) + 1/2(\epsilon, m(H_1)) + \epsilon, m(H_1)) - 3\epsilon, \epsilon / 4}{1 - \text{conflicting evidence}}
\]

from which the assumed decision rule

\[
\frac{\text{sup}(H_1)}{\text{sup}(H_0)} \geq 1 \quad \text{H}_1
\]

yields

\[
(\text{pfr}(H_0, \text{pr}(H_1)) + \epsilon, \text{pr}(H_1, \text{pr}(H_1)))
\]

\[
+1/2(\epsilon, \text{pr}(H_1, \text{pr}(H_1)))
\]

\[
\geq 3\epsilon, \epsilon / 4 \text{I-2.1-1}
\]

By comparing the decision rule (IV.19) with the optimal N-P test rule (IV.15d), it is seen that the first term in brackets in the left side of (IV.19) is identical to the term in the left side of (IV.15d). Since the decision rule (IV.15d) is the optimal decision rule in the N-P sense, rule (IV.19) would achieve optimal performance if and only if the rest of the terms in (IV.19) could be made identically equal to zero for a fixed threshold \( t \). However, with data dependent bpa assignment \( \epsilon x / 2 \), this is not possible in general. Thus, the performance of the D-S DDF is inferior to the optimal centralized N-P fusion. Furthermore, since the performance of the distributed N-P decision fusion can be arbitrarily close to the optimal centralized one [TVB '87, Thom '90] by simply including some additional quality information bits along with the decisions or by increasing the number of quantization levels, the performance of the N-P DDF is always superior to the performance of the D-S DDF for a lesser amount of communication requirements. Notice that in the D-S either the data itself has to be transmitted from the sensors.
to the fusion (which is the most efficient way), or the bpa's must be
transmitted thus making the communication requirements pro-
portional to the number of propositions in the frame of discernment. (Clearly, a
quantized version of the data or bpa's can be transmitted resulting in
reduction of communication requirements and performance as well.)

The above arguments extend easily to multiple sensor case. The
general multi-hypothesis case can be handled in a similar way as the two
hypothesis case, only the expressions become more complicated. □

In order to compare the consistency of the GEP and D-S evidence
combining rules (III.23,24) and (IV.6) respectively, the following
experiment was conducted. Two identical sets of propositions were
used for the GEP and D-S DDF. The basic probability assignment for the
supported propositions in the D-S fusion was taken to be identical to the
associated likelihood function (conditional probability) that was used
in the GEP fusion according to (IV.8). The likelihood function was
calculated using the "uncertainty regions" about the thresholds that
would correspond to a hard decision Bayesian DDF. The details of the
construction of the likelihood function are discussed in length in [17].
The experiment was conducted for binary and ternary hypothesis testing
fusion systems, and numerical results have been obtained for distribution
based, as well as arbitrary, bpa's. However, only results from the binary
hypothesis testing will be presented. For additional results, the reader
is referred to [THGa '90 and Ga '90]. For the GEP fusion and the binary
hypothesis testing, the conditional probabilities at the sensors were
obtained by associating the "±20% uncertainty region" around the
threshold that corresponded to sensor false alarm probability 0.05 with
the ambiguous decision (H₂ or H₃). The so obtained conditional
probabilities were used as the original probability assignments at the
sensor for the D-S fusion.

The conditional probability masses were calculated at the fusion
using Dempster's combining rule. The conditional probabilities that
resulted from the GEP fusion and the conditional probability masses from
D-S fusion were then used to calculate conditional plausibility according
to (IV.8). The results were obtained for a false alarm probability of
.05 at the sensor and .005 at fusion.

Fig. 11 Conditional plausibility for five and ten sensors. Gaussian
case. Sensor false alarm Pₐ = 0.05; False alarm after
fusion Pₕ = 0.005.

Figures 11 and 12 display results for Gaussian and Rayleigh
distributed signals respectively. Both graphs show the plausibility
conditioned on hypothesis H₁, for five and ten sensors. To compare the
two combining rules for consistency, we define the crossover point as the

SNR level above which the plausibility for the correct hypothesis, \( H_1 \), becomes greater than that for the incorrect hypothesis, \( H_0 \). Observe that for both the five and ten sensor cases the crossover point occurs at a lower SNR for GEP than for D-S theory. So GEP works correctly for a wider range of SNR than does D-S theory. Also notice the behavior as the number of sensors increases from five to ten. For GEP the crossover point moves to lower SNR while for D-S theory it does not move at all. This indicates that we can improve the performance of GEP by increasing the number of sensors, which is a very desirable feature. The performance of D-S theory, on the other hand does not improve when the number of sensors increases.

![Graph: Conditional plausibility vs. SNR for five and ten sensors. Rayleigh case. Sensor false alarm \( P_{F_S} = 0.05 \); False alarm after fusion \( P_{F_f} = 0.005 \)](image)

**Fig. 12** Conditional plausibility for five and ten sensors. Rayleigh case. Sensor false alarm \( P_{F_S} = 0.05 \); False alarm after fusion \( P_{F_f} = 0.005 \)

![Graph: Unconditional plausibility vs. SNR. Gaussian case. Sensor false alarm \( P_{F_S} = 0.05 \); False alarm after fusion \( P_{F_f} = 0.005 \)](image)

**Fig. 13** Unconditional plausibility vs. SNR. Gaussian case. Sensor false alarm \( P_{F_S} = 0.05 \); False alarm after fusion \( P_{F_f} = 0.005 \)

![Graph: Unconditional plausibility vs. SNR. Rayleigh case. Sensor false alarm \( P_{F_S} = 0.05 \); False alarm after fusion \( P_{F_f} = 0.005 \)](image)

**Fig. 14** Unconditional plausibility vs. SNR. Rayleigh case. Sensor false alarm \( P_{F_S} = 0.05 \); False alarm after fusion \( P_{F_f} = 0.005 \)
Figures 13, 14 show unconditional plausibility plots for the Gaussian and Rayleigh cases. More specifically they show the unconditional plausibility for the correct and incorrect hypotheses. Once again the results are shown for both five and ten sensors. We see that for all cases the plausibility for the correct hypothesis is higher at lower SNR for GEP than that for D-S theory. The separation between plausibility for correct and incorrect hypotheses is much clearer for GEP. In fact at very low SNR D-S theory fails to separate the plausibility for the correct hypothesis from that of the incorrect.

V. Bayesian / N-P DDF and Neural Networks

Although, the form of the optimal Bayesian / N-P DDF is known, for both binary and multi-level quantizations (Theorems 1 and 5), the optimal thresholds are given, in general, in terms of coupled, nonlinear equations [8], [10], whose solution is not forthcoming, even in simple cases. Suboptimal numerical solutions to the N-P DDF [10] may still be computationally intensive, if the fusion rule is unknown. The optimal solution to the Bayesian and Neyman-Pearson DDF problem, Eqs. (II.3a) and (II.4d) respectively, bears striking topological and functional similarities with the structure of a neural network (NN). This topological similarity suggests an alternative approach to solving the computationally N-P hard [5] DDF problem. By slightly modifying the values that designate the decision at the i-th sensor to

$$u_i = \begin{cases} +1 & \text{if the } i\text{-th local decision favors hypothesis } H_i, \\ 0 & \text{if the } i\text{-th local decision favors hypothesis } H_{\overline{i}}, \end{cases} \quad (V.1)$$

for notational convenience, the optimal Bayesian and N-P DDF rules (II.3a) and (II.3b) respectively take on the form

$$w_i = w_i u_i + 1 \quad (V.2)$$

where

$$w_i = \log \left( \frac{P_D}{1 - P_D} \right) - \log \left( \frac{1 - P_D}{1 - P_{\bar{D}}} \right) \quad (V.3)$$

and

$$t_i = \log \left( \frac{1 - P_D}{1 - P_{\bar{D}}} \right) \quad (V.4)$$

By combining the constant thresholds together with the unknown operational threshold $$T_{DF}$$ and defining

$$w_i := -T_{DF} + \Sigma t_i \quad (V.5)$$

the DDF rule (V.2) can be written in a form reminiscent of an NN architecture:

$$H_i = \begin{cases} 1 & \text{if } w_i \geq 0 \\ \overline{1} & \text{if } w_i < 0 \end{cases} \quad (V.6)$$

A noticeable advantage of (V.6) over (V.2) is that the unknown threshold $$T_{DF}$$ has been absorbed in the synaptic weight $$w_i$$, which can be determined through training by assuming that it corresponds to the interconnection weight of an additional, constant input to the fusion neuron. Notice that the threshold in (V.6) is known, constant, and equal to zero. Thus, (V.6) can be implemented using an NN and replacing the hard threshold decision rule by a smoother sigmoidal nonlinearity [McRue '87, Nils '90, TPS '91].

In Fig. 15 the optimal Bayesian (N-P) DDF structure is shown when the local LR is linear on the data.
Fig. 15 are identified with neurons and the thresholds are replaced by continuous sigmoidal functions. There is a one-to-one topological correspondence between the D-SIDF architecture and the simple two-layer NN of Fig. 16. The topological similarities suggest that one can take advantage of the learning capabilities of an NN and train it to solve the Bayesian DPF even when the chosen statistics are not known. The Bayesian DPF can be achieved by using any of the available training rules. For example, if a quadratic error is defined as the output of the fusion and using a gradient based algorithm, such as backpropagation [22], to update the synaptic weights, the coefficients of the LRs in the Bayesian DPF will result in the minimum error at the output of the NN with a quadratic error criterion.

Training of the NN with a quadratic error criterion will result in a minimum error at the output of the NN with a quadratic error criterion.

A quadratic error training criterion attempts to fit the data in two different hypotheses.
A. Training Rules

1. Backpropagation based on mean-squared error

Let the training output of the network be $u^n_0$ at the $n$-th iteration, while the training hypothesis is $u^n_1$. The standard backpropagation method trains the NN by minimizing the error energy $\Sigma_n (u^n_0 - u^n_1)^2$. (V.7)

To apply the generalized delta rule [McRuer '66], define for each neuron $k$ the function

$$\delta_k = k \cdot (1 - o_k \cdot \prod_j w_{kj}),$$

where $o_j$ is the output of neuron $j$ and $w_{kj}$ is the current weight between node $k$ and node $j$. The output node is a special case where

$$\delta_n = 2(u^n_0 - u^n_1) \cdot u^n_0 \cdot (1 - u^n_0).$$

(V.9)

The update of the weights during training is done using the difference equation

$$dw^{n+1}_{ij} = \delta_i o_j + \alpha dw^{n-1}_{ij},$$

(V.10)

where $\alpha$ is a predefined constant that determines the rate of convergence. The second term in the weight update equation is known as the momentum term.

Backpropagation was used to train a neural network to perform DDF. The network consisted of four identical sensors and a fusion. Each sensor and the fusion were represented by identical NNs, each having two input neurons, one hidden layer with three neurons, and a single-neuron output layer. The NN was first trained on the binary hypothesis problem $H_0: w$ and $H_1: A + w$, where $w$ is a zero mean, unit variance Gaussian random variable, and $A$ is a constant. The backpropagation algorithm converged for cases where $A = 0.5, 1$, and $3$, and produced the post-training Receiver Operating Characteristics (ROCs) shown in Fig. 17 a, b, and c. A comparison with the optimal fusion ROCs, indicates a very close matching between the ROCs obtained by the NN and the optimal ones [10].

Fig. 17 Receiver Operating Characteristics obtained by the NN for different signal levels; Gaussian case. In all cases, the noise variance is set equal to one.
Fig. 18 NN DDF Receiver Operating Characteristics for Rayleigh case.

Variance under $H_0 = 1$; Variance under $H_1 = 4$.

To test the effectiveness of the NN DDF solution in non-gaussian data, the NN was trained using Rayleigh distributed data with variance one under $H_0$, and variance four under $H_1$. The ROC that was obtained after training and shown in Fig. 18 is very close to the optimal one [10]. The ROCs in all cases were obtained by using 8900 sample data other than the training data set and externally varying the threshold $w_n$ in (V.7) to obtain the entire range of $(P_F, P_D)$.

The training was done as follows: A set of 100 training samples were generated, 50 from each hypothesis, and repeatedly presented in the NN until convergence. The test for convergence was based on the criterion

\[
\Delta(x_{n+1}^{100}, y_{n+1}^{100} \hat{w}_n^{100})^2 - \Delta(x_{n}^{100}, y_{n}^{100} \hat{w}_n^{100})^2 < \frac{1}{100}
\]  

(V.11)

Training was terminated when the criterion (V.11) was satisfied.

Initially, all samples were used during training. After a number of iterations though, samples producing the wrong result (i.e. giving a difference more that 0.5 in absolute value) were ignored (not discarded) and training was not used on them, i.e. selective training was used. Training was finished within five or six iterations after selective training was introduced. However, when selective training was introduced, was found to be critical.

At first, the network did not differentiate between $H_0$ and $H_1$. It responded to the training by giving the output for both cases down after $H_1$, and up for both cases after $H_0$. Both cases produce approximately the same output at each case for a number of iterations. After that number, differentiation starts and each result converges separately.

Starting the selective training before the network starts to learn selecting between the two hypotheses would mean that one of the hypotheses is screened out (the one further from the common current output). This would then imply that from this point on, the network sees a uniform output 0 as the desired result, and effectively then approximates the zero function, the simplest function giving this result, making it effectively useless for recognition.

If selective training is started after differentiation is made, then both cases are represented and the network converges very fast. The point at which selective training can start was found to be after 3 iterations for $A = 3$, after about 50 iterations for $A = 1$, and after more than 90 iterations for $A = 0.5$, consistent with the difficulty in discriminating among the data from the two hypotheses in the three cases.
Although selective training expedited convergence of the NN, it did not seem to affect the final performance of the NN substantially. However, as was mentioned above, it was found to be of critical importance when selective training started. This sensitivity is due to the fact that the NN was initially assumed untrained. Thus, the decisions made by the individual sensors might be completely erroneous. One way to avoid this sensitive behavior is to either pre-train the NN that corresponds to each sensor separately, and then retrain them all together in the fused NN, or use persistent training at each training sample presentation.

Simulations of the NN solution with persistent training per training sample have shown fast convergence with relatively small size training data in the linear Bayesian DDF problem. An NN for a DDF case of five sensors, each receiving five i.i.d. samples from a Gaussian distribution with zero mean under hypothesis $H_0$, mean one under hypothesis $H_1$, and identical standard deviations equal to two under both hypotheses, was simulated using a set of one hundred training points. For each training point, backpropagation was used to update the synapses. At each learning cycle, scores of correct classification and false alarms at first presentation were kept, so that the probability of false alarm was adjusted to the desired level. Otherwise, weight update took place through backpropagation until the deviation between the true hypothesis and the NN output was within prescribed tolerance limits.

The simulation results that are presented below correspond to binary hypothesis testing, equal a priori probabilities for each hypothesis, and five identical sensors. Five observations were made at each sensor. To train the NN, 30 training data sets were generated and fed in. Using backpropagation, the weights of the synapses were adjusted when the error at the fusion exceeded the prescribed level of tolerance until the fusion error was reduced to prescribed level of tolerance. Fig. 19 shows the converging behavior of the NN during training for different allowed error tolerance. Cases with different learning rates were also simulated and the results are shown in Fig. 20. It is seen that the average error at the fusion as function of the number of epochs (training cycles) reduces faster in the case of larger learning rate. At the end of training, the synaptic weights were fixed at their values at the end of the last training cycle.

The post-training performance of the NN was evaluated using 2000 testing data sets that were generated under the equal-likely hypothesis.
assumption. By varying the threshold at the fusion, the Receiver Operating Characteristic (ROC) in Fig. 21 was obtained. The ROC in Fig. 21 demonstrates the ability of NNs to solve DDF problems efficiently.
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**Fig. 20** Average fusion error per data set vs. epochs during training for different learning rates.

- **Solid line:** Learning Rate = 0.9
- **Dotted line:** Learning Rate = 0.5

![Graph of False Alarm Probability vs. Duration Probability]

**Fig. 21** Post-training Receiver Operating Characteristic (ROC) of NN DDF.

### 2. Training based on Neyman-Pearson

N-P training is conceptually identical to the backpropagation algorithm, except that training is done around a desired false alarm rate at the fusion. In order to achieve training around a desired false alarm rate at the fusion, two possible performance criteria can be used to measure the output error:

\[ E = P_M + \lambda (P_F - a)^2 \]  \hspace{1cm} (V.12)

or

\[ E = P_M^2 + \lambda (P_F - a)^2 \]  \hspace{1cm} (V.13)

where \( P_M \), \( P_F \) are the miss and false alarm probabilities at the fusion.

The modifications required to the standard backpropagation to implement the N-P fusion rule relate only to the energy function derivative with respect to the output. To get this, first we express the probabilities in terms of the output as

\[ P_M = \frac{1}{N} \sum_{n=1}^{N} u_n \] \hspace{1cm} (V.14)

\[ P_F = \frac{1}{N} \sum_{n=1}^{N} (1-u_n) \] \hspace{1cm} (V.15)

which gives two possible derivative forms

\[ \frac{dE}{du_0} = \frac{m u_0}{\sum_{n=1}^{N} u_n} + 2\lambda (P_F - a) \frac{(1-u_0)}{\sum_{n=1}^{N} (1-u_n)} \] \hspace{1cm} (V.16)

\[ \frac{dE}{du_0} = -2P \frac{u_0}{M} \frac{m}{\sum_{n=1}^{N} u_n} + 2\lambda (P_F - a) \frac{(1-u_0)}{\sum_{n=1}^{N} (1-u_n)} \] \hspace{1cm} (V.17)

for the second one. If we set
where $o$ is the output neuron, from then on the backpropagation rule proceeds as described before. The $N$-F trained rule was successfully used in centralized and distributed DDF. For numerical results and discussion of the $N$-F training rule, see [22].

3. Training based on Kalman Filter

The problem of training a NN can be viewed as a Kalman Filtering problem [23], [24]. If the ideal (unknown) weights and thresholds of the NN are identified with the state $x(n)$ of a Kalman Filter, then these weights should be time-invariant, thus satisfy the plant equation

$$x(n+1) = x(n)$$  \hspace{1cm} (V.19)

The unknown state $x(n)$ in the NN is observed via the nonlinear output equation

$$d(n) = h(x(n)) + v(n)$$  \hspace{1cm} (V.20)

where the error made from not knowing the weights and thresholds precisely is modeled as zero mean, random error $v(n)$ with covariance matrix $E[v(n)v(n)^T] = R(n)$, a positive definite matrix. The nonlinear function $h(\cdot)$ takes into account all the threshold nonlinearities at each neuron at every layer. From the nonlinear Kalman Filter theory, the state $x(n)$ can be estimated using the Extended Kalman Filter (EKF) with equations

$$\hat{x}(n+1) = \hat{x}(n) + K(n)[d(n) - h(\hat{x}(n))]$$  \hspace{1cm} (V.20)

$$K(n) = P(n)H(n)[R(n) + H(n)P(n)H(n)]^{-1}$$  \hspace{1cm} (V.21)

$$P(n+1) = P(n) - K(n)H(n)^T(n)P(n)$$  \hspace{1cm} (V.22)

where $H(n)_j$ is the derivative of the output node $i$ with respect to weight $j$, computed as in the backpropagation. Also $d(n)$ is the desired vector output of the output neurons. For more details on the use of the EKF for training the NN to perform DDF see [22].

VI. Summary

The two major evidence processing theories, namely Bayesian and Dempster-Shafer's, are presented as applied to the problem of Distributed Decision or Evidence Fusion. Some of the fundamental results in Bayesian and Neyman-Pearson DDF are presented. It is shown that a Generalized Evidence Processing theory, which is a generalization of the Bayesian DDF using multi-level logic at the local processor, can provide a framework that allows comparison of the performance of the Bayesian and D-S DDFs under certain conditions. To that extend, a theorem is developed that shows that if the objective is to maximize the detection probability at the fusion for fixed false alarm probability, the Bayesian DDF outperforms the D-S DDF when multi-level logic is used locally, i.e. at the sensors. Natural structural similarities between the Bayesian DDF solution and neural networks are exploited. It is shown that NNs can learn to solve the DDF efficiently, even in the absence of explicit statistical information about the channel.
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APPENDIX

A. Proof of Theorem 8

Let the set of observations at the N sensors be \( r := \{ r_1, r_2, \ldots, r_N \} \) with \( r_i \in \mathbb{R}^n, \ i \in S \), the set of the first positive N integers. The \( r_i \)'s are assumed statistically independent, and not necessarily identically distributed, under either hypothesis. Assuming binary hypothesis testing, let \( p_{ij} \) designate the probability density function (pdf) or \( r_i \) under hypothesis \( H_j \), where \( j = 0, 1 \). Each sensor partitions (quantizes) each own observation using an M-level nonlinearity, and passes the partitioned information to the fusion. Let \( u := \{ u_1, u_2, \ldots, u_N \} \) be the partitioned information at the fusion, with \( u_1 \in S_M \), the set of the first M positive integers. The test at the fusion which, for a given \( U \), maximizes the detection probability for fixed false alarm probability, is the Neyman-Pearson (N-P) test [VaTr '68]. Assuming that any desired false alarm probability at the fusion can be achieved by a nonrandomized N-P test, we are interested in characterizing the M-level partitions that maximize the detection probability at the fusion over all possible M-level nonlinearities, thus prove Theorem 5. The proof of Theorem 5 in case of randomized N-P test at the fusion can be obtained along the same lines, using some additional technical arguments similar to [14].

In order to show that the optimal nonlinearities are based on the Likelihood Ratio Test (LRT), we establish two lemmas first.

Let \( u_0 \) designate the decision at the fusion. Then, \( u_0 = 1 \) implies that the fusion decision favors the hypothesis \( H_1 \), while \( u_0 = 0 \) implies the hypothesis \( H_0 \). Define the following probabilities


\[ s_0 = \text{Pr}(u_0 = 1 \mid H_0) \]  
(a.1)  
\[ \theta_0 = \text{Pr}(u_0 = 1 \mid H_1) \]  
(a.2)  
\[ P(u, \cdot, m) = \text{Pr}(u_i = j \mid H_m), \quad m = 0, 1 \]  
(a.3)  
and the indicator function  
\[ I_i(j) = \begin{cases} 1 & u_i = j \\ 0 & \text{otherwise} \end{cases} \]  
(a.4)  
with \( i \in S_N \) and \( j \in S_M \). The LRT at the fusion is given as in Theorem 3, i.e.,  
\[ A(u) = \frac{dP(u \mid H_0)}{dP(u \mid H_1)} H_0 > \lambda_0 \]  
(a.5)  
Due to the independence assumption, the LRT can be written in a product form as  
\[ A(u) = \prod_{i=1}^{N} \frac{dP(u_i \mid H_0)}{dP(u_i \mid H_1)} H_0 > \lambda_0 \]  
(a.6)  
or, equivalently as  
\[ \sum_{i=1}^{N} I_i(w_i) H_0 > \lambda_0 \]  
(a.7)  
where, for \( i \in S_N \),  
\[ w_i^T = \begin{bmatrix} dP(u_i \mid H_0) \\ \vdots \\ dP(u_i \mid H_M) \end{bmatrix} \]  
(a.8)  
\[ w_i^T = \begin{bmatrix} \frac{dP(u_i \mid H_0)}{dP(u_i \mid H_1)} \end{bmatrix} \]  
(a.9)  
As seen from (a.7), the actual value assigned to \( u_i \) in (a.4) does not affect the decision at the fusion. What matters is that each \( u_i \) belongs to a set of cardinality \( M \).

Assuming a nonrandomized test at the fusion, the LRT (a.6) partitions the set of all possible \( u \)'s into two acts \( N_1 \) and \( N_2 \), such that \( N_1 \) is the set of all \( u \) sequences for which \( A(u) > \lambda_0 \), and \( N_2 \) is the set of remaining sequences. The false alarm and detection probabilities can be expressed respectively as  
\[ a_0 = \sum_{i=1}^{N_2} P(u_i \mid H_0) \]  
(a.10)  
\[ \theta_0 = \sum_{i=1}^{N_1} P(u_i \mid H_1) \]  
(a.11)  
where \( P(u_i \mid m) := P(u_i \mid H_1, N_1, N_2) \). We establish the following Lemma 1.

**Lemma 1**

**Monotone Property:**

Assume that  
\[ P(u_i \mid H_0) > P(u_i \mid H_1) \]  
(a.12)  
for every \( i \in S_N \).

Let \( u_i \) assume some specific value \( u_0 \), \( u_0 \in S_M \) for all \( i \) except \( \rho \).

Suppose that the set \( N_2 \) contains the sequence \( u_0^{\rho}, \ldots, u_0^{\rho+k}, u_0^{\rho+k+1} \) for \( k \in S_N \). Then, the sequences \( u_0^{\rho}, \ldots, u_0^{\rho+k}, u_0^{\rho+k+1} \) and \( u_0^{\rho}, \ldots, u_0^{\rho+k}, u_0^{\rho+k+1} \) are also contained in \( N_2 \).

**Proof**
The sequence \( u = (u_1^0, ..., u_p^0, u_k^0, u_{p+1}^0, ..., u_N^0) \) satisfies \( \Lambda(u) > \lambda_0^o \). If the condition (a.12) is satisfied, equation (a.6) implies that each sequence
\[
(u_1^0, ..., u_p^0, u_k^0, u_{p+1}^0, ..., u_N^0), M \geq q + k + 1, \text{ also satisfies } \Lambda(u) > \lambda_0^o.
\]

The next lemma shows that quantization of the data based on the likelihood ratio satisfies the condition (a.12) in Lemma 1.

**Lemma 2 Monotone property of the LRQ**

Let the quantization at the \( i \)-th sensor be
\[
u_i = j \text{ if and only if } \lambda_{i,j} \leq \lambda_{i,j+1}
\]
where \( j \in S \). The \( \lambda_{i,j} \)'s are nondecreasing with \( \lambda_{i,0} = 0, \lambda_{i,M+1} = \infty \), and where \( \Lambda_r \) is the LR
\[
\Lambda_{i,j} = \frac{d \Lambda(x)}{d \Lambda(y)}
\]

For the quantizer (a.13), the inequalities in (a.12) are satisfied.

**Proof**

We prove the last inequality on the right hand side of (12). The other inequalities follow by similar reasoning. For the LRQ in (a.13) we have
\[
\lambda_{i,j+1} = \int_{\lambda_{i,j}} \frac{d \Lambda_{i,j}}{d \Lambda_{i,j+1}} = 0, 1
\]
where \( d \Lambda_{i,j+1} \) is the probability distribution of the LR in (a.14) under hypothesis \( H_{i,j+1} \). From the well-known fact [VTre '64] that

\[
\frac{d \Lambda_{i,j}}{d \Lambda_{i,j+1}} = \frac{P(k,m)}{P(k,m+1)}
\]

where the dependence of the LR on \( r_i \) has been omitted for notational brevity. It follows, by integrating both sides of (a.16) over \( \lambda_{i,j+1} \) and lower bounding \( \Lambda \) by \( \lambda_{i,j} \) on the right hand side integral, that

\[
\begin{cases}
P(i,M,1) = \lambda_{i,M} \\
P(i,M,0) = \lambda_{i,M} \\
P(i,M,1) = \lambda_{i,M}
\end{cases}
\]

which proves the last inequality on the right hand side of (a.12).

We are now in position to prove Theorem 5.

**Proof Theorem 5**

Isolating the \( k \)-th sensor, equation (a.11) can be rewritten as
\[
\beta_0 = \sum_{i=1}^{N} K_i \sum_{k=1}^{M} P(k,1) \quad (a.19)
\]

where
\[
K_k = \sum_{i=1}^{N} T_i \sum_{k=1}^{M} P(k,1)
\]

Since \( \sum_{i=1}^{N} P(k,0) = 1 \), without any loss of generality, \( P(k,1,1) \) can be considered as function of the remaining \( P(k,j,0) \)'s for \( j = 2, ..., M \). The expression in the square brackets of (a.19) can be written explicitly as
\[
\begin{bmatrix}
T_1 P(k,1) \\
\vdots \\
T_M P(k,1)
\end{bmatrix} = \begin{bmatrix}
1 & [k,M] & [k,11] & \vdots & [k,1]
\end{bmatrix}
\]

\[
(a.21)
\]
In the above expressions, \( i \in S^M \), \( i \in S_N \), and \( C^*_i \), \( C^*_i \) are mutually exclusive and collectively exhaustive subsets of \( \mathbb{R}^N \) for every \( i \), i.e. they form a coverage of \( \mathbb{R}^N \). Denote the likelihood function \( dP_{i\rightarrow j} \) under \( H_m \) as \( I_{m_i} \), the integral \( \int_{R_{m_i}} dP_{i\rightarrow j} \) as \( I_{m_i} \), the intersection of two sets \( S_1 \) and \( S_2 \) as \( S_1 \cup S_2 \), and the compliment of a set \( S \) as \( S^c \).

Consider the difference
\[
P^*(i,M,1) - P^*(i,M,1) = \int L^{-1}_1 \cdot \int L^1_{C_{M^C}}
\]
(a.23)

Upon adding and subtracting \( \int L^{-1}_1 \) to the right hand side of (a.23),
\[
P^*(i,M,1) - P^*(i,M,1) = \int L^{-1}_1 \cdot \int L^1_{C_{M^C} \cdot C_{M^C}}
\]
(a.24)

For the \( M\)-th quantization level threshold at the \( i\)-th sensor,
\[
\lambda_{i,J,M} < \lambda_{i,J,M} \quad \text{holds in } C_{M^C}, \quad \text{and } \lambda_{i,J,M} < \lambda_{i,J,M} \quad \text{holds in } C_{C_{M^C} \cdot C_{M^C}}.
\]
Hence, by making use of the (a.16), the right hand side of (a.24) is bounded from below by
\[
\int L^{-1}_1 \cdot \int L^1_{C_{M^C} \cdot C_{M^C}}
\]

Upon adding and subtracting \( \int L^{-1}_1 \) to the above bound, we obtain
\[ P^*(l,M,1) \cdot P^*(l,M,1) \leq \lambda_{l,M} \left( \int_{C_N^*} L_{0} \cdot \int_{C_M^*} L_{0} \right) \geq 0 \quad (a.25) \]

where the last inequality follows from the requirement that \( P^*(l,M,0) = P^*(l,M,0) \). Along similar lines, we could show that the following relations are true:

\[
\sum_{j=p}^{M} P^*(l,j,1) \cdot \sum_{j=p}^{M} P^*(l,j,1) = \int_{U C} L_{1} \cdot \int_{U C} L_{1} \geq 0 \quad (a.26)
\]

for \( p = 2, 3, ..., M-1 \), where "U" stands for set union in the above. Furthermore, the inequalities in (a.25) and (a.26) are satisfied for every \( l \in S_N \). This completes the proof of Theorem 5. \( \alpha \)
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ABSTRACT

The effects of transmission delay and channel errors on the performance of a distributed sensor system are studied. In a network of distributed sensors at a given time instant, the decisions from some sensors may not be available at the fusion center owing to networking and transmission delays. Assuming that the fusion center has to make a decision on the basis of the data from the rest of the sensors, provided that at least one peripheral decision has been received, it is shown that the optimal decision rule that maximizes the probability of detection for fixed probability of false alarm at the fusion center is the Neyman-Pearson test at the fusion center and the sensors as well. Furthermore, it is shown that, in the case of noisy channels, the decision made by each sensor depends on the reliability of the corresponding transmission channel. Moreover, the probability of false alarm at the fusion is restricted by the channel errors. For a given decision rule, the probability of any channel being in error must be kept at a certain level to achieve a desired probability of false alarm at the fusion. A suboptimal but computationally efficient algorithm is developed to solve for the sensor and fusion thresholds sequentially. Numerical results are provided to demonstrate the closeness of the solutions obtained by the suboptimal algorithm to the optimal solutions.

1. INTRODUCTION

Problems dealing with distributed decision fusion have been receiving much attention in recent years [1-11] and [14]. In [7], [10], [11], and [14] it
is proved that for the parallel and serial sensor topology the globally optimal solution to the fusion problem that maximizes the probability of detection for fixed probability of false alarm when sensors transmit independent binary decisions to the fusion center consists of a Neyman-Pearson (NP) test at the fusion and Likelihood Ratio (LR) tests at all sensors. In [7], the optimality of the N-P/L-R test for the parallel topology was derived using the Lagrange multipliers method. An independent proof of the optimality of the N-P test for the distributed fusion problem of independent decisions is given in [14]. In [11], a suboptimal sequential solution to the fusion problem in terms of a one-dimensional search algorithm was developed. In [7] and [11] it is assumed that the channels over which the decisions were communicated from the sensors to the fusion were errorless and that there were no delays associated with the transmission of the decisions, i.e., all the decisions were available to the fusion at the time of fusion. In this paper we consider the distributed decision fusion problem when decisions are transmitted with delays resulting from networking and bandwidth constraints over noisy channels that introduce errors in the sensor decisions as received by the fusion [12], [13].

Consider the distributed sensor fusion system shown in Figure 1. To capture the effect of delays in the reception of the peripheral decisions by the fusion, a time-slotted decision system is assumed. The time axis is subdivided into decision intervals. At the end of each decision interval, the fusion makes a decision based on the peripheral decisions that became available (arrived) during this decision interval and were transmitted by the sensors no earlier than one decision interval prior to the decision fusion time. Decisions that arrive at the fusion with delay greater than an interdecision time interval are simply ignored by the fusion. This requires that the decisions from the sensors are sent to the fusion time-marked in between decisions, the fusion times out. We call this interval either interdecision interval or time-out interval for the fusion.

Let $p_i$ ($i = 1, 2, \ldots, N$) be the probability that $u_i$, the decision $u_i$ of the $i$th peripheral sensor, is timely, i.e., no later than one interdecision interval from the time the local decision is reached until the time it is available for fusion at the fusion center. For the sake of analysis, it is assumed that the fusion makes decisions at the end of fixed time-length decision intervals, and times out between two consecutive decisions intervals. Then the $p_i$'s correspond to the probability that the transmission delay does not exceed a time-out interval ($= \text{one decision interval}$). Hence, the delay model that is used for analysis in the paper does not depend on the delay distribution explicitly, but rather implicitly through the aggregate probabilities $p_i$. The $p_i$'s can be thought of as the probability that the networking delay at the $i$th sensor does not exceed the time-out interval at the fusion. Let the binary decision $u_i$ at the $i$th sensor takes on values

$$ u_i = \begin{cases} 1, & \text{if the decision of the } i\text{th sensor favors hypothesis } H_1 \\ 0, & \text{if the decision of the } i\text{th sensor favors hypothesis } H_0 \end{cases} $$

The probability the decision $u_i$ from the $i$th sensor is received correctly by the fusion is $1 - P_e$, where $P_e$ is the probability that the noise in channel $i$ has caused an error in $u_i$. The $p_i$'s and $P_e$'s are the networking parameters and are assumed to be statistically independent of each other. The fusion makes a decision at time $t$ on the basis of the data available at that time. The previous studied models in [7], [11], and [14] in which the decisions from the peripheral sensors are always available at the fusion center at the time of fusion, and are always received correctly, can be obtained as special cases of the models that are discussed in this paper by setting $p_1 = p_2 = \ldots = p_N = 1$, and $P_1 = P_2 = \ldots = P_N = 0$. Our objective is to investigate how the networking parameters affect the performance of the distributed decision fusion system and derive the optimal test that maximizes the probability of detection at the fusion for a fixed probability of false alarm.

This paper is organized in the following way. Section 2 contains the general definitions and notations used in later sections. In Section 3, 4, and 5, it is shown that the optimal test that maximizes the probability of
detection at the fusion, for fixed probability of false alarm, is the Neyman-Pearson test at the sensors and the fusion in the case that either delay, or errors, or both are present. Furthermore, equations for the optimal set of thresholds analogous to those in [7] are obtained for all the three cases of delay, channel errors, or both delay and channel errors. In Section 6, a suboptimal sequential algorithm is derived that allows the determination of various near-to-the-optimal operating points. Numerical results are given in Section 7 and conclusions in Section 8.

2. DEFINITIONS AND NOTATIONS

For the model shown in Figure 1, the following notations are introduced to represent the decision sets received at the fusion center, the collections of such sets, and their probabilities of appearance at the fusion center:

- \( U = \{ u_m, u_{m+1}, \ldots, u_N \}, 1 \leq m \leq N, i, \ldots, i_m \in \{1, 2, \ldots, N\}, \) and \( i_j \neq i_j \) for \( j 
eq l \)

- \( U^k = \{ u_k, u_{k+1}, \ldots, u_m \}, 0 \leq m \leq N - 1, \)

- \( i_1, \ldots, i_m \in \{1, 2, \ldots, k - 1, k + 1, \ldots, N\}, \) and \( i_j \neq i_j \) for \( j 
eq l \)

- \( U^k = \{ u_k, u_{k+1}, \ldots, u_m \}, 1 \leq m \leq N, \)

- \( i_1, \ldots, i_m \in \{1, 2, \ldots, k - 1, k + 1, \ldots, N\}, \) and \( i_j \neq i_j \) for \( j 
eq l \)

is the set that contains the decision from sensor \( k. \)

- \( U^k = \{ u_k, u_{k+1}, \ldots, u_m \}, 0 \leq m \leq N - 1, i, \ldots, i_m \in \{1, k - 1, k + 1, \ldots, N\}, \) and \( i_j \neq i_j \) for \( j 
eq l \)

is the set that does not contain the decision from sensor \( k. \)
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is the remaining set of \( U^k \) after removing \( u_k \) from \( U^k \), i.e., \( U^k = U^k - \{ u_k \} \)

- \( S = \) the collection of all the sets that contain at least one peripheral decision

- \( S^1 = \) the collection of all the sets that contain \( u_k \).

- \( S^1 = \) the collection of all the sets that do not contain \( u_k \).

- \( S^1 = \) the collection of all the sets that contain both \( u_k \) and \( u_{k-1} \).

- \( S^1 = \) the collection of all the sets that contain \( u_k \), but not \( u_{k-1} \).

\( P(U) = \text{Prob} \{ \text{set } U \text{ received by fusion center at time } t \} \)

- at least one of the peripheral decisions has been received

3. OPTIMAL FUSION RULE WITH DELAYS AND IDEAL CHANNELS

Suppose that \( N \) sensors receive data from a common volume. Sensor \( k \) receives data \( r_k \) and generates the first stage binary decision \( u_k, k = 1, 2, \ldots, N. \) During a fusion interval the decisions are transmitted with random delays through errorless channels and arrive at the fusion center with some probability where they are combined into a final decision \( u \), about which one of the two hypotheses is true where

\[
\begin{align*}
    u_j = & \begin{cases} 
        1: & \text{decide hypothesis } H_j \text{ is true} \\
        0: & \text{decide hypothesis } H_0 \text{ is true}
    \end{cases} 
\end{align*}
\]

for \( j = 0, 1, \ldots, N. \)

We assume that the data \( r_k \) received by sensor \( k \) is statistically independent from the data received by the other sensors conditioned on each hypothesis. Hence, the decisions \( u_k \) are statistically independent conditioned on each hypothesis, \( k = 1, 2, \ldots, N. \) Given a desired level of probability of false alarm at the fusion center, \( P_{fa} = \alpha \), we seek the optimal test that maximizes the probability of detection \( P_{det} \) (or minimizes the probability of miss \( P_{miss} = 1 - P_{det} \)). In our case, the \( P_{det} \) and \( P_{miss} \) are given by
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or equivalently

\[
\frac{p(U \mid H_0)}{p(U \mid H_1)} \sum_{\theta \in S} \lambda_{\theta} = \lambda_{u_0} p(U \mid H_0) - p(U \mid H_1)
\]  

(10)

where \( U \) could be any set that contains at least one peripheral decision.

Hence, the optimal fusion rule is an N-P test with threshold \( \lambda_{\theta} \). The quantity \( F \) can be minimized further by minimizing the term inside the brackets in (8)

\[
\lambda_{\theta} p(U \mid H_0) - p(U \mid H_1)
\]

(11)

with respect to the local thresholds.

Using the notations defined in Section 2, \( F \) can be expressed as

\[
F = \sum_{U \in S} \sum_{U^k \in U^k} d(U^k) \left[ \lambda_{\theta} p(U^k \mid H_0) - p(U^k \mid H_1) \right] P(U^k) + 1 - \lambda_{\theta} \sigma_0
\]

(12)

In (12), only the first term depends on the decision from sensor \( k \), i.e., \( u_k \), which can be expanded in terms of the decision rule at the \( k \)th sensor. Note that

\[
p(u_k \mid H_i) = \int_{r_k} p(u_k \mid r_k) p(r_k \mid H_i) ; \quad i = 0, 1
\]

(13)

we obtain that the first term in (12) is equal to:

\[
\sum_{U \in S} \sum_{U^k \in U^k} d(u_k \cdot 0, U^k) \left[ \lambda_{\theta} p(U^k \mid H_0) - p(U^k \mid H_1) \right] P(U^k)
\]

(14)
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Hence, the thresholds at the peripheral sensors are given by

\[ \lambda_k = \lambda_0 \frac{C_0^k}{C_1^k}, \quad k = 1, 2, \ldots, N. \]  

(20)

Equation (20) leads to the conclusion that the optimal solution of the problem involves an N-P test at each sensor and the fusion center as well.

4. OPTIMAL FUSION RULE IN NOISY CHANNELS

Next we consider the case in which the transmission delays are zero \((p_i = 1, \text{ for } i = 1, 2, \ldots, N)\) but the channels are noisy. In this case, the decision from each sensor is always available at the fusion center, i.e., the set \(U\) received by fusion always contains \(N\) peripheral decisions. Let \(P_r\), be the probability that the decision \(u_i\) from the \(i\)th sensor is, \(i = 1, 2, \ldots, N\). The probability of false alarm \(P_{fa}\), and the probability of miss \(P_{m}\), at the fusion center are given by

\[ P_{fa} = \sum_{u \in U} p(u = 1 | U) \tilde{p}(U | H_0) \]  

(21)

and

\[ P_{m} = \sum_{u \in U} p(u = 0 | U) \tilde{p}(U | H_1) \]  

(22)

where

\[ \tilde{p}(U | H_i) = \prod_{k=1}^{N} \tilde{p}(u_k | H_i) \]

\[ = \prod_{k=1}^{N} \left[ p(u_k | H_i, e_i) (1 - P_{fa}) + p(u_k | H_i, e_i) P_{fa} \right] \]

\[ = \prod_{k=1}^{N} \left[ p(u_k | H_i)(1 - P_{fa}) + (1 - p(u_k | H_i)) P_{fa} \right] \]  

(23)
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the Lagrangian in (27) can be expanded as

\[ F = \int_{r_k} p(u_k = 1|r_k) \left[ (1 - P_{r_k}) - P_{r_k} \right] \]
\[ \times \left[ \lambda_{a} C_{a} p(r_k | H_a) - C_{a} p(r_k | H_i) \right] + F_k, \]  

where

\[ C_{a} = \sum_{U_k} d(u_k = 1, U_k) - d(u_k = 0, U_k) \bar{p}(U_k | H_i), \]  

\[ F_k = P_{r_k} \left[ \lambda_{a} C_{a} - C_{a} \right] + \sum_{U_k} d(u_k = 0, U_k) \]
\[ \times \left[ \lambda_{a} \bar{p}(U_k | H_i) - \bar{p}(U_k | H_i) \right] + 1 - \lambda_{a} \sigma_{a}. \]  

From (32) it follows that \( F \) is minimized w.r.t. the decision rule of the \( k \)th sensor if

**Case 1.** \((1 - P_{r_k}) - P_{r_k} > 0, \) or \( P_{r_k} < 0.5 \) and the decision rule

\[ p(u_k = 1 | r_k) = \begin{cases} 1 & \text{if } C_{a} p(r_k | H_i) - \lambda_{a} C_{a} p(r_k | H_a) > 0; \text{ decide } H_i \\ 0 & \text{if } C_{a} p(r_k | H_i) - \lambda_{a} C_{a} p(r_k | H_a) < 0; \text{ decide } H_a \end{cases} \]  

is chosen, or equivalently

\[ \frac{p(r_k | H_i)}{p(r_k | H_a)} \gtrless \lambda_{a} C_{a}^{-1} C_{a}^k; \quad k = 1, 2, \ldots, N. \]  

Define the Lagrangian

\[ F = P_{W} + \lambda_{0}(P_{r_k} - \sigma_{a}) \]
\[ = \sum_{U_k} p(u_k = 1 | U_k) \left[ \lambda_{0} \bar{p}(U_k | H_a) - \bar{p}(U_k | H_i) \right] + 1 - \lambda_{0} \sigma_{a}. \]  

The minimum value of \( F \) at the fusion then is achieved if the decision rule

\[ d(U) = p(u_k = 1 | U) \]
\[ = \begin{cases} 1 & \text{if } \bar{p}(U_k | H_i) - \lambda_{0} \bar{p}(U_k | H_a) > 0; \text{ decide } H_i \\ 0 & \text{if } \bar{p}(U_k | H_i) - \lambda_{0} \bar{p}(U_k | H_a) < 0; \text{ decide } H_a \end{cases} \]  

is chosen, or equivalently

\[ \frac{\bar{p}(U_k | H_i)}{\bar{p}(U_k | H_a)} \gtrless \lambda_{0}. \]  

Since

\[ p(u_k | H_i) = \int_{r_k} \left[ p(u_k | r_k) (1 - P_{r_k}) + (1 - p(u_k | r_k)) P_{r_k} \right] p(r_k | H_i) \]  

where

\[ p(u_k | r_k) = p(u_k | r_k, c_k). \]
Case 2. $(1 - P_s) - P_i < 0$, or $P_s > 0.5$ and the decision rule

$$p(u_i = 1 | r_i) = \begin{cases} 0 & \text{if } C_i^1 p(r_i | H_i) - \lambda_0 C_i^0 p(r_i | H_0) > 0; \text{ decide } H_i \\
1 & \text{if } C_i^1 p(r_i | H_i) - \lambda_0 C_i^0 p(r_i | H_0) < 0; \text{ decide } H_0 
\end{cases}$$

(37)

is chosen, or equivalently

$$\frac{p(r_i | H_i)}{p(r_i | H_0)} \frac{C_i^1}{C_i^0} = \lambda_i; \quad k = 1, 2, \ldots, N. \quad (38)$$

Equations (35) through (38) indicate that the optimal decision rule at the sensor is dependent on the corresponding channel error. There exists a switching point $P_s = 0.5$ such that, if the probability of channel error is less than 0.5 the sensor will transmit the true decision to the fusion; otherwise it will transmit its compliment.

5. OPTIMAL FUSION RULE WITH DELAY AND NOISY CHANNELS

When both transmission delay and channel error are considered, the optimal decision rule at the fusion center is given by

$$\bar{p}(U | H_i) = \frac{C_i^0 p(u_i | H_i)}{C_i^0 p(u_i | H_0)} \geq \lambda_0$$

where

$$\bar{p}(U | H_i) = \prod_{u_i \neq U_i} \left[ p(u_i | H_i)(1 - P_s) + (1 - p(u_i | H_i)) P_s \right]$$

and

$$c_i := \{ \text{The decision } u_i \text{ is received correctly} \}$$

$$p(u_i | H_i) = p(u_i | H_i, c_i). \quad (42)$$
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The local decision rule is as follows:

If $P_s < 0.5$, then

$$\frac{p(r_i | H_i)}{p(r_i | H_0)} \frac{C_i^1}{C_i^0} = \lambda_i; \quad k = 1, 2, \ldots, N. \quad (43)$$

If $P_s > 0.5$, then

$$\frac{p(r_i | H_i)}{p(r_i | H_0)} \frac{C_i^1}{C_i^0} \leq \lambda_i; \quad k = 1, 2, \ldots, N. \quad (44)$$

where, for $i = 0, 1$,

$$D_i = \sum_{u_i \neq u_i} \left[ d(u_i - 1, U_i) - d(u_i - 0, U_i) \right] \bar{p}(U_i | H_i) P(U_i) \quad (45)$$

6. SUBOPTIMAL SOLUTION

In Equations (20), (36), and (43) the optimal set of thresholds is given in terms of a set of nonlinear coupled equations whose solution depends on the fusion policy, which is unknown. Hence, with the exception of very few simple cases, the equations that determine the optimal thresholds as obtained by the Lagrangian approach cannot be solved. Hence, a multidimensional search over all possible operating points of the sensors and all fusion policies needs to be carried through, if the optimal solution is sought. This, however, can be computationally tedious or even infeasible [12, 13].

Hence, a computationally efficient suboptimal algorithm has been developed to solve for the thresholds sequentially by minimizing the residual terms in the Lagrangian instead of the entire $F$ [11]. This is equivalent to assuming that for each sensor whose threshold is being determined, the operating points of the sensors whose thresholds were determined in previous steps are set at the extreme points $P_s = P_i = 0$.

First consider the case of errorless channels. Choose an arbitrary sensor $k$, and minimize $F$ w.r.t. this sensor first. The optimal threshold for this sensor is given by (19) and the residual term of $F$, i.e., $F_k$, takes the form of (17). $F$ can be minimized further by minimizing $F_k$ w.r.t. another
sensor, say sensor \( k - 1 \). Expand \( F_k \) with respect to the decision rule of the \((k - 1)\)th sensor and we obtain

\[
F_k = \sum_{U^{0,1}} \sum_{w^{0,1}} d(u_k = 0, U_k^{0,1}) \\
\times \left[ \lambda_0 p(U_k^{0,1} | H_0) - p(U_k^{0,1} | H_1) \right] P(U_k^{0,1}) \\
+ \sum_{U_k} \sum_{w_k} d(u_k = 0, U_k^{0,1}) \\
\times \left[ \lambda_0 p(U_k^{0,1} | H_0) - p(U_k^{0,1} | H_1) \right] P(U_k^{0,1}) \\
\times \left[ \lambda_0 p(U_k^{0,1} | H_0) - p(U_k^{0,1} | H_1) \right] P(U_k^{0,1}) + 1 - \lambda_0 \alpha_0. \tag{46}
\]

In (46), only the first and the third terms depends on the decision from the \((k - 1)\)th sensor, and they can be expressed as:

1st term in (46) = \( \int_{r_k} p(u_k = 1 | r_k) \)

\[
\times \left[ \lambda_0 C_0^{k-1} p(r_k = 1 | H_0) - C_k^{k-1} p(r_k = 1 | H_1) \right] \\
+ \sum_{U_k} \sum_{w_k} d(u_k = 0, u_k = -1, U_k^{0,1}) \\
\times \left[ \lambda_0 p(U_k^{0,1} | H_0) - p(U_k^{0,1} | H_1) \right] P(U_k^{0,1}) \tag{47}
\]

\[
3\text{rd term in } (46) = \int_{r_k} p(u_k = 1 | r_k) \\
\times \left[ \lambda_0 C_0^{k-1} p(r_k = 1 | H_0) - C_k^{k-1} p(r_k = 1 | H_1) \right] \\
+ \sum_{U_k} \sum_{w_k} d(u_k = 0, U_k^{0,1}) \\
\times \left[ \lambda_0 p(U_k^{0,1} | H_0) - p(U_k^{0,1} | H_1) \right] P(U_k^{0,1}) \tag{48}
\]

where, for \( i = 0, 1 \),

\[
C_k^{k-1} = \sum_{U_k} \sum_{w_k} \sum_{u_k} \\
\times \left[ d(u_k = 0, u_k = -1, U_k^{0,1}) - d(u_k = 0, U_k^{0,1}) \right] \\
\times p(U_k^{0,1} | H_0) P(U_k^{0,1}), \tag{49}
\]

\[
C_k^{k-1} = \sum_{U_k} \sum_{w_k} \sum_{u_k} \\
\times \left[ d(u_k = 0, U_k^{0,1}) - d(u_k = 0, U_k^{0,1}) \right] \\
\times p(U_k^{0,1} | H_0) P(U_k^{0,1}). \tag{50}
\]

Using (47) and (48) in (46), we obtain

\[
F_k = \int_{r_k} p(u_k = 1 | r_k) \left[ \lambda_0 (C_k^{k-1} + C_k^{k-1}) p(r_k = 1 | H_0) \\
- (C_k^{k-1} + C_k^{k-1}) p(r_k = 1 | H_1) \right] + F_k,_{k-1}, \tag{51}
\]
where the residual term \( F_{k,k-1} \) is given by

\[
F_{k,k-1} = \sum_{u_{k,k-1}^{+}, u_{k,k-1}^{-}} \sum_{u_{k+1,k}^{+}, u_{k+1,k}^{-}} d(0,0, U_{k,k-1}^{+}) + \lambda_0 P(U_{k,k-1}^{+} | H_0) - P(U_{k,k-1}^{+} | H_1) \mid P(U_{k,k-1}^{-})
\]

\[
\times \left[ \lambda_0 P(U_{k,k-1}^{-} | H_0) - P(U_{k,k-1}^{-} | H_1) \right] P(U_{k,k}^{-})
\]

\[
+ \sum_{u_{k+1,k}^{+}, u_{k+1,k}^{-}} d(0,0, U_{k+1,k}^{+}) + \lambda_0 P(U_{k+1,k}^{+} | H_0) - P(U_{k+1,k}^{+} | H_1) \mid P(U_{k+1,k}^{-})
\]

\[
\times \left[ \lambda_0 P(U_{k+1,k}^{-} | H_0) - P(U_{k+1,k}^{-} | H_1) \right] P(U_{k+1,k}^{-})
\]

\[
+ \sum_{u_{k,k}^{+}, u_{k,k}^{-}} d(0,0, U_{k,k}^{+}) + \lambda_0 P(U_{k,k}^{+} | H_0) - P(U_{k,k}^{+} | H_1) \mid P(U_{k,k}^{-})
\]

\[
\times \left[ \lambda_0 P(U_{k,k}^{-} | H_0) - P(U_{k,k}^{-} | H_1) \right] P(U_{k,k}^{-}) + 1 - \lambda_0 \alpha_0.
\]

(52)

Furthermore, minimization of \( F_k \) in (51) with respect to the decision rule at the \((k-1)\)th sensor, results in the following (suboptimal) decision rule for the \(k-1\) peripheral sensors:

\[
p(u_{k-1} = 1 | r_k) = \begin{cases} 
1 & \text{if } \left( C_{k,k-1}^{+} + C_0 \right) p(r_k, | H_0) > 0: H_1 \\
\lambda_0 (C_{k,k-1}^{+} + C_0) p(r_k, | H_0) > 0: H_1 \\
0 & \text{if } \left( C_{k,k-1}^{+} + C_0 \right) p(r_k, | H_0) < 0: H_0 \\
\lambda_0 (C_{k,k-1}^{+} + C_0) p(r_k, | H_0) < 0: H_0
\end{cases}
\]

(53)
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\[
p(r_k | H_1) \frac{u_{k-1}^{-1}}{p(r_k | H_0) u_{k-1}} = \lambda_k.
\]

(54)

Following the same procedure as that just shown, the residual term \( F_{k,k-1} \) can be minimized further w.r.t. the \(k-2\) sensor. Minimization yields the following threshold test for the \(k-2\) sensor:

\[
p(r_k | H_1) \frac{u_{k-2}^{-1}}{p(r_k | H_0) u_{k-2}} = \lambda_k.
\]

(55)

By repeating the procedure, the thresholds for all \(N\) sensors can be obtained iteratively. For the last sensor, i.e., sensor 1, the threshold is equal to the threshold at the fusion center and the decision rule

\[
p(r_1 | H_1) \frac{u_{N-1}^{-1}}{p(r_1 | H_0) u_{N-1}} = \lambda_1.
\]

(56)

For the case in which both delay and channel error are considered, similar results can be obtained by applying the same procedure as that just shown. In that case, the suboptimal decision rule for this case at the \(k\)th sensor is given by the following:

If \(p_r < 0.5\), then

\[
p(r_k | H_1) \frac{u_{k-1}^{-1}}{p(r_k | H_0) u_{k-1}} = \lambda_k.
\]

(57)

If \(p_r > 0.5\), then

\[
p(r_k | H_1) \frac{u_{k-1}^{-1} D_0^k}{p(r_k | H_0) D_1^k u_{k-1}} = \lambda_k.
\]

(58)
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For the $k-1$ sensor, the decision rule becomes:

If $P_{r_k} < 0.5$, then

$$p(r_k | H_1) \leq \frac{D_{1.0}^{k-1} + D_{0}^{k-1}}{\lambda_0 D_{1.0}^{k-1} + D_{0}^{k-1}} = \lambda_1^{k-1}.$$  \hspace{1cm} (60)

If $P_{r_k} > 0.5$, then

$$p(r_k | H_1) \leq \frac{D_{1.0}^{k-1} + D_{0}^{k-1}}{\lambda_0 D_{1.0}^{k-1} + D_{0}^{k-1}} = \lambda_1^{k-1}.$$  \hspace{1cm} (61)

where, for $i = 0, 1$,

$$D_{i.0}^{k-1} = \sum_{u_{k-1} \in S_k^{k-1}} \sum_{w_{k-1} \in S_k^{k-1}} \left[ d(u_k = 0, u_{k-1} = 1, U_{k-1}^{k-1}, w_{k-1}^{k-1}, 1) - d(u_k = 0, u_{k-1} = 0, U_{k-1}^{k-1}, 1) \right].$$  \hspace{1cm} (62)

$$D_{1}^{k-1} = \sum_{u_{k-1} \in S_k^{k-1}} \sum_{w_{k-1} \in S_k^{k-1}} \left[ d(u_k = 1, U_{k-1}^{k-1}, 1) - d(u_k = 0, U_{k-1}^{k-1}, 1) \right] \times \tilde{p}(U_{k-1}^{k-1} | H_1) P(U_{k-1}^{k-1}).$$  \hspace{1cm} (63)

and

$$d^k(U_{k-1}^{k-1}, 1) = P_{r_k} d(u_k = 1, U_{k-1}^{k-1}, 1) + (1 - P_{r_k}) d(u_k = 0, U_{k-1}^{k-1}, 1).$$  \hspace{1cm} (64)

is the average decision rule over the error probability of the $k$th sensor channel.
three sensors \((N=3)\). For numerical convenience and for the sake of clarity of presentation, it was assumed that all of the three sensors incurred the same networking delays, i.e., that during a fusion interval, they transmit their decisions to the fusion center with the same probability \(p\), i.e., \(p_1 = p_2 = p_3 = p\). Furthermore, and for the same reasons, it was assumed that the error probabilities in the different channels over which the sensors transmit their decision to the fusion were the same. Under these assumptions, the probabilities of detection and false alarm at the \(k\)th sensor are given by (12) and (15):

\[
P_{D_k} = \lambda_k (1 + \varepsilon_k)^{-1/\alpha_k}
\]

\[
P_{F_k} = p_{p_{D_k}}^{1/\alpha_k}
\]

where \(\lambda_k\) denotes the threshold of the \(k\)th sensor and \(\varepsilon_k\) the signal-to-noise ratio at the \(k\)th sensor.

In the case of \(N=3\), we have seven possible decision sets that may be received by the fusion center:

\[
U_{i,j} = \{u_i, u_j\} \quad U_{i,j,k} = \{u_i, u_j, u_k\}
\]

with the following probabilities:

\[
P(U_{i,j}) = P(U_{i,j}) = P(U_{i,j,k}) = \frac{p(1-p)}{1-(1-p)^3}
\]

\[
P(U_{i,j,k}) = P(U_{i,j,k}) = P(U_{i,j,k}) = \frac{p^2(1-p)}{1-(1-p)^3}
\]

\[
P(U_{i,j,k}) = P(U_{i,j,k}) = \frac{p^3}{1-(1-p)^3}
\]

The fusion center can choose different combining policies according to the number of peripheral decisions received. For example, if the set \(U\) contains only one decision, the fusion center must choose this decision as true (SURE rule) since there is no other choice. If the set \(U\) contains two decisions, the fusion can choose either an AND or OR policy to combine the decisions. If \(U\) contains three decisions, the majority logic (ML) can also be used in addition to AND and OR. Simulation results from various fusion rules in slow fading Rayleigh channels [12-13] are given next for different delays and channel error probabilities.

Figures 2, 3, and 4 the probability of detection at the fusion for both optimal and suboptimal cases with equal signal-to-noise ratios (SNR's) is plotted as a function of the sensor's SNR and the networking (delay) parameter \(p\) under three different combining policies. The probability of false alarm is fixed at \(10^{-5}\). It can be seen that the \(P_{D_{i,j,k}}\) is a monotonic increasing function of \(p\) for both OR-OR and ML-OR policy. However, this is not true if the decision rule AND-AND is chosen. It is worth noticing the "folding effect" in the case of the AND-AND fusion rule, meaning that higher delay may yield higher probability of detection for the same probability of false alarm.

A comparison of three decision rules (OR, AND) and ML-OR for \(p = 0.9\) is given in Figure 5. It is seen that the OR policy yields the best performance.
In Figures 6 and 7 the thresholds of the sensors and the fusion center are plotted for $p = 1.0$ and 0.9, respectively, under the OR policy. Both optimal and sequential solutions are given for fixed $P_e = 10^{-4}$. The results show that the sensors operate at different thresholds in the sequential case.

Figure 8 gives the solutions for an unequal SNR case with $p = 0.9$ and $P_e = 10^{-4}$ under OR policy.

For all the cases just discussed, the sequential algorithm yields results that are very close to the optimal ones.

Figures 9 through 11 correspond to the noisy channel cases. The probability of false alarm at the fusion is fixed at $10^{-4}$. For each policy, two sets of curves are plotted: one set without delay and another with delay. We assume that all three channels have the same probability of being in error, i.e., $P_i = P_j = P_k = P_e$. Computer simulation results have shown that if the OR policy is chosen, $P_i$ must be kept at $10^{-4}$ level to achieve the desired $P_e = 10^{-4}$. However, for the AND policy, the same $P_i$ can be achieved when $P_i$ is at $10^{-4}$.

8. CONCLUSIONS

The effect of transmission delays and errors due to channel error in a distributed decision fusion system is studied. It is shown that when delays
Fig. 6. Comparison of thresholds for $N = 3$, $p = 1$, and equal SNR case.

Fig. 7. Comparison of thresholds for $N = 3$, $p = 0.9$, and equal SNR case.

Fig. 8. PD at fusion vs. SNR of the first sensor for $N = 3$ and $p = 0.9$. SNR2,3 represents the SNR of the 2nd and the 3rd sensor. Decision rule: OR-OR.

Fig. 9. PD at fusion for the case that $N = 3$, equal SNR, and channels have errors. Decision rule: AND-AND, $PF = 0.0001$. (a) $Pr = 0.0001$ (b) $Pr = 0.001$. 
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due to networking and errors due to channel noise are introduced in the distributed detection problem of Figure 1, the optimal fusion rule is still the Neyman-Pearson test at the fusion and likelihood ratio tests at all the peripheral sensors. However, the thresholds at the sensors and at the fusion center are adjusted to account for the networking delays and the channel errors. Using the Lagrange multipliers formulation, the optimal set of thresholds is obtained in terms of a set of coupled nonlinear equations whose solution depends on the unknown fusion rule and which thus cannot be solved analytically or numerically except in trivial cases. The suboptimal algorithm that was first derived to solve the distributed decision fusion problem assuming no delays and channel errors [11] was modified to solve for the thresholds sequentially in the presence of delays and channel errors. Numerical comparison of the optimal and suboptimal solutions for both equal and unequal SNR cases shows that the results given by the suboptimal algorithm are very close to the optimal ones.

It is shown that in the case of noisy channels the decision made by each sensor depends on the reliability of the corresponding transmission channel. Moreover, the probability of false alarm at the fusion is restricted by the channel errors. For a given decision rule, the error probability of any channel being in error must be kept at a certain level to achieve a desired probability of false alarm at the fusion. In the case of network delay, with or without channel errors, it is seen that the AND fusion rule yields poor performance. Furthermore, it suffers from a "folding effect," namely the performance of the fusion is not monotonic w.r.t. the values of the networking parameters (i.e., higher delay mu, yield higher probability of detection for the same probability of false alarm).
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Abstract

Distributed Decision (Evidence) Fusion (DD(EF) exhibits some interesting characteristics which are not present in centralized, or raw data, fusion. The interesting characteristics relate to the semantic information that the decisions (in the broader sense of the term) convey which (semantic information) is not present, at least explicitly, when raw data is fused. Different theories and results related to DD(EF) have appeared in the literature. Each theory takes a different stand on the definition of how to measure evidence or combine decisions. The object of this paper is to investigate the nature of DD(EF) and establish a comparative basis between the two most prominent theories in DD(EF), namely the Bayesian and Dempster-Shafer theories. To that extent, the similarities and differences between the two theories that result from the semantic differences in the format of the fused information are investigated. A performance comparison between the two theories is attempted. A Generalized Evidence Processing (GEP) theory that extends the Bayesian approach into fuzzy decision making is used to compare the performance of a Bayesian soft decision making system with that of a hard decision making Bayesian system. The similarities and differences between the GEP combining rule and the Dempster's combining rule are discussed and a consistency comparison between the two rules is performed.

1. Distributed Decision Fusion and Evidence Processing

Distributed Decision (Evidence) Fusion (DD(EF) in the sequel) exhibits some interesting characteristics which are not present in centralized, or raw data, fusion. The interesting characteristics relate to the semantic information that the decisions (in the broader sense of the term) convey which is not present, at least explicitly, when raw data is fused. Different theories and results related to Distributed Decision Fusion (DDF) have appeared in the literature of the last decade [Te'Ve 87, Soti 86, ChVa 86, Srin 86, TVB 87, VTT 88, TVB 88, Demp 86, Shaf 78, Thom 90]. Each theory takes a different stand on the definition of how to measure evidence or combine decisions. The objective of this paper is to investigate the nature of DD(EF), present some of the dominating theories on DDF and GEF, highlight similarities and differences among them that result from the semantic format of the fused information, and exploit natural topological equivalences between DDF and structures that exhibit learning abilities, such as neural networks.

To avoid concealing some of the issues under structural complexities and keep the discussion focused and as clear as possible we consider the simplest, yet fundamental, DDF topology and problem. We assume a parallel topology in which each sensor receives data from a common volume. This topology, fractal 1. Furthermore, we assume that the sensors are perfectly aligned, so the problem of mismatch does not arise [ThOk 88]. In this parallel topology we assume the simplest DDF problem with each sensor's data statistically independent from the other sensors. Each sensor performs a local operation on its data and transmits the outcome to the fusion. The fusion collects all the local information from the sensors and produces the global inference. Several optimality results on Bayesian DDF have been obtained in the recent years [TVB 87, ChVa 86, TVB 87, VTT 88, Thom 90, Tai 90]. Under the assumption stated above, the optimal Bayesian DDF is shown in [Th 91]. In this paper we consider multi-level logic decision rules, in which the number of permissible local decisions exceeds the number of tested hypotheses. Decision rules for binary, as well as multiple hypotheses, testing problems are considered.

In DDF, the outcome of the global processing (fusion) depends on the outcome of the local data processing (sensor level) and the semantic format of the fused information. In the Bayesian context, the outcome of the local processing can be either hard decisions in a single-level logic [Thom 90], or soft decisions in a multi-level logic [Thom 90], or it can be the outcome of a simple quantization of the data, if no semantic attributes are attached to the outcome of the local processor [Liu 90]. In the context of the Dempster-Shafer's (D-S) theory, the outcome of the local processing is a set of probabilities that relate to the degree of support for each proposition in the frame of discernment by the data of each local processor [Demp 86, Shaf 78]. Thus, the local processing outcome of a Bayesian DDF is a quantified scalar number, whereas the outcome of the D-S local processor is a real-valued vector that corresponds to an entire probability distribution.

In addition to semantic differences in the output of the local processors, there are also substantial differences in the communication requirements for transmitting the local information to the fusion. Even in the presence
of multi-level logic, the communication requirements for transmitting one out of, say, M integers is substantially lower than transmitting an M-dimensional real-valued vector. Hence, the communication requirements for the Bayesian DDF are substantially lower than the requirements of D-S DDF for the same number of data. Thus, a meaningful comparison between Bayesian and D-S DDF should either fix the available communication bandwidth to be the same for both approaches, or fix the fusion objectives to be common and study the communication overhead. In this paper we attempt a comparison of the D-S DDF with the Bayesian DDF assuming identical communication requirements.

Several optimality results on Bayesian DDF have been obtained in recent years [TVB '86], [ChVa '89], [TVB '87], [VAT '89], [Thom '90], [Thi '90]. In [Thom '88 and Thom '90] a Generalized Evidence Processing (GEP) theory was introduced. The theory generalizes the Bayesian DDF into a framework where soft decision making is allowed. The GEP theory is briefly summarized in the next section. For a complete description of the GEP theory, see [Thom '90 and Thom '90].

2. Generalized Evidence Processing Theory

The pivoting idea behind GEP theory is the separation of hypotheses from decisions. Once this separation is understood, the Bayesian for N-P DDF theory can be extended to a frame of discernment similar to that of D-S theory. In the context of GEP theory, the choice of different decisions can be thought of as different quantization levels of the data. For notational simplicity, the GEP theory is first presented for binary hypothesis decision fusion. Generalization to multiple hypotheses decision fusion follows at the end of the section. Let \( H_0, H_1 \) be the two hypotheses under test. The probability space is partitioned into two regions according to the events \( \omega = H_0 \) and \( \omega = H_1 \) with associated probabilities \( P_1 \times 0 \) and \( P_0 \times 0 \) respectively, where \( P_1 + P_0 = 1 \). Let \( d_0, d_1, \) and \( d_2 = d_{01} \) be a frame of discernment used by a decision maker to partition the probability space according to the gathered evidence, where the three decisions correspond to the propositions \( H_0 \) true, \( H_1 \) true, and \( H_0 \) or \( H_1 \) true. respectively. The decision \( d_2 = d_{01} \), where \( \gamma \) stands for "or," indicates the inability of the decision maker to come up with conclusive evidence on the true nature of the hypothesis.

In the classical probabilistic (Bayesian) framework, the probability associated with \( d_{01} \) is equal to

\[
\Pr(d_{01}) = \Pr(H_0 \cup H_1) = \Pr(H_0) + \Pr(H_1) = 1
\]

since \( H_0 \) and \( H_1 \) constitute a disjoint coverage of the probability space over which the evidence processing problem is defined. As it was mentioned earlier, the apparent weakness of the Bayesian theory to incorporate non-mutually exclusive, i.e. redundant, propositions gave rise to the D-S theory which is particularly efficient in dealing with fuzzy propositions. However, by disassociating decisions from hypotheses, a unified framework is created which can accommodate both Bayesian and D-S DDFs.

In the context of GEP theory, the basic probability assignment (bpa) is accomplished either by minimizing a generalised Bayesian risk [Thom '89], or through any method that is applicable to D-S theory [Thom '90]. If the objective at the fusion is to minimize a generalised Bayesian risk, evidence combining in the GEP theory is done using likelihood ratio functions and pairwise multiplication of probabilities according to the way described in Table I and Eq. (2.2). The GEP combining rule involves pairwise multiplication of probability masses according to Table I as in D-S theory. However, in GEP theory, the masses are associated via thresholds in an optimal way so that a certain risk is minimized, or so that the probability of detection is maximized for fixed false alarm and indecision probabilities (generalized Neyman-Pearson test), whereas in D-S theory the probability masses (beliefs) are combined according to intersection of events, resulting in evidence conflict (Eq. 3.8). For a numerical study of the effect of the decision cost on the selection of the bpa and the performance of the GEP DDF rule see [Galu '90].

Table I  GEP Evidence Combining Rule (2 hypotheses, 3 decisions)

<table>
<thead>
<tr>
<th></th>
<th>( m_1(d_0) )</th>
<th>( m_1(d_1) )</th>
<th>( m_1(d_2) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( S_2 )</td>
<td>( m_2(d_0) )</td>
<td>( m_2(d_1) )</td>
<td>( m_2(d_2) )</td>
</tr>
<tr>
<td>( S_1 )</td>
<td>( m_1(d_0) )</td>
<td>( m_1(d_1) )</td>
<td>( m_1(d_2) )</td>
</tr>
<tr>
<td></td>
<td>( m_1(d_0) )</td>
<td>( m_1(d_1) )</td>
<td>( m_1(d_2) )</td>
</tr>
<tr>
<td></td>
<td>( m_1(d_0) )</td>
<td>( m_1(d_1) )</td>
<td>( m_1(d_2) )</td>
</tr>
<tr>
<td></td>
<td>( m_1(d_0) )</td>
<td>( m_1(d_1) )</td>
<td>( m_1(d_2) )</td>
</tr>
</tbody>
</table>

The probabilities in Table I are conditioned on each hypothesis \( i, i = 0, 1 \). Thus, each \( m_1^i, j = 1, 2 \), in Table I is a conditional probability for \( i = 0, 1 \). Hence, the initial probability combining takes place among conditional
probabilities only. For \( i = 0, 1 \), each product term in Table I is a probability mass on the LRT coordinate axis with abscissa \( m_1^r (d) / m_0^r (d) \) for every \( d = d_0, d_1, d_2 \). Evidence combining under each hypothesis is done from Table I by summing the probabilities from Table I whose abscissae fall in specific intervals specified either by an optimization criterion, or a certain desired performance. Hence, for \( d = d_0, d_1, d_2, \ldots, d_N \), evidence combining under each hypothesis \( H_i, i = 0, 1 \), is done according to the threshold rule

\[
m_1^r (d_k) m_2^r (d_m) - \text{decision} \quad \text{if} \quad \frac{m_1^r (d_k) m_2^r (d_m)}{m_1^r (d_k) m_2^r (d_m)} \in F_j
\]

where \( F_j \) is the decision region that favors decision \( d_j \). The regions \( F_j \) may be determined so that a performance criterion is optimized at the fusion (and possibly at the sensors). For a single binary hypothesis, the decision regions at the fusion are determined by simple thresholds, in which case the decision rule (2.23) simplifies to

\[
m_1^r (d_k) m_2^r (d_m) - \text{decision} \quad \text{if} \quad \frac{m_1^r (d_k) m_2^r (d_m)}{m_1^r (d_k) m_2^r (d_m)} < \tau_j + 1
\]

for all \( k, m, j \), where \( \tau_j \) are the thresholds of the LRT's associated with the different decisions that minimize some risk function. For multiple hypotheses (more than two) are tested, the combining rule is extended to combine the belief functions of the individual sources at the fusion and generate the new conditional belief function under each hypothesis. The association of the new belief function at the fusion with the set of admissible decisions must be done by using the multiple-hypotheses LRT [Viterbi '88], or another test that optimizes some performance measure. It must again be understood that the probabilities in the GEP combining rule need not be defined through Bayes' Reasoning, but may very well correspond to belief functions resulting from the D-S approach.

In the multiple hypotheses case, the conditional belief function in GEP becomes a multi-variable function of the \( J \) LRs \( \Lambda_k(d) := \prod_{j=1}^{J} \frac{dP(d_k|H_j)}{dP(d|H_j)} \). The evidence from the different sensors is combined by forming the joint probability distribution of the LRs under each hypothesis, i.e., by generating \( dP(A, A, \ldots, A_{m-1}|H_j) \), \( k = 1, 2, \ldots, J \). For two sensors with independent decisions conditioned on each hypothesis, the conditional evidence combining rule of GEP for three hypothesis and soft decisions (fuzzy logic) can be implemented using Table II.

<table>
<thead>
<tr>
<th>Decision (d, d)</th>
<th>( \Lambda_k (d, d) )</th>
<th>( \Lambda_k (d, d) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>( \Lambda_0 (0, 0) )</td>
<td>( \Lambda_0 (0, 0) )</td>
</tr>
<tr>
<td>(0, 1)</td>
<td>( \Lambda_0 (0, 1) )</td>
<td>( \Lambda_0 (0, 1) )</td>
</tr>
<tr>
<td>(0, 2)</td>
<td>( \Lambda_0 (0, 2) )</td>
<td>( \Lambda_0 (0, 2) )</td>
</tr>
<tr>
<td>(0, 0, 1)</td>
<td>( \Lambda_0 (0, 0, 1) )</td>
<td>( \Lambda_0 (0, 0, 1) )</td>
</tr>
<tr>
<td>(0, 0, 2)</td>
<td>( \Lambda_0 (0, 0, 2) )</td>
<td>( \Lambda_0 (0, 0, 2) )</td>
</tr>
<tr>
<td>(0, 1, 0)</td>
<td>( \Lambda_0 (0, 1, 0) )</td>
<td>( \Lambda_0 (0, 1, 0) )</td>
</tr>
<tr>
<td>(0, 1, 1)</td>
<td>( \Lambda_0 (0, 1, 1) )</td>
<td>( \Lambda_0 (0, 1, 1) )</td>
</tr>
<tr>
<td>(0, 1, 2)</td>
<td>( \Lambda_0 (0, 1, 2) )</td>
<td>( \Lambda_0 (0, 1, 2) )</td>
</tr>
<tr>
<td>(0, 1, 0, 1)</td>
<td>( \Lambda_0 (0, 1, 0, 1) )</td>
<td>( \Lambda_0 (0, 1, 0, 1) )</td>
</tr>
<tr>
<td>(0, 1, 0, 2)</td>
<td>( \Lambda_0 (0, 1, 0, 2) )</td>
<td>( \Lambda_0 (0, 1, 0, 2) )</td>
</tr>
<tr>
<td>(0, 1, 2, 1)</td>
<td>( \Lambda_0 (0, 1, 2, 1) )</td>
<td>( \Lambda_0 (0, 1, 2, 1) )</td>
</tr>
</tbody>
</table>

Table II: Evidence combining rule for multiple hypotheses in GEP theory.
Once all the entries in Table 11 are entered, the evidence is combined by adding the probabilities from the fourth column together when the corresponding abscissae, i.e. the pairs (\(a_i, d_i\)), \(a_i, d_i\) in the second and third columns, are identical. Once the evidence from all sensors is combined using tables similar to Table II, decisions are associated with the combined evidence using rule (2.23) so that a desired performance criterion is optimized.

Thus, evidence combining at the fusion is done conditioned on each hypothesis separately. The evidence is then associated with the admissible decisions unconditionally using a LRT or a test that optimizes some performance measure. Notice that the set of decisions need not be the same as the set of hypotheses. Thus, evidence combining and decision making are understood as separate concepts in the framework of the Generalized Evidence Combining Theory.

The generalization of the Bayesian (and N-P) theory by the GEP theory is straightforward. An interpretation is probably required to establish the correspondence between GEP and D-S theories. If the probabilities \(P_{ij} = \{1, 1\} : \{1\} = 1, 2, 3\), are considered as (conditional) bps (basic probability assignments [Sha’68]) in the D-S theory for the \(k\)-th

sensor, \(k = 1, 2, \ldots, N\), under hypothesis \(H_j\), \(j = 0, 1\), the evidence from the different sensors at the fusion is combined using the conditional distribution of the LR under the different hypothesis according to Table I or II. A new (conditional) belief function is generated using the decision thresholds at the fusion. The (hard) decisions at the sensors are used to simply produce a hard decision at the fusion, if needed, according to some optimality criteria. In that respect, the GEP theory not only defines and processes the evidence according to an a-priori set of optimality
criteria, but also provides, if needed, for optimized hard decisions both at the local (sensor) as well as global (fusion)
level. A capability which is not built-in the D-S theory (see Section 3).

The decision boundaries in GEP theory determine how evidence is associated with propositions at the fusion and reflect the choice of the costs \(w_i\). To demonstrate the effect that the semantic content of the local decisions has on the global decision (fusion), several experiments were conducted in Gaussian and slow-fading Rayleigh channels. The following statistical model were assumed for the two channels.

**Gaussian**: Observation model at each sensor: \(r = G(I) : H_i\), and \(r = G(0) : H_0\). Where \((g, 0, 0)\) designates an \(a\) mean and variance \(\beta\) Gaussian distribution. If \(P_i\) is the operating false alarm probability, the associated threshold \(d\):

\[d = G^{-1}(P_i)\]

where \(k\) is the threshold used, and \(\varepsilon\) the SNR at the sensor. In the single-level local logic Bayesian DDF with hard
decisions at the sensors and fusion, the probabilities at the sensors were generated assuming fixed false alarm
probabilities at the sensors equal to 0.05. For the multi-level local logic DDF, the ambiguous (soft or "fuzzy") decisions were generated by considering a ±20% uncertainty region about the thresholds that determine the decision
boundaries in the Bayesian case. The numerical results that are presented refer to the binary hypothesis testing from
which the set of "soft" decisions consists of \(\hat{d} = H_i, d = H_i, d = H_i, v H_i\). Additional results for ternary hypothesis

**Rayleigh**: False alarm probability: \(P_i = \{1/1+2^a\}^a\): Detection probability: \(P_i = \{1/1+2^a\}^a\) where \(a\) is the threshold used, and \(\varepsilon\) the SNR at the sensor. In the single-level local logic Bayesian DDF with hard
decisions at the sensors and fusion, the probabilities at the sensors were generated assuming fixed false alarm
probabilities at the sensors equal to 0.05. For the multi-level local logic DDF, the ambiguous (soft or "fuzzy") decisions were generated by considering a ±20% uncertainty region about the thresholds that determine the decision
boundaries in the Bayesian case. The numerical results that are presented refer to the binary hypothesis testing from
which the set of "soft" decisions consists of \(\hat{d} = H_i, d = H_i, d = H_i, v H_i\). Additional results for ternary hypothesis
testing and arbitrary probability assignments can be found in [Gal'90].

In a set of experiments, the performance of Bayesian DDF (i.e. GEP) with soft decisions at the local level and
hard decisions at the fusion was compared to Bayesian DDF with hard decisions both locally and at the fusion. Using
the "±20% uncertainty region" described above to generate the soft decision \(H_i\), or \(H_i,\) the Level Of Confidence (LOC), which
is equivalent to the (unconditional) probability of correct decision, was used for comparison. The LOC curves in Fig. 3
indicate that GEP outperforms Bayesian DDF with hard local decisions in all cases. The curves were obtained by assuming a
fixed false alarm probability 0.05 at the sensors and 0.005 at the fusion. GEP outperforms hard-decision Bayesian DFF
in both binary and ternary hypothesis testing, both in Gaussian and slow-fading Rayleigh channels and for any number of
sensors. This does not come as a surprise if the decision set of GEP is thought of as the result of multi-level
quantization of the data, and the quantization is done according to a semantically intuitive fashion.

3. Distributed Decision Fusion using Dempster-Shafer’s Theory

The difference between the Bayesian and D-S theory lies on the type of information that each sensor transmits to
the fusion after processing the data locally. As it will become clear in the sequel, if the propositions in the D-S
theory are identified with decisions in the GEP (Generalized Bayesian) theory, there are no semantic differences in
the frame of discernment between the two theories. The difference lies on the fact that the probability assignment in GEP still
satisfies the Bayesian rule, whereas the evidence assignment does not. Assuming that the number of hypotheses that are
tested is fixed and the number of decisions (or frame of discernment in the D-S terminology) is fixed, the output of the local
data processing is a set of probabilities regarding the likelihood that the data have been generated by one of the
particular hypotheses or subset of hypotheses according to the frame of discernment. To that extend, the use of the term
decisions in the D-S theory does not precisely reflect the output of the local processing. It is more appropriate to
characterize the outcome of the local processing as evidence about a chosen set of proposition rather than decision
regarding a specific hypothesis or set of hypotheses. Thus, even if the frame of discernment is kept common between
Bayesian and D-S approaches (by utilizing multi-level Bayesian logic), the mapping of the data to the output of the local processor is completely different: the Bayesian processor maps each data to a particular, single decision (integer-valued scalar), whereas the D-S processor maps the same data to a set of probabilities (multidimensional real-valued vector) associated with all decisions in the frame of discernment. Hence, the communication requirements between Bayesian and D-S processors and fusion are different. Assuming a frame of discernment consisting of k propositions, the communication requirements for the Bayesian case is 2kn (the bandwidth required to transmit one of k bits), whereas for the D-S processor k analog outputs must be transmitted to the fusion. Thus, unless the communication requirements for the two approaches are made common, no direct comparison in the performance of the two schemes is meaningful. Since such a performance is beyond the objectives of this paper, we limit the discussion in the structure of the D-S DDF.

In D-S theory, a set of mutually exclusive and exhaustive propositions $u_1, u_2, \ldots, u_m$ is assumed toward which evidence is being offered. To each proposition, their disjunctions, and negations, a nonnegative number between zero and one (or probability mass) is assigned. If $A$ is an atomic proposition, a disjunction of propositions, or a negation of a proposition, then a probability mass, $m(A)$, is assigned to $A$. The quantity $m(A)$ is a measure of the belief in proposition $A$ based on the evidence offered. If $U$ designates the frame of discernment, then

$$ I m(A) = 1 $$

$$ A \in U $$

with the remaining $1 - I m(A)$ mass attribute to ignorance. Assuming that ignorance constitutes a separate proposition $A \in U$ and extending the set $U$ to include this proposition, expression (3.1) holds as an equality. According to D-S theory, a support function is defined for single propositions as

$$ \text{sup}(u_{i}) = m(u_{i}) $$

and for more complex propositions as

$$ \text{sup}(A) = \sum_{B \subseteq A} m(B) $$

where "C" indicates subset. The plausibility function is defined as

$$ \text{pla}(u_{i}) = I m(A) $$

where $u_{i}$ indicates the negation of proposition $u_i$. Alternatively, the plausibility function for a proposition $u_i$ is obtained by summing the masses of all the disjunctions that contain $u_i$, including itself, i.e.

$$ \text{pla}(u_{i}) = \sum_{u_i \in A} I m(A) $$

Hence, the support function is indicative of how much evidence is offered in support of a given proposition by all the propositions that relate to it. Furthermore, the plausibility function is indicative of how likely it is for a given proposition to have generated the data.

Evidence from different, and independent, sources defined over the same frame of discernment, is fused according to Dempster's combining rule [Depm 68]

$$ m(A) = m_1 \circ m_2 = \frac{\sum_{B \subseteq A} m_1(\lambda_1) m_2(\lambda_2)}{1 - \sum_{B \subseteq A} m_1(\lambda_1) m_2(\lambda_2)} $$

where $m_1$ and $m_2$ designate the support (belief) functions from the two different sources of evidence defined over the same frame of discernment. $u_1$ is the proposition toward which evidence is sought, and "\circ" is the empty set [Shaf '76].

Renormalization of the combined evidence in rule (3.6) is required to reject evidence that corresponds to conflicting propositions. The D-S combining rule can be implemented in a tabular fashion that resembles that of GEP theory [Thom 89, 90]. To illustrate the mechanical similarities that exist between the Dempster's combining rule and the GEP DDF, consider a simple binary hypothesis testing problem. If the frame of discernment is defined as $\{u, H, u, H\}$, with $u$ indicating the inability to associate evidence from the data with a definite hypothesis, the Dempster's combining rule for two sensors can be implemented using Table III. In Table III, $k$ designates evidence associated with conflicting propositions which is used as normalizing factor in (3.6). The combined evidence is calculated by summing all the product terms from Table III that result to the same intersection proposition, and normalizing the result. In multiple-source evidence combining, rule (3.6) is repeated sequentially until the evidence from all sources is exhausted.
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Due to the difference in the way evidence is generated in Bayesian (N-P) and D-S theory, an unconditional performance comparison between the two theories is not, in general, feasible. Since in a lot of practical applications the performance of a decision making system is determined by fixing the false alarm probability and maximizing the detection probability at the fusion, it is meaningful to compare the Bayesian and D-S approach based on an N-P criterion. In order to make the comparison possible, we assume that the basic probability assignment of the D-S DDF at the local level is determined using the likelihood function, i.e. we assume that

\[ m(a|r) = P(a|r) \]  

where \( a \) designates a proposition towards which evidence is provided, and \( r \) the observations. Even when the bpa is resolved at the local level, the decision rule at the fusion after the local evidence is combined remains undetermined. In order to keep the decision rule in a D-S context while maintaining a basis for comparison with the Bayesian DDF, the decision rule that will be used for the D-S DDF will assign the data to the proposition that has the highest support among all propositions in the frame of discernment that correspond to definite hypotheses, i.e.

\[ d(f) = d_r(f) : \max a \text{d}_{a|r} \]  

(3.9)

With the above assumptions, we prove the following theorem.

**Theorem.** 1 Assume that the objective of the fusion is to maximize the detection probability after fusion for fixed false alarm probability. Let the observations of the local sensors be independent from each other conditioned on each hypothesis. Let the bpa for the D-S DDF be determined by the likelihood function (3.8) at the local level. If the fusion rule is the rule (3.9) above, then:

(a) if the local frame of discernment coincides with the hypotheses under test, i.e. no unions of hypotheses are used as basic propositions, the performance of the D-S DDF is the same as the centralized N-P (Bayesian) fusion.

(b) if compound-hypotheses propositions are allowed in the local bpa, then the performance of the D-S DDF is always inferior to the centralized N-P fusion and the distributed N-P fusion for the same communication overhead.

**Proof.** We prove the theorem for the case of two sensors and binary hypotheses testing. A generalization of the proof, although notationally involved, does not present any conceptual difficulties and as such is omitted.

Part (a) According to the assumptions of the theorem, the bpa is

\[ m_{a|r} = P(a|r) \]  

and so the D-S requirement

\[ m(a) + m(a) = 1 \]  

(3.11)

is satisfied. Using the Dempster's combining rule (3) for two sensors, we obtain

\[ \sup(a) = \left( m'(a), m'(a) \right) / \left( 1 - m'(a), m'(a), \text{m}(a) \right) \]  

(3.12)

---

**Table III** Dempster's Combining Rule

<table>
<thead>
<tr>
<th>( m_1(a) )</th>
<th>( m_2(a) )</th>
<th>( m_3(a) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m_1(a) )</td>
<td>( m_2(a) )</td>
<td>( m_3(a) )</td>
</tr>
<tr>
<td>( m_1(a) )</td>
<td>( m_2(a) )</td>
<td>( m_3(a) )</td>
</tr>
<tr>
<td>( m_1(a) )</td>
<td>( m_2(a) )</td>
<td>( m_3(a) )</td>
</tr>
</tbody>
</table>
where the division is the result of renormalization due to the existence of conflicting evidence mass after fusion, and the superscripts identify the sensors. A similar expression is obtained for the $H_i$ hypothesis if the indexes in (1) are switched. The proposed decision rule (3.8) translates to

$$ \sup_{\bar{H}_i} \left( \frac{\sup_{\bar{H}_i}}{} \right) > t $$

where $t$ is some threshold to be determined. Taking into account that for this particular case the D-S rule yields

$$ \sup_{\bar{H}_i} = m(H_i) $$

and using expression (3.3), the D-S decision rule gives after some elementary algebra

$$ \frac{p(r_{1H_1}p(r_{1H_1})}{p(r_{1H_1}p(r_{1H_1})} > t $$

or

$$ \frac{p(r_{1H_1}p(r_{1H_1})}{p(r_{1H_1}p(r_{1H_1})} > t $$

or

$$ \frac{p(r_{1H_1}p(r_{1H_1})}{p(r_{1H_1}p(r_{1H_1})} > t $$

or

$$ \frac{p(r_{1H_1}p(r_{1H_1})}{p(r_{1H_1}p(r_{1H_1})} > t $$

which is precisely the centralized Bayesian N-P test. Thus, the performance of the D-S DDF in this case is identical to the optimal centralized Bayesian DDF for the same false alarm probability at the fusion.

Part (b) In the binary hypotheses testing case the only compound proposition in the frame of discernment is $(H_1, H_2)$. If we assume, without loss of generality, that the bpa for the three propositions is done by subtracting an equal amount of probability from the two propositions that correspond to the definite hypotheses and associating it with the compound proposition, the following bpa results

$$ m_1(H_1) = Pr(H_1) = c(r_1/2) $$

$$ m_1(H_2) = Pr(H_2) = c(r_2/2) $$

$$ m_1(H_2, H_1) = c(r_1) $$

where the probability mass $c(r_i)$ can be data dependent. Using the Dempster’s combining rule to fuse the evidence and suppressing the explicit dependence of $c_i$ on the data for notational simplicity, we obtain the following expressions for the support function regarding the two hypotheses.

$$ \sup_{\bar{H}_1} = \{ m_1(H_1), m_1(H_2) \} + 1/2( c_1, c_2) $$

and

$$ \sup_{\bar{H}_1} = \{ m_1(H_1), m_1(H_2) \} + 1/2( c_1, c_2) $$

from which the assumed decision rule

$$ \sup_{\bar{H}_1} / \sup_{\bar{H}_2} > t $$

yields

$$ \frac{p(r_{1H_1}p(r_{1H_1})}{p(r_{1H_1}p(r_{1H_1})} > t $$

By comparing the decision rule (3.19) with the optimal N-P test rule (3.15d), it is seen that the first term in brackets in the left side of (3.19) is identical to the term in the left side of (3.15d). Since the decision rule (3.15d) is the optimal decision rule in the N-P sense, rule (3.19) would achieve optimal performance if and only if the rest of the terms in (3.19) could be made identically equal to zero for a fixed threshold $t$. However, even with data dependent
To that extent, a theorem on the other hand does not improve when of the crossover point occurs at a lower SI_R (TeSa '68). The binary hypothesis testing results will be presented first. For GEP, conditional probabilities at the fusion center were obtained in the same manner as in previously discussed simulations. The conditional probabilities at the sensor, from the GEP simulation, were used as the original probability assignments at the sensor for the D-S theory simulation. Conditional probability masses were calculated at the fusion using Dempster's combining rule. The conditional probabilities from GEP and the conditional probability masses from D-S theory were then used to calculate conditional plausibilities according to (3.5). The results were obtained for a false alarm probability of .05 at the sensor and .005 at fusion.

Figures 4 and 5 display results for Gaussian and Rayleigh distributed signals respectively. Both graphs show the plausibility conditioned on hypothesis H_0 for five and ten sensors. To compare the two combining rules for consistency, we define the crossover point as the SNR level above which the plausibility for the incorrect hypothesis, H_1, becomes greater than that for the incorrect hypothesis, H_1. Observe that for both the five and ten sensor cases the crossover point occurs at a lower SNR for GEP than for D-S theory. So GEP works correctly for a wider range of SNR than does D-S theory. Also notice the behavior as the number of sensors increases from five to ten. For GEP the crossover point moves to lower SNR while for D-S theory it does not move at all. This indicates that we can improve the performance of GEP by increasing the number of sensors, which is a very desirable feature. The performance of D-S theory, on the other hand does not improve when the number of sensors increases.

Figures 6, 7 show unconditional plausibility plots for the Gaussian and Rayleigh cases. More specifically they show the unconditional plausibility for the correct and incorrect hypotheses. Once again the results are shown for both five and ten sensors. We see that for all cases the plausibility for the correct hypothesis is higher at lower SNR for GEP than that for D-S theory. The separation between plausibility for correct and incorrect hypotheses is much clearer for GEP. In fact at very low SNR D-S theory fails to separate the plausibility for the correct hypothesis from that of the incorrect.

Conclusions

The two major evidence processing theories, namely Bayesian and Dempster-Shafer's, are presented as applied to the problem of Distributed Decision or Evidence Fusion. Some of the fundamental results in Bayesian and Neyman-Pearson DDF are presented. It is shown that a generalisation of the Bayesian DDF using multi-level logic at the local processor can provide a framework that allows comparison of the performance of the Bayesian and D-S DDFF under certain conditions. To that extend, a theorem is developed that shows that if the objective is to maximise the detection probability at the fusion for fixed false alarm probability, the Bayesian DDF outperforms the D-S DDF when multi-level logic is used locally, i.e. at the sensors.
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2. In the binary hypothesis testing, this is feasible if the mass that is associated with the compound decision \( H_0 \) or \( H_1 \) is removed entirely from the probability mass of one and only one of the two other definite decisions.
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Figure 3  Level of Confidence (LOC) obtained using hard decisions (Bayesian) and soft decisions (GEP) in three hypotheses decision making. In both cases, the fusion makes hard decisions. LOC corresponds to total probability of deciding correctly. The solid (—) line curves correspond to Bayesian approach. The dashed (—) line curves correspond to GEP approach. The different figures correspond to 2, 3, 4, and 5 sensors respectively. In all cases, GEP outperforms Bayesian.
Figure 4 Conditional plausibility vs. SNR using GEP DDF and D-S DDF for 8 and 10 sensors: Gaussian case.

Figure 5 Conditional plausibility vs. SNR using GEP DDF and D-S DDF for 8 and 10 sensors: Rayleigh case.
Figure 6 Unconditional plausibility vs. SNR using GEP DDF and D-SS DDF for 5 and 10 sensors: Gaussian case.

Figure 7 Unconditional plausibility vs. SNR using GEP DDF and D-SS DDF for 5 and 10 sensors: Rayleigh case.
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Abstract - The problem of estimating the position of and tracking an object undergoing 3-D translational and rotational motion using passive and active sensors is considered. The passive sensor used in this study is a stereo camera, whereas the active is a range radar. Three different estimation approaches are considered. The first involves estimation of the object position by direct registration of stereo images. In the second approach, the Extended Kalman Filter is used for estimation with measurements the stereo images. In the third approach, an integral filter based on stereo images and range radar measurements is used for tracking. The three different approaches are compared via simulation in the tracking of an object undergoing a 3-D motion with random translational and angular acceleration.

1. INTRODUCTION

Object positioning and tracking using data from passive sensors, such as cameras, infrared (IR) sensors, etc., is a common problem in robotics, automated manufacturing, space navigation, and surveillance. However, in order to be able to track an object undergoing 3-D motion using camera images one must recover depth, a missing dimension from a 2-D image. Hence, in order to retrieve the position of an object in the 3-D space a means to recover depth is necessary. In this study we assume that stereo vision [2] is used at first to enable the recovery of the depth from a sequence of "stereo" images. A problem associated with the use of stereo images is the matching of pixels from right and left images with the correct points on the object. In order to measure the depth of a point on a 3-D object, a point on the right image must be matched with a point on the left image screen. A matching algorithm which is a modification to the algorithm introduced in [5] was used for registration. Using the stereo camera images, the position and the velocity of an object were estimated using two different methods: first, by direct registration of the stereo images; and second, using an Extended Kalman Filter. Earlier work on the use of the Kalman Filter for object tracking includes that [4]. However, in [4], a single camera was used to estimate the position of an object undergoing pure translational motion with depth assumed to be constant and known.

The noise associated with the observations on the image screens has to be filtered out in order to achieve accurate estimates of the position and the velocity of the object. The transformation equations from 3-D to 2-D
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introduce nonlinearities in the observation model and thus the Extended Kalman Filter (EKF) that allows for nonlinearities in the estimation model must be used. In order to improve the accuracy of the position estimates, the optic flow [3] was initially used along with the position on the image screen as additional measurement. The use of the optic flow, however, did not seem to improve the performance of the estimation. Consequently, we decided to omit the optic flow from our analysis. Instead, we decided to use an additional active sensor to improve the accuracy of the tracker. Thus, a range radar was used to estimate the object depth separately. The depth estimate was combined with the stereo camera images using an EKF to estimate the object position and velocity in the other directions.

2. ESTIMATION BASED ON DIRECT REGISTRATION OF STEREO IMAGES

2.1 The Matching Algorithm

Given the stereo camera setup, Fig. 1.1, with 2d the distance between the two cameras (assumed known), and f the cameras focal length, the transformation from a 3-D point with coordinates (x, y, z) to the left image point (x', y') and the right image point (x'', y'') is given by [2]

\[
x' = \frac{f(x-d)}{f-z}, \quad x'' = \frac{f(x+d)}{f-z}, \quad y' = y'' = \frac{fy}{f-z}
\]

(2.1)

From the right and left images the depth z can be recovered using (2.2)

\[
z = \frac{f - x''}{2df}
\]

(2.2)

In order to recover the depth from (2.2), the pixels from the right and left images, Fig. 2.1, must be registered first correctly. In order to register the two stereo images, a point from the object must be matched with a point on each one of the two images. A matching algorithm, similar to the one introduced in [5], is used to find the most likely match between points on the right and left images. The algorithm is based on two assumptions: 1) each point in an image can only have one depth value; and 2) a point is very likely to have a depth value near the values of its neighbors. The slightly modified version of the algorithm [1] is given by

\[
C_{n+1}(x,y,d) = \sum_{x',y',d'} C_{n}(x',y',d') \cdot C_{n}(x',y',d') + \beta C_0(x',y',d')
\]

(2.3)

where S corresponds to the excitatory region and 0 corresponds to the inhibitory region. The constants r, c, and β are arbitrary design parameters. The function C is given a value of one if a specified threshold is exceeded and a zero otherwise. The sigmoid

\[
sigm(x) = \frac{\exp(nx) - \exp(-nx)}{\exp(nx) + \exp(-nx)}
\]

(2.4)

is used to smooth out the thresholded output. The excitatory and the inhibitory regions are illustrated in Figure 2.2. The eight excitatory points have the same depth as the point of interest. If some of the inhibitory
points are on this will tend to keep the point of interest turned off, since only one depth value can be assigned to a point. Another important assumption in this matching algorithm is that both cameras are able to see the exact same part of the object. This means that there are no points on the object that are seen by only one of the two cameras.

2.2 Model of Translational Motion

In order to test the ability of the matching algorithm (2.3) to estimate the position of an object undergoing 3-D translational motion, a sequence of stereo images were generated using the model of a random accelerating object. The continuous-time dynamics of the object with random acceleration are described by the state equation

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\begin{bmatrix}
x(t) \\
Vx(t) \\
y(t) \\
Vy(t) \\
z(t) \\
Vz(t) \\
\end{bmatrix}
= \begin{bmatrix}
0 \\
1 \\
0 \\
0 \\
1 \\
1 \\
\end{bmatrix}
\begin{bmatrix}
x(t) + w(t) \\
Vx(t) \\
y(t) \\
Vy(t) \\
z(t) \\
Vz(t) \\
\end{bmatrix}
\]

\begin{equation}
(2.5)
\end{equation}

is the state vector, and \( w(t) \) is uncorrelated, zero-mean, white, gaussian noise with covariance \( q(t) \delta(t-t') \), with \( q(t) \neq 0 \) for all \( t \).

Notice that the dynamical model (2.5) is chosen to be unstable, constituting a worst case testing paradigm. Using (2.5) and the 3-D to 2-D projection equations (2.1) a sequence of images were generated, from which the position of the object was estimated using the matching algorithm (2.3).

2.4 Simulation

The model (2.5) was used to describe the 3-D motion of a flat thin surface that was used as the object in the simulation. The transformation equations (2.1), (2.2) were used to transform the position of the four corners of the object into pixels on the two image screens. All pixels on the two image screens located inside the four corner points were also turned on. The resulting two image screens were then fed into a matching algorithm (2.3) in order to match points on the two images. The matched pixels were then used to get an estimate of the depth of the object using (2.2).

The distance between the two cameras was set to be 8 meters so that the right and the left images were considerably different. The focal length, \( f \), was 0.5 meters. The two cameras were assumed to be moving in order to be able to “see” the object at all times. The cameras move to the most recently estimated \((x,y)\) location of the object between two consecutive images. The cameras are not moving in the \( z \) direction. Both images have a resolution of 16x16 pixels. The estimation errors in the \( x \)-direction are shown in Fig. 3.1. The estimate in the \( z \) direction (not shown) were clearly the most inaccurate.

3. ESTIMATION BASED ON EXTENDED KALMAN FILTER AND STEREO CAMERA

The position and the velocity of the object are estimated given the observations of the location of the object on the two image screens. The observations are assumed to be noisy. The noise is introduced from inaccurate readings of the image screen as well as from low image resolution. The nonlinear transformation equations (2.1), (2.2) suggest the use of the Extended Kalman Filter (EKF) [7]. The dynamical model and the state vector are given by (2.9) and (2.10) respectively. The observation model for the EKF was obtained from the transformation equations (2.1), (2.2) by adding noise to account for the measurement noise at the camera and errors in the registration of the images. The EKF measurement vector is

\[
x(t) = \begin{bmatrix}
f(x(t)+d) / (f-z(t)) \\
f_y(t) / (f-z(t)) \\
f(x(t)-d) / (f-z(t)) \\
f_y(t) / (f-z(t))
\end{bmatrix} + v(t) \tag{3.1}
\]

where \( v(t) \) is uncorrelated, zero mean, white gaussian, noise with covariance \( r(t) \delta(t-T) \), with \( r(t) = 0 \) for all \( t \). The initial conditions for the state vector are taken to be gaussian with mean \( z(0) \) and positive definite covariance matrix \( P(0) \). In (3.1), \( f \) is again the focal length and \( 2d \) the separation between the two cameras. Assuming constant acceleration during the sampling interval, the discrete time system is obtained from (2.5):

Process Model

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & T \\
0 & 0 & 0 & 0 & 1
\end{bmatrix} x_k + \begin{bmatrix}
w_k \\
w_k \\
w_k \\
w_k \\
w_k
\end{bmatrix}
\]

Observation Model

\[
\begin{bmatrix}
f(x_k+d) / (f-z_k) \\
f_y_k / (f-z_k) \\
f(x_k-d) / (f-z_k) \\
f_y_k / (f-z_k)
\end{bmatrix} + \begin{bmatrix}
v_k \\
v_k \\
v_k \\
v_k
\end{bmatrix} \tag{3.2}
\]

where \( T \) corresponds to the sampling time. The noise covariance matrices for \( w_k \) and \( v_k \) respectively are given by (3.3). For the EKF equations see [9].

\[
Q = \begin{bmatrix}
\frac{1}{T^4} & 0 & 0 & 0 \\
0 & \frac{1}{T^3} & 0 & 0 \\
0 & 0 & \frac{1}{T^2} & 0 \\
0 & 0 & 0 & \frac{1}{T
\]

\[
R = \begin{bmatrix}
1/T & 0 & 0 & 0 \\
0 & 1/T & 0 & 0 \\
0 & 0 & 1/T & 0 \\
0 & 0 & 0 & 1/T
\end{bmatrix} \tag{3.3}
\]
3.2 Simulation

Using the discrete time equations (3.2) through (3.5), the object position and velocity were estimated using the EKF [1], [7], [9]. In order to prevent the object from moving out of the field of view of the stereo camera, the camera was assumed to track the object using the estimated velocity in the x, y directions. In the simulation, a focal length of 0.5 meter, a sampling time of 1.0 seconds, and a spacing between the two cameras of 0.1 meter were used. Assuming that the z-coordinate of the object was initially -500 meters, the initial field of view is 100m wide, [9]. The fields of view of the two cameras are fairly narrow due to the large focal lengths. The sampling time of 1.0 second implies that images from the two cameras are available every second. A shorter sampling time will increase the performance of the filter, but since the processing of the images takes considerable computation time, a trade off has to be made. The sampling time is therefore set to be 1.0 second.

The observations are generated by the transformation equation from 3-D to 2-D using (3.1). It is assumed that the points from the right and the left image have been matched previously. The filter is run for 300 iterations and the state error along with the diagonal elements of the error covariance matrix, indicated as "camera model," are plotted and shown in Figures 4.1-4.5. The parameters q and r are constants that multiply the covariance matrices Q and R respectively. Note that the error in the velocity estimates is very small while the position error grows occasionally before returning back to an acceptable range. The estimate in the z direction is the most inaccurate. This is due to the nonlinear transformation equations. The inaccuracy in z affects the other position components as well. The resulting estimation errors are fairly large and biased.

Since the z term introduces large errors in the estimation, the filter was run with fixed z and θ in order to observe the difference in the estimation error. The resulting state errors and diagonal error covariance elements are shown in Figs. 4.6-4.7. Notice how all the error covariance elements reach a specific value. The state errors are considerably smaller in this case. In addition, the state errors average out to zero.

The effect of the nonlinearity in the observation equation (3.2) can be studied by considering the Taylor's series expansion of the h vector in the EKF given by

$$h(z) = h(\hat{z}) + H(\hat{z})(z - \hat{z}) + \text{H.O.T.}$$

(3.4)

where h and H have been defined previously and H.O.T. corresponds to higher order terms. The higher order terms are neglected in the filter. The approximation error that is made from neglecting the H.O.T. in (3.4) can subsequently be estimated. The nonlinearity in the observation equations (3.1) comes mainly from the z term in the denominator. Using (3.4), the nonlinearity in the denominator of the observation equations can be approximated by

$$\frac{1}{f - z} = \frac{1}{f - \hat{z}} + \frac{1}{(f - \hat{z})^2} (z - \hat{z}) + \text{error}$$

(3.5)

from which an approximate expression of the expected approximation error is
obtained [1]

\[
E[\text{error}] = E\left[ \frac{(x - \hat{x})^2}{(f - z)(f - \hat{z})^2} \right] = \frac{P_{zz}}{(f - \hat{z})^3} \tag{3.6}
\]

(3.6) gives an expression for the error made in the approximation of \( h(z) \) by the linear terms in (3.4). The error is plotted and shown in Fig. 4.8. The error is relatively small but introduces a bias on the state estimates.

4. DEPTH ESTIMATION THROUGH A RANGE RADAR

The model in section 3.1 produces inaccurate estimates of the object position and velocity. The estimation error in the \( z \) direction is especially inaccurate. It was seen in section 3.2 that the estimates can be greatly improved if the depth \( z \) were known precisely. The estimate obtained from the stereo camera could improve if accurate estimates of the depth \( z \) were available. A range radar is used to estimate the depth of the object separately. Once the depth is estimated, the estimate is fed to the camera filter to estimate the \( x, y \) components. The range radar is introduced in section 4.1 and the integration of the range radar filter and the camera filter is presented in section 4.2.

4.1 The Range Radar Filter

The range radar measures the distance (range) \( R \) to an object, along with two associated angles, the azimuth \( \eta \), and the elevation \( \zeta \) [8], [9]. Using polar coordinates allows us to perform tracking in the system from which the measurements are obtained. The transformation between the polar coordinates \( (R, \eta, \zeta) \) and the Cartesian coordinate system \( (x, y, z) \) used in the camera model can be found in [8], [9]. The range radar filter is a coupled filter containing a range part along with an angle part. The angle filter consists of two individual filters for the two angles. The state vectors are given as follows

\[
\begin{align*}
\begin{bmatrix}
X_R \\
VR
\end{bmatrix} & \quad ; \\
\begin{bmatrix}
\eta \\
vR
\end{bmatrix} & \quad ; \\
\begin{bmatrix}
\zeta \\
vR
\end{bmatrix}
\end{align*}
\tag{4.1}
\]

The flow chart for the processing of this coupled filter is shown in Fig. 5.1. The system models are given by

\[
\begin{align*}
X_R &= \Phi_R X_R + w_R \quad ; \quad w_R \sim N(0, Q_R) \tag{4.2a} \\
\eta &= \Phi_\eta \eta + w_\eta \quad ; \quad w_\eta \sim N(0, Q_\eta) \tag{4.2b} \\
\zeta &= \Phi_\zeta \zeta + w_\zeta \quad ; \quad w_\zeta \sim N(0, Q_\zeta) \tag{4.2c}
\end{align*}
\]

where the sampling index has been suppressed for simplicity. The measurement models are of the following form

\[
\begin{align*}
\begin{bmatrix}
X_R \\
\eta \\
\zeta
\end{bmatrix} &= h_{\begin{bmatrix} X_R \\
\eta \\
\zeta \end{bmatrix}} + v_R \quad ; \quad v_R \sim N(0, R_R) \tag{4.3a} \\
\begin{bmatrix}
\eta \\
\zeta
\end{bmatrix} &= h_{\begin{bmatrix} \eta \\
\zeta \end{bmatrix}} + v_\eta \quad ; \quad v_\eta \sim N(0, R_\eta) \tag{4.3b} \\
\begin{bmatrix}
\zeta
\end{bmatrix} &= h_{\begin{bmatrix} \zeta \end{bmatrix}} + v_\zeta \quad ; \quad v_\zeta \sim N(0, R_\zeta) \tag{4.3c}
\end{align*}
\]

The transition matrices are defined as
\[
\Phi_R = \begin{bmatrix}
1 + \frac{w^2 \pi^2}{2} & \pi \\
\frac{w^2 \pi^2}{2} & 1 + \frac{w^2 \pi^2}{2}
\end{bmatrix}, \quad \Phi_H = \begin{bmatrix}
1 + \frac{T}{R} & C_R \\
0 & \rho_R
\end{bmatrix}, \quad \Phi_V = \begin{bmatrix}
1 + \frac{T}{R} & C_R \\
0 & \rho_R
\end{bmatrix}
\] (4.4)

where
\[
w_R = \sqrt{\frac{v^2 + v^2}{R}}, \quad C = 1 - \frac{v T}{2R}, \quad R = \sqrt{v^2 + v^2}
\] (4.5)

The observation matrices, \(h_R, h_H, h_V\), are constructed based on that all the entries in the three state vectors are observable. The matrices are given by
\[
h_R = h_H = h_V = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}
\] (4.8)

The error covariance matrices for the model and the observation noise have the following structure [8]:
\[
Q_R = Q_H = Q_V = \begin{bmatrix}
\frac{T^5}{20} & \frac{T^4}{8} \\
\frac{T^4}{8} & \frac{T^3}{3}
\end{bmatrix}, \quad R_R = R_H = R_V = \begin{bmatrix}
\frac{1}{T} & 0 \\
0 & \frac{1}{T}
\end{bmatrix}
\] (4.9)

The linear Kalman filter [7] is used to estimate \(R, \eta, \) and \(c\). The transition matrices are updated at the beginning of each iteration. The estimates of \(R, \eta, \) and \(c\) are used to generate the depth estimate according to \(z = \hat{R} \cos \hat{\eta} \cos \hat{c}\).

4.2 The Integrated Filter

The estimate of the depth obtained by the radar filter is used in the camera filter to help estimate the \(x\) and \(y\) coordinates. The integration of the two filters is illustrated in Fig. 5.1. It is assumed that the target motion can be accurately modeled as the motion of a randomly accelerating object. The actual data in the range radar filter is generated from the actual model through the transformation equations (4.3). However, in the range radar filter, it is assumed that the data is generated by a target undergoing a random maneuver during the interval between the 70th and the 90th time step. Thus, an intentional mismatch between the actual model and the perceived range radar model is introduced to test the robustness of the range radar filter and the integrated filter, [9]. The estimate of the depth is used in the transformation equations in the camera filter where it is treated as a constant. Thus, the resulting Kalman filter is linear. The cameras are moving as described in section 2.4. The object motion is strictly translational. The rotational motion is covered in section 4.5.

4.3 Simulation

The integrated filter in the previous section was simulated with the following parameters: \(T=1.0, f=0.5, d=0.1, q=0.01\) (for camera filter), \(q=0.1\).
(for range filter), $r = 0.0068$ (for range radar filter), $r = 0.01$ (for camera filter and angle filters), $\tau_m = 100$ (maneuver time constant in range radar), $\sigma_e = 1.0$ (maneuver standard deviation).

The choice of a lower $r$ for the range radar is based on the assumption that observations in this case are fairly accurate. The range radar filter assumes that the object maneuvers in the interval between 70 and 90 iterations. The parameters that are associated with this maneuvering are given above. The resulting estimate errors and the related error covariance elements are shown in Fig.s 4.1-4.5. Comparing these figures to the figures in section 3 it is easily seen that the errors are reduced. The errors average to zero as in the fixed $z$ case in section 3. The elements of the error covariance matrices behave better as well. The error covariance elements for the range radar are reinitialized when the difference between an element in two consecutive iterations is smaller than 0.001. Note how the errors are decreased every time a reinitializing occurs.

4.4 Estimation Based on Mono Camera

Since the depth in the integral filter is estimated with measurements from the range radar, the use of the stereo camera seems redundant. Comparison of the $x$-direction estimates, similarly in the other directions, obtained with a mono camera, Fig.s 5.3-5.4, with their stereo camera counterparts, indicates that the estimation errors and the error covariances are higher in the mono camera case. The use of a stereo camera is therefore justified.

4.5 Rotational Object Motion

The previous models have assumed that the object moves with only translational motion. Naturally an object very rarely moves with zero rotational velocity. In this section rotational object motion is introduced.

Initially the rotational velocity is assumed to be known and constant. The rotation is taken into account in a modified model of (2.3). The observation equations remain the same. The $z$ and $zvel$ estimates are fed into the camera filter from the range radar and will be treated as inputs in the camera model. The resulting discrete model is then given by

$$
X_{k+1} = 
\begin{bmatrix}
1 & 0 & 0 & T & -\omega T & 0 & 0 \\
0 & 1 & 0 & 0 & -\omega T & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
\omega T & 0 & 0 & 1 & 0 & T & 0 \\
0 & \omega T & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix} X_k + 
\begin{bmatrix}
0 \\
0 \\
0 \\
-\omega T & 0 \\
0 & -\omega T \\
0 & 0
\end{bmatrix} V_z + 
\begin{bmatrix}
0 \\
0 \\
0 \\
1 \\
0 \\
1
\end{bmatrix} W_k
$$

where $(\omega x, \omega y, \omega z)$ are the known constant angular velocity. The covariance matrix $Q_v$ of the noise $W_k$ is given by

$$
Q_v = 
\begin{bmatrix}
qAT & 0 \\
0 & qAT
\end{bmatrix}
$$
The state vector $x$ is given by

$$x = \begin{bmatrix} x \\ Vx \\ Vt,x \\ y \\ Vy \\ Vt,y \end{bmatrix} \quad (4.12)$$

The covariance $Q$ that is used in the filter equations is given by

$$Q = \begin{bmatrix} 0 & 0 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 & 0 \end{bmatrix} \begin{bmatrix} 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & qAT & qAT & 0 & 0 & 0 \\ 0 & qAT & qAT & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & qAT & qAT \\ 0 & 0 & 0 & 0 & qAT & qAT \end{bmatrix} \quad (4.13)$$

The range radar model is the same as before since it already incorporates constant angular velocities. The above model was simulated with essentially the same parameters as in the translational case. The sampling time was 1.0 second and $q$ was set to 0.01. The angular velocities were all set to 0.011 rad/sec. The resulting estimation errors and the corresponding error covariances are shown in Fig.3.5.5-5.6. The estimation errors in the position are basically the same as they were for the purely translational case, whereas the velocity estimates are worse.

Next we consider the case of random angular acceleration. The angular velocities cannot be treated as constants in this case. Both the camera filter and the range radar filter have to be modified. In order to avoid additional nonlinearities in the camera filter, the angular velocities are estimated in the range radar and fed into the camera filter just like the estimates for $z$ and $zv$. The augmented state vectors in the range radar are given by

$$x = \begin{bmatrix} R \\ VR \\ \omega R \\ V\omega R \end{bmatrix} ; \quad \eta = \begin{bmatrix} \eta R \\ \eta VR \\ \omega \eta R \\ \omega \eta VR \end{bmatrix} ; \quad \varepsilon = \begin{bmatrix} \varepsilon R \\ \varepsilon VR \\ \omega \varepsilon R \\ \omega \varepsilon VR \end{bmatrix} \quad (4.14)$$

where $(\omega R, \omega VR, \omega VVR)$ is the angular velocity. The system models are given by

$$x = \Phi x + w_R \quad ; \quad w_R = N(0,Q_R) \quad (4.15a)$$

$$\eta = \Phi \eta + \omega VR RT + \omega VVR \quad ; \quad w_R = N(0,Q_R) \quad (4.15b)$$

$$\varepsilon = \Phi \varepsilon + \omega VVR RT + \omega VVR \quad ; \quad w_R = N(0,Q_R) \quad (4.15c)$$

The state transition matrices are defined by
where all the parameters have been defined previously. The error covariance matrices for the model noise have the following structure

\[
\Phi_{n} = \begin{bmatrix}
1 & \frac{2\rho_{n}}{T} & 0 & 0 \\
\frac{2\rho_{n}}{T} & 1 & 0 & 0 \\
0 & 0 & 1 & T \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
\Phi_{v} = \begin{bmatrix}
1 & \frac{T}{R} & C_{V} & 0 & 0 \\
0 & \rho_{R} & 0 & 0 & 0 \\
0 & 0 & 1 & T & 0 \\
0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]

\[
Q_{n} = Q_{v} = \frac{2\sigma_{n}^{2}}{T}
\]

\[
Q_{r} = Q_{v} = \frac{2\sigma_{r}^{2}}{T}
\]

The camera model is modified in the following way

\[
X_{k+1} = \begin{bmatrix}
1 & 0 & T & -\omega_{T} & 0 & 0 \\
0 & 1 & 0 & -\omega_{T} & \omega_{T} & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
\omega_{T} & 0 & 0 & 0 & 0 & T \\
\omega_{T} & \omega_{T} & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]

\[
X_{k} = \begin{bmatrix}
\omega_{T} & 0 \\
\omega_{T} & \omega_{T} & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\]

The resulting estimation errors and the corresponding error covariances.

for the object position in the x-direction are shown in Fig.s 5.7-5.8. The errors are close to previous results. Figures of the estimates in the other directions and in the associated velocities can be found in [1], and [9]. The overall performance of the filter degrades when the angular velocity changes randomly as expected.

CONCLUSION

Three different approaches for estimating the position of and tracking an object undergoing 3-D translational and rotational motion were considered. One approach involved a stereo camera and position estimation directly from stereo image registration. The second approach involved a stereo camera and use of an Extended Kalman Filter (EKF) for position and velocity estimation. In the third approach, a range radar was used to estimate the depth from separate measurements. The depth estimate was subsequently used in an EKF to recover the object position and velocity (both translational and angular) from a sequence of stereo images. Numerical comparison of the three approaches via simulation indicates that the range radar - EKF integral filter is superior to the other two approaches, Fig.s 4.1-4.5. Furthermore, the integral filter can track successfully objects undergoing 3-D translational and rotational motion. From the simulation results is seen that the effects of random rotation are more visible in the velocity estimates [1], [9]. The position estimates were very close to those obtained in the purely translational motion case. The performance is, therefore, not affected by the random angular acceleration, except for the estimates of the compound velocities.
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Abstract
DIGNET is a self-organizing artificial neural network (ANN) that exhibits deterministically reliable behavior to noise interference, when the noise does not exceed a pre-specified level of tolerance. The complexity of the proposed ANN, in terms of neuron requirements versus stored patterns, increases linearly with the number of stored patterns and their dimensionality. The self-organization of the DIGNET is based on the idea of competitive generation and elimination of attraction wells in the pattern space. DIGNET is used for Pattern Recognition and Classification and for Signal Detection and Fusion. Analytical and numerical results are included.

1 Introduction
Most artificial NN's (ANN's) that are used in the literature for pattern recognition and classification require that the patterns that are stored and recognized be orthogonal with each other ([1], [2], [3], [4], [5], [6], [7]). Furthermore, they are usually vulnerable to noise interference, in the sense that a usually small deviation from the orthogonality assumption renders them unstable. For a viable neural-based solution to the recognition/classification problem in the presence of noise, the artificial neural network must be designed so that it is, by design and not by accident, robust to pre-specified noise margins. DIGNET, the artificial neural network that we propose for automatic pattern recognition and classification, signal detection and distributed data fusion, reflects this philosophy.

2 Proposed Artificial Neural Network Architecture
Ideally, the input-output characteristic of an ANN that is used for pattern recognition and classification in cluttered noise should resemble that of Fig. 1. In Fig. 1, the horizontal curves represent "attraction wells" around the stored patterns. If the stored patterns are identified with equilibrium points of the ANN dynamics, then the attraction wells of Fig. 1 represent attraction regions around these points in a multidimensional space. Thus, if the noise is identified as a percentage disturbance of the stored patterns, the attraction wells represent hyperspheres of predetermined radius around the patterns. So, if the ANN is presented with a distorted pattern that lies in one of these attraction regions, correct recognition (and classification) will be guaranteed from the convergence of the ANN to the correct equilibrium point. If, on the other hand, the ANN is initially presented with a pattern that lies outside any of the attraction regions, a new attraction well will be created and the ANN will converge to the unknown pattern as it should. Thus, an ANN with the characteristic of Fig. 1 exhibits learning capabilities, since new patterns can be stored by extending the attraction points of the operating characteristic in Fig. 1. Furthermore, the noise tolerance of the ANN can be changed by modifying the "width" of the attraction wells. Dignet dynamically realizes the ideal characteristic of Fig. 1.

3 Directors and the unity hypersphere
In linear system theory eigenvectors have only meaning as directions, their magnitude being undetermined. Any vector that lies in the direction of an eigenvector of the system is also an eigenvector independent of its magnitude.
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On the other hand, a pattern is well defined irrespective of scaling or reversal. For instance we can recognize a visual shape even under different light intensities (scaling), even if we see the photographic negative (reversal). The above examples can motivate the conceptualization of patterns as straight lines in the n-dimensional space. To further understand the operation of Dignet we introduce a mathematical entity that we call “director.”

**Definition 3.1** An n-dimensional director is the set of all vectors lying on the same straight line passing through the origin of an n-dimensional vector space. We use the notation a, b, c, d... to indicate directors.

We shall prove that the set of all n-dimensional directors (n-directors) is a metric space.

**Definition 3.2** For two n-directors a and b, we define as distance \( \Theta(a, b) \) the absolute value of the acute angle between any two of their elements. In terms of the vector space it can be expressed as

\[
\Theta(a, b) = \arccos \left( \frac{<z, y>}{||z|| ||y||} \right)
\]

where \( z, y \) vectors so that \( z \in a, y \in b \).

It is easy to see that this distance fulfills all the properties of a metric:
1. Nonnegative because \( \arccos(x) \in [0, \pi/2] \) for \( x \in [0, 1] \) (CBS inequality)
2. Symmetric, obviously if we interchange \( a \) and \( b \) in the formula.
3. The triangle inequality clearly holds for the 3-dimensional space (with equality when all 3 directors lie on the same plane). However, any three, non-collinear vectors (or straight lines) span a 3-dimensional subspace in the n-space that is homomorphic to the 3-D space. Therefore, the metric properties hold for the n-dimensional space, too.

Thus, the set of all n-directors is a metric space.

From the definition 3.1 it follows that a director being a set can be represented by one of its elements. A good choice is the unity vector that belongs to the particular director. This choice simplifies equation 1. If \( X \) and \( Y \) are unity vectors representing the directors \( a \) and \( b \) respectively, then

\[
\Theta(X, Y) = \arccos(<X, Y>)
\]

and the directors can be further represented as points on the surface of the unity hypersphere. In figure 2 we see the 3-dimensional case. This mapping of pattern vectors to unity vectors can be achieved by normalization and reduces a n-dimensional problem to a \((n - 1)\)-dimensional problem.
The topological properties of this mapping are interesting, however the algebraic properties are complicated. Therefore, to simplify things we assume that the angles are small, then in the limit the surface of the sphere can be treated as a tangent plane. Then if we consider a neighborhood $N(P, \theta)$ around the pattern $P$, where $\theta$ (theta) is the desired angular threshold for pattern matching, we say that a pattern is recognized by the exemplar $P$ if its projection on the surface of the sphere falls within the above neighborhood.

Since the vectors are already normalized, the angle corresponds to the inner product between vectors, and the comparison of a new pattern with a number of prestored exemplars can be achieved with a simple parallel vector matrix multiplication and thresholding of the output, where the rows of the matrix correspond to the exemplars.

4 Description of Dignet

Dignet is a self-organizing neural network that can store and classify noisy inputs without supervised training. Its self-organization capability is based on the idea of competitive generation and elimination of attraction wells. The wells are generated around presented patterns which are clustered according to their distance from the center of wells. The center of a well is moving dynamically towards the highest concentration of clustered points in the pattern constellation. The depth of a well indicates the strength of learning and reflects the inertia by which the center of the well is moving when new data falls within its region of attraction.

A schematic diagram of Dignet is shown in Fig. 3. The pattern recognition and classification ability of Dignet is characterized by the competitive creation and elimination of attraction wells. Each well is characterized by its center, width (threshold), and depth. The similarity between patterns in Dignet is measured in terms of the angle that the patterns form among themselves. It is assumed that all patterns are normalized, so that the magnitude of a pattern does not affect the classification capability of the network. Assuming that a number of wells has already been created, the changes in the Dignet geography once a new pattern is presented are as follows.

Let $x_n$ represent the pattern that is presented to Dignet at the $n$-th time instant. If $c_{n-1}$ represents the center of an existing well in Dignet at the time the new pattern is presented, the center changes according to

$$c_n = \frac{c_{n-1}}{d_n} c_n + \frac{d_{n-1}}{d_n} c_{n-1}, \text{ with initial conditions } c_0 = 0.$$  \hspace{1cm} (3)

where $d_{n-1}$ is the depth of the well at the $n-1$st presentation, which is updated according to

$$d_n = d_{n-1} + c_n, \text{ with initial conditions } d_0 = 0. \hspace{1cm} (4)$$

and $c_n$ is a variable that takes on the following values

$$c_n = \begin{cases} 1 & \text{if the pattern is won by the well (reinforcement)} \\ 0 & \text{if the pattern does not fall in the well (no interaction)} \\ -1 & \text{if the pattern falls in the well, but is not won by it} \end{cases} \hspace{1cm} (5)$$
The width of a well (threshold) determines the region of attraction and is determined by the specified (desired) signal-to-noise ratio (SNR). The threshold is measured in degrees of angle from the center of the well. Given a SNR, the threshold (cosine) is determined by

\[ \text{threshold} = \sqrt{\frac{1}{1 + 10^{-\text{SNR}}}} \]  

and the well width (in degrees)

\[ \Theta_0 = \arccos(\text{threshold}) \]  

Equation 6 is obtained from figure 4. The noise component that contributes to the angular deviation from the center of the well is normal to the pattern. Therefore for worst case analysis we can assume that the noise is normal to the pattern. If we cut the n-dimensional hypersphere by a 2-dimensional plane so that the vector \( s \) lies on that plane as well as the center of the hypersphere, then we reduce the problem to an equivalent 2-dimensional problem. Then \( \langle s \cdot n \rangle + 1 = \lambda^2 = \langle s + n \cdot s + n \rangle \) by the Pythagorean theorem. Then

\[ \cos(\Theta) = 1/\lambda = \frac{1}{\sqrt{1 + \langle n \cdot n \rangle}} \]  

By using \( \langle n \cdot n \rangle = \sigma^2 \) (in expected value sense), we obtain

\[ \cos(\Theta) = \frac{1}{\sqrt{1 + \sigma^2}} \]  

from which, using the relation:

\[ \sigma^2 = 10^{-\frac{\text{SNR}}{20}} \]  

(6) follows.
Once a pattern is presented to the network, its distance from the different wells is computed. If the minimum distance exceeds the well width, a new well is created; otherwise the pattern is assigned to the closest well, which is reinforced. Furthermore, if the pattern, in addition to falling in the region of attraction of its closest well, falls in the region of attraction of other wells as well, these wells are weakened, their center is pushed away and their depth decreases according to the above equations. To avoid excessive, spurious wells, a stage age (s.a.) is defined. The depth of each well is periodically examined at the end of each s.a. If at the end of a s.a., the depth of a well does not exceed a certain threshold (age), the well is eliminated all together; otherwise it survives this stage age.

5 Stability and Convergence Analysis of Dignet

For reasons of analytical compactness, we perform a stability and convergence analysis of Dignet by using the continuous time equivalent of the self-organizing algorithm (equations 3 through 7). Simple manipulation of the discrete-time algorithm, yields the following continuous time algorithm:

\[
\frac{d}{dt}[e_i(t)d_i(t)] = \frac{d}{dt}[d_i(t)]x(t)
\]

\[
\frac{d}{dt}[d_i(t)] = l[\Theta_0 - \Theta(e_i(t), x(t))] > 0/[2I[\Theta(e_i(t), x(t))] = \min\{\Theta(e_j(t), x(t))\} - 11
\]

where \(e_i(t)\) designates the center of the \(i\)-th well in Dignet at time \(t\), \(d_i(t)\) the associated depth, and

\[
\Theta(e_i, x(t)) = \text{acos}\left(\frac{\text{<}e_i(t), x(t)\text{>}}{||e_i(t)|| ||x(t)||}\right)
\]

\(l[\Theta]\) is the indicator function defined to be one if the event \(\Theta\) is true, and zero otherwise. The minimum in 12 is understood over all existing wells in Dignet at time \(t\).

Assuming zero initial conditions on \(d(0)\), i.e. \(d(0) = 0\), the solution to the differential equation 11 is

\[
e(t)d(t) = \int_0^t d(r)x(r)dr
\]

where the notation "\(d(t)\)" is used to indicate the time-derivative of \(d(t)\). Assuming \(d(t) \neq 0\) and using the convention \(\frac{d}{dt} = 0\), the solution 14 can be written as

\[
e_i(t) = \int_0^t \frac{d_i(r)x(r)}{d(t)}dr = \int_0^t \frac{d_i(r)x(r)}{\int_0^t d_i(r)dx}dr
\]

For the \(i\)-th Dignet well with center \(e_i(t)\), the integral in the denominator of 15 represents the average time that any input pattern \(x(t)\) fell into the region of attraction of well \(i\) and won by this well (i.e., it was closest to the center of \(i\)).
...adaptive chance their number as needed. Convergence of the algorithm eliminates wells that are created from overlapping well boundaries. The solutions (13) are stable, assuming finite mean data, and converge to either a time average if the pattern persists in the input data, or zero if the pattern is spurious. The stage parameter, s, that was introduced in the description of Dignet facilitates the elimination of unsustained and undesired spurious wells, in order to keep the storage capacity requirements of Dignet manageable. The algorithm (equations 11 through 13) or its equivalent discrete time version (equations 3 through 7), is thus capable of self-organization and can be used in a neural network for class-discrimination among different classes that are separable by hyperplanes. Classes of patterns which are separable by more complicated boundary shapes can be discriminated by Dignet through self-organization, if a different metric is used to determine the interaction among input patterns and well centers, other than the angle metric (1) used in the indicator function $I((\theta_n - \theta(c), x(t)) > 0)$ in (12) [8].

6 Comparison with other self-organizing networks

Kohonen [9] has proposed a class of self-organizing feature maps that are based on the adaptation law

$$\frac{dm(t)}{dt} = \omega(x, m, \eta)x(t) - \gamma(x, m, \eta)m(t)$$

$$\eta(t) = m^T(t)x(t)$$

where $\eta(t)$ represents the neuron activation (or output for linear elements), $x(t)$ is the vector of the input excitations to the neuron, and $m(t)$ is the vector of the synaptic interconnections associated with the neuron and the input vector $x(t)$. $\omega$ and $\gamma$ are, in general, functions (possibly nonlinear) of the synaptic weights $m$, the input $x$, and the neuron output $\eta$. In Kohonen's self-organization feature maps [9], the class of functions of $\omega$ and $\gamma$ that he considers are memoryless functions.

To compare DIGNET with Kohonen's maps we rewrite equations (11) and (12), by dropping the time-dependence for notational convenience, as follows:

$$\omega = \frac{d}{d\tau} - \frac{d}{d\tau}$$

$$d = I((\Theta_n - \Theta(c), x(t)) > 0)[2I(\Theta(c), x(t)) = \min_{j} \Theta(c, x(t))] - 1$$

with output equation

$$c = \max(P_{c})$$

where the maximum is taken over all center-patterns of created wells (clusters), and $P$ is the matrix of the stored patterns (a matrix with the stored patterns as rows). By comparing equation (16) with equations (18) and (19), and identifying

$$\omega = \gamma = \frac{d}{d\tau}$$

the Dignet algorithm extends the class of Kohonen's feature maps by introducing memory in $\omega(-\gamma(-))$. Another class of algorithms that can learn to discriminate among a number of different patterns (hypotheses) are based on the learning vector quantization (LVQ) algorithm and the creation of Voronoi vectors in the pattern space [10], [11]. However, the LVQ algorithm and derivative algorithms from it, require that the number of unknown patterns (hypotheses) is precisely known a priori, much the same way Kohonen's self-organizing feature maps do. Furthermore, the number of Voronoi vectors must be close to the true number of different clusters in the pattern space. For convergence, the LVQ algorithm must be initialized with the proper number of Voronoi vectors and initial conditions that are close to the stable equilibrium points. A modification of the LVQ algorithm that allows the adaptive update of the Voronoi vectors according to a majority decision rule was proposed in [11]. The modified LVQ algorithm avoids the instability of the original LVQ algorithm due to bad initial conditions, but it requires that the size of the Voronoi cells remains small, thus, not really resolving the sensitivity problem of the algorithm.

If the initial choice of the Voronoi vectors in the LVQ algorithm is inadequate, there is no systematic approach to adaptively change their number as needed. Convergence of the LVQ algorithm depends on the proper choice of the
Voronoi vectors and initialization of the algorithm close to the actual stable point. Convergence of the Kohonen's feature maps depends on the choice of \(\phi(\cdot)\) and \(\phi^{-1}\) functions, which are otherwise arbitrary. In that sense, neither the LVQ algorithm nor Kohonen's feature maps are truly self-organizing in the sense defined by Dignet, since the number of different patterns need to be known a-priori, and convergence is sensitive to the choice of initial conditions. In that respect, the guaranteed convergence of the Dignet algorithm to a number of stable classes, given noisy data from an unknown number of unknown patterns represents the novelty of the algorithm that differentiates if from the LVQ algorithm and Kohonen's feature maps.

7 Capacity of Dignet

Determination of the maximum capacity on Dignet to store patterns unambiguously depends on the metric that is used in the well formation, the dimensionality of the patterns, and their separation from each other in the absence of noise. The maximum capacity of Dignet to store input patterns unambiguously depends on the maximum amount of tolerable deformation, which depends on the prescribed SNR, and the initial separation of the patterns. The capacity of Dignet when the metric (1) is used in the well formation is discussed next.

For \(n\)-dimensional input patterns, assuming that the separation between patterns is equal to \(\Theta_0 = \text{arc} \cos(\text{thresh})\), where \(\text{thresh} = (1 + \sigma^2)^{-1/2}\) with \(\sigma^2 = 10^{-2} \times 100\) the noise variance and \(\Theta_0\) measured in radians, an approximation of the maximum capacity of Dignet is given by

\[
C_n \approx \left(\frac{\pi}{2\Theta_0}\right)^{n-1}
\]

if a pattern and its negative are indistinguishable, and by

\[
C_n \approx \left(\frac{\pi}{\Theta_0}\right)^{n-1}
\]

when a pattern is distinct from its negative.

The maximum number of unambiguous classes that Dignet can create increases within the dimensionality of stored patterns, since the number is proportional to ratio of the surface of the hypersphere where the well centers are situated to the surface occupied by the width of a well. The estimates on the maximum capacity of Dignet are thus obtained by comparing the area of the surface of the \(n\)-dimensional sphere with the area of the hypersphere of solid angle \(\Theta_0\). Notice that this capacity can be much higher than the capacity of conventional neural networks and it is limited only by the minimum desired distance between exemplars that is dictated by the amount of noise that the network is required to be able to tolerate. The advantage of Dignet lies, thus, on its ability to create classes with specified noise tolerance. For example, for tolerance to SNR = 0 db, \(\sigma^2 = 1\), \(\text{thresh} = 2^{-7}\) which corresponds to \(\Theta_0 = \pi/2\), and thus \(C_n = 4^{n-1}\) for indistinguishable negative from positive patterns, and \(4^{n-1}\) for distinct positive from negative patterns. Hence, for 0 db SNR, the well width should be set at 90° which corresponds to a threshold of 45°. For tolerance to SNR = 24 db, the well width drops to 26°, which corresponds to threshold of only 13°, which yields a lower bound on the maximum capacity of Dignet equal to 6.67\(n^{-1}\) or 13.34\(n^{-1}\) depending on whether the Dignet is designed to be insensitive to orientation of not.

8 Implementation of Dignet

An implementation of Dignet is shown schematically in Fig.3. The different input patterns are represented by vectors that are stored directly as rows of the matrix \(P\). The vectors are first normalized to render the recognition and classification abilities of the network insensitive to magnitude variations in input patterns. Since Dignet may be used for recognition and classification, the network must be independent of the relative level of intensity in the input patterns. Normalization of the input patterns creates equivalence classes between collinear patterns.

Once an input pattern is presented in Dignet, it is first sampled, and the samples vector \(x\) is normalized. The product \(P_z\) is formed and then passed through a vector threshold function \(f_k(\cdot)\). The sample-and-hold operation prevents any input change during learning. Each element of the product \(w = P_z\) is equal to the inner product between \(x\) and the stored exemplars (matrix rows) in the matrix \(P\). Each element of the threshold vector function \(f_k(\cdot)\) equals the maximum tolerable SNR between a pattern and the corrupting noise expressed in radians between the stored patterns and the nominal pattern. The condition for passing the threshold is equivalent to the input being...
within an angle at most equal to \( \arccos(\text{thresh}) \) from an exemplar. The \( i \)-th element of the threshold function is equal to:

\[
f_i(w_i) = \begin{cases} 0 & \text{if } 0 \leq w_i < g_i \\ w_i & \text{if } g_i \leq w_i \leq 1 \end{cases}
\]

where \( g_i \) is the threshold for the \( i \)-th exemplar.

Hence, an input falls within a well with center some exemplar, if the threshold is exceeded for this exemplar. Notice that the above threshold function maintains the sign, so that two patterns with the same magnitude but opposite sign will be classified as different patterns. e.g., the network will preserve orientation by differentiating between black-and-white from white-and-black. If preservation of the sign is not important, \( w \) can be replaced by \( |w| \) in the inequalities in the thresholding operation. After thresholding, the output vector is fed into a maxnet [3] which selects the maximum thresholded output, i.e., the exemplar that is closest to the input pattern. Thus, recognition is achieved. Classification is achieved by forming the inner product between the output of maxnet and the row vector \( N = [1 \ 2 \ 3 \ldots \ N] \). If a pattern is not recognized, the outputs of maxnet are all zero and the XOR gate becomes high, thus enabling learning of a new pattern. During the learning of a new pattern, the "choose available not" function selects the first unoccupied row of matrix \( P \) to store the new input pattern, thus creating a new well with center the new input pattern, depth \( d_0 \), and width equal to the threshold angle \( \Theta_i = \arccos(g_i) \). If one of the outputs of the maxnet is high, this indicates that the input pattern has fallen in one, or more than one, of the attraction regions of the existing wells. In this case training of the matrix \( P \) takes place by updating the center and the depth of all the wells that have nonzero threshold output. Furthermore, the stage-age (s.a.) of all wells is examined, and wells that do not meet the stage-age requirement are eliminated, thus freeing the row (slot) they occupied in the storage matrix.

9 Character recognition

The ability of Dignet to self-organize in the correct number of classes according to the number of different classes of patterns in the input was tested using noisy letter characters and sinusoidal signals imbedded in noise. Eight 64x64 pixel, binary characters were chosen at random. Each character was reduced into a 4x4 character using a 16x16 template, averaging the pixel values over it, and then normalizing the resulting vector. Thus, each character was represented by a 1x16 normalized vector. Noise was added to each pixel of the 16x1 vector from a zero mean Gaussian distribution with variance determined by a prescribed SNR. The noise variance was \( \sigma^2/n \) with \( n = 16 \) and \( \sigma^2 = 10^{-SNR/20} \) where the SNR is in dBs. The stage age (s.a.) was taken to be three for these simulations. Simulation results with two different SNRs, 50db and 24db, are shown in figures 5 and 6.

In both cases, Dignet was able to self-organize into the correct number of patterns, eight in this case. The 3-D plots in Figures 5 and 6 demonstrate the creation of wells (classes) during the self-organization of Dignet and are recorded according to the well depth. For 50db very few spurious wells are generated and survived the stage age. However, the number of spurious wells increased as the SNR decreased, along with their average lifetime. For both cases, Dignet was able to classify the eight different input patterns into eight different classes (wells).

In Fig. 7 the history of the center of a well is being recorded as a function of the deviation of the center of the well from the pattern that it represents. The crosses represent the distance of (angle between) the well center associated with each input pattern from the nominal pattern, and is measured in degrees. The squares are the data points and represent the distance of an input pattern from the nominal pattern. The well width (threshold) for this particular case is set at 15\(^\circ\) commensurate with the 24db SNR. Various spurious wells are created during the self-organization. However, only the center of one well gets reinforced and converges to the true pattern, its center distance from the nominal pattern approaching zero, whereas all other spurious wells get eliminated. Similar picture is obtained when different characters are presented alternately.

10 Detection of unknown number of unknown signals

An experiment was conducted using eight cosines with integer frequencies one through eight. Each cosine was sampled at the Niquist rate of the highest frequency. Thus, sample vectors of size 1x16 were generated. At each element of the vectors noise was added from a zero mean. Gaussian distribution with variance \( \sigma^2/n \) with \( n = 16 \) and \( \sigma^2 = 10^{-SNR/20} \), determined by the specified SNR. From figure 8 it is seen that Dignet is capable of self-organization in the correct number of signals for SNR 5 and 0 dBs with a limited number of spurious classes. However, for -5 dBs the number of spurious classes increases, their life expectancy increases, and the resolution of the correct classes...
Figure 5: Space-time history of well-creation for eight different characters at 50db SNR

CHARACTERS, SNR = 50 db

Figure 6: Space-time history of well-creation for eight different characters at 24db SNR

CHARACTERS, SNR = 24 db
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decreases. Figure 7 shows a similar picture obtained by tracking the center of the wells for 10 dB in figure 10. Obviously, only the center of one well converges to the true input cosine. Similar picture is obtained when cosines of different frequencies are presented.

11 Topology of Multisensor Fusion Using DIGNET

In [12], [13], [14], [15] and [16] Bayesian and Neyman-Pearson (N-P) theory for the Distributed Decision Making (DDM) problem was developed. In [16] it was shown that there exists a one-to-one topological correspondence between the Bayesian and N-P solution of the DDM problem and neural networks. Furthermore, it was shown that neural networks exhibit Receiver Operating Characteristics (ROC) that are close to the optimal Likelihood Ratio Test (LRT) ROC, when trained with the proper training rule [19].

It has been shown that the DIGNET can be successfully used for detection of unknown number of unknown patterns. In this section a topology is proposed for using Dignet in Multisensor Fusion.

Figure 11 shows an implementation of the parallel fusion scheme of [20], using Dignets. The signal received by each sensor is fed to a Dignet (possibly after some pre-processing), where the closest stored signal (pattern) is recognized and appears as the output "e" of the s-th sensor Dignet (fig. 3) as a vector $P_s$. A weighted average of the outputs (see below) is then fed to the Dignet of the fusion center, which is used as a classifier (only output "e" in fig. 3 is used).

Along with the vector outputs of the sensor Dignets, the well depths of the recognized patterns are fed to the weighted average stage where they are used as the weighting factors:

$$ F_m = \sum_{s=1}^{m} d_s P_s $$

where $F_m$ is the input vector of the fusion center, $m$ is the number of sensors and $P_s$ and $d_s$ are the output vectors and depths of the sensor Dignets.

A deep well is a well that has "recognized" many patterns and a shallow well is one that most probably is spurious (created by some extraneous signal or by pure noise). This motivates the above topology where a recognized pattern with a deeper well is taken into consideration more than another of less depth. In practice, this means that since a sensor
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Figure 8: Space-time history of well-creation for eight different frequency cosines at 10dB SNR.

Figure 9: Space-time history of well-creation for eight different frequency cosines at -5db SNR.
Figure 10: Convergence of a well center in DIGNET for one cosine at 10 SNR.

Figure 11: Parallel fusion topology and Dignet implementation
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Figure 12: Probabilities of detection and false alarm as functions of SNR (2 sensors) for threshold .70

with higher SNR produces deeper wells than another with lower SNR, its output is taken into higher consideration by the fusion Dignet. thus, the Dignet fusion topology has built-in fault tolerance.

The binary case (two signals) is a special case of the case of unknown number of unknown signals. Furthermore, in the Radar detection problem there is only one signal. Hypothesis $H_1$ corresponds to the presence of signal plus noise and hypothesis $H_0$ corresponds to the presence of only noise. Without noise the absence of signal would result in a zero pattern vector which is a singularity in the director space, since it cannot be mapped on the surface of unity sphere (it cannot be normalised). In order for the Dignet to function in that case the zero vectors must be ignored (neither recognition nor training is performed).

An alternative approach is to map the zero vector by convention to some other vector. This is valid only if the signal is known so that the choice of a different director is possible for the mapping of the zero vector.

In the application of Dignet on the multisensor radar detection problem the first approach was used, i.e. the zero vector was ignored. It is thus expected that the signal will create a single "deep" well corresponding to $H_1$ and in the absence of signal, the noise, having random direction, is mapped on the surface of the unity sphere in such a way that no matter what is the noise distribution, the distribution on the surface is uniform, at least in the Gaussian noise case. This causes shallow wells to be created (uniformly) on the surface and disappear after very short time.

For the following experiments a cosine was sampled at the Niquist sample rate and Gaussian noise was added to the sampled vector element by element.

In figures 12 and 13 the threshold is .70 and .85 respectively and $P_F$ and $P_D$ are plotted vs SNR. We notice that $P_F$ assumes a minimum value and it cannot decrease further no matter how high the SNR is.

In figure 14 the SNR stays constant at -30 db and the $P_F$ and $P_D$ are plotted w.r.t. threshold. As expected both decrease as the threshold increases and the well becomes smaller.

The case of unequal SNRs is tested in figure 15. Initially the SNR is 0 db (equal for both sensors). $P_F$ and $P_D$ are plotted w.r.t. time for 10^4 time slots. At time $t = .5 \times 10^4$ the first sensor breaks down and its SNR becomes -60 db.

There is no noticeable effect of the sensor malfunction in the graph. The very high noise of the broken sensor causes misclassification but the weighting stage (figure 3) causes the fusion to ignore the sensor's output. The ripple in the $P_F$ curve is due to the small number of time samples.

In figure 16 the Receiver Operating Characteristic is given for SNR -30.

In figure 17 the case for SNR = -30 is shown for a 3 sensor fusion. The corresponding R. O. C. is shown in figure 18.

In figure 19 the case for SNR = -30 is shown for a 4 sensor fusion. The corresponding R. O. C. is shown in figure 20.

We notice that increasing the number of sensors increases the $P_{D_0}$ for the same $P_{F_0}$. For example for $P_{F_0} = .003$, with 2 sensors $P_{D_0} = 0.875$, with 3 sensors $P_{D_0} = 0.95$ and with 4 sensors $P_{D_0} = 0.96$. 

490 / SPIE Vol. 1611 Sensor Fusion IV (1991)
Figure 13: Probabilities of detection and false alarm as functions of SNR (2 sensors) for threshold .85

Figure 14: Probabilities of detection and false alarm as functions of threshold (2 sensors) for SNR -30 db
Figure 15: Probabilities of detection and false alarm as functions of time (2 sensors) for SNR 0 db. At time $t = 5 \times 10^4$ the first sensor breaks down and its SNR becomes -50 db.

Figure 16: Receiver Operating Characteristic for Gaussian noise and SNR = -30 db.
Figure 17: $P_D$, $P_F$ vs threshold. Gaussian noise. SNR = -30 dB. 3 sensors

Figure 18: Receiver Operating Characteristic. Gaussian noise. SNR = -30 dB. 3 sensors

Figure 19: $P_D$, $P_F$ vs threshold. Gaussian noise. SNR = -30 dB. 4 sensors
12 Conclusions

A new artificial neural network, DIGNET, was introduced for automatic pattern recognition and classification. The proposed ANN exhibits self-organization capabilities according to prescribed tolerances to noise interference, and neuron requirements that grow linearly with the size and the number of patterns that are needed to be stored. It is shown that the self-organization algorithm of Dignet leads to stable classes that are created around patterns that are sustained in the input data over time. Dignet was tested successfully with pattern classification and signal detection paradigms.

A sensor fusion topology using DIGNETS was introduced and numerical results for Gaussian additive noise showed that Dignet performs well under unknown statistical environments.

References


A neural network computation algorithm is introduced to solve the optimal traffic routing in a general N-node communication network. The algorithm chooses multilink paths for node-to-node traffic which minimize a certain cost function (e.g., expected delay). Unlike the algorithm introduced earlier on in this area, knowledge of the number of links (hop) between each origin-destination pair is not required by the algorithm, therefore it can be applied to a more variable length path routing problem. The neural network structure for implementing the algorithm is a modification of the one used by the Traveling Salesman algorithm. Computer simulations in a nine- and sixteen-node grid network show that the algorithm performs extremely well in single and multiple paths.

I. Introduction

The computational power and the speed of collective analog networks of neurons in solving optimization problems have been demonstrated by Hopfield and Tank [1]-[3] through the famous "Traveling Salesman Problem". A similar procedure can be applied to solve a number of optimization problems [6]. In order to solve a practical optimization problem using a neural network structure, it is necessary to find algorithms for determining the connections and weights of the neural network so that it converges to the appropriate answer. In this paper, we suggest a neural network structure that can determine the optimal path for node-to-node traffic in an N-node communication network. The structure is an implementation of the so-called "Shortest Path Routing Algorithm" in which a route is selected for each origin-destination (OD) pair such that the transmission cost is minimized if data is transmitted along this route.

The main function performed by a routing algorithm is the selection of routes for various origin-destination pairs. There are two main performance measures that are substantially affected by the routing algorithm, the throughput (quantity of service) and the average delay (quality of service). A good routing algorithm should select the routes which have minimum average delay (thus allow more traffic into the network). In the shortest path algorithm, a cost is associated with every link in the network. In most cases, the cost is proportional to the delays. The objective is to find a multilink path having two nodes that has minimum total cost. Different implementations of the shortest paths algorithms, both synchronous and asynchronous, are available [4]. In this paper we consider two different NN implementations of the shortest paths algorithm using different cost functions. The neural network structure of the algorithm was first introduced by Rausch and Winterske [5]. Their method, however, has serious limitations. It can find the shortest path for a given OD pair only when the number of links that the path contains is known, which is an unrealistic assumption. A modified structure is suggested in the present paper so that the algorithm can work for arbitrary and unknown number of links in a given OD pair. The NN that is presented in this paper was first introduced in [7].

II. Problem Statement

Consider a N-node network and assume that the connectivity of the network is known. Let $c_{ij}$ denote the capacity of the link connecting node i with node j. If there is no direct connection between node i and j, $c_{ij} = 0$. Therefore, the network can be described by an N×N capacity matrix C with entries $c_{ij}$. In addition, if every link in the network is a two-way link and has the same capacity in each direction, C is symmetric.

Our problem is to find the path connecting origin and destination nodes that minimizes a cost function such as the expected delay. Since the expected delay across a link is a function of the link capacity $c_{ij}$ and the actual link traffic $f_{ij}$, several functions can be used to calculate the link cost [4], [5]. For example, the link cost $w_{ij}$ can be determined by

$$w_{ij} = f_{ij} + [(c_{ij} - f_{ij})]^p$$

(1.1)

where $f_{ij}$ is the transmission rate for each link, and $\Sigma f_{ij}$ is the total flow from all OD-pairs on the link $ij$. The exponent p can take any positive value, but commonly used values are 1 or 2. The value $p = 1$ was used in the simulations. The link capacity $c_{ij} = \Sigma f_{ij}$ in (1.1) is the residual capacity in the network when paths for multiple OD-pairs are considered. When the optimal paths for multiple OD-pairs are determined sequentially, the residual link capacity is determined by

$$c_{ij} = c_{ij} - \Sigma f_{ij} \text{(previous OD-pair)} - \Sigma f_{ij} \text{(current OD-pair)}$$

(1.2)

With $p = 1$ in (1.1), two different approaches were taken to solve for the shortest path. In the first approach, which will be referred to as delay cost approach, the link cost was computed directly using (1.1). In the second approach, which will be referred to as derivative delay cost approach, the link cost was equated to the derivative of $w_{ij}$ in (1.1), i.e.

---
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It is obvious that for example, the minimum number ad shortest path $M_{AI}$.

To overcome limitations of the R-W method, we fix the number of columns in the array at $N$, which is the maximum possible number of nodes any path could contain in an N-node network. By doing so, the neuron array (NaN now) can represent all the paths containing $N$ nodes. Since most of the paths have length less than $N$, we should convert these paths into length $N$ paths and maintain their total cost at the same time in order for them to be represented by the NaN array. This can be achieved by adding same zero-cost pseudo links to those "shorter" paths, i.e. paths with less-than-N-links, until their length is equal to $N$. To implement this idea, for each node we introduce one zero-cost pseudo link that connects the node to itself. The traffic can then circle at any node along the path through these pseudo links without increasing the total cost of the path. For the 5-node example of Fig. 1, the network after introducing 5 pseudo links is shown in Fig. 2. Table 2 gives the associated cost matrix.
Table 2 Cost Matrix for the 5-Node Network of Fig. 3

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>4</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>L</td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>L</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>L</td>
<td>8</td>
<td>L</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>L</td>
<td>L</td>
<td>2</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

By comparing Table 1 with Table 2, one can see that the only difference between the two cost matrices is that the diagonal elements now become zero instead of a large number L. Using this modified representation, one of the possible solutions to the 5-node network problem with node 1 being the origin and node 5 the destination is

1 1 0 0 0
2 0 0 1 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 1

(3) shows that the shortest path between node 1 and 5 is 1-2-3-5, which can be interpreted as 1-2-3-2-5. Note that the representation of the shortest path is not unique: solutions 1-2-3-5, 1-2-3-5, and 1-2-3-5-1 all represent the same path.

For a solution to be valid, we require that there is only one nonzero entry in each row and the sum of the total number of nonzero entries in the array is equal to N. Under these constraints, the energy function associated with the network can be defined as

\[ E = \frac{A}{2} \sum_{i,j} w_{ij} v_{ij} \sum_{k \neq j} v_{kj} + \frac{B}{2} \sum_{i,j} v_{ij} v_{kj} + \frac{C}{2} \left( \sum_{i,j} v_{ij} \right)^2 \]

where the first triple summation gives the total cost from the origin to destination; the second and third terms are the constraints imposed on the output on the neuron array to make it converge to a valid path; A, B, and C are positive enforcement factors.

From Equation (4) we can obtain the connection weight between the \( i \)-th neuron and the \( m \)-th neuron in the array

\[ T_{ij,mn} = A w_{ij} \delta_{ij,mn} + B \delta_{ij,mn} + C \]

where \( \delta_{ij,mn} \) is the Kronecker's delta, i.e., \( \delta_{ij,mn} = 1 \) if \( i = j \) and \( \delta_{ij,mn} = 0 \) if \( i \neq j \).

The state of the \( i \)-th neuron, \( y_i \), can be described by the differential equation

\[ \frac{dy_i}{dt} = y_i / \tau + \sum_{m} T_{ij,mn} v_m + I_i \]

and

\[ v_i = g(y_i) = \frac{1 + \tanh(y_i)}{2} \]

\[ I_i = C \text{ (input bias term)} \]

for \( 1 \leq i \leq N \), \( 1 \leq j \leq N-1 \).

In high gain limit, the output of the neuron, \( V_{ij} \), is close to 0 or 1, and the energy function defined by (4) will be minimized (it could be a local minimum) when the system reaches its steady state.

IV. Simulation Results

The neural network routing algorithm developed in the previous section was simulated using 9-node and 16-node networks with different link cost assignments. The 9-node grid network shown in Figure 3 was used for the first pilot simulation. All links were assumed to be two-way links and have the same capacity. Under this assumption, the capacity matrix \( C \) is

![Figure 3: A 9-Node Network with Pseudo Links](image-url)
symmetric. We also assumed that the initial link cost \( w_{ij} \) is inverse proportional to the link capacity \( c_{ij} \), because we do not have any knowledge about the link flow (traffic) \( f_{ij} \) when we first start the algorithm. So, the cost matrix \( W \) is also symmetric and all links have the same cost. The diagonal elements of \( W \), which correspond to pseudo links, are all zero, and a large number is assigned to the elements which correspond to "open" links. The cost matrix used in the pilot simulations is given in Table 3.

![Diagram of a 9-node grid network with pseudo links (dashed lines).](image)

**Table 3: Cost Matrix for the 9-Node Grid Network of Fig. 3**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>2</td>
<td>20</td>
<td>2</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>0</td>
<td>20</td>
<td>2</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>6</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>20</td>
<td>20</td>
</tr>
<tr>
<td>8</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>0</td>
</tr>
</tbody>
</table>

In the pilot simulations only one OD-pair was considered for the given cost matrix. For each given OD pair, the first and the last column in the neuron array are fixed. The states of the rest \((N^2-N) = 63 \) in the 9-node network) active neurons are updated according to the steady state expression of Equations (6) and (7). The initial value of the output of each active neuron is a random number uniformly distributed in \([0, 2/N]\) such that

\[
E(\sum_{j} V_{ij}) = N
\]

We start the network with low gain, i.e., the slope of the hyperbolic tangent curve in Equation (7) is small \((g_0 \text{ large})\). This choice would allow the system to find better minima of the energy surface. After 100 iterations, we start slowly increasing the gain (decreasing \(g_0\)) until the system converges and the values of \(V_{ij}\) are near 0 or 1. The results for the 9-node pilot study were obtained with the following parameters.

\[
A = 20, \quad B = C = 500, \quad n = 9.5, \quad \tau = 1
\]

\[
y_0 = 250 \text{ (initial)}, \quad y_0 = 20 \text{ (final)}
\]

The algorithm is sensitive to these parameters, since a bad operating point may result in divergence (oscillation). Table 4 shows the shortest path found by the algorithm between node 1 and node 9; (a) is the initial condition, (b) is the result after 100 iterations and (c) is the result after 200 iterations (final result). The shortest path found is 1-2-2-2-5-5-9, which can be interpreted as 1-2-2-2-5-5-9. Table 5 gives similar results for a different OD pair.

Because of the symmetry of the grid network, the shortest path is not unique for some OD pairs, which makes the convergence more difficult. The algorithm will find one of the shortest paths depending on the initial conditions. In the simulation, we also noticed that if the gain is fixed at a higher value right from the beginning, the system is very easy to get stuck at some local minima. By starting at low gain and slowly increasing it, we have, so far, been able to reach the global minimum on all single-OD-pair trials for the pilot 9-node grid network.

In practice, the link cost \( w_{ij} \) in a communication network depends on the actual traffic going through that link. To obtain the actual traffic distribution for the entire network, the algorithm should be repeated for every OD pair (there are \(N(N-1)\) of them). After the actual traffic conditions in the network become available, the cost matrix \( W \) can be updated by using equations (6) and (7). The gain is then reset for each OD pair again, and the optimal path is found for each OD pair that will prevent some links from becoming too crowded. By so repeating the algorithm, the ANN could eventually obtain the optimal flow distribution for the network in the sense that the expected delay on the entire network is minimized for a given set of link capacities. This approach was used to obtain shortest paths for multiple OD pairs in 9- and 16-node networks.

After the pilot simulation was successfully completed, the ANN algorithm was tested in multiple OD-pairs in both 9-node and 16-node networks. In the 9-node network, the algorithm was tested with four different OD-pairs. Each link was assumed to have normalized capacity 0.5, whereas the flow on each OD-pair was taken to be 0.1. The "optimal" paths were obtained sequentially by presenting to the ANN one OD-pair at a time. The initial conditions on \( A, B, C, n, \text{ and } \tau \) that were used in
the pilot simulation, were also used in these simulations. The ananling temperature schedule was slightly different: the initial temperature was kept the same at $v_0$ (initial) = 250, but the final temperature was set at $v_0$ (final) = 30.70193 for all trials. After the network converged to an "optimal" path for a given OD-pair, the link cost was updated according to Eq. (1.11) with p = 1. The four chosen OD-pairs were A = (1, 8), B = (2, 8), C = (4, 2), and D = (7, 3) (The first number in the parentheses indicates the origin, while the second the destination). For each OD-pair, convergence was achieved after 200 iterations, and agreement with the pilot simulation. The initial and final neural activations for each OD-pair were shown in Table 6. In this particular simulation, the order that the OD-pairs were presented in the ANN was ABCD and a single path was assumed to carry all the traffic for each OD-pair. The same initial conditions (neural activations) were used for each OD-pair. The "optimal" path that was obtained was A = (1-6-5-8), B = (2-5-8), C = (4-1-2), and D = (7-4-5-2-3), with total cost 16.63968. This path was the overall optimal path which has cost 15.42510 (see Table 7), but is very close to it. 

In order to determine the effect of the sequence at which the different OD-pairs are presented to the neural network, all possible permutations in the sequence of the four OD-pairs were presented and the "optimal" paths were recorded. Table 7 summarizes the different "optimal" paths and the frequency they occurred. When the same initial conditions were used for each OD-pair, the set of paths 1, with total cost 16.63968, very close to the optimal set of paths 10 with cost 15.42510, was obtained 66.667% of the times. When the initial conditions (neural activations) for each OD-pair were random but fixed for each OD-pair, the frequency of path set 1 dropped to 28.17%. However, the frequency of the optimal path set 10 increased from 0.0%, that it was when the same initial conditions were used, to 12.50%. The effect of the initial conditions is currently investigated. From these results obtained so far, it appears that the different initial conditions result in a more even distribution of the path sets among low cost path sets than the distribution of the path sets obtained with fixed initial conditions. Table 8 summarizes the correspondence between the sequence with which the four OD-pairs were presented to the network and the path set that the ANN converged to under fixed initial conditions and different initial conditions. The numbers of the path sets correspond to the path set numbers of Table 7.

To test the ability of the ANN to optimize the network performance further by creating multi-path routes for multiple OD-pairs, a comparative study was conducted by allocating different percentages on the total flow on each path and repeating the algorithm with interleaving the different OD-pairs until the total traffic from all OD-pairs was accommodated. The simulations were conducted using both the delay link cost [Eq. (1.11)] as well as the derivative delay link cost [Eq. (1.21)]. For a single OD pair but different percentage of traffic allocation at each "shortest" path, the results show that different cost functions and 16-node networks are summarized in Table 10 and Fig. 4. From these results, it can be seen that smaller increments per iteration result in lower total cost. In general, the derivative delay cost function (1.3) yields paths that slightly outperform those obtained by the delay cost function (1.1) for most increments. However, the differences are not so significant. One advantage of the derivative delay cost function is that the number of loops observed is the "shortest" paths was eliminated completely in the run cases. A small percentage of "shortest" paths, usually less than 3%, occasionally contained loops when the delay cost function was used instead. The existence of loops is currently under investigation.

In one identical simulation to the one described in the previous paragraph was conducted for three OD pairs in a node network. The results for the delay and derivative delay cost functions are summarized in Figs. 5 and 6 respectively. Similar conclusions to the single-path experiment can be drawn: lower increments per iteration result in lower total cost. The derivative delay cost yields slightly better results than the delay cost function itself. Analytical statistics of the number of times each path appeared as different increments of flow were used to obtain the shortest paths are given in Tables 11 and 12 for 100, 500, and 1% increments per iteration. The amount of flow each path carries is also shown on the tables. As it is seen, most of the traffic flow is concentrated in a few "good" paths as the size of flow increment decreases. Furthermore, the derivative delay cost yields a slightly lower final cost (delay) than the delay cost.

In the 9-node network, four OD-pairs were used to test the NN. The test OD-pairs were A = (1, 8), B = (2, 12), C = (4, 14), D = (1, 13). When the OD-pairs were presented to the NN in the ABCD sequence, the optimal path set was obtained after 200 iterations for each OD-pair, Table 13. The same annealing schedule as in the 9-node case was used. Note that the path set in Table 13 is globally optimal. Due to space limitations, initial conditions, intermediate results after 100 iterations, and final results after 200 iterations are only given for OD-pair 4. For the other three OD-pairs only cumulative, final results are given. The sensitivity of the solution to the ordering at which the different OD-pairs are presented in the NN is currently under investigation. Furthermore, the appearance of paths that contain closed loops which seem to appear when the cost of looping is low and the path of the initially presented OD-pair splits the network graph into two separate subgraphs, is also being investigated. Additional details on the simulation results on a 16-node network can be found in [8].

V. Conclusions

In this paper, a neural-based computational algorithm has been developed for solving optimal traffic routing problems in communication networks. The key idea in this algorithm is the introduction of pseudo links which allow the extension of any path to a length N path so that it can be represented by an ANN neuron array. The proposed NN algorithm can be used to
obtain optimal routes for multiple OD-pairs by presenting to the NN one OD-pair at a time. The sequential presentation of OD-pairs in the NN guarantees a unique path for each OD-pair. Once a "shortest" path is obtained it can be used to carry the entire traffic for a given OD pair, provided its capacity is not exceeded. A more even distribution of the flow from different OD pairs using multi-paths is obtained by allocating only a percentage of the total flow from a given OD pair to a "shortest" path, and repeating the algorithm by interleaving the different OD pairs. An implementation of the algorithm using incremental, continuous presynaptic release of the algorithm's synaptic weights has been tested numerically, and found to reduce the routing cost (i.e. total delay). Computer simulations results on a 9- and 16-node grid networks show that the algorithms performs well when the slope of the nonlinearity curve (characteristics of the neurons) is slowly increased during iterations. The "optimal" path sets were found to be close to the global optima and be stable independent of the sequence of OD-pairs were presented to the NN. Simulation results on a 16-node network indicate that the NN algorithm continues to work well in larger networks. The performance of the algorithm in unscaled, multi-node networks with different connectivity is presently being evaluated.
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<table>
<thead>
<tr>
<th>Table 7</th>
<th>Simulation Results for the 9-Node Grid Network of Fig. 3 (Origin = Node 8, Destination = Node 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node</td>
<td>V1</td>
</tr>
<tr>
<td>1</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
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Table 6: Simulation results from a 9-Node Grid Network of Fig. 3 with four OD-pairs (1.3), (2.3), (4.3), (7.3)

<table>
<thead>
<tr>
<th>OD-pair in order of presentation</th>
<th>Initial Temperature</th>
<th>Temperature after 100 iterations</th>
<th>Final Energy after 200 iterations</th>
<th>Selected Path at the end of simulation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1.3)</td>
<td>250</td>
<td>30.70193</td>
<td>12.94707</td>
<td>1-4-5-6</td>
</tr>
<tr>
<td>(2.3)</td>
<td>250</td>
<td>30.70193</td>
<td>13.20705</td>
<td>3-4-6</td>
</tr>
<tr>
<td>(4.3)</td>
<td>250</td>
<td>30.70193</td>
<td>16.79552</td>
<td>4-1-2</td>
</tr>
<tr>
<td>(7.3)</td>
<td>250</td>
<td>30.70193</td>
<td>16.88988</td>
<td>7-4-5-3</td>
</tr>
</tbody>
</table>

The total energy is 16.48968

Table 7: Summary of the simulation results on four OD pairs

<table>
<thead>
<tr>
<th>Sequence of OD pairs</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>A B C D</td>
<td>1</td>
</tr>
<tr>
<td>A B D C</td>
<td>1</td>
</tr>
<tr>
<td>A C B D</td>
<td>2</td>
</tr>
<tr>
<td>A C D B</td>
<td>3</td>
</tr>
<tr>
<td>A D B C</td>
<td>4</td>
</tr>
<tr>
<td>A D C B</td>
<td>5</td>
</tr>
<tr>
<td>B A C D</td>
<td>6</td>
</tr>
<tr>
<td>B A D C</td>
<td>7</td>
</tr>
<tr>
<td>B C A D</td>
<td>8</td>
</tr>
<tr>
<td>B C D A</td>
<td>9</td>
</tr>
<tr>
<td>B D A C</td>
<td>10</td>
</tr>
<tr>
<td>B D C A</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 8: Shortest paths obtained for the different sequences of four OD pairs

<table>
<thead>
<tr>
<th>Sequence of OD pairs</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>A B C D 1</td>
<td>1</td>
</tr>
<tr>
<td>A B D C 1</td>
<td>1</td>
</tr>
<tr>
<td>A C B D 1</td>
<td>2</td>
</tr>
<tr>
<td>A C D B 1</td>
<td>3</td>
</tr>
<tr>
<td>A D B C 1</td>
<td>4</td>
</tr>
<tr>
<td>A D C B 1</td>
<td>5</td>
</tr>
<tr>
<td>B A C D 1</td>
<td>6</td>
</tr>
<tr>
<td>B A D C 1</td>
<td>7</td>
</tr>
<tr>
<td>B C A D 1</td>
<td>8</td>
</tr>
<tr>
<td>B C D A 1</td>
<td>9</td>
</tr>
<tr>
<td>B D A C 1</td>
<td>10</td>
</tr>
<tr>
<td>B D C A 1</td>
<td>11</td>
</tr>
</tbody>
</table>
Table 9: Shortest paths from alternatingly presented two OD pairs in a 9-node network using different initial conditions. First column under each initial conditions corresponds to initialization with a different OD pair.

<table>
<thead>
<tr>
<th>Percentage</th>
<th>Final Cost for Cost Function Case</th>
<th>Final Cost for Derivative Cost Function Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>3.052078175</td>
<td>3.055584987</td>
</tr>
<tr>
<td>2%</td>
<td>3.068162093</td>
<td>3.06346527</td>
</tr>
<tr>
<td>4%</td>
<td>3.095756872</td>
<td>3.09265586</td>
</tr>
<tr>
<td>5%</td>
<td>3.071259595</td>
<td>3.06644353</td>
</tr>
<tr>
<td>10%</td>
<td>3.058777048</td>
<td>3.04919249</td>
</tr>
<tr>
<td>12.5%</td>
<td>3.092657184</td>
<td>3.107277486</td>
</tr>
<tr>
<td>16%</td>
<td>3.041032504</td>
<td>3.01917877</td>
</tr>
<tr>
<td>20%</td>
<td>3.079953522</td>
<td>3.11153135</td>
</tr>
<tr>
<td>25%</td>
<td>3.114019955</td>
<td>3.087777486</td>
</tr>
<tr>
<td>33.3%</td>
<td>3.180287240</td>
<td>3.09509522</td>
</tr>
<tr>
<td>50%</td>
<td>3.199145318</td>
<td>3.191892244</td>
</tr>
<tr>
<td>100%</td>
<td>3.507691004</td>
<td>3.420241559</td>
</tr>
</tbody>
</table>

Table 10: Final cost from a 9-Node Network with different flow increments.

Figure 4: Final Cost vs. Percentage of Flow Increment

Figure 5: Accumulated Cost vs. OD pairs (Delay cost function case)

Figure 6: Accumulated Cost vs. OD pairs (Derivative Delay cost function case)
Table 11. Number of times a given path appeared in 1/(flow increment) trials using different flow increments. Case 1: Delay Cost Function

<table>
<thead>
<tr>
<th>Flow Increment per Iteration</th>
<th>PAIR: 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 12. Number of times a given path appeared in 1/(flow increment) trials using different flow increments. Case 1: Deviance Delay Cost Function

<table>
<thead>
<tr>
<th>Flow Increment per Iteration</th>
<th>PAIR: 1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Path</td>
<td>Flow</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

100% Flow Increment per Iteration
Table 13: Simulation results from a 16-Node Grid Network
with four OD-pairs (1,8), (2,12), (14,4), (1,13)

<table>
<thead>
<tr>
<th>OD-pair in order</th>
<th>Initial Temperature</th>
<th>Temperature after 100 iterations</th>
<th>Final Energy after 200 iterations</th>
<th>Selected Path at the end of annealing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1,8)</td>
<td>250</td>
<td>30.70193</td>
<td>25.26316</td>
<td>1-2-3-7-8</td>
</tr>
<tr>
<td>(2,12)</td>
<td>250</td>
<td>30.70193</td>
<td>25.26332</td>
<td>2-4-7-11-12</td>
</tr>
<tr>
<td>(14,4)</td>
<td>250</td>
<td>30.70193</td>
<td>28.68826</td>
<td>16-10-6-7-3-4</td>
</tr>
<tr>
<td>(1,13)</td>
<td>250</td>
<td>30.70193</td>
<td>29.63563</td>
<td>1-3-9-13</td>
</tr>
</tbody>
</table>

The total energy is 29.63563

Intermediate and final results for the fourth OD-pair (1,13)

<table>
<thead>
<tr>
<th></th>
<th>Initial</th>
<th>Temperature after 100 iterations</th>
<th>Final Energy after 200 iterations</th>
<th>Path</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>0.048 0.111</td>
<td>0.097 0.096 0.093 0.093 0.099 0.091 0.094 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099</td>
<td>(1,8)</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>0.048 0.111</td>
<td>0.097 0.096 0.093 0.093 0.099 0.091 0.094 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099</td>
<td>(2,12)</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>0.048 0.111</td>
<td>0.097 0.096 0.093 0.093 0.099 0.091 0.094 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099</td>
<td>(14,4)</td>
</tr>
<tr>
<td></td>
<td>1.000</td>
<td>0.048 0.111</td>
<td>0.097 0.096 0.093 0.093 0.099 0.091 0.094 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099 0.099</td>
<td>(1,13)</td>
</tr>
</tbody>
</table>

The final energy is: 29.63563
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ABSTRACT

A nonlinear adaptive detector/estimator is introduced for single and multiple sensor data processing. The problem of target detection from returns of monostatic sensor(s) is formulated as a nonlinear joint detection/estimation (JDE) problem on the unknown parameters in the signal return. The unknown parameters involve the presence of the target, its range, and azimuth. The problems of detecting the target and estimating its parameters are considered jointly. A bank of spatially and temporally localized nonlinear filters is used to estimate the a posteriori likelihood of the existence of the target in a given space-time resolution cell. Within a given cell, the localized filters are used to produce refined spatial estimates of the target parameters. A decision logic is used to decide on the existence of a target within any given resolution cell based on the a posteriori estimates reduced from the likelihood functions. The inherent spatial and temporal referencing in this approach is used for automatic referencing required when multiple sensor data is fused together.

1. RANGE ESTIMATION FROM COLOCATED SENSORS

This section considers the problem of localizing a target in range space from data received at one or more colocated sensor(s). The range-Doppler space is partitioned into a number of resolution cells. Each cell is identified with a hypothesis that the signal is present in it. A JDE scheme is then used to localize the target and refine its parameter estimates. The measurements that are used to localize the target consist of signal returns corrupted by additive white Gaussian and non-Gaussian noise.

The problem is formulated using the JDE procedure adapted to problems with uncertain initial conditions. The approach involves the operation of several nonlinear independent filters in parallel. In the case of Gaussian measurement noise the extended Kalman filter (EKF) is used for estimation. An extended high order filter (EHOF) is used in non-Gaussian noise. The parallel filters are distinguished by the initial conditions used to set up the problem. Along with the state estimate the a posteriori probability of each hypothesis is computed recursively.

1.1 Problem Statement

Consider the problem of signal detection and parameter estimation in the context of the reception of an active echo return from an object that has been illuminated by a monostatic source. The situation is considered in which there are \( P \) colocated sources that illuminate the target simultaneously, but with different carrier frequencies designated \( \omega_p \). The received signal at each sensor is frequency-translated by mixing it with a signal at frequency \( \omega_c \). The resulting signal is low-pass filtered, and digitized at a rate \( f_s \), which is at least twice the highest frequency in the data. The time between samples is denoted \( t_s \). It is assumed that all sensors have the same digitization rate, and that all clocks are synchronized. The general expression for the received signal at the \( p \)th sensor, under the signal-present assumption, can be written

\[
S_p = a_p(n) + v_p
\]
where $a_{x_k}(r_h)$ is the received signal amplitude, $p_{x_k}(r_h,v_h)$ is the pulse shaping function, and

$$r_{x_k}(r_h,v_h) = \cos\left((v_h/(\omega_p (k_r - r_h))) - \omega_p k_r\right)$$

$v_h$ is white noise with $E[v_h] = 0$, $E[v_h v_h] = \sigma_v^2 \delta(k - j)$, and $r_h$ is the time delay between signal transmission and reception. $r_h$ is a function of the range $D_h$ between the receiver and the object, and is given by

$$r_h = \frac{2D_h}{c}$$

For unambiguous range estimation the uncertainty in $r_h$, denoted $\Delta r_h$ is bounded by $\Delta r_h \leq 2\pi/(\nu_\omega_p)$. This is due to the fact that the $\cos(\cdot)$ function is not monotonic (i.e. $r_{x_k}(r_1,v_h) = r_{x_k}(r_2,v_h)$, if $r_1 - r_2 = \frac{2\pi}{\nu_\omega_p}$). $p_{x_k}(r_h,v_h)$ is the pulse shaping function, which has average energy $E_p$.

### 1.2 Joint Detection/Estimation

In this section we describe the JDE procedure for optimal estimation of time delay and Doppler shift assuming the presence of the target has been detected. The range of uncertainty in delay and Doppler is partitioned into a finite number of resolution cells. Each cell is associated with a hypothesis $h_i$. The hypotheses are distinguished from each other by the initial conditions on the initial state estimates, $x_{01, j_1}$, and initial state covariances $P_{01, j_1}$. The measurement and process models are the same for each hypothesis. Let $\theta_i \in \Theta$ designate the parameter vector that describes the different initial conditions on the states. The parameter vector $\theta_i$ is also assumed to be time invariant. Under hypothesis $H_{\theta_i}$ the discrete time measurements are modeled according to

$$H_{\theta_i} : s_k = g_k(x_k) + v_k$$

with i.c.'s $x_{01, j_1}, P_{01, j_1}$

(4)

The measurement vector $s_k$ is composed of the scalar measurements of the $P$ individual sensors such that

$$s_k = [z_{1k}, z_{2k}, \ldots, z_{Pk}]^T$$

(5)

The state $x_k$ is common for all $\theta_i \in \Theta$, and satisfies the discrete time process equation

$$x_k = f(x_{k-1}) + w_{k-1}$$

(6)

The initial state estimate, the measurement noise, and the process noise are uncorrelated. The process and measurement noise are zero mean and distributed with covariances $E[w_k w_k^T] = Q_0$, and $E[v_k v_k^T] = R_0$.

For each $\theta_i \in \Theta$ (each assumed model), a minimum variance estimate of the model parameters is obtained recursively using the JDE technique. Using this technique a minimum variance estimate of the model parameters is obtained for every assumed model. The estimates are subsequently used to estimate the likelihood of each model being the correct one. Based on these likelihood estimates, a maximum a posteriori (MAP) decision criteria or a minimum mean squared error (MMSE) decision criteria can be used to select the proper model.

From Bayes' rule, the a posteriori probability of the parameter vector $\theta$ is updated recursively by

$$P(\theta|Z_{\theta}) = \frac{P(\theta|Z_{\theta-1}) p(x_k|Z_{\theta-1}, \theta)}{\sum_{m=1}^{M} P(\theta_m|Z_{\theta-1}) p(x_k|Z_{\theta-1}, \theta_m)}$$

(7)

where $Z_{\theta-1} = \{s_1, s_2, \ldots, s_{\theta-1}\}$. The initial condition for (7) is the a priori probability density function $p(\theta) \equiv p(\theta|Z_0)$, which is assumed to be known. The densities $p(x_k|Z_{\theta-1}, \theta_i)$ are updated using the EKF for estimation in Gaussian noise, or the EHOFOs for estimation in non-Gaussian noise. Since the state vector $x_k$ is common to all models, the minimum mean squared error (MMSE) estimate can be used. The MMSE estimate is expressed as a weighted average of the conditional state estimates $x_{k|1,h_i}$ over all $\theta_i$, as follows:

$$\hat{x}_{k|1} = \sum_{i=1}^{M} P(\theta_i|Z_0) \hat{x}_{k|1,\theta_i}$$

(8)
Model (4) can be extended to include the signal-absent case (null hypothesis) by augmenting the set of hypotheses \( \{ \theta_i \} \) with the null hypothesis \( \theta_0 \) which has the associated noise-only measurement model

\[
x_{k} = \nu_k,
\]

and renormalisation of the a priori distribution \( P(\theta_i, i = 0, 1, \ldots, M, \) where \( M \) is the number of resolution cells.

### 1.3 Specification of Initial Conditions

The localized initial conditions for each resolution cell are defined as follows: Let the time delay have mean \( \tilde{\tau}_0 \) and density function \( p_{\tau_0}(\tau_0) \). The distribution of \( \tau_0 \) is segmented into \( N \) nonoverlapping segments such that the segment around some localized initial estimate \( \tilde{\tau}_0 \) is defined by

\[
p_{\tau_0}(\tau_0) = p_{\tau_0}(\tau_0) \quad \alpha_n \leq \tau_0 \leq \alpha_{n+1} \quad 1 \leq n \leq N
\]

We have

\[
\sum_{n=1}^{N} \int_{\alpha_n}^{\alpha_{n+1}} p_{\tau_0}(\tau) d\tau = \int_{\alpha_n}^{\alpha_{n+1}} p_{\tau_0}(\tau) d\tau = 1
\]

Define the scaling parameters \( \zeta_n \) such that

\[
\zeta_n \int_{\alpha_n}^{\alpha_{n+1}} p_{\tau_0}(\tau) d\tau = 1 \quad 1 \leq n \leq N
\]

Then the mean and variance of the initial conditions of the segmented model are given by

\[
E[\tau_0] = \zeta_n \int_{\alpha_n}^{\alpha_{n+1}} \tau p_{\tau_0}(\tau) d\tau
\]

\[
\text{Var}[\tau_0] = \zeta_n \int_{\alpha_n}^{\alpha_{n+1}} \tau^2 p_{\tau_0}(\tau) d\tau - E[\tau_0]^2
\]

With \( N \) different initial conditions on \( \tau_0 \), there are \( N \) different resolution cells for referencing the measurements. A different filter is initialised in each resolution cell. The total number of cells in the resolution space can be large, depending on the desired accuracy in the parameter resolution. However, the filters can be run in parallel, and independent of each other, thus reducing the execution time to that of a single filter.

The parameter vector \( \theta_i, 1 \leq i \leq N \), is defined to be the \( i \)th resolution cell and is used to define \( N \) initial conditions on the state variables \( \tau \). The a priori probabilities of each hypothesis are determined by integrating the density function \( p_{\tau_0}(\tau_0) \) and over the limits defined for each hypothesis. They are given by

\[
P(\theta_i) = \int_{\alpha_n}^{\alpha_{n+1}} p_{\tau_0}(\tau) d\tau
\]

### 1.4 Joint Detection/Estimation of Time Delay

This section addresses the model in which the state \( x_k \) is unknown and to be estimated. The parameter vector \( \theta_i \) is defined as before. Hypothesis \( H_i \) is now given by

\[
H_i : x_{k} = \begin{cases} \nu_k & k t_s < \tilde{\tau}_0 \\ g_{k}(\tilde{\tau}_0) + \nu_k & \tilde{\tau}_0 \leq k t_s < \tilde{\tau}_0 + t_w \\ \nu_k & k t_s \geq \tilde{\tau}_0 + t_w \end{cases}
\]

with initial conditions

\[
\hat{x}_{0\theta_i} = [\tau_0]T
\]

\[
P_{0\theta_i} = [\text{Var}[\tau_0]]
\]
where
\[ \theta_{p_k}(\tau) = \theta_{p_k}(\tau)p_{p_k}(\tau)\tau_{p_k}(\tau) \]

\[ \theta_{p_k}(\tau) = \frac{A_{d_k}^2}{\tau_{p_k}^2} \]

\[ \tau_{p_k}(\tau) = 0.5(1 - \cos(2\pi \nu_{m}(k \tau - \tau) + \omega_{p_k}k \tau)) \]

\[ \varphi_{p_k}(\tau, \nu_{m}) = \cos\left[\nu_{m}(\omega_{p_k}(k \tau - \tau)) - \omega_{p_k}k \tau\right] \]

where it is observed that the amplitude function \( \varphi_{p_k}(\cdot) \) reflects the transmitted amplitude \( A \) attenuated by spherical spreading loss.

1.5 Experimental Evaluation

Both single and double sensor models \((P = 1, and P = 2)\) in (5) were selected for experimental evaluation. For this evaluation the sampling frequency was \( f_s = 100 \times 10^6 \) Hz, the pulse width was set to \( 12 \) ns, and \( c \), the speed of propagation, was 186000 miles/sec. For all tests, the nominal time delay and Doppler were \( \tau_{\text{nom}} = 0.000324 \) and \( \nu_{\text{nom}} = 8.96 \times 10^{-7} \) respectively, corresponding to a target at a nominal range of 10 miles traveling at 300 mph Doppler velocity.

It was assumed that the error in the time delay estimate was uniformly distributed at \( \pm 3.5 \) ns about the nominal delay. The corresponding variance is then \( (7\Delta)^2/12 \). The error in the Doppler estimate was assumed to be uniformly distributed at \( \pm 7.47 \times 10^{-7} \) about the nominal Doppler. This corresponds to an error in the Doppler velocity of \( \pm 250 \) mph. The corresponding variance is \( 1.85 \times 10^{-12} \).

1.5.1 Single Sensor Evaluation

The single sensor model was used to compare the use of multiple filters \((N = 7)\) to a single filter \((N = 1)\) for JDE. With only one filter, \( \hat{x}_{0|0|} = \hat{x}_{\text{nom}}, P_{0|0|} = (7\Delta)^2/12 \), as described previously. The initial estimates of time delay for the multiple filter implementation are given by \( \hat{\tau}_n = (n - 4) \Delta + \tau_{\text{nom}} \). Thus, the initial delay estimates were separated by \( \Delta \), with \( \text{Var}(\hat{\tau}_n) = \Delta^2/12 \). The a priori probabilities are given by

\[ P(\theta_0|Z_0) = 1/N, 1 \leq n \leq N. \]

The Monte Carlo simulation results for JDE with a single filter \((N = 1)\) and a bank of seven filters \((N = 7)\) are shown in Figure 1(a). In this figure the mean squared error (MSE) of the estimation error in \( \tau \) is shown as a function of SNR, where \( \text{SNR} = 10 \log(E_s/\sigma_n^2) \), for \( \tau \leq \Delta < \tau + \Delta \), and \( E_s \) is the average received signal energy per sample. Each point on the graph represents the results of 500 simulation runs. Both the MAP and MMSE estimates are shown in Figure 1(a). The MAP and MMSE estimates are the same for \( N = 1 \). Also shown on this graph are the results for the detection-only (D-O) technique, which is implemented by fixing the estimates at their initial values. The noise is Gaussian, and the EKF is used to perform estimation in the JDE method. The JDE \((N = 7)\) implementation gives better results than the D-O method, particularly at higher SNR. This is expected since the filter in the JDE method allows a considerable refinement of estimates at higher SNR as compared to low SNR where the larger noise covariance restricts the filter gain. At \(-5 \) dB SNR the JDE and D-O implementations perform identically. In general, the MMSE estimates are better than the MAP estimates, particularly at low SNR’s. The JDE \((N = 1)\) implementation gives the worst overall performance. The filter used in this implementation often converges to poor final estimates due to the tendency, mentioned previously, of time delay to converge to values that are separated from the actual time delay by multiples of \( \pm 1/\Delta \).

The JDE \((N = 7)\) technique is evaluated in lognormal noise in Figure 1(b) for the single sensor model. The MMSE estimates of \( \tau \) are shown in this figure for the EKF and for the EHOE. The EKF is evaluated in two configurations. In the first configuration, the Gaussian pdf is used to evaluate the detection statistic given \( \tau \), equation (7). In the second configuration, the lognormal pdf is used. The EHOE is evaluated using the lognormal pdf only. The EKF in the second configuration and the EHOE give very similar results at low SNR. However, at high SNR the EHOE
outperforms the EKF. When the Gaussian pdf is used in conjunction with the EKF to localize the target, the results are significantly worse than when the proper lognormal pdf is used. This advantage is particularly evident at low SNR's.

1.5.2 Double Sensor Evaluation

In the multiple sensor case ($P > 1$), the sensors may have different carrier frequencies ($\omega_{p1}$), and different translation frequencies ($\omega_{p2}$). A two-sensor ($P = 2$) model was evaluated in which $\omega_{p1} = 2 \pi \times 10^6$, $\omega_{p2} = 2 \pi \times 30 \times 10^6$, and $\omega_{p1} = \omega_{p2} = 0$. The MMSE results of this evaluation for JDE ($N = 7$) are given in Figure 1(c). The single-sensor ($P = 1$) MMSE results are also shown in this figure. This figure illustrates the distinct advantage of centralized fusion for JDE.

1.5.3 Multiple Pulse Processing

The results of processing two pulses are given in Figure 1(d). The EKF and EBOF are configured such that the initial error covariance is reset at the beginning of each pulse. The rationale for this is to re-excite the system. This helps to allow poor estimates to possibly converge to smaller errors, and it has been shown experimentally\(^7\), that it does not significantly effect those estimates that have already converged close to the actual state value. Figure 1(d) shows an improvement of about 3 dB for the two pulse estimate over the single pulse estimate.

2. RANGE AND AZIMUTH ESTIMATION FROM NONCOLOCATED SENSORS

Consider the situation of two spatially separated sensors, $s1$ and $s2$. Each of the two sensors attempts to detect and track objects coming into its respective area of coverage. The coverage of the two sensors is assumed to overlap in space, but not entirely. The sensor geometry is shown in Figure 2. In the overlap region the data received by the two sensors can be combined to get a more accurate estimate of target parameters or to estimate parameters that cannot be estimated with one sensor alone. In the overlap region the estimates from the individual sensors are combined to form improved target parameter estimates. We consider the case where each of the sensors may have different types of tracking devices such as optical trackers, various types of radars, etc. It is assumed that these sensors transmit a signal and process the echo returned from that signal. The signals are corrupted by additive Gaussian noise due to thermal effects within the receiver, and by clutter which may be due to non-Gaussian distortion such as sea clutter or other multipath spreading. Typical distributions used to model this distortion include the Rayleigh, Weibull or lognormal distributions\(^7\). The thermal noise at the receiver is assumed to be uncorrelated from sensor to sensor.

2.6 System Model

Assume that each sensor consists of a phased array or some other sensing device that can produce target angle estimates along with estimates of time delay and Doppler shift. It is assumed that there are two separate measurements taken at each sensor - one measurement at each of the offset phase centers. The received signal at the $p^{th}$ sensor may be described by

$$Z_{P+1} = Z_{p+1} + v_{p+1}$$

where $g_{P+1}$ represents the received signal, $u_{p+1}$ is the clutter, and $v_{p+1}$ is the Gaussian noise at the $k^{th}$ sampling interval. Since there are two measurements observed at each sensor, the received signal can be more explicitly expressed as

$$\begin{bmatrix} g_{p1} \\ g_{p2} \end{bmatrix} = \begin{bmatrix} g_{p1} \\ g_{p2} \end{bmatrix} + \begin{bmatrix} u_{p1} \\ u_{p2} \end{bmatrix} + \begin{bmatrix} v_{p1} \\ v_{p2} \end{bmatrix}$$

(17)

Two unknown delays, $\tau_{p1}$ and $\tau_{p2}$, are introduced in the received signal $g_{p+1}$. The delay $\tau_{p1}$ is the round-trip propagation time from the center of the sensor to the target and back to the sensor. Referring to Figure 3, this is the time for the signal to travel from point $P_p$ to $O$ and back to point $P_p$. From $\tau_{p1}$, the range to the target can be
determined using the relationship

$$D_p = \frac{\tau_{p_1}}{2c}$$

(18)

where $c$ is the speed of propagation. The delay $\tau_{p_2}$ is the difference in time for the signal to reach from point $P_1$ to point $P_2$. The difference in the propagation distance is given by $c \tau_{p_2}$. The differential angle $\Delta \phi_p$ to the target from sensor $p$, which represents the difference between the sensor pointing angle $\phi_{p_0}$ and the actual target angle $\phi_{p}$, is then

$$\Delta \phi_p = \sin^{-1}\left(\frac{c \tau_{p_2}}{d_p}\right)$$

(19)

where $d_p$ is the distance between the two offset phase centers in the phased array for sensor $p$.

### 2.6.1 Single Observer Model

Using estimates of $\tau_{p_1}$ and $\tau_{p_2}$ from one sensor the target position can be estimated through the relations (18, and 19). Define the state variable vector for sensor $p$ as $x_{p_0} = [\tau_{p_1} \tau_{p_2}]^T$. It is assumed that the state does not change while the pulse is being reflected from it. Therefore the process dynamics are zero; that is, the state transition matrix is unity and there is no process noise. In terms of the state variables the received signal at the $p^{th}$ sensor is

$$s_p = [s_{p_1} s_{p_2}] = \begin{bmatrix} a_{p_1}(x_{p_0}) \tau_{p_1} & a_{p_2}(x_{p_0}) \tau_{p_2} \\ \end{bmatrix} (20)

where

$$a_{p_j}(x_{p_0}) = \frac{4A}{(c(x_{p_0}(1) - \kappa_j x_{p_0}(2))/2)^3}$$

$$p_{p_j}(x_{p_0}) = 0.5 \cdot (1 - \cos(2\nu_p(k_t - x_{p_0}(1) + \kappa_j x_{p_0}(2)/2)/t_{wp}))$$

$$\tau_{p_j} = \cos(\nu_p(k_t - x_{p_0}(1) + \kappa_j x_{p_0}(2)/2)))$$

(21)

for $j = 1, 2$. $\kappa_j = 1$ whenever $j = 1$. $\kappa_j = -1$ whenever $j = 2$. $\nu_p$ is the doppler velocity (assumed known in this case). A is the transmitted amplitude, and $a_{p_j}(\cdot)$ reflects attenuation due to spherical spreading loss. The definition of $p_{p_j}(\cdot)$ given above represents the Hanning pulse type with pulse width $t_{wp}$. The EKF equations for the constant state model given above are given by

$$K_{p_0} = P_{p_0}\tau_{p_0}^{T}(G_{p_0} P_{p_0}\tau_{p_0}^{-1} + R_{p_0}^{(2)})^{-1}$$

$$P_{p_0} = (I - K_{p_0} G_{p_0}) P_{p_0}\tau_{p_0}^{-1}$$

$$\dot{x}_{p_0} = \dot{x}_{p_0} - K_{p_0} s_p$$

(22)

$$\dot{\tau}_{p_0} = \tau_{p_0} - \hat{s}_p (\hat{s}_{p_0})^{-1}$$

where $R_{p_0}^{(2)}$ is the measurement covariance, $K_{p_0}$ is the filter gain, and $G_{p_0}$ is the Jacobian of the measurement model. The EHOF incorporates 3rd and 4th order estimation error and measurement error moments. However, the equations are very lengthy and are not presented here.

### 2.6.2 Double Observer Model

When information is available from two sensors, that is, whenever the target is in the overlap region, and the target is illuminated simultaneously by the two radars, the Doppler and time delay estimates from each sensor can be combined to obtain a better estimate of target position and velocity.

Let $X'$ and $Y'$ denote the directions of a local coordinate system as shown in the insert in Figure 2. Let $\phi_{1_0}$ and $\phi_{2_0}$, the pointing angles of the two sensors, be chosen such that $\phi_{2_0} - \phi_{1_0} = 90$ deg. In this case the direction $X'$ points directly along the line of sight (LOS) of $s_2$, and perpendicular to the LOS of $s_1$. Likewise, $Y'$ points directly...
along the LOS of $s_1$ and perpendicular to the LOS of $s_2$. $X'$ is the in-track direction for $s_1$ and the cross-track direction for $s_2$. $Y'$ is the in-track direction for $s_2$ and the cross-track direction for $s_1$. For small angles $\Delta \phi_p$, such that $\sin(\Delta \phi_p) \approx 0$, the position estimates in the $X', Y'$ coordinate system, which can be found from either sensor, are given by

\[
\begin{align*}
\hat{d}_x' &= D_{10} c_{\hat{r}_{12}}/d_1 \\
\hat{d}_y' &= -(c_{\hat{r}_{11}/2} - D_{20}) \\
\hat{d}_z' &= (c_{\hat{r}_{11}/2} - D_{10}) \\
\hat{d}_y' &= D_{20} c_{\hat{r}_{22}}/d_2
\end{align*}
\]

where $D_{p0}$ is the nominal range from sensor $p$ to the center of the insert in Figure 2. The associated position error variances are given by

\[
\begin{align*}
\sigma^2_{d_x'} &= D_{10}^2 \text{Var}(\hat{r}_{12})/d_1^2 \\
\sigma^2_{d_y'} &= c^2 \text{Var}(\hat{r}_{21})/4 \\
\sigma^2_{d_z'} &= c^2 \text{Var}(\hat{r}_{11})/4 \\
\sigma^2_{d_y'} &= D_{20}^2 \text{Var}(\hat{r}_{22})/d_2^2
\end{align*}
\]

If it is assumed that the time delay estimation errors have Gaussian distributions, then the maximum likelihood estimates of the target position in the overlap region $D_2$, which are the weighted sums of the estimates at each sensor, are given by

\[
\begin{align*}
\hat{d}_x' &= \frac{\sigma^2_{d_x'} D_{10} c_{\hat{r}_{12}}/d_1 - \sigma^2_{d_y'} (c_{\hat{r}_{11}/2} - D_{20})}{\sigma^2_{d_x'} \sigma^2_{d_y'}} \\
\hat{d}_y' &= \frac{\sigma^2_{d_z'} (c_{\hat{r}_{11}/2} - D_{10}) + \sigma^2_{d_y'} D_{20} c_{\hat{r}_{22}}/d_1}{\sigma^2_{d_x'} \sigma^2_{d_y'}}
\end{align*}
\]

### 2.7 Joint Detection/Estimation

The target search region has been localised to the rectangular box shown in Figure 2. This box is subdivided into several resolution cells as shown in this figure. The beam pattern from sensor $s_1$ allows this sensor to detect a target and estimate its parameters if the target is located in resolution cells 1 through 21. Sensor $s_2$ can detect the target if it is in cells 11 through 15, 22 through 25, or 26 through 31. If the target is not located in any of these cells then the target is declared not present (or more precisely, not detectable). This situation is represented by the null hypothesis $H_0$. The resolution cells are grouped into regions which will be used for minimum mean squared error estimation. If the target is located in regions $R_1$ (resolution cells 1 through 9) or $R_3$ (resolution cells 16 through 21) only sensor $s_1$ can detect the target. Regions $R_4$ (resolution cells 22 through 25) and $R_5$ (resolution cells 26 through 31) correspond to the coverage area of sensor $s_2$ only. If the target is located in region $R_2$ (resolution cells 10 through 15) both sensors can detect the target and perform parameter estimation. The remaining area in the rectangle in Figure 2 is designated as region $R_0$, where neither sensor can detect the target.

Let $\theta_i \in \Theta$ designate the parameter vector that describes the different combination of model uncertainty and initial condition uncertainty. The parameter vector $\theta_i$ is assumed to be time invariant. The parameter vector $\theta_i$, $1 \leq i \leq 56$ is defined to be the $i^{th}$ resolution cell and is used to define 56 different combinations initial conditions and models. $i$ corresponds to the range resolution cell number determined from the initial conditions on the two time delays from each sensor.

In general, hypothesis $H_i$, representing the hypothesis that the target is located in resolution cell $i$, is defined by

\[
\begin{align*}
H_i : \begin{cases} 
 s_{1b} &= g_{1b} + u_{1b} + v_{1b} \\
 s_{2b} &= g_{2b} + u_{2b} + v_{2b}
\end{cases}
\]

\]
where \( u_{jk} \) and \( v_{jk} \), \( j = 1, 2 \), represent the non-Gaussian and Gaussian noise, respectively, present at the \( p^{th} \) sensor.

In regions \( R_1, R_2, \) and \( R_3 \), where sensor \( s_1 \) can detect the target, the component \( g_{1m_k} \) is defined by (20) as

\[
g_{1m_k} = \begin{cases} \sigma_{m_k} (\cdot) \xi_{1m_k} (\cdot) & t_{m_k} \leq t_s < t_{m_k} + t_{w_1} \\ 0 & \text{otherwise} \end{cases}
\]  

(28)

In the regions \( R_0, R_4 \) and \( R_5 \), \( g_{1m_k} = 0 \), \( \forall k, m = 1, 2 \). The delay \( t_{m_k} \) is given by

\[
t_{m_k} = \tau_{m_k} + \kappa_m \tau_{s_1}
\]  

(29)

where \( \kappa_m = +1 \) whenever \( m = 1 \), and \( \kappa_m = -1 \) whenever \( m = 2 \). In regions \( R_2, R_4, \) and \( R_5 \), where sensor \( s_2 \) can detect the target, the component \( g_{2m_k} \) is defined by (20) as

\[
g_{2m_k} = \begin{cases} \sigma_{m_k} (\cdot) \xi_{2m_k} (\cdot) & t_{m_k} \leq t_s < t_{m_k} + t_{w_2} \\ 0 & \text{otherwise} \end{cases}
\]  

(30)

In the regions \( R_0, R_1, \) and \( R_3 \), \( g_{2m_k} = 0 \), \( \forall k, m = 1, 2 \).

The initial conditions are given by

\[
\hat{\mathbf{x}}_{0|0} = [\hat{t}_{s_10}, \hat{t}_{s_20}]^T \\

P_{0|0} = \text{Diag} \{ \text{Var}[\hat{t}_{s_10}], \text{Var}[\hat{t}_{s_20}] \}
\]  

(31)

The initial estimates \( \hat{t}_{s_10}, \hat{t}_{s_20}, p = 1, 2 \) are chosen such that the position of the target for a signal received at sensor \( p \) is at the center of resolution cell \( i \). The variances \( \text{Var}[\hat{t}_{s_10}] \) and \( \text{Var}[\hat{t}_{s_20}] \) are determined based on a uniform distribution of the error within the cell.

Define \( \mathbf{Z}_k = [z_1, z_2, \ldots, z_n] \), where \( z_n = [x_{i_n}^T, y_{i_n}^T]^T \), as the set of all measurements up to time \( k \), and let \( p(z_k | Z_{k-1}, \theta_i) \) be the probability density function of \( z_k \) given the measurements \( Z_{k-1} \) and hypothesis \( H_i \). The a posteriori probability of hypothesis \( H_i \) is given by

\[
P(\theta_i | Z_k) = \frac{P(\theta_i | Z_{k-1}) A_i(z_k)}{\sum_{m=0}^N P(\theta_m | Z_{k-1}) A_m(z_k)}
\]  

(32)

where \( A_i(z_k) \) is the likelihood ratio defined by

\[
A_i(z_k) = \frac{p(z_k | Z_{k-1}, \theta_i)}{p(z_k | Z_{k-1}, \theta_0)}
\]  

(33)

The minimum mean squared error estimate can be found by combining the estimates from all of the cells with a particular region. If the state vector \( x_k \) is common to all models the minimum mean squared error (MMSE) estimate can be used. The MMSE estimate for sensor \( p \) in region \( R_r \) can be expressed by

\[
\hat{\mathbf{x}}_{j0}^r = \sum_{\text{cell } \in R_r} P(\theta_i | Z_k) \hat{\mathbf{x}}_{j0|i, \theta_i}
\]  

(34)

The most likely region is selected using the MAP criterion. Define as the hypothesis that the target is located in region \( R_r \), \( r = 0, 1, \ldots, 5 \). The a posteriori probability associated with region \( R_r \) is the sum of the a posteriori probabilities of all of the cells in that region. This region-level probability is given by

\[
P(I_r | Z_k) = \sum_{\text{cell } \in R_r} P(\theta_i | Z_k)
\]  

(35)

The most likely region is chosen according to

\[
\text{Choose } I_r : r = \arg\max_{r=0, \ldots, 5} P(I_r | Z_k)
\]  

(36)
2.7.1 Definition of Prices

The a priori probabilities of each hypothesis are based on the area coverage of the sensors. The total number of resolution cells shown in Figure 2 is 56. Of these, 25 are located in region $R_0$. All cells are assumed to have equal probability of containing the target. The a priori probabilities are given by $P(\theta_0) = 25/56$, $P(\theta_i) = 1/56$, $i = 1, 2, \ldots, 31$. The probabilities associated with regions $R_r$, $r = 0, 1, \ldots, 5$ are given by $P(I_0) = 25/56$, $P(I_1) = 9/56$, $P(I_2) = 5/56$, $P(I_3) = 6/56$, $P(I_4) = 4/56$, $P(I_5) = 6/56$.

2.8 Simulation Experiments

An experimental study was conducted to evaluate the performance of the multi-sensor fusion technique. In this evaluation the measurement noise consisted of 50% Lognormal Noise and 50% Gaussian noise. The nominal angles from sensors $s_1$ and $s_2$ to the target were $\phi_1 = 45$ deg and $\phi_0 = 135$ deg, respectively. The nominal range from $s_1$ to the target was $D_1 = 10$ miles. The nominal range from sensor $s_2$ to the target $D_2$ was chosen such that the received signal at $s_2$ was 5 dB higher than at $s_1$ for the same transmitted signal level and target strength.

The carrier frequencies used by the two sensors were the same at $f_s = 10 \times 10^8$, and both sensors sample the signal at a rate $f_s = 100 \times 10^4$, and both signals have the same pulse width $t_p = 12/f_s$, $p = 1, 2$. The resolution cell width is $1/f_s$ seconds. The associated initial error variance on time delays $\tau_1$ and $\tau_2$ is $\tau_2/12$. The corresponding range resolution cell width is $\Delta r = c/(2f_s)$. Thus, the initial variance for the angle-measurement delays is (19) $\text{Var}(\tau_{1,2}) = (d_m c)/(2f_s D_p)\tau_2/12$, $p = 1, 2$. $d_p$ is the separation between phase centers at the sensor was chosen to be 3 feet for each sensor. Simulations were performed for SNR's (at sensor $s_1$) ranging from -10dB to 10dB. 500 random target positions were chosen at each SNR. Of these 500 trials, 228 target positions randomly chosen in region $R_0$, 91 in $R_1$, 54 in $R_2$, 44 in $R_3$, 40 in $R_4$, and 40 in $R_5$. The results given here are for monopulse processing (i.e. one pulse repetition interval (PRI)).

The probabilities of missed detection $P(I_0|I_r)$ and correct classification (i.e. not only detection of the target but correct localization at the region level) $P(I_r|I_r)$ are displayed in Table 1. The probability of misclassification, which is not shown in this table, is given by $P(I_r|I_r) = 1 - P(I_r|I_r) - P(I_0|I_r)$, $r \neq r$. Sensor $s_2$ outperforms sensor $s_1$, which is to be expected since the SNR at $s_2$ is 5 dB higher than the SNR at sensor $s_1$. In the overlap region, $R_2$, the classification performance is better than in any other region, with an 85% probability of correct classification at -10 dB SNR. Additional numerical results have been generated with complete probability of detection (PD) and probability of false alarm (PFA). What appears as a discrepancy in $P(I_r|I_r)$ at -5 dB SNR for $r = 2, 3, 4$ is due to statistical error due to small sample size.

<table>
<thead>
<tr>
<th>SNR(dB)</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$r = 1$</td>
</tr>
<tr>
<td>-10</td>
<td>$P(I_0</td>
</tr>
<tr>
<td></td>
<td>$P(I_1</td>
</tr>
<tr>
<td>-5</td>
<td>$P(I_0</td>
</tr>
<tr>
<td></td>
<td>$P(I_1</td>
</tr>
<tr>
<td>0</td>
<td>$P(I_0</td>
</tr>
<tr>
<td></td>
<td>$P(I_1</td>
</tr>
<tr>
<td>5</td>
<td>$P(I_0</td>
</tr>
<tr>
<td></td>
<td>$P(I_1</td>
</tr>
<tr>
<td>10</td>
<td>$P(I_0</td>
</tr>
<tr>
<td></td>
<td>$P(I_1</td>
</tr>
</tbody>
</table>
The estimation results are shown in Figure 4. All results shown in this figure are in reference to the ($X', Y'$) coordinate system. Figure 4(a) shows the average mean squared error for those detections in regions $R_1$ and $R_2$, in which only $s_1$ has coverage. Figure 4(c) shows similar results for regions $R_3$ and $R_4$, which are covered by sensor $s_2$. Figure 4(c) also illustrates the 5 dB performance for sensor $s_2$ over that for $s_1$. Figure 4(b) shows the results for both sensors in region $R_2$. In this region, as shown in Table 3 the proper cell is almost always found. Thus the cross-range estimation error variance should improve by about 6 dB (20log(2)) for sensor $s_2$, since the cross-range error for $s_2$ has been localized from 2 cells down to 1. Similarly, the cross-range error variance for sensor $s_1$ in Region $R_2$ is reduced by about 10 dB (20log(3)) since the target has been localized from 3 cells down to 1. This improvement is evident in Figure 4(b). Figure 4(d) shows the estimation results using the combined measurements obtained from (25, 26). Because of the larger variance in the cross-range error for each sensor and the fact that the intersection of the LOS's between the two sensors are perpendicular, the combined estimate consists of the $X'$ estimate from sensor $s_2$ and the $Y'$ estimate from sensor $s_1$.

3. CONCLUSION

A model-based adaptive detection/estimation approach has been presented for multi-sensor fusion. It is shown that excellent performance can be obtained for both target detection and target parameter estimation using this technique. A significant advantage of this technique is that each sensor can perform detection and parameter estimation in a decentralized mode. The final estimates and a posteriori probabilities from each sensor are processed by a centralized processor to derive the optimum estimate. The method provides an automatic referencing mechanism of the data from the different sensors (automatic data alignment) as long as the geometry and timing of the sweeping beams are known. For optimal target resolution performance, it is found that the lines of sight of the two sensors should be perpendicular to each other at any given time, requiring special synchronisation.
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ABSTRACT

Two different types of adaptive networks are considered for solving the centralized and distributed hypothesis testing problem. The performance of the two different types of networks is compared under different performance indices and training rules. It is shown that training rules based on the Neyman-Pearson criterion outperform error based training rules. Simulations are provided for data that are linearly and nonlinearly separable.

I. INTRODUCTION

The optimum Bayesian and Neyman-Pearson solution to the distributed decision fusion problem bears striking similarities to the structure of a neural network (NN), [28,29]. Moreover, NNs can, in principle learn arbitrary input-output mappings, provided that they are sufficiently smooth. These two facts motivate the use of NNs for solving the centralized and distributed hypothesis testing problem. In selecting the proper NN layout, one could argue that a perceptron-type NN can learn any input-output mapping, thus it can be trained to solve the hypothesis testing problem. However, the ability of a perceptron-type NN to learn an arbitrary I/O mapping critically depends on the number of layers, the number of neurons per layer, and their interconnections which cannot, in general, be determined a priori.

In order to conduct a comprehensive study of the ability of adaptive networks to solve the centralized and distributed hypothesis testing (CHT and DHT) problem, two different types of adaptive networks are considered: structured adaptive networks (SANs) and perceptron-type neuron networks (PTNNs). By SAN we mean a network whose inputs are functionally related to the data through known functional transformations, and the outputs are parametrically dependent on the input. By PTNN we mean a multi-layered NN that consists of neurons in the classical sense, interconnected through synaptic weights.

The selected networks are trained using error based and Neyman-Pearson based indices of performance (IPs). The training rules are derived as gradient rules on the selected IPs. Simulations are conducted with linearly and nonlinearly separable Gaussian data.

II. Centralized Bayesian Hypothesis Testing (CBHT)

Assuming N statistically independent data sources, the optimal Bayesian or Neyman-Pearson (N-P) CBHT is the Likelihood Ratio Test (LRT)

\[ A(r) = A(r_1, ..., r_N) = \prod_{i=1}^{N} \frac{dP(r_i|H_1)}{dP(r_i|H_0)} \geq T_f, \]  

where \( r \) designates the data from the \( i \)-th sensor, \( H_i \) is the \( i \)-th hypothesis, \( i = 0, 1 \). The threshold \( T_f \) for the Bayesian processor in determined by

\[ T_f = \frac{P_0(C_{10} - C_{00})}{P_1(C_{01} - C_{11})}. \]
where \( P_0, P_1 = 1 - P_h \) are the priors on the two hypotheses and \( C_{ij} \) is the cost of deciding in favor of hypothesis \( H_i \) when the true hypothesis is \( H_j, i,j = 0,1 \). For the N-P solution, the threshold \( T_f \) is determined by the false alarm requirement at the fusion according to

\[
\int_{T_f}^{\infty} dP(A(r)|H_0) \leq \alpha_0
\]

where \( \alpha_0 \) is the desired aggregate probability of false alarm (PFA) at the fusion. Notice that the Bayesian processor requires the knowledge of the priors \( (P_0, P_1) \) which may not be objectively available. The N-P processor circumvents this requirement by constraining the PFA and maximizing the probability of detection (PD). Also notice that both processors are parametric.

III. Distributed Binary Hypothesis Testing (DBHT)

Assuming that each sensor makes binary or multi-level independent decisions \( u_i, i=1,...,N \), the optimal Bayesian or N-P DBHT solution under statistical independence consists of multilevel likelihood ratio quantizers (LRQs) \cite{12,18} at each sensor and an LRT at the fusion. For binary LRQ at each sensor [4 to 19 and 22 to 31] with

\[
u_i = \begin{cases} +1, & \text{if the } i\text{-th local decision favors hypothesis } H_1; \\ -1, & \text{if the } i\text{-th local decision favors hypothesis } H_0 \\ \end{cases}\]  

(III.1)

for the \( i \)-th sensor, the optimal Bayesian or N-P DBHT takes on the form

\[
\sum_{i=1}^{N} (w_i u_i + t_i) \overset{H_i}{\geq} t_f
\]

(III.2)

where

\[
w_i = \frac{1}{2} \log \frac{P_{D_i}(1 - P_{F_i})}{P_{F_i}(1 - P_{D_i})} \quad \text{and} \quad t_i = \frac{1}{2} \log \frac{P_{D_i}(1 - P_{D_i})}{P_{F_i}(1 - P_{F_i})}
\]

(III.3)

The threshold \( t_f \) for the Bayesian DBHT is determined by an expression similar to (II.2) that depends on the priors \( (P_0, P_1) \). For the N-P DBHT the threshold \( t_f \) is determined by the PFA requirement, equation (II.3). It is interesting to notice that (III.2) can be written as

\[
\sum_{i=1}^{N} w_i u_i - t_0 \overset{H_i}{\geq} 0
\]

(III.4)

where

\[
t_0 = -t_f - \sum_{i=1}^{N} t_i
\]

(III.5)

The form of (III.4) is reminiscent of a NN, figures 1 and 2, \cite{28,29}.

IV. Centralized Hypothesis Testing and Distributed Decision Fusion with Structured Adaptive Networks (SANs)

A. Centralized Binary Hypothesis Testing with SANs

As discussed in Section II, the optimal decision test for a binary hypothesis problem is a likelihood ratio test (LRT) of the form

\[
\Lambda(r) = \frac{p(r|H_1)}{p(r|H_0)} \overset{H_i}{\geq} \eta
\]

(IV.1)
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where \( p(.|H_i) \) is the conditional probability density function (pdf) of the data conditioned on \( H_i \), \( i = 0, 1 \) and \( \eta \geq 0 \) is a threshold. For Gaussian problems, \( \ln \Lambda(r) \) has a simpler form and can be used in lieu of (IV.1) in the equivalent log-LRT

\[
\ln \Lambda(r) = \ln \left[ \frac{p(r|H_i)}{p(r|H_0)} \right] \geq \gamma := \ln(\eta)
\]

For example, if the problem is of the form

\[
r = \begin{cases} N(m_1, \sigma_1^2) : H_i \\ N(m_0, \sigma_0^2) : H_0 \end{cases}
\]

where \( N(m, \sigma^2) \) indicates a Gaussian pdf with mean \( m \) and variance \( \sigma^2 \), then the log-LRT test from (IV.2) gives

\[
I(r) = \left[ \frac{1}{\sigma_0^2} - \frac{1}{\sigma_1^2} \right] r^2 - 2 \left[ \frac{m_1}{\sigma_1^2} - \frac{m_0}{\sigma_0^2} \right] r \geq 2 \gamma + m_1^2 - m_0^2 - 2 \ln \left[ \frac{\sigma_0}{\sigma_1} \right] \quad (IV.3)
\]

where \( I(r) \) is the sufficient statistic for the problem (IV.3). The previous example serves as motivation for the structure of the network that is discussed in the following section.

1. Network Structure

The structure of the network is shown in Fig. 3. The functions \( \phi_i \) are chosen to reflect any a priori knowledge about the problem. In the Gaussian problem for example, in view of (IV.4), it is natural to take

\[
\phi_i(z) = z, \quad i = 0, 1, \ldots, k
\]

with \( k = 2 \). In the general case \( k \geq 2 \). Note that in a general problem the \( \phi_i \)'s can assume different functional forms. From figure 3, the output, \( y_j \), of the network due to the data \( r \), is given by

\[
y_j = g \left[ \sum_{i=0}^{k} c_i \phi_i(r) \right]
\]

where \( g(.) \) is a sigmoid function defined as

\[
g(x) = \frac{1 - e^{-\lambda x}}{1 + e^{-\lambda x}}
\]

where \( \lambda > 0 \) adjusts the steepness of its slope. The network of figure 3 is capable of decision making, if one maps \( y \geq 0 \) to, say, \( H_1 \).

Given the above network structure, the hypothesis testing problem takes on the following form: given a set of \( \phi_i \)'s, \( i = 0, 1, \ldots, k \), and a set of observations \( r \) along with the hypotheses under which they are generated, choose the coefficients \( c_i \), \( i = 0, 1, \ldots, k \), so that the resulting decision scheme is close to the optimal one in some suitably defined sense. It is therefore necessary to establish a criterion of optimality and an algorithm that updates the weights \( c_i \), \( i = 0, 1, \ldots, k \), in order to meet this criterion. The second task is the so called training of the network. In the sequel we discuss two different performance criteria and derive the update equations for the parameters of the network (synaptic weights) for each one of them.

The first criterion which appears more intuitive especially in view of the backpropagation method 20, is to minimise the sum of the squares of errors over all the training data. In this case, the index of performance (IP) can be defined by

\[
J(t) = \sum_{j=1}^{N} \left[ e_j(t) \right]^2
\]
where \( N \) is the number of available training data (typically around 50-100 per hypothesis) and \( e_j \) is the error defined by

\[
e_j(t) := y_j(t) - y_j^*, \quad j = 1, \ldots, N
\]

(IV.9)

where \( y_j^* \) is equal +1 if \( r_j \) is generated under \( H_1 \) or -1 if it is generated under \( H_0 \). Note that the time index is introduced to denote updates of the weights \( c_t \). Since (IV.8) does not impose any penalty on the relative magnitudes of the weights, a natural extension of (IV.8) is

\[
J(t) = \sum_{j=1}^{N} [e_j(t)]^2 - \sum_{n=0}^{k} \rho_n c_n^2
\]

(IV.10)

where \( \rho_n \geq 0 \) are suitably chosen weighing coefficients. Under (IV.8) or (IV.10), the network will approximate a minimum probability of error classifier, i.e., will minimize the probability of error given by

\[
P_E = Pr(H_1|H_0)P_0 + Pr(H_0|H_1)P_1
\]

(IV.11)

where \( P_0, P_1 \) are the prior probabilities of the respective hypotheses. In this case, the training will try to "fit" the model (IV.6) to the training data so that the sum of the square errors is minimized. Although this approach seems natural, it is not suitable for hypothesis testing problems for two reasons. First, the network that minimizes (IV.8) or (IV.10) for a given training set is not asymptotically optimal as the volume of the available training data goes to infinity simply because even if \( P_E \) can be made to be very close to zero for a given training set, (for example by taking \( k \approx N \)) the network may not result to \( P_E \) close to the probability of error of the LRT over the entire data ensemble. (Note that since similar data may be generated by either hypothesis, \( P_E = 0 \) is not always possible.) On the other hand, if \( k \) is kept moderate, fitting is very difficult especially when the data under both hypotheses are closely clustered as in the Gaussian case when the pdf's under the two hypotheses have the same mean and comparable variances. An additional problem with the training rule (IV.8) or (IV.10) is the lack of a general stopping criterion for the training. From the discussion above, (IV.8) and (IV.10) are not satisfactory criteria for our problem, although, they result in acceptable performance in linearly separable data cases as is shown in the simulations section.

The second criterion used for training is based on the Neyman-Pearson (N-P) approach which maximizes the probability of detection at a given (fixed) false alarm probability level. The key difference between the N-P and the least squares error approach is that in the N-P training the hypotheses are separated and enter separately in the performance index. For this method, the performance index is given by

\[
J(t) = \tilde{P}_M(t) + \frac{\rho}{2} [\tilde{P}_F(t) - P_{F_0}]^2 \quad (\rho \geq 0)
\]

(IV.12)

where \( P_{F_0} \) is the preset level of false alarm probability and \( \tilde{P}_M, \tilde{P}_F \) are defined by

\[
\tilde{P}_M(t) := \frac{1}{N} \sum_{j=1}^{N} \left[ 1 + y_j^* \right] [1 - y_j(t)]
\]

(IV.13)

\[
\tilde{P}_F(t) := \frac{1}{N} \sum_{j=1}^{N} \left[ 1 - y_j^* \right] [1 + y_j(t)]
\]

(IV.14)

and are approximate expressions for the miss probability \( P_M \) and the false alarm probability \( P_F \) of the network respectively. For a large sample size and large \( \lambda \), the expression on the RHS of (IV.13) and (IV.14) approximate the \( \tilde{P}_M(t) \) and \( P_F(t) \) of the network. In view of (IV.12), the training in this case should compute the weights \( c_t, t = 0, \ldots, k \), that minimise \( J \) for the given training set.
In the following, for each of the above optimality criteria, we derive the update equations for the (synaptic) weights.

2. Gradient Update Laws
The derivative of \( g(x) \) is given by

\[
g'(x) = \frac{2\lambda e^{-\lambda x}}{1 + e^{-\lambda x}}^2
\]

The time derivative of \( J(t) \) from (IV.6) is

\[
\frac{dJ}{dt} = 2 \sum_{j=1}^{N} \left\{ e_j(t) \frac{de_j}{dt} \right\} = 2 \sum_{j=1}^{N} \left\{ e_j(t) \left[ \sum_{m=0}^{k} \frac{\partial e_j}{\partial c_m} \frac{dc_m}{dt} \right] \right\}
\]

from which it is clear that

\[
\frac{dc_n}{dt} = -a \sum_{j=1}^{N} e_j(t) \frac{\partial e_j}{\partial c_n} \quad (a > 0)
\]

we have that

\[
\frac{dJ}{dt} = -2a \sum_{m=0}^{k} \left[ \sum_{j=1}^{N} e_j \frac{\partial e_j}{\partial c_m} \right]^2 \leq 0
\]

which implies that \( J \) is decreasing for as long as the network does not reach an equilibrium point. A simple first order update expression for the weights follows directly from (IV.17) and from the fact

\[
\frac{\partial e_j}{\partial c_n} = g'(\sum_{i=0}^{k} c_i \phi_i(r_j)) \phi_n(r_j)
\]

and has the following form

\[
c_n(t + 1) = c_n(t) - (a\Delta t) \sum_{j=1}^{N} e_j(t) \left\{ g'(\sum_{i=0}^{k} c_i \phi_i(r_j)) \right\} \phi_n(r_j)
\]

where \( n = 0, 1, \ldots, k \).

For (IV.10), in a similar manner, the recursion update laws are given by

\[
c_n(t + 1) = (1 + \rho_n \Delta t) c_n(t) - (a\Delta t) \left[ \sum_{j=1}^{N} e_j g'(\sum_{i=0}^{k} c_i \phi_i(r_j)) \phi_n(r_j) \right]
\]

which results in significant improvement on performance and rate of convergence as found from simulations.

For the IP given by (IV.12), the derivation of the update equations is as follows:

\[
\frac{dJ}{dt} = \frac{dP_M}{dt} + \rho(P_F - P_F) \frac{dP_F}{dt}
\]

Using the chain rule, we obtain

\[
\frac{dP_M}{dt} = \sum_{n=0}^{k} \frac{\partial P_M}{\partial c_n} \frac{dc_n}{dt}, \quad \frac{dP_F}{dt} = \sum_{n=0}^{k} \frac{\partial P_F}{\partial c_n} \frac{dc_n}{dt}
\]
The partial derivatives in (IV.22) are given by the expressions

\[ \frac{\partial \bar{P}_M}{\partial c_n} = -\frac{1}{2} \frac{\sum_{j=1}^{N} (1 + y_j^2) \frac{\partial y_j}{\partial c_n}}{N - \sum_{j=1}^{N} y_j^2} \quad (IV.23) \]

\[ \frac{\partial \bar{P}_F}{\partial c_n} = -\frac{1}{2} \frac{\sum_{j=1}^{N} (1 - y_j^2) \frac{\partial y_j}{\partial c_n}}{N - \sum_{j=1}^{N} y_j^2} \quad (IV.24) \]

where as before

\[ \frac{\partial y_j}{\partial c_n} = \left[ g'(\sum_{i=0}^{n} c_i \phi_i(r_j)) \right] \phi_n(r_j) \quad (IV.25) \]

Hence the gradient update rule is given by

\[ \frac{dc_n}{dt} = -a \left[ \frac{\partial \bar{P}_M}{\partial c_n} - \rho(\bar{P}_F - P_{F_0}) \frac{\partial \bar{P}_F}{\partial c_n} \right] \quad (IV.26) \]

which results in the following iterative update expression for \( c_n \)

\[ c_n(t-1) = c_n(t) - (a\Delta t) \left[ \frac{\partial \bar{P}_M}{\partial c_n} - \rho(\bar{P}_F - P_{F_0}) \frac{\partial \bar{P}_F}{\partial c_n} \right] \quad (IV.27) \]

which in view of (IV.23), (IV.24) is a so-called batch training method since all training data are required for each update.

In the remainder of this section, we compare the performance of the above training methods for two hypothesis testing problems.

3. Simulation Results: The Centralised Case

The different hypothesis testing paradigms were selected in order to compare the performance of SANs in linearly and nonlinearly separable data ensembles under the MSE and N-P training rules. The performance was benchmarked with respect to the size of the training data ensemble, the number of power terms (\( \phi_i \)'s) in the functional representation of the data, and the training rule.

The two selected problems for centralized and distributed hypothesis testing were:

(i) a Linear Gaussian Problem (LGP)

\[ r = \begin{cases} 
1 + N(0,1) & : H_1 \\
N(0,1) & : H_0 
\end{cases} \quad (LGP) \]

(ii) a Quadratic Gaussian Problem (QGP)

\[ r = \begin{cases} 
N(0,5) & : H_1 \\
N(0,1) & : H_0 
\end{cases} \quad (QGP) \]

where \( N(m, \sigma^2) \) is the Gaussian distribution with mean \( m \) and variance \( \sigma^2 \). For each problem, the optimal LRT test follows directly from (IV.4).

In all cases, both the mean-squared-error (MSE) rule, eq. (IV.8), and the Neyman-Pearson (N-P) rule, eq.(IV.12), were used to train the SANs. The simulations were conducted as follows. The number of coefficients were fixed to either three (k=2) or six (k=5). Experiments with samples of one hundred (fifty per hypothesis) and two hundred (one hundred per hypothesis) data points were performed. The initial value...
of the \( c_s \) coefficients was zero in all simulations. For the MSE training, selective training was used to avoid convergence problems that arise during training from data that belong to different hypotheses but are "metrically" close. According to the selective rule, at each training, corrections were made only over those data points that were identified as belonging to the correct hypothesis at the beginning of the session.

An arbitrary stopping rule was also used to terminate the MSE training when the gradient was less than \( 10^{-4} \).

N-P training was performed at different PFA's. The post-training Receiver Operating Characteristics (ROCs) were obtained by keeping all the \( c_s \) coefficients fixed at their training values and varying the threshold \( \alpha_0 \).

The ROCs were experimentally obtained by running ten thousand data points (five thousand per hypothesis) through the SAN but excluding the data points used for training. For each problem, we selected the coefficients that corresponded to the value of the PFA which generates the experimental ROC with the larger area when tested on the training data. For the LGP, the N-P training method outperforms the error training method. This is also the case for the QGP. The simulation results for both problems are summarized in Table 1 for the error training and Table 2 for the Neyman-Pearson method respectively.

Some conclusions drawn from the simulations follow.

1) The N-P training method outperforms the error based training method. This is clear from the QGP where the data under the two hypotheses are not well separated spatially as in LGP, in which the data are clustered around the two well separated means.

2) If the model is overparameterized, the performance of the NP-trained SAN is sensitive to the value of \( P_F \). For example in the (QGP), the performance is good for \( P_F = 0.7 \) and poor for \( P_F = 0.2 \). As a result one should try several values of \( P_F \) and choose that one for which the ROC (obtained from testing on the training data after training) gives the ROC with the largest area. Furthermore, one could also start with a low value for \( k \) (say \( k = 2 \)) and keep increasing its value, choosing finally the ROC with the largest area.

3) In general, N-P training results in a SAN that performs close to the optimum test. Since no a priori knowledge for the pdfs is necessary, this is a powerful approach especially in the case in which the volume of the available data is not sufficiently large for a reliable estimate of the pdfs under each hypothesis.

B. Distributed Decision Fusion with N-P Rule Trained SANs

1. Network Structure

The fusion system in Fig. 12, which consists of three identical sensors interconnected in parallel was used to test the performance of N-P trained SANs in data and decision fusion problems. In the centralized data fusion test, each sensor in the configuration of Fig. 12 simply relays its observations to the fusion directly. The fusion is replaced by a SAN similar to the one shown in Fig. 3. Thus, the centralized data fusion SAN is identical to the one discussed in the previous section, except that three data are available at a time, instead of a single measurement as in the case of single sensor SAN.

In the distributed decision fusion (DDF), each sensor in the configuration of Fig. 12 is replaced by a SAN similar to the one Fig. 3. Due to the similarity of the sensors, it is assumed that a symmetric solution, i.e. identical synaptic weights and thresholds among all three sensors results in a solution that is close to the optimal one. Under the assumption (or constraint) of identical operating points, the structure of the optimal DDF, eq. (VI.2), simplifies to

\[
\sum_{i=1}^{N} u_i \geq \ln T_f \\
(IV.28)
\]

with the convention.

\[
u_i = \begin{cases} 
1 & \text{if the i-th local decision favors hypothesis } H_1 \\
0 & \text{if the i-th local decision favors hypothesis } H_0 
\end{cases}
(IV.29)
\]
Notice that the numerical values associated with each sensor decision are merely an expression convenience and do not play any role in the outcome of the fusion process (see Section V as well).

Given the structure of the optimal DDF equation (IV.28) in the symmetric case, the only variables that determine the performance of the fusion for a target false alarm probability are the thresholds at the sensors (common among all sensors) and the fusion threshold. Thus, in the SAN implementation of the symmetric DDF only two parameters are adaptively adjusted: the common threshold for all sensors and the fusion threshold. This structure was used for training the SAN to perform the DDF for the fusion system of figure 12 using the N-P training rule. However, N-P training of the network by varying the two thresholds simultaneously resulted in very poor performance of the fusion. Thus, instead of training all the sensors simultaneously by minimizing the N-P performance index at the fusion, the ROC of each sensor was obtained separately using N-P training first. Then, the fusion rule was fixed a priori, and the network ROC was obtained by varying only the common threshold at the sensors after they were trained.

2. Simulation Results

In order to compare the performance of the centralized hypothesis testing with the DDF using the SAN, the same two binary hypothesis testing problems that were used for testing the performance of SANs in CBHT were also used for DBHT. The simulations for all problems were performed as follows: in all cases, the size of the training set is not larger than 200 data points. Post-training testing is performed on at least 2000 data points other, of course, than the training data points. The initial value of all c,'s is zero. Due to the training rules that implement a true gradient decent, convergence is monotonic in all cases. The values of the weights after training for each case are given in Table 2.

The DDF was done by pretraining each sensor with the test set individually using N-P training. To implement the ROC of each sensor, a SAN with two terms in the power expansion (K = 2) was used. For the LGP case 1. Table 2, the training set consists of 50 data points per hypothesis. The network was trained using 1000 iterations and the N-P training rule. For the QGP, 100 data points per hypothesis were used for training, case 3. Table 2. Since all the sensors are assumed to be identical and operating at the same operating false alarm and detection probability point, the synaptic weights (coefficients c,) for the DDF for all three of them are identical, and identical to the weights used for hypothesis testing by each one individually, Table 2.

In all DDF cases, the sensors were assumed to be identical, all operating at the same PFA and PD. The "OR", "AND", and the "ML" (majority logic) rules were used for decision fusion. The ROC of the different fusion rules for the DDF are compared among themselves and with the centralized fusion ROCs in Figs. 13, 14. The following conclusions can be drawn from these figures.

In the LGP, the majority rule seems to give ...a best ROC for DDF, which is close to the SAN performance on the centralized hypothesis testing. For the QGP, however, the OR rule seems to yield the best ROC, which again, is close to the centralized ROC. A general conclusion from the numerical results seems to be that for linear separable data, the majority fusion rule yields the best ROC. However, for quadratically separable data, the OR fusion rule yields the best ROC.

V. Distributed Decision Fusion with Perceptron-Type Neural Networks

Although the form of the optimal Bayesian/N-P DDF is known, for both binary and multi-level quantizations [9,12,14], the optimal thresholds are given, in general, in terms of coupled, nonlinear equations [8, 10], whose solution is not forthcoming even in simple cases. Suboptimal numerical solutions to the N-P DDF [10] may still be computationally intensive, if the fusion rule is unknown. The optimal solution to the Bayesian and Neyman-Pearson DDF problem, eq. (III.4) bears striking topological and functional similarities with the structure of a neural network (NN). This topological similarity suggests an alternative approach to solving the computationally N-P hard [5] DDF problem. By slightly modifying the values that designate the decision
as the i-th sensor to
\[ u_i = \begin{cases} +1 & \text{if the i-th local decision favors hypothesis } H_1 \\ 0 & \text{if the i-th local decision favors hypothesis } H_0 \end{cases} \]  

for notational convenience, the optimal Bayesian and N-P DDF rule (III.4), takes on the form
\[ \sum_i (w_i u_i + t_i) \overset{H_1}{\gtrless} T_f \]  

where
\[ w_i = \log \left( \frac{P_{D_1}}{P_{F_1}} \right) - \log \left( \frac{1 - P_{D_0}}{1 - P_{F_1}} \right) \]  

and
\[ t_i = \log \left( \frac{1 - P_{D_0}}{1 - P_{F_1}} \right) \]  

By combining the constant thresholds together with the unknown operational threshold \( T_f \), and defining
\[ w_0 := -T_f + \sum_i t_i \]  

the DDF rule (V.2) can be written in a form reminiscent of an NN architecture:
\[ w_0 + \sum_i w_i u_i \overset{H_1}{\gtrless} 0 \]  

A noticeable advantage of (V.6) over (V.2) is that the unknown threshold \( T_f \) has been absorbed in the synaptic weight \( w_0 \), which can be determined through training by assuming that it corresponds to the interconnection weight of an additional, constant input to the fusion neuron. Notice that the threshold in (V.6) is known, constant, and equal to zero. Thus, (V.6) can be implemented by using an NN and replacing the hard threshold decision rule by a smoother sigmoidal nonlinearity [20, 21, Nils '90, TPS '90].

In figure 1 the optimal Bayesian (N-P) DDF structure is shown when the local LR is linear on the data. If the (local) sensors and fusion in figure 1 are identified with neurons and the thresholds are replaced by continuous sigmoid functions, there is a one-to-one topological correspondence between the D-S DDF architecture and the simple, two-layer NN of figure 2. The topological similarities suggest that one can take advantage of the learning capabilities of an NN and train it to solve the Bayesian DDF even when the channel statistics are not known. The solution to Bayesian DDF can be achieved by using any one of the available training rules. For example, if a quadratic error is defined at the fusion by squaring the difference between the actual hypothesis and the output of the fusion, a gradient based algorithm, such as backpropagation [20], can be used to update the synaptic weights, i.e. the coefficients of the LRTs in the Bayesian DDF.

Training of the NN with a quadratic error criterion will result in a minimum error computer, if trained properly. A quadratic error training attempts to fit the data in two different hypotheses by minimizing a distance criterion. However, if the data in the training set are numerically close under the two hypotheses, overtraining of the NN in order to achieve perfect discrimination of the data in the training set will result in poor post-training performance. To avoid performance degradation from overtraining, selective training has been used with excellent results. The drawbacks associated with overtraining in the quadratic error criterion can be avoided by using an N-P based optimality criterion, such as the minimization of the miss probability at the fusion for fixed false alarm probability. Such a training criterion results in an NN that implements the optimal N-P DDF. If the optimal Bayesian DDF is highly nonlinear, an NN with inputs polynomial functions
of the data (polynomial network) can be used to solve the optimal Bayesian DDF. This approach corresponds to approximating the LRT by a truncated Taylor's series expansion or a Volterra series similar to the approach used in SANs, figure 3, for determining the coefficients for each power in the T.S.E.

A. Training Rules

1. Backpropagation based on mean-squared error

Let the training output of the network be \( u^n_0 \) at the \( n \)-th iteration, while the training hypothesis is \( u^n_n \). The backpropagation method trains the NN by minimizing the error energy

\[
E = \sum_n (u^n_0 - u^n_n)^2.
\]

where the summation is over all training data during a training cycle. To implement a true gradient descent using the nomenclature of the generalized delta rule \cite{20}, define for each neuron \( k \) the function

\[
\delta_k = o_k(1 - o_k) \sum_{j \text{ that } k \text{ leads to}} \delta_j w_{kj}
\]

where \( o_j \) is the output of neuron \( j \) and \( w_{kj} \) is the current weight between node \( k \) and node \( j \). The output node is a special case where

\[
\delta_n = 2(u^n_0 - u^n_n)u^n_n(1 - u^n_0)
\]

The update of the weights during training is done using the difference equation

\[
dw^n_{ij} = \eta \delta_j o_i - \alpha dw^{n-1}_{ij},
\]

where \( \eta \) and \( \alpha \) are predefined constants that determine the rate of convergence. The second term in the weight update equation is known as the momentum term.

The NN that was used for DDF consisted of three identical sensors and a fusion. Each sensor was represented by an identical NN, each having one input neuron, one hidden layer with three neurons, and a single-neuron output layer. The fusion NN consisted of three input-layer neurons, three hidden-layer neurons and a single-neuron output layer. The NN was first trained on the LPG and QGP of the previous section. Backpropagation was used to train the three layer neural network to perform DDF. The test for convergence was based on the criterion

\[
\sum_{n=1}^N \left[ \sum_{i,j \text{ all weights}} (dw^n_{ij})^2 \right] / \left[ \sum_{i,j \text{ all weights}} (w^n_{ij})^2 \right] < 10^{-2}
\]

Training was terminated when the criterion (V.11) was satisfied.

2. Training based on Neyman-Pearson

N-P training is conceptually identical to the backpropagation algorithm, except that training is done around a desired false alarm rate at the fusion. In order to achieve training around a desired false alarm rate \( \alpha \) at the fusion, two possible performance criteria can be used to measure the output error:

\[
E = P_M + \lambda(P_F - \alpha)^2
\]
or

\[ E = P_{AI}^2 - \lambda(P_F - \alpha)^2 \]  

where \( P_{AI}, P_F \) are the miss and false alarm probabilities at the fusion.

The modifications required to the standard backpropagation to implement the N-P fusion rule relate only to the energy function derivative with respect to the output. To get this, first we express the probabilities in terms of the output as

\[ P_{AI} = \frac{\sum_{n=1}^{N} (1 - u_n^m) u_n^T}{\sum_{n=1}^{N} u_n^T} \]  
\[ P_F = \frac{\sum_{n=1}^{N} (1 - u_n^m) u_n^T}{\sum_{n=1}^{N} (1 - u_n^T)} \]

which give two possible derivative forms

\[ \frac{dE}{du_n^m} = -\frac{u_n^m}{\sum_{n=1}^{N} u_n^T} - 2\lambda(P_F - \alpha) \frac{(1 - u_n^m)}{\sum_{n=1}^{N} (1 - u_n^T)} \]
\[ \frac{dE}{du_n^T} = -2P_m \frac{u_n^m}{\sum_{n=1}^{N} u_n^T} - 2\lambda(P_F - \alpha) \frac{(1 - u_n^m)}{\sum_{n=1}^{N} (1 - u_n^T)} \]

for (V.12) and (V.13) respectively. If we set

\[ \delta_o = \sum_{n=1}^{N} \frac{dE}{du_n^T} u_n^T(1 - u_n^T) \]

where "o" designates the output neuron, then the backpropagation rule proceeds as described above. The update rule (V.10) with \( \delta_o \) defined by (V.18) implements a true gradient descent training by batch-processing the training set, whereas the backpropagation with \( \delta_t \) defined by (V.9) implements a "pseudo"-gradient descent. A pseudo-gradient back propagation with the N-P energy functions (V.12) or (V.13) did not manage to produce a suitably trained NN. However, the true gradient N-P training rule (V.18) was successfully used in training the NN to solve the DDF problems.

3. Training based on Kalman Filter

The problem of training a NN can be viewed as a Kalman Filtering problem [23]. If the ideal (unknown) weights and thresholds of the NN are identified with the state \( z(n) \) of a Kalman Filter, then these weights should be time-invariant, thus satisfying the plant equation.

\[ z(n+1) = z(n) \]  

The unknown state \( z(n) \) in the NN is observed via the nonlinear output equation

\[ d(n) = h(z(n)) + v(n) \]  

where the error made from not knowing the weights and thresholds precisely is modeled as zero mean, random error \( v(n) \) with covariance matrix \( E[v(n)v(n)^T] = R(n) \), a positive definite matrix. The nonlinear function \( h(.) \) takes into account all the threshold nonlinearities at each neuron at every layer. From the nonlinear Kalman Filter theory, the state \( z(n) \) can be estimated using the Extended Kalman Filter (EKF) with equations

\[ z(n+1) = z(n) + K(n)[d(n) - h(z(n))] \]  

where \( K(n) \) is the Kalman gain.
\[ K(n) = P(n)R(n)H(n)P(n) \]  
\[ P(n+1) = P(n) - K(n)H(n)P(n) \]

where \( H(n) \) is the derivative of the output \( i \) with respect to weight \( j \), computed as in the backpropagation. Also \( d(n) \) is the desired vector output neurons. For more details on the use of the EKF for training the NN to perform the DDF see [22].

### B. Simulation Results

The input data for each NN sensor were generated from the LGP and QGP distributions that were used to benchmark the SANs. The results are shown in figures 15 through 18. For the LGP one hundred training points were sufficient to obtain a ROC close to the optimal DDF. However, for the QGP, one thousand sample points were required to obtain acceptable ROC. If the solutions of the error based backpropagation are compared with the N-P based backpropagation, it is seen that the later results in superior performance. Yet if the results from the perceptron-type NN are compared with the N-P trained SAN, figures 13 and 14, the later results in superior performance with considerably fewer data samples, in particular for the QGP. (200 points for SAN vs 1000 points for PTNN). However, it should be stressed that no separate pretraining of each sensor NN was required with BPTNN, as was required for SANs in order to perform DDF.

Overall, SANs have the advantage that their performance can be understood and interpreted analytically since they are by construction parametric approximation to the LR optimal fusion rules. For the PTNNs, such an interpretation is not forthcoming, limiting the extrapolation of conclusions based on limited training data sets to general classes of problems.

### VI. SUMMARY

Natural structural similarities between the Bayesian DDF solution and adaptive networks are exploited. It is shown that structured adaptive networks (SANs) and perceptron-type neuron networks (PTNNs) can learn to solve centralized and distributed hypothesis testing problems efficiently, even in the absence of explicit statistical information about the data, provided that the proper training rule and procedure are followed. Two training rules are investigated: a mean squared error (MSE) based rule, and a rule based on the Neyman-Pearson (N-P) test. Under both training rules, the post-training performance of the network is very comparable to the optimal likelihood ratio test (LRT). However the N-P rule trained networks outperforms the MSE rule trained network, even when selective training is used with the latter. The behavior of the networks under the two training rules is studied extensively in hypothesis testing problems with linearly and non-linearly separable data. Similarities and differences in the behavior and performance of the networks are discussed.
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