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Thesis:

An Asymptotic Closed-Form Representation for the Grounded Double-Layer Surface Green's Function

M. A. Marin, Member, IEEE, and Prabhakar H. Pathak, Fellow, IEEE

Abstract—In this paper, an efficient closed-form asymptotic representation for the grounded double-layer (substrate-superstrate) Green's function is presented. The formulation is valid for both source (a horizontal electric dipole) and observation points anywhere inside the superstrate or at the interfaces. The asymptotic expressions are developed via a steepest descent evaluation of the original Sommerfeld-type integral representation of the Green's function, and the large parameter in this asymptotic development is proportional to the lateral separation between source and observation points. The asymptotic solution is shown to agree with the exact Green's function for lateral distances even as small as a few tenths of the free-space wavelength, thus constituting a very efficient tool for analyzing printed circuits/antennas. Also, since the asymptotic approximation gives separate contributions pertaining to the different wave phenomena, it thus provides physical insight into the field behavior, as shown through the examples.

I. INTRODUCTION

The grounded double-layer (substrate-superstrate) configuration is of increasing interest in printed circuit/antenna technology. It has been demonstrated in [1] and [2] that, by properly choosing the layer thicknesses and material parameters, significant improvements can be achieved in the performance of the printed antennas, including the reduction or elimination of surface waves, which is a subject of primary concern when dealing with large arrays of printed elements. Also, a double-layer structure allows for the separation of active circuitry and radiating patches in hybrid or monolithic integrated circuit technologies. These potential advantages lead to the need for accurate, "full-wave" analysis of such structures.

So far, the most commonly used approach to solve these problems (in single or double layers) has been the solution of the corresponding electric field or mixed potential integral equation (EFIE or MP1E), via the method of moments [3]–[8]. However, two different techniques have been applied to evaluate the elements of the moment method (MM) mutual impedance matrices. One of these is the spectral domain approach [4], [6], [7], which has the advantage of using simple formulas for the spectral representation of the Green's function, but requires numerical integration over the entire spectral plane. On the other hand, for the spatial domain method [3], [5], [8] the range of integration is restricted to the area of each subdomain or basis function, but the Green's function is expressed in terms of Sommerfeld-type integrals, which must be numerically evaluated at each spatial point. It is clear that both methods require a fairly large amount of computer time. Moreover, since both spatial and spectral integrands contain terms that oscillate faster for increasing separation between subdomains, the numerical integrations become very inefficient when computing the MM mutual coupling between widely separated basis functions. Also, if the spatial size of the basis functions is small, their transforms extend farther in the spectral domain, thus adding inefficiency to the numerical integration when the spectral domain approach is employed.

To overcome these limitations, we propose the use of an asymptotic closed-form representation of the Green's function, which makes the mutual coupling computation in the spatial domain extremely efficient. Such an asymptotic representation has already been obtained for the single-layer case [9]–[11], and was found to provide excellent results even for very small distances between source and observation points (usually down to a few tenths of the free-space wavelength). As an extension to the above work, the purpose of this paper is to develop an accurate asymptotic closed-form representation for the Green's function of a grounded double layer planar structure, as well as to show some of its advantages.

A further extension to include multilayers does not appear straightforward. The development of the closed-form asymptotic result requires one to evaluate certain derivatives of the integrand present in the Green's function integral; such an evaluation becomes complicated for multilayers because in this case the integrand itself becomes rather complicated. It is for this reason that an asymptotic treatment of the more general, grounded multilayer Green's function has not been attempted here; only the special double layer case, which is of sufficient practical interest, is considered in this paper.

This paper is organized as follows. Section II presents the formulation of the substrate-superstrate Green's func-
tion in terms of Sommerfeld-type integrals for a horizontal Hartsecian dipole embedded in the superstrate. Section III discusses the number and location of the relevant poles of the structure. The asymptotic evaluation of the original Sommerfeld integrals is carried out in Section IV. Finally, Section V presents numerical results showing the accuracy of the new asymptotic representation. It will be shown how the asymptotic formulas provide not only computational efficiency, but also physical insight into the field behavior. An $e^{-jwt}$ time dependence for the fields and sources is assumed and suppressed in the following analysis.

II. FORMULATION

Consider an infinitesimal $x$-directed electric dipole at $(x', y', z')$ embedded in the superstrate of a planar grounded double-layer configuration, as shown in Fig. 1. We are interested in calculating the $x$- and $j$-direction electric fields at any observation point $(x, y, z)$ in the superstrate including the interfaces $(0 \leq z, z' \leq d_2)$. These fields can be written as follows:

$$E_{zx} = \frac{-1}{2\pi \omega \epsilon_0} \left\{ k_z^2 U + \frac{\partial^2}{\partial x^2} [U - W] \right\}$$

$$E_{zy} = \frac{-1}{2\pi \omega \epsilon_0} \left\{ \frac{\partial^2}{\partial y^2} [U - W] \right\}$$

where

$$U = \int_0^\infty F^U(\xi) J_0(\rho \xi) d\xi$$

$$W = \int_0^\infty F^W(\xi) J_0(\rho \xi) d\xi$$

$J_0$ being the zeroth-order Bessel function

$$\rho = \sqrt{(x-x')^2 + (y-y')^2}$$

the lateral separation between source and field points. The wavenumbers in media 1 and 2 are defined as $k_1 = k_0\sqrt{\mu_1 \epsilon_1}$ and $k_2 = k_0\sqrt{\mu_2 \epsilon_2}$, respectively, where $k_0$ is the wavenumber of the semi-infinite medium above the superstrate (this semi-infinite region is usually free-space), and $\mu_1, \epsilon_1, \mu_2, \epsilon_2$ are the relative permeability and permittivity referred to that medium so that $\mu_0 = \mu_0 \mu_1$ and $\epsilon_0 = \epsilon_0 \epsilon_1$. The functions $F^U, F^W$ in (3) and (4) can be determined by solving the boundary-value problem in the spectral domain, yielding (for $0 \leq z, z' \leq d_2$):

$$F^U(\xi) = \frac{\xi}{2k_z} \left\{ T_1^0 \beta_1 + T_2^0 \beta_2 + T_3^0 \beta_3 \right\}$$

where the $T^0$ terms are given by:

$$T_1^0 = D_z \beta_1 (1 + \alpha_z) - D_z \beta_2 (1 - \alpha_z) e^{-2j\frac{k_z}{\mu_1} \xi}$$

$$T_2^0 = D_z (1 + \alpha_z) - D_z (1 - \alpha_z) e^{-2j\frac{k_z}{\mu_1} \xi}$$

$$T_3^0 = D_z (1 - \alpha_z) e^{-2j\frac{k_z}{\mu_1} \xi}$$

and

$$D_z = \frac{k_{z2}}{\mu_2} \pm j \frac{k_{z1}}{\mu_1} \cot [k_{z1} d_1]$$

$$\alpha_z = \frac{k_{z1}/\mu_1}{k_{z2}/\mu_2}$$

$$\beta_1 = e^{-j k_{z1} (z-z')}$$

$$\delta_z = \begin{cases} 1 & z > z' \\ -1 & z < z' \end{cases}$$

$$\beta_2 = e^{-j k_{z2} (z-z')}$$

$$\beta_3 = e^{-j k_{z1} (z-z')}$$

being

$$k_{z1} = \sqrt{k_1^2 - \xi^2}; \quad k_{z2} = \sqrt{k_2^2 - \xi^2}$$

Finally, the denominator in (6) is given by

$$F^W(\xi) = \frac{k_{z2}}{2\xi} \left\{ \frac{T_1^0 \beta_1 + T_2^0 \beta_2 + T_3^0 \beta_3}{D_z} - T_1^0 \beta_1 + T_2^0 \beta_2 + T_3^0 \beta_3 \right\}$$

with

$$T_1^w = D_m (1 + \alpha_m) - D_m (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

$$T_2^w = D_m (1 + \alpha_m) + (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

$$T_3^w = D_m (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

$$D_m = D_m (1 + \alpha_m) - D_m (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

$$T_1^w = D_m (1 + \alpha_m) - D_m (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

$$T_2^w = D_m (1 + \alpha_m) + (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

$$T_3^w = D_m (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}$$

and

$$D_m = D_m (1 + \alpha_m) - D_m (1 - \alpha_m) e^{-2j\frac{k_m}{\mu_1} \xi}.$$
and
\[ D_m^2 = \frac{k_{2z}^2}{\varepsilon_2} \pm \frac{k_{1z}^2}{\varepsilon_1} \tan \left[ k_{1z} d_1 \right] \]  
(21)
\[ \alpha_m = \frac{k_{2z}/\varepsilon_2}{k_{2z}/\varepsilon_3}. \]  
(22)

The denominator \( D_m \) in (17) is now
\[ D_m = \left( j \frac{k_{2z}^2}{\varepsilon_2} + j \frac{k_{0z} k_{1z}}{\varepsilon_0 \varepsilon_1} \tan \left[ k_{1z} d_1 \right] \right) \frac{(1 - e^{-2j k_{1z} d_1})}{k_{2z}/\varepsilon_2} \]
\[ + \left( \frac{k_{0z}}{\varepsilon_0} + j \frac{k_{1z}}{\varepsilon_1} \tan \left[ k_{1z} d_1 \right] \right) \frac{(1 + e^{-2j k_{1z} d_1})}{k_{2z}/\varepsilon_2}. \]  
(23)

The above expressions for the fields have been checked to reduce to the single-layer case when \( \mu_2, \varepsilon_2 \) tend to \( \mu_0, \varepsilon_0 \) and/or \( d_2 \) tends to zero. Also, the denominators (16) and (23) agree with those given in [2], except for a multiplicative factor.

### III. Pole Structure

The zeros of \( D_x, D_m \) in (6) and (17) constitute the poles of the composite (double) layer. Their number and location depend on the layer thicknesses and material constants, as well as the wavenumber \( k_0 \). Restricting our attention to the lossless case, it is well known that \( D_x, D_m \) exhibit a certain number of zeros on the real axis of the \( \xi \)-plane, in the interval \([k_0, \max(k_1, k_2)]\). These poles describe the surface waves guided by the structure, and therefore appear on the proper Riemann sheet (consistent with the radiation condition) of the \( \xi \)-plane, as defined in (15). But there are also poles on the improper Riemann sheet of the \( \xi \)-plane, known as leaky wave poles. Although there are in general an infinite number of them [12], it was found in [10] and [13] for the single-layer case that the inclusion of only a particular set of these poles produced a significant improvement in the asymptotic solution, for nearby source and observation points on the surface of the slab. This set of poles is located on the real axis of the improper Riemann sheet of the \( \xi \)-plane for the lossless case, and therefore they will be referred to as improper surface wave poles. It was also found that proper and improper surface wave poles are closely related. In fact, surface wave poles (except for the first TM surface wave pole, which is always above cutoff) are originally improper poles that move towards the branch cut at \( k_0 \) along the real axis of the improper Riemann sheet as the layer thickness increases, and finally “jump” into the proper plane, then moving away from \( k_0 \) along the proper real axis. In the same way, improper surface wave poles are originally improper complex (or leaky wave) poles that move onto the improper real \( \xi \)-axis when the appropriate conditions are met. In this section, we will investigate the number of TE and TM poles on the real axes of both, the proper and improper sheets (\( \xi \)-plane) for a general double layer structure, as a function of its constitutive parameters. Also, a simple procedure to locate the first TE and TM proper and/or improper surface pole will be outlined.

#### A. Zeros of \( D_x \)

As mentioned before, a new TE surface wave pole will always appear initially at \( \xi = k_0 \) on the proper Riemann sheet, so the following condition must be met:
\[ D_x(\xi = k_0) = 0 \]  
(24)

which can be written using (16) as
\[ \frac{\sqrt{n_2 - 1}}{\mu_2} \tan \left[ k_0 d_2 \sqrt{n_2 - 1} \right] \]
\[ = \frac{\sqrt{n_1 - 1}}{\mu_1} \cot \left[ k_0 d_1 \sqrt{n_1 - 1} \right] \]  
(25)

where \( n_1 = \varepsilon_1, \mu_1 \); \( n_2 = \varepsilon_2, \mu_2 \). Defining, in a way similar to [12], the parameters \( L_1 = k_0 d_1 \sqrt{n_1 - 1}, L_2 = k_0 d_2 \sqrt{n_2 - 1} \), (25) can be expressed more compactly as
\[ \frac{\sqrt{n_2 - 1}}{\mu_2} \tan (L_2) = \frac{\sqrt{n_1 - 1}}{\mu_1} \cot (L_1). \]  
(26)

It is noted that this equation was already given by Jackson and Alexopoulos [1, eq. (37)], and it represents the condition for any TE surface wave mode to turn on. For example, for a given \( \varepsilon_2, \mu_2, d_2 \) such that \( L_2 < \pi/2 \), (26) will be satisfied at infinite points, each one for a certain \( L_1 \) such that \( N \pi < L_1 2(N + 1) \pi \) with \( N = 0, 1, 2, ... \).

If we plot the condition (26) in a two-dimensional \( L_1, L_2 \) plane for a given set of \( \varepsilon_i, \mu_i \), we get a plot like in Fig. 2(a). In the regions between two consecutive curves, the number of surface waves is constant. However, the number of improper surface wave poles \( (\text{IWP}) \) in Fig. 2) is not. As discussed before, two leaky wave poles move onto the improper real axis when the point defined by \( (L_1, L_2) \) in Fig. 2a moves close enough to the curve defining the order of the next region. As \( L_1 \) or \( L_2 \) increases, one of these poles begins moving towards the branch cut and finally “jumps” onto the proper Riemann sheet, thus constituting a new surface wave pole.

Note that in Fig. 2(a) that, if \( \varepsilon_2 = \mu_2 = 1 \) (no second layer present), \( L_2 = 0 \) and the \( L_1, L_2 \) plane reduces to the \( L_1 \) axis, yielding the results already reported in [12] for the single-layer case. It is also noted that the curved segments between dots in Fig. 2 can be convex or concave, depending on the particular values of \( \varepsilon_i, \mu_i \) in (26).

In most practical configurations, there is only one proper or improper TE surface wave pole, and it can be easily found as follows. The pole will be located on the real axis of the proper (improper) sheet if the left-hand side of (26) is greater (smaller) than the right-hand side. In either case, a Newton–Raphson searching procedure implemented in (16) with \( \xi_i = 0.90 k_0 \sqrt{n_i} \) (for a swp) or \( \xi_i = k_0 \) (for a IWP) as initial value has been found to provide the actual location of the pole in only a few iterations. Note that the subscript is on \( \xi_i \) above refers to the value of
improper surface wave poles, respectively. When \( L > \pi/2 \), \( D_m \) presents a singularity at \( d_1 \sqrt{k_1^2 - \xi_2^2} = \pi/2 \). In this case special care must be taken with the starting value of the searching algorithm in both Riemann sheets, because the searching procedure cannot "cross" a singularity. These situations can be easily handled by plotting \( D_m \) along both (proper and improper) real \( \xi \)-axes to determine appropriate starting values.

IV. ASYMPTOTIC EVALUATION OF THE SOMMERFELD INTEGRALS

Conventional numerical evaluation of the Sommerfeld-type integrals (3), (4) presents two main difficulties. First, the integrands exhibit a certain number of poles that have to be extracted in order to obtain a relatively smooth function suitable for numerical integration. Second, the oscillatory, slowly decaying behavior of the Bessel function results in a poor convergence of the integrals, particularly when the lateral separation between source and observation points is large in terms of the wavelength.

To overcome these limitations, asymptotic closed-form expressions for \( U \) and \( W \) in (3) and (4) will be developed in this section. To carry out the asymptotic evaluation we first write integrals (3) and (4), due to the oddness of \( F^{U,W} \) with respect to \( \xi \), as:

\[
U = \frac{1}{2} \int_{C_s} F^U(\xi) H_0^{(1)}(\rho\xi) \, d\xi
\]

\[
W = \frac{1}{2} \int_{C_s} F^W(\xi) H_0^{(1)}(\rho\xi) \, d\xi
\]

where \( C_s \) is the Sommerfeld path, as shown in Fig. 3. This path can be deformed to give the sum of the enclosed residues plus the integral around the branch cut (contour \( C_b \) in Fig. 3):

\[
U = -\frac{1}{2} \sum_i 2\pi j R^U(\xi_i) H_0^{(1)}(\rho\xi_i) + \frac{1}{2} \int_{C_s} F^U(\xi) H_0^{(1)}(\rho\xi) \, d\xi
\]

\[
W = -\frac{1}{2} \sum_i 2\pi j R^W(\xi_i) H_0^{(1)}(\rho\xi_i) + \frac{1}{2} \int_{C_s} F^W(\xi) H_0^{(1)}(\rho\xi) \, d\xi.
\]

Here, \( R^{U,W} \) are the residues of \( F^{U,W} \) at \( \xi = \xi_i \) (proper surface wave poles), and can be calculated as follows:

\[
R^U(\xi_i) = \lim_{\xi \to \xi_i} (\xi - \xi_i) F^U(\xi) = \frac{N^U(\xi_i)}{D_s(\xi_i)}
\]

\[
R^W(\xi_i) = \lim_{\xi \to \xi_i} (\xi - \xi_i) F^W(\xi) = \frac{N^W(\xi_i)}{D_s(\xi_i) \cdot D_s'(\xi_i)}
\]
where $N_{U,W}$ represent the numerators of $F_U$ and $F_W$ in (6) and (17) and $D_s, D_n$ stand for the singular and non-singular denominators in (17). The minus sign of the residues in (30) and (31) comes from clockwise integration around the poles.

The above result, (30), (31), allows for the interpretation of the solution in terms of two contributions: a discrete number of surface waves, whose strengths are given by the corresponding residues at the poles, plus a continuous spectrum of waves, represented by the integral around the branch cut. The purpose of the asymptotic evaluation is to obtain the dominant terms in the latter.

With the above view in mind, the following changes of variable can be used [9]-[11]:

\[ \tau = \sqrt{k_0^2 - \xi^2} \]
\[ \cos \gamma = \frac{\tau}{k_0} \]
\[ \sin \gamma = 1 - js^2. \]

The first one transforms the integral around the branch cut into a real-axis integral in the $\tau$ plane. The second performs the angular spectrum mapping, and the third transforms the steepest descent path (SDP) in the $\gamma$ plane onto the real axis of the $s$-plane. The three planes, as well as the paths of integration and the location of proper and improper surface wave poles (lossless case) are shown in Fig. 4.

Since the above transformations have been discussed in more detail in [9]-[11], it will thus suffice for our purposes to consider the direct transformation from the $\xi$-plane to the $s$-plane:

\[ \xi = k_0(1 - js^2). \]

Introducing the above transformation in a general integral of the form

\[ I_s = \frac{1}{2} \int_{C_b} F(\xi) H^{(2)}_0(\rho \xi) \, d\xi \]

where $C_b$ is the contour shown in Fig. 2, one gets

\[ I_s = \frac{1}{2} \int_{\Gamma_0^s} F[k_0(1 - js^2)] H^{(2)}_0[k_0 \rho (1 - js^2)](-2jk_0s) \, ds \]

where $\Gamma_0^s$ is the resulting contour of integration in the $s$-plane, as shown in Fig. 4(c). Now, if $k_0 \rho$ is assumed to be large, we can use the large-argument form of the Hankel function in (39), yielding

\[ I_s \sim \frac{1}{2} \sqrt{\frac{2k_0}{\pi \rho}} e^{jk_0s} G(s) e^{-k_0s^2} \, ds \]

where

\[ G(s) = F[k_0(1 - js^2)] \frac{-2js}{\sqrt{1 - js^2}} \]

By deforming the original contour $\Gamma_0^s$ into $\Gamma_{SDP}^s$, extracting the singularities and approximating the resulting regular function by the first two nonvanishing terms of its Taylor series expansion around $s = 0$ [14], [15], one gets the following result:

\[ I_s \sim \frac{G'(0)}{2} + \sum \frac{R(b_i)}{b_i} \left( 1 - \frac{2j k_0 \rho b_i^2}{b_i} \right) \]

where $G'(0)$ is the derivative of $G(s)$ at $s = 0$. The above result allows for the interpretation of the solution in terms of two contributions: a discrete number of surface waves, whose strengths are given by the corresponding residues at the poles, plus a continuous spectrum of waves, represented by the integral around the branch cut. The purpose of the asymptotic evaluation is to obtain the dominant terms in the latter.
where \( R(b_i) \) are the residues of \( G(s) \) at \( s = b_i \) (singularities in the \( s \)-plane), \( G'(0) \) is the second-order derivative of (41) evaluated at \( s = 0 \) and \( F(x) \) is the transition function as defined in (11).

It can be easily shown that the residues of \( G(s) \) at \( s = b_i \) are related to those of \( F(\xi) \) at \( \xi = \xi_i \) by

\[
R(b_i) = \frac{R(\xi_i)}{\sqrt{k_0 \xi_i}}
\]

(43)

where \( R(\xi_i) \) is defined in (32) and (33), and

\[
b_i = e^{k_e/2} \sqrt{\xi_i/k_0 - 1}
\]

(44)

where the principal branch of the above square root (Re \( b_i > 0 \)) corresponds to surface wave poles, and the other branch to leaky wave poles.

It can be seen that the solution given in (42) is in a very amenable format, involving only simple algebraic operations and the well-known transition function \( F \), which contains simple Fresnel integrals in the lossless case [11]. Also, the summations in (42) involve only one or two poles in most practical cases (which typically involve only moderately thin layers). The evaluation of the second derivative of (41) at \( s = 0 \) is also simplified by noting that:

\[
G''(s = 0) = -4jF'(s = 0)
\]

(45)

where \( F \) is \( F(U,W(\xi)) \) in (6) or (17) evaluated at \( \xi = k_0(1 - js^2) \). Although somewhat cumbersome due to the relatively functions involved, the evaluation of \( F'(s = 0) \) in (45) is straightforward, and the results for three different situations (source and observation points both along the first or second interface and along different interfaces) are given in Appendix A.

It must be mentioned at this point that a complex leaky wave pole existing on the improper sheet of the \( \xi \)-plane may contribute to the solution if it is captured in the path deformation (\( \Gamma'_0 \) into \( \Gamma'_\text{prop} \)), or it may still influence the solution if it appears close enough to the saddle point. In these cases, the asymptotic solution including only the real \( \xi \)-axis proper and improper surface wave poles will be seen to lose accuracy in the neighborhood of the source. However, this can be regarded as a second-order effect, since the complex leaky wave poles cannot appear arbitrarily close to the saddle point, while real-axis poles do. Nevertheless, these situations are rarely found in practice.

Finally, when the observation point is very close to the source, the asymptotic solution will fail, and a numerical integration procedure (see e.g., [11]) or alternative integral representations [16] must be used.

V. NUMERICAL RESULTS AND CONCLUSIONS

In this section we will first examine the accuracy of the asymptotic approximation in the three cases considered in the Appendix. The examples have been selected to show the validity of the closed-form expressions for different combinations of low and high dielectric constants, as well as thin and thick dielectric slabs (lossless case). Although magnetic materials will not be used throughout these examples, it must be mentioned that there is no essential difference in the treatment of the magnetic material and the dielectric material from a purely numerical point of view, and the asymptotic solution is equally valid for both.

In the examples shown below, one TM surface wave pole (plus two improper surface wave poles when necessary) and one TE proper or improper surface wave pole have been included in the asymptotic solution. Thus, Fig. 5 shows a comparison between the numerical evaluation of the exact \( W \) (4) and its asymptotic approximation \( (31) \) and (42)), versus lateral separation between source and observation points. The "exact" value of the function \( U \) and \( W \) is always calculated by a numerical (Gaussian) integration of (3) and (4), once the limiting behavior and singularities of the integrand have been extracted [11]. In this case, the source and observation points are located on the interface between the two dielectric layers. As can be seen, the asymptotic closed-form expression remains valid for lateral distances as small as two tenths of the free-space wavelength \( \lambda_0 \). Also, Table I shows a CPU time comparison between the calculation based on the numerical integration procedure and the asymptotic closed-form expressions. It is apparent that the use of the closed-form result in conjunction with any spatial-domain formulation will result in a substantial savings of computer time. It must also be mentioned that, in all the cases studied here, the accuracy of the asymptotic approximation for \( U \) is at least as good as it is for \( W \).

Another example is shown in Fig. 6 in which a thin, low dielectric constant slab is placed on top of a moderately thick, high dielectric constant layer. In this case, the source and observation points are along different interfaces. Again, the asymptotic solution remains valid for lateral distances of the order of 0.4\( \lambda_0 \), although probably 0.2\( \lambda_0 \) could be used for most practical purposes. In this case, there is no singularity when \( \rho \rightarrow 0 \), because the source and observation points are at least separated by the thickness of the second (superstrate) layer.

One more representative case is shown in Fig. 7, where a thick layer is now placed on top of a thin one, both with high dielectric constants. Source and observation points are here along the dielectric-air interface. As can be seen, the asymptotic solution can be used in this case almost down to one tenth of the free-space wavelength.

In general it can be said that the asymptotic closed-form expressions for \( U \) and \( W \) can be used down to a few tenths of the free-space wavelength, for source and observation points along the same or different interfaces. This also applies if source and/or observation points are embedded somewhere inside the layers. However, as it was mentioned before, in those particular situations in which a complex leaky wave pole contributes significantly to the asymptotic solution, the above expressions for \( U \) and \( W \) converge at large lateral distances from the source, of the order of one free-space wavelength. However, this restriction in the asymptotic solution can be eliminated even in the latter case if the effect of such complex leaky wave
Fig. 5. Comparison between the exact $W$ and its asymptotic approximation, for source and observation points both along the first interface.

Fig. 6. Comparison between exact and asymptotic $W$ in another example. In this case, source and observation points are along different interfaces.
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Table I

<table>
<thead>
<tr>
<th>Lateral distance ($d/\lambda_0$)</th>
<th>CPU time (milliseconds in a VAX 8550) to calculate both $U$ and $W$ at several distances from the source in the example of Fig. 5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CPU time numerical integration</td>
</tr>
<tr>
<td>0.5</td>
<td>84</td>
</tr>
<tr>
<td>1.0</td>
<td>145</td>
</tr>
<tr>
<td>2.0</td>
<td>176</td>
</tr>
</tbody>
</table>


e on example, it is known that a TM surface wave can be eliminated by using a superstrate (cover) under certain conditions [1]. It turns out that for nonmagnetic superstrates, the surface wave elimination is only possible when the substrate is very thin, whereas the use of a magnetic second layer allows for much thicker substrates. These facts can be easily shown by plotting the residue (33) at the first TM surface wave pole. This residue actually represents the "strength" with which the TM surface wave is excited, and therefore will vanish when the appropriate conditions are met. Fig. 8 shows an example in which the absolute value of the TM residue (case 1 of the Appendix) is plotted versus superstrate thickness, for both a magnetic and a non-magnetic superstrate. As can be seen, the surface wave residue for the magnetic superstrate exhibits a zero at $d_2 = 0.02\lambda_0$, while in the nonmagnetic case there is no such phenomena. It is noted that both residues reduce to the single-layer case when $d_2 \to 0$. It must also be mentioned that, for the nonmagnetic superstrate, the next (TE) surface wave arises at $d_2 = 0.033\lambda_0$, while for the magnetic case this occurs at $d_2 = 0.07\lambda_0$.

Also, by using the asymptotic closed-form expressions, we can easily plot the fields produced by an elementary source. Let us imagine an $x$-directed elementary electric dipole in a double-layer structure. If the observation point moves around the source in a circumference of radius $R$ (in the plane of the source), using (1) and (2) we can calculate the $E_{zz}$ and $E_{yz}$ "planar" radiation patterns, as a function of the aspect angle $\phi$ with the $x$-axis. Fig. 9 shows the results for a structure that supports only one TM surface wave, which produces a lobe of $E_{zz}$ in the endfire direction (note that in free space such a lobe will appear in the broadside direction). However, when another (now TE) surface wave is present, a second lobe appears around $\phi = 90^\circ$, as shown in Fig. 10. In these examples the derivatives in (1) and (2) were evaluated numerically, but for $R$ large enough to where only the
surface waves [first terms in (30) and (31)] need to be considered. It can be done analytically, yielding $\sin^2 \phi$ or $\cos^2 \phi$ type patterns corresponding to the TE or TM surface wave poles, respectively.

Finally, since the calculation of the field produced by an elementary source is extremely efficient in terms of computer time, it allows for parametric studies, like the one shown in Fig. 11. In this example, the $E_{zz}$ field produced by an elementary source at $R = 5A_0$, $\phi = 0$ is plotted as a function of both the relative permeability and thickness of the superstrate. The line shown in the figure represents the locus of the combinations $(\mu_{r2}, d_2)$ that eliminate the first TM surface wave. As can be seen, the "cut" of the above figure defined by $\mu_{r2} = 10$ is the one already shown in Fig. 8.

In conclusion, an asymptotic closed-form approximation for the Green's function of a horizontal electric dipole in a grounded double-layer configuration has been derived. This representation is valid for source and observation points anywhere in the superstrate (including interfaces), although it can be easily extended to cases in which source and/or observation points are in the substrate. The large parameter in the asymptotic approximation is the lateral separation between source and observation points, and the asymptotic solution has been checked to agree with the exact Green's function for lateral separations down to a few tenths of the free-space wavelength. Also, the usefulness of the asymptotic expressions has been demonstrated with illustrative examples. It is noted that the present asymptotic procedure can, in principle, be generalized to $n$ layers; however, the $n$ layer case would
require one to perform certain differentiations in the s plane (as in the Appendix for \( n = 2 \) case), which can become far more cumbersome than for the \( n = 2 \) case, if done analytically. At present, we are looking at efficient numerical procedures to overcome this difficult problem in the generalization to \( n \) layers. It is believed that these asymptotic closed-form expressions can greatly improve the efficiency of the present methods of analyzing printed circuits/antennas, as well as contribute to a better understanding of the related phenomena.

**APPENDIX.**

**DERIVATIVES IN THE S-PLANE**

The calculation of derivatives in the s-plane can be done in the general case as follows. We first write \( F_U, W \) in (6) and (17) using (37) as

\[
F_U[\xi = k_0(1 - js^2)] = \frac{N_U(s)}{D(s)} \tag{A.1}
\]

\[
F_W[\xi = k_0(1 - js^2)] = \frac{N_W(s) - N_m(s)}{D_m(s)} \tag{A.2}
\]

where \( D_m(\xi), D_n(\xi) \) are given in (16) and (23); and \( N_U, N_W, N_m \) are simply found by comparing (A.1) and (A.2) with (6) and (17). Now the problem has been reduced to compute derivatives of the form:

\[
F'(s) = \frac{\partial N(s)}{\partial s} \cdot D(s) - N(s) \cdot D'(s) \frac{D^2(s)}{D'(s)} \tag{A.3}
\]

Since we are only interested in the derivatives at \( s = 0 \) (i.e., \( \xi = k_0 \)), the above formula simplified to:

\[
N'(s = 0) \cdot D(\xi = k_0) - N(\xi = k_0) \cdot D'(s = 0) \frac{D^2(s)}{D'(s)} \tag{A.4}
\]

Using the formulas in Section II, \( N_U, N_W, N_m \) at \( \xi = k_0 \) are easily found. The only remaining quantities to evaluate in (A.4) are the first derivatives of \( N_U, N_W, N_m \) and \( D_m, D_n \) at \( s = 0 \). These are given by:

\[
D_n(s = 0) = (-k_0\sqrt{2}e^{k_0/\sqrt{s^2}}) \left[ \frac{j}{\mu_1} \left( \frac{\sqrt{n_1 - 1}}{\tan (k_0d_1\sqrt{n_1 - 1})} \right) \frac{\mu_2}{\sqrt{n_2 - 1}} \right]
\]

\[
\cdot (1 - e^{-2jk_0d_1\sqrt{n_1 - 1}}) + 1 + e^{-2jk_0d_1\sqrt{n_2 - 1}} \right] \tag{A.5}
\]

\[
D_m(s = 0) = (-k_0\sqrt{2}e^{k_0/\sqrt{s^2}}) \left[ \frac{j}{\epsilon_1} \left( \frac{\sqrt{n_1 - 1}}{\tan (k_0d_1\sqrt{n_1 - 1})} \right) \frac{\epsilon_2}{\sqrt{n_2 - 1}} \right]
\]

\[
\cdot (1 - e^{-2jk_0d_1\sqrt{n_1 - 1}}) + 1 + e^{-2jk_0d_1\sqrt{n_2 - 1}} \right] \tag{A.6}
\]

Note that \( D_n, D_m \) do not depend on the position of source and/or observation point, so their values at \( \xi = k_0 \) and their derivatives at \( s = 0 \) do not need to be changed in the cases described below.

**Case 1. Source and Observation Points Both Along the First Interface (z' = a, z = o):**

\[
N_U'(s = 0) = -k_0\sqrt{2}e^{k_0/\sqrt{s^2}} \frac{1 - e^{-2jk_0d_1\sqrt{n_1 - 1}}}{\sqrt{n_2 - 1}} \tag{A.7a}
\]

\[
N_W'(s = 0) = -k_0\sqrt{2}e^{k_0/\sqrt{s^2}} \sqrt{n_2 - 1} \left( 1 - e^{-2jk_0d_1\sqrt{n_1 - 1}} \right) \tag{A.7b}
\]

\[
N_m'(s = 0) = -jk_0\sqrt{2}e^{k_0/\sqrt{s^2}} \sqrt{n_1 - 1} \frac{\epsilon_2}{\epsilon_1} \left( k_0d_1\sqrt{n_1 - 1} \right) \cdot \left[ 1 + e^{-2jk_0d_1\sqrt{n_1 - 1}} \right] \tag{A.7c}
\]

**Case 2. Source and Observation Points Along Different Interfaces (z' = a, z = d):**

\[
N_U'(s = 0) = 0 \tag{A.8a}
\]

\[
N_W'(s = 0) = 0 \tag{A.8b}
\]

\[
N_m'(s = 0) = -jk_0\sqrt{2}e^{k_0/\sqrt{s^2}} \frac{\epsilon_2}{\epsilon_1} \sqrt{n_1 - 1} \tan \left( k_0d_1\sqrt{n_1 - 1} \right) \cdot \left( k_0d_1\sqrt{n_1 - 1} \right) \tag{A.8c}
\]

**Case 3. Source and Observation Points Both Along the Second Interface (z' = d, z = d):**

\[
N_U'(s = 0) = 0 \tag{A.9a}
\]

\[
N_W'(s = 0) = 0 \tag{A.9b}
\]

\[
N_m'(s = 0) = -k_0\sqrt{2}e^{k_0/\sqrt{s^2}} \left( \sqrt{n_2 - 1} \left( 1 - e^{-2jk_0d_1\sqrt{n_2 - 1}} \right) \right)
\]

\[
+ j\sqrt{n_1 - 1} \frac{\epsilon_2}{\epsilon_1} \tan \left( k_0d_1\sqrt{n_1 - 1} \right) \cdot \left( 1 + e^{-2jk_0d_1\sqrt{n_2 - 1}} \right) \tag{A.9c}
\]
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High Throughput Slotted ALOHA Packet Radio Networks with Adaptive Arrays

James Ward, Member, IEEE, and R. Ted Compton, Jr.

Abstract—We consider the use of a multiple beam adaptive array (MBAA) in a packet radio system. In a multiple beam adaptive array, a given set of antenna elements is used to form several antenna patterns simultaneously. When used in a packet radio system, an MBAA can successfully receive two or more overlapping packets at the same time. Each beam captures a different packet by automatically pointing its pattern toward one packet while nulling other contending packets. This paper describes how an MBAA can be integrated into a single-hop slotted ALOHA packet radio system and analyzes the resulting throughput for both finite and infinite user populations.

I. INTRODUCTION

In an ALOHA packet radio system, radio terminals transmit packets to each other in a common channel. In the original ALOHA system, packet collisions limit channel throughput to 18% for unslotted ALOHA and 36% for slotted ALOHA [1]. This low throughput has motivated much research on collision resolution algorithms and better protocols to obtain higher throughputs while still permitting random access [2], [3].

Underlying most work on improved protocols is the assumption that a packet terminal can receive only one packet successfully at a time. It is assumed that when two or more packets collide, none is received correctly. In some systems a capture effect [4]-[8] may allow one packet to be received correctly during a collision. However, even with capture, it is still usually assumed that a terminal can receive only one packet at a time.

The main exception to this assumption occurs in spread spectrum systems. Spread spectrum packet systems allow reception of more than one packet in the same slot [10], [11]. However, spread spectrum systems require much wider bandwidths than conventional ALOHA systems for the same information rate.

Recently, Ghez et al. [12], [13] proposed a general “Multipacket ALOHA” model in which multiple packets may be successful in each slot. Their work mainly addresses the stability and optimal control of a general multiple capture system, with the emphasis on spread-spectrum slotted ALOHA systems.

In this paper we present a new method for achieving multiple captures in a slot: the use of an adaptive array [14] as the receiving antenna at a packet radio terminal. We propose a system where the signals from a set of array elements are combined with more than one set of weights to form several simultaneous receiving patterns. We call such an array a multiple-beam adaptive array (MBAA). Each beam has its maximum response in the direction of one of the arriving packets and has nulls on the other packets. Such an MBAA allows a terminal to receive several packets successfully in each slot. Moreover, it provides this capability without any need for additional bandwidth as in a spread spectrum system.

In a previous paper [15], the authors showed how a single-beam adaptive array could be used in a slotted ALOHA system to receive one packet correctly in the presence of interfering packets. The performance improvement obtained with a single beam adaptive array is similar to that obtained with Carrier Sense Multiple access (CSMA) [16]. However, the adaptive array technique has the advantage over CSMA that it does not require all terminals in the network to be able to hear each other.

With an MBAA, however, a much more substantial improvement can be obtained than with a single-beam adaptive array. In this paper, we describe how an MBAA can be used in a slotted packet system, and we evaluate the performance of a single-hop ALOHA network with an MBAA. We obtain results for a finite population system by using a Markov chain model for the system backlog similar to that in [12]. We also obtain results for an infinite population system by applying a theorem due to Ghez et al. [13]. Our results show that a very significant improvement in both throughput and delay can be achieved with only modest MBAA capabilities.
The MBAA technique described here should not be confused with the use of multiple beam antennas in satellite communications. Satellite multiple beam antennas consist of a number of fixed beams, which divide the coverage area into spatially disjoint geographical regions. Several authors [17]-[20] have considered systems where users in a particular region (beam) access the satellite according to an ALOHA protocol. In this case, each beam represents an independent ALOHA process. The use of multiple uplink beams reduces the overall contention by allowing users from different regions simultaneous access to the satellite. However, collisions still result for users within the same region. Satellite systems with scanned beams have also been proposed [21]. In these systems, users in a given region can access the satellite only during the time when their region is covered by the satellite beam.

For the MBAA concept presented here, however, any beam can receive a packet from any user. Each beam responds adaptively to all the packets transmitted in each slot. Each packet is captured by a separate beam that nulls other contending packets. This technique allows multiple packets to be received successfully in the same slot without requiring any scheduling or reservation-based protocols. Such a system appears to be equally applicable to terrestrial or satellite packet radio systems.

The organization of the paper is as follows. Section II provides a short discussion of multiple-beam adaptive arrays and describes certain of their characteristics that are important for packet radio applications. Section III describes how an MBAA can be used in a packet radio system. In Section IV the throughput and delay performance of a slotted ALOHA system with an MBAA is calculated. Section V presents numerical results, and Section VI contains our conclusions.

II. MULTIPLE-BEAM ADAPTIVE ARRAYS

An adaptive array is an antenna that controls its own pattern, by means of feedback, while it operates [14], [22]. Fig. 1 shows an adaptive array with Nt elements. The complex signal $x_j(t)$ from element $j$ is multiplied by a complex weight $w_j$ and then summed to produce the array output signal $s(t)$. The weights are controlled by a feedback system that maximizes the signal-to-interference-plus-noise ratio (SINR) at the array output. Maximizing the output SINR typically causes the array to steer a beam toward the desired signal and to null other incident signals.

In an adaptive array, the optimal array weights, which maximize the output SINR, are given by [14]

$$W = \Phi^{-1} S,$$

where $W$ is the weight vector,

$$W = [w_1, w_2, \cdots, w_{N_t}]^T,$$

$\Phi$ is the covariance matrix,

$$\Phi = E[X^* X^T],$$

and $S$ is the steering vector,

$$S = E[X^* \tilde{r}(t)].$$

These equations, $X$ is the signal vector,

$$X = [x_1(t), x_2(t), \cdots, x_{N_t}(t)]^T,$$

and $\tilde{r}(t)$ is a locally generated reference signal, usually derived from the array output [14]. ($T$ denotes transpose and $*$ complex conjugate.)

Several algorithms can be used to control the weights in an adaptive array to make them approach the optimal weights in (1) [14]. The Sample Matrix Inverse (SMI) algorithm of Reed et al. [23], for example, is a popular technique. In the SMI algorithm, the array signals are sampled, the covariance matrix and steering vector are estimated from these samples, and the weights are obtained by solving a linear system of equations. The sample covariance matrix is calculated from

$$\hat{\Phi} = \frac{1}{N_s} \sum_{k=1}^{N_s} X^*(k)X^T(k),$$

and the sample steering vector from

$$\hat{S} = \frac{1}{N_s} \sum_{k=1}^{N_s} X^*(k)\tilde{r}(k),$$

where $X(k)$ and $\tilde{r}(k)$ denote the $k$th samples of the signal vector $X$ and the reference signal $\tilde{r}(t)$, and $N_s$ is the number of samples. The array weights are then obtained by solving

$$\hat{\Phi}W = \hat{S}$$

for $W$. Reed et al. [23] have shown that approximately $N_s = 2N_t$ samples are needed to achieve an average SINR within 3 dB of the optimal SINR. For the system described below, we assume the SMI algorithm is used.

The simple adaptive array shown in Fig. 1 has a single output signal. However, an adaptive array need not be limited to one output signal. One can obtain multiple output signals from the same set of elements by applying multiple sets of weights to the same element signals. Each set of weights yields a different array output, representing a different array pattern, or beam. It is possible to choose the weights so each pattern...
has its maximum on a different incoming packet and also has nulls on all the other packets. We shall call such an adaptive array with multiple sets of weights a multiple-beam adaptive array (MBAA). By using an MBAA as the receiving antenna at a packet radio terminal, it is possible for that terminal to receive more than one packet successfully at a time.

An MBAA with $K$ beams is essentially $K$ simple adaptive arrays operating in parallel with the same antenna elements. Each beam requires a steering vector chosen for a different incoming packet. (The next section explains how the required steering vectors may be obtained.)

Two factors limit the performance of an adaptive array: the number of degrees of freedom it has and its angular resolution. An adaptive array with $N_e$ elements has only $N_e - 1$ degrees of freedom in its pattern [14]. Each null or beam maximum formed by the array requires one degree of freedom. For this application, each MBAA beam must use one degree of freedom to form a pattern maximum on one of the packets. Thus, each beam can null up to $N = N_e - 2$ interfering packets. If there are more than $N$ interfering packets, the output SINR from the array will usually be too low for successful reception.

The resolution capability of an array depends primarily on the array aperture size but also to a lesser extent on the element patterns and the number of elements. Array resolution is important in a packet system because if the arrival angles of an interfering packet and the desired packet are too close, the array cannot simultaneously null the interference and form a pattern maximum on the desired packet. In this case, the output SINR from the array will again be too low for the reception of the desired packet. We shall characterize the resolution capability of an adaptive antenna by its resolution width $\theta_r$. We define $\theta_r$ to be the minimum angular separation between a desired and interfering packet at which the array can maintain an output SINR as large as the output SNR for a packet received by an omnidirectional antenna. In general, $\theta_r$ is much less than the beamwidth between first nulls of the array, because of the array gain. Since each beam in an MBAA uses the same antenna elements, the resolution width and the number of available adaptive array nulls are the same for each beam.

With this background, we now describe the use of an MBAA in a packet radio network.

III. A PACKET RADIO-MBAA SYSTEM

Consider a packet radio system in which multiple terminals send packets to a base station, as shown in Figs. 2 and 3. Assume the network uses a slotted ALOHA protocol. Each packet received at the base station is demodulated and checked for errors using an error detection code on the packet. If no errors are detected, the packet is successful. If errors are found, the packet is unsuccessful and is simply discarded. For each successful packet, an acknowledgment is sent from the base station back to the network. Acknowledgments are done on a different frequency than incoming packets, so the base station and the terminals can transmit and receive at the same time. Unacknowledged packets are retransmitted after a delay.

To improve the throughput into the base station, an MBAA is used as the receiving antenna at the base station. The patterns of the MBAA beams will be adapted to the incoming packets in each slot.

The main problem in using an MBAA in a packet radio network is the acquisition problem, i.e., the problem of locking each beam onto a different packet while nulling all other packets in the slot. We use the following technique for acquisition.

First, we add a special preamble to the beginning of each packet. This preamble consists of three periods of a known pseudonoise (PN) sequence [25]. Second, we make the width of the slot slightly larger than the packet width by an uncertainty interval. Packet transmission times form each user are then randomized over this interval in each slot, so each packet arrives at a slightly different time.

Packets are then acquired as follows. Suppose first that only one beam is to be formed. The goal is to point the beam toward the first packet to arrive in each slot with nulls on any other packets in that slot. For packet acquisition, a single array element with an omnidirectional pattern will be used as the receiving antenna, so any packet can access the system. The omnidirectional element output is passed through a matched filter, as shown in Fig. 4. This filter is matched to one period of the preamble PN code. At the filter output, a timing spike occurs after each period of the preamble code for each packet.

The filter output is compared to a threshold, and the first threshold crossing in the slot triggers calculation of the array weights for that packet. The weights are calculated over one period of the PN code. The element signals $x(t)$ in Fig. 1 are sampled in baseband $I$ and $Q$ samples during the entire slot. $\hat{x}$ in (6) and $\hat{S}$ in (7) are computed over one period of the preamble code by using the received samples and a stored replica of the preamble PN code. The threshold crossing is used to determine the correct timing of the $N_s$ samples used in (6) and (7). The weights are then obtained by solving (8). These weights are used for the rest of the slot.
If a second packet arrives in the same slot, the first packet will still be received successfully as long as the second packet arrives at least one bit later than the first. There are three reasons why this is so.

First, the threshold detection logic will be designed so that the weight calculation process begins only once per slot. Even though later packets in the same slot cause additional timing spikes at the matched filter output, the threshold detector will not respond to these later spikes.

Second, the length of the uncertainty interval will be chosen just less than one period of the preamble PN sequence. Consequently, all interfering packets in a given slot will be present during the second period of the first packet preamble, when the weights are calculated. Thus the interfering packets will be included in the calculation of $\hat{s}$. The presence of interfering packets in $\hat{s}$ causes the array to null the interfering packets.

Finally, when the second packet is at least one bit later than the first, it will be essentially uncorrelated with the stored code replica $r(t)$. (The cross-correlation of two PN codes is small as long as they are displaced at least one bit from one another.) Hence the second packet will have little effect on the computed value of $S$.

However, if a second packet arrives less than one bit after the first packet, the calculated value of $S$ will be in error because of the correlation between the two packets. In this case it is assumed the array will lose both packets.

Now consider packet acquisition for an MBAA that can receive multiple packets per slot. To acquire multiple packets, the signal processing in Fig. 4 will be used. Each adaptive array beam will have a separate threshold detector and weight calculation module. The first packet in a slot will trigger threshold detector 1 (TD1). When TD1 is triggered, it will enable TD2, whose function is to acquire the next packet, if another one arrives. (TD2 will not operate until after TD1 has been triggered.) Similarly, TD3, whose job is to acquire a third packet, will be enabled once TD2 is triggered, and so on. When the threshold detector for each beam is triggered, a separate weight calculation will be done to obtain the weights for that beam, in the same manner as described above.

In the next section, we analyze the performance of a packet radio system using this technique.

IV. PERFORMANCE ANALYSIS FOR A K-BEAM MBAA

In this section we model the operation of a single-hop slotted ALOHA system using an MBAA at the base station. For a finite population system, we extend the Markov chain model of Namislo [5] to include the effect of the MBAA. For an infinite population system, we make use of a theorem due to Ghez et al. [13]. In both cases the effect of the MBAA appears only through the success probabilities $P_s(i | j, K)$, where $P_s(i | j, K)$ is the probability that $i$ packets are successful in a slot, given that $j$ packets were transmitted in the slot and given that the base station MBAA has $K$ beams. We begin by obtaining these success probabilities.

A. MBAA Success Probabilities

To understand how the adaptive array affects performance, it is necessary to distinguish between acquired packets and successful packets. An acquired packet is one that trips the threshold detector and causes weight calculations to begin for that packet. Acquisition depends on the relative arrival times of the incoming packets, the length of the PN code in the acquisition preamble, and the threshold level. However, packet acquisition does not by itself guarantee successful reception. For success, the adaptive array must also be able to null other packets that arrive in the same slot. After a packet is acquired, success still depends on: 1) the arrival angles of any interfering packets in that slot (because of array resolution), 2) the number of available beams (because a packet can be acquired only when a beam is available), and 3) the total number of packets in the slot (because of the finite number of nulls available in the array). Only successful packets contribute to the system throughput.

We assume that each beam of the $K$-beam MBAA can form $N$ nulls and has a resolution width of $\theta_r$. In a given slot, we characterize each packet by an arrival time and an arrival angle. We assume that packet arrival times are random variables uniformly distributed on the interval $[0, T_n]$ within each slot, where $T_n$ is the length of the uncertainty interval in each slot. We set $T_n = (r - 1)T_b$, where $r$ is the period of the preamble PN code in bits and $T_b$ is the bit duration. We assume packet arrival angles are random variables independent of the arrival times and uniformly distributed in azimuth $[0, 2\pi]$ about the MBAA.

For the acquisition scheme described in Section III, a packet arriving at time $t_1$ is acquired if one of the beams begins weight calculation for that packet and no interfering packets arrive within $\pm T_b$ of time $t_1$. We define $P_a(l | j, K)$ to be the probability that $l$ packets are acquired given that $j$ packets are transmitted in the slot and there are $K$ beams. We also define $P_s(j | l, j, K)$ to be the probability that $j$ packets are successful given that $l$ packets are acquired, $j$ packets are transmitted, and there are $K$ beams. Because each beam has $N$ nulls, we assume that no acquired packets are successful

1In this discussion we are still considering the case of a single-beam array.
if \( j > N + 1 \). For \( j \leq N + 1 \), an acquired packet will be successful as long as no interfering packet arrives from an angle within \( \theta_0 \) of the acquired packet arrival angle.

Let \( P(l, i, j, K) \) be the joint probability that \( l \) packets are acquired and \( i \) of them are successful, given that \( j \) packets are transmitted in the slot. Then

\[
P(l, i, j, K) = P_a(l, j, K)P_{ai}(i | l, j, K). \tag{9}
\]

\( P(l, i, j, K) \) is nonzero only for \( i \leq l \), because a packet must first be acquired before it can be successful, and for \( l < K \), since we can acquire at most one packet for each beam.

Finally, the success probabilities \( P_a(i | j, K) \) are given by

\[
P_a(i | j, K) = \sum_{l=i}^{\min(j, K)} P(l, i, j, K)
\]

\[
= \sum_{l=i}^{\min(j, K)} P_a(l, j, K)P_{ai}(i | l, j, K), \tag{10}
\]

since there cannot be more acquired or successful packets than the number of packets transmitted. Under the above assumptions, the success probabilities for a single-beam adaptive array were found in [26] to be

\[
P_a(1 | j, 1) = \begin{cases} 0, & j = 0 \\ 1, & j = 1 \\ \left(1 - \frac{2}{\pi} \right) \left(1 - \frac{\theta_0}{\pi} \right)^{j-1}, & 2 \leq j \leq N + 1 \\ 0, & j > N + 1 \end{cases} \tag{11}
\]

and

\[
P_a(0 | j, 1) = 1 - P_a(1 | j, 1). \tag{12}
\]

For a two beam MBAA, the derivation of the success probabilities is straightforward but tedious. Obtaining general expressions for both \( P_a(l | j, 2) \) and \( P_{ai}(i | l, j, 2) \) involves an induction process with iterated integrals. Because of space limitations, we shall simply state the results here. The complete derivations of these results may be found in [24]. First, the two-beam acquisition probabilities are given by

\[
P_a(0 | j, 2) = 1 - P_a(1 | j, 2) - P_a(2 | j, 2), \quad j = 0, 1, 2, \ldots, \tag{13}
\]

\[
P_a(1 | j, 2) = \begin{cases} 0, & j = 0, 2 \\ 1, & j = 1 \\ \left(1 - \frac{2}{\pi} \right)^j - \left(1 - \frac{2}{\pi} \right)^j + \sum_{i=3}^{j} Q(i | j, 2), & j > 2 \end{cases} \tag{14}
\]

\[
P_a(2 | j, 2) = \begin{cases} 0, & j < 2 \\ \left(1 - \frac{2}{\pi} \right)^j, & j = 2 \\ \left(1 - \frac{2}{\pi} \right)^j, & j > 2 \end{cases} \tag{15}
\]

where

\[
Q(i | j, 2) = \left(1 - \frac{1}{r-1} \right)^j - \sum_{k=0}^{i-3} \left(\frac{j}{k} \right) \left(1 - \frac{3}{r-1} \right)^{j-k}, \quad i = 3, \ldots, j - 1, \tag{16}
\]

and

\[
Q(j | j, 2) = \left(1 - \frac{1}{r-1} \right)^j - \sum_{k=0}^{j-3} \left(\frac{j}{k} \right) \left(1 - \frac{2}{r-1} \right)^{j-k}, \quad j \geq 3. \tag{17}
\]

The \( P_{ai}(i | l, j, 2) \) are found [24] to be

\[
P_{ai}(1 | 1, j, 2) = \left(1 - \frac{\theta_0}{\pi} \right)^{j-1}, \quad j \geq 1 \tag{18}
\]

\[
P_{ai}(1 | 2, j, 2) = \begin{cases} 0, & j < 2 \\ \left(1 - \frac{\theta_0}{\pi} \right)^{j-1} + \left(1 - \frac{2\theta_0}{\pi} \right)^{j-1}, & j \geq 2 \tag{19}
\end{cases}
\]

and

\[
P_{ai}(2 | 2, j, 2) = \begin{cases} 0, & j < 2 \\ \left(1 - \frac{\theta_0}{\pi} \right)^{j-2} \left(1 - \frac{2\theta_0}{\pi} \right)^{j-2} \left(1 - \frac{2\theta_0}{\pi} \right)^{j-1}, & j > 2 \tag{20}
\end{cases}
\]

where the \( F_r(k, j) \) are given by

\[
F_r(k, j) = \frac{2}{(2\pi)^{j-1}} \int_0^{2\pi} (2\pi - 2\theta_r - \phi)^j \phi \, d\phi
\]

\[
+ \left(\frac{\theta_r}{\pi} \right)^k \left(1 - \frac{2\theta_r}{\pi} \right)^{j-1-k}, \tag{21}
\]

for \( k = 1, \ldots, j - 2 \). The two-beam success probabilities can now be found from (10).

In the numerical results below, the success probabilities for the one and two-beam cases were obtained from the above expressions. For \( K > 2 \), however, deriving general expressions for \( P_a(l | j, K) \) and \( P_{ai}(i | l, j, K) \) becomes intractable. Instead, we obtained the success probabilities for \( K > 2 \) from Monte Carlo simulations. For example, Fig. 5 shows the results of a Monte-Carlo simulation to find the success probabilities \( P_a(i | j, 2) \) for the case \( N = 8, \theta_r = 5^\circ \).

The figure shows the estimated success probabilities obtained from the Monte Carlo simulation and the actual success probabilities computed from (15)-(21). Note the excellent agreement between the two.
Similarly, \( n \) has distribution

\[
Q_n(l \mid i) = \Pr\{n_n = l \mid X_k = i\} = \binom{M - i}{l} p_r^l (1 - p_r)^{M - i - l}. \tag{23}
\]

Thus the total number of packets is distributed according to

\[
Q_t(l \mid i) = \Pr\{n_t = l \mid X_k = i\} = \sum_{s=0}^{i} Q_n(s \mid i) Q_r(l - s \mid i). \tag{24}
\]

To find the transition probabilities of the Markov chain, we consider the operation of the MBAA and enumerate the ways that each possible transition can occur. For an MBAA with \( K \) beams, at most \( K \) packets can be successful in a slot, so the state can decrease by at most \( K \) terminals in a slot. Given that the system is in state \( i \) at the beginning of a slot, the possible system transitions during the slot are to states \( j = i - \min(i, K), \ldots, i, \ldots, M \). Listed below are the ways that each possible transition may occur.

- \( j < i - K \): Not possible, since at most \( K \) packets can be successful in a given slot.
- \( j = i - t, t = 0, 1, \ldots, \min(i, K) \):
  1) \( n_n = 0, n_r \geq t, \) and \( t \) packets are successful.
  2) \( n_n = 1, n_r \geq t, \) and \( t + 1 \) packets are successful.
  3) \( n_n = 2, n_r \geq t, \) and \( t + 2 \) packets are successful.
  ...
- \( j = i - t, t = 0, 1, \ldots, M - i \):
  1) \( n_n = t, n_r \geq 0, \) and no packets are successful; all new arrivals become backlogged.
  2) \( n_n = t + 1, n_r \geq 0, \) and 1 packet is successful.
  3) \( n_n = t + 2, n_r \geq 0, \) and 2 packets are successful.
  ...
- \( j = i - t, t = 0, 1, \ldots, \min(i, K) \):
  1) \( n_n = K - t, n_r \geq t, \) and \( K \) packets are successful.
- \( j = i + t, t = 0, 1, \ldots, M - i \):
  1) \( n_n = t, n_r \geq 0, \) and no packets are successful; all new arrivals become backlogged.
  2) \( n_n = t + 1, n_r \geq 0, \) and 1 packet is successful.
  3) \( n_n = t + 2, n_r \geq 0, \) and 2 packets are successful.
  ...
- \( j = i + t, t = 0, 1, \ldots, \min(i, K) \):

From the information above and the success probabilities, the transition probabilities \( P_{i,j} = \Pr\{X_{k+1} = j \mid X_k = i\} \) can be written as

\[
P_{i,j} = 0; \quad i = K + 1, \ldots, M, \quad j < i - K, \tag{25}
\]

\[
P_{i,i-t} = \sum_{m=0}^{K-t} Q_n(m \mid i) \sum_{l=t}^{i} Q_r(l \mid i) P_s(m + t \mid l + m, K); \quad i = 1, \ldots, M, \quad t = 1, \ldots, \min(i, K), \tag{26}
\]

\[
P_{i,i+t} = \sum_{m=t}^{K+t} Q_n(m \mid i) \sum_{l=0}^{i} Q_r(l \mid i) P_s(m - t \mid l + m, K); \quad i = 0, \ldots, M, \quad t = 0, 1, \ldots, M - i. \tag{27}
\]

We denote the transition probability matrix as \( P = [P_{i,j}] \).

This Markov chain is irreducible, aperiodic, and ergodic, since the number of states is finite. Consequently, there exists
a limiting probability distribution \( \pi = [\pi(0), \pi(1), \cdots, \pi(M)] \)
given by the solution to the linear system of equations [27]

\[
\pi = \pi P
\]  

subject to the constraint

\[
\sum_{i=0}^{M} \pi(i) = 1 .
\]  

Once the \( \pi(i) \) are found, we can determine the average (long run) throughput, delay, and backlog of the system. In any slot, the throughput can be from 0 to \( K \) packets. We define the conditional throughput \( S(i) \) to be the average number of successful packets in a slot given that \( i \) terminals are blocked at the beginning of the slot.

\[
S(i) = \sum_{m=1}^{K} m \Pr\{m \text{ packets are successful} | X_k = i \}
\]

\[
= \sum_{m=1}^{K} m \sum_{l=0}^{M} Q_l(l|i) P_s(m|l,K) .
\]  

The average throughput is then

\[
S = \sum_{i=0}^{M} S(i) \pi(i) .
\]  

The average backlog \( B \) is the average number of blocked terminals,

\[
B = \sum_{i=0}^{M} i \pi(i) .
\]  

The new packet input rate in state \( i \) is

\[
S_{in}(i) = (M - i) p_C .
\]  

In the steady state, the average input rate equals the average throughput, so

\[
S_{in} = S_{in}(B) = S .
\]  

We use Little's theorem [28] to express the average delay \( D \) experienced by a new packet as

\[
D = \frac{B}{S_{in}} = \frac{B}{S} .
\]  

Due to the single packet buffer assumption, the delay results obtained here are a lower bound on the delay in any system with queues at the terminals. The quantities \( S, B, \) and \( D \) will be used to compare the performance of the system with different MBAA capabilities.

C. Infinite Population

Ghez et al. [12], [13] have recently studied the stability and control of a general multiple capture slotted ALOHA system with an infinite population of users. An infinite population slotted ALOHA system is said to be stable if the backlog Markov chain is ergodic; it is unstable otherwise [29], [30]. Without dynamic control of \( p_r \), the infinite population system with an MBAA is always unstable unless the number of nulls is infinite. However, slotted ALOHA with an MBAA can be stabilized in the same manner as other ALOHA systems [2]. Ghez et al. [13] have proven a useful theorem that gives the maximum achievable throughput under optimal control of \( p_r \) for a general multiple capture system. We state the theorem below and apply it to our MBAA system. The resulting curves (described in Section V) provide insight as to the effects of the MBAA parameters. The reader is referred to [13] for the proof and for details on the control scheme.

Theorem 1 ([13]): If new packet arrivals are Poisson distributed, the maximum throughput \( S_o \) achievable in a multiple capture channel with optimal control is

\[
S_o = \sup_{x \geq 0} t(x) ,
\]  

where

\[
t(x) = e^{-x} \sum_{n=1}^{\infty} \frac{x^n}{n!} C_n ,
\]  

and

\[
C_n = \sum_{k=1}^{n} k P_s(k|n) .
\]  

\( C_n \) is the average number of successes given that \( n \) packets are transmitted.

To apply the above theorem to the case of a \( K \)-beam MBAA, we replace the \( P_s(k|n) \) in (38) with our \( K \)-beam success probabilities \( P_s(k|n,K) \) from (10). Recall that \( P_s(k|n,K) = 0 \) for \( n > N + 1 \), so that

\[
t(x) = e^{-x} \sum_{n=N+1}^{\infty} \frac{x^n}{n!} C_n .
\]  

Since \( t(x) \) is nonnegative and continuous with \( t(0) = t(\infty) = 0 \),

\[
\sup_{x \geq 0} t(x) = \max_{x \geq 0} t(x) .
\]  

Thus \( S_o \) is given as the maximum of (39).

V. NUMERICAL RESULTS

In this Section we present typical performance results for a network equipped with an MBAA. First we examine a finite population of \( M = 50 \) terminals using the results of Section IV-B.

Fig. 6 shows the conditional throughput \( S(i) \) as a function of the number of blocked users for several cases when \( p_r = 0.2 \) and \( p_C = 0.02 \) so that, on average, more than one packet
Adaptive array is added and the number of beams is increased. Traffic is high, the delay improvement provided by additional beams and nulls per beam are increased. Note that when the input traffic per slot is arriving at the base station, \( S(i) \) and \( S_m(i) \) (the load line) are plotted for MBAA beams with \( K = 1 \) to \( 6 \) beams. These curves are for \( N = 8 \) nulls and \( \theta = 5^\circ \), corresponding to a 10-element antenna array. The period of the preamble PN code is \( r = 63 \). Fig. 6 also shows the \( S(i) \) that results for slotted ALOHA without an adaptive array. It may be seen that the compound gain increases significantly as the adaptive array is added and the number of beams is increased. Conditional throughput levels of nearly 4 packets per slot are possible with a 6-beam MBAA.

Fig. 6 also provides insight into the stability and average performance of the system. Although the Markov chain describing the finite population slotted ALOHA system is always ergodic, we can discuss the stability in the sense of [1], [31]. The finite population ALOHA model is said to be stable if there is a single intersection point of the \( S(i) \) and \( S_m(i) \) curves. Ideally, this intersection point should occur in a region of high throughput and low delay. If there is one intersection point in a region of very low throughput and high delay, the system is said to be saturated, and if more than one intersection point exists, the system operates in a bistable mode, in which case the average performance is typically poor. When there is only one intersection point, the average performance is approximated by the performance level at the intersection point. We see that without an adaptive array, performance is very poor, with essentially zero throughput and almost all terminals blocked. This is to be expected, since the total traffic is more than one packet per slot. All the MBAA cases are 'stable.' In general, increasing any of the MBAA capabilities has a stabilizing effect on the system. As \( K \) is increased the average throughput increases from 0.83 packets/slot with \( K = 1 \) to 0.994 packets/slot for \( K > 3 \) beams.

For larger \( K \), the input traffic \( (p_n, M) \) or the retransmission probability \( (p_r) \) can also be increased substantially while still maintaining "stability." In Fig. 6, near optimal throughput of \( M p_n = 1.0 \) packets per slot is achieved with only 2 beams, and the performance for 3 or more beams is essentially the same as for the 2-beam case. For \( K \geq 2 \), we could improve the delay performance slightly by increasing \( p_r \), but the average throughput will not increase noticeably since the 2-beam throughput is already very close to the maximum. However, for \( K \geq 2 \), \( M p_n \) is much less than the maximum value of the conditional throughput, so there is room for the average throughput to be significantly increased by increasing the input traffic.

Fig. 7 shows the average performance as a function of \( p_n \). The retransmission probability is 0.2 for all cases. Fig. 7(a) shows the average throughput. For lower traffic, the rise in average throughput is approximately linear with \( p_n \). In this region there is essentially no backlog and the maximum average throughput of \( S = M p_n \) is nearly attainable. The length of this linear region increases with the number of beams until the total traffic on average exceeds the adaptive array capabilities. As \( p_n \) increases, more collisions are destructive (no captures) due to either poor acquisition (a collision in time), insufficient array resolution (a collision in angle), or not enough nulls per beam. Thus, the average throughput peaks and begins to decrease. Increasing \( p_n \) further drives the system toward saturation where nearly all terminals are blocked.

Fig. 7(b) shows \( D \) versus \( S \) for the same cases. These curves exhibit the typical bistable ALOHA behavior. Any throughput less than the maximum can be achieved at a desirable low delay point or at an undesirable high delay point. Fig. 7(c) shows the average delay versus \( p_n \). When the input traffic is high, the delay improvement provided by additional beams can be quite large. The increased capacity provided by the multiple beams reduces the delay experienced when the system is highly backlogged. Fig. 7(d) shows the average backlog.

We now show results for an infinite population form Section IV-C. For a particular choice of MBAA parameters, we compute \( t(z) \) from (39) and find its maximum numerically. This maximum value is \( S_c \). Fig. 8 shows \( S_c \) as the number of beams and nulls per beam are increased. Note that when \( N = 0 \), we get the standard slotted ALOHA (no MBAA) maximum throughput of \( c^{-1} \). Several important points are evident. For a given number of beams there is a minimum number of nulls above which no further improvement in throughput is obtained. As the number of beams increases, one needs more nulls per beam to attain the maximum \( S_c \) (for that \( K \)). Also, the improvement gained by adding beams becomes larger as the number of nulls increases, until the maximum \( S_c \) is attained. However, this increase in throughput becomes smaller with each additional beam.

Fig. 9 shows how \( S_c \) depends on the resolution width \( \theta_r \) for a 3-beam adaptive array. As expected, the maximum \( S_c \) increases as the resolution of the array improves (as \( \theta_r \) decreases). More nulls per beam are required to achieve the maximum \( S_c \) for an array with good resolution than for one with poor resolution.

Fig. 10 shows how \( S_c \) decreases for a 3-beam array as the period \( r \) of the preamble code, and thus the length of the uncertainty interval \( T_u \), decreases. The reduction in \( S_c \) is due to the reduced probability of acquiring packets. In general, \( S_c \) drops less as \( r \) is reduced from the ideal case of \( r = \infty \).
than when $\theta_r$ is increased from the ideal case of $\theta_r = 0^\circ$.

Furthermore, the drop in $S_o$ with either $\theta_r$ or $r$ becomes more severe as the number of beams is increased. In other words, very good acquisition and resolution performance is necessary to obtain the full benefit of a large multiple beam capability. In the ideal case of $\theta_r = 0$, $r = \infty$, the maximum throughput approaches $K$ as $N$ is increased for a $K$-beam MBAA.

It should also be noted that the maximum throughput in an infinite population model is always less than that of any finite population model. However, we have observed that the infinite population results closely match those for finite population systems of $M \geq 20$ terminals.
VI. CONCLUSIONS

In this paper we have proposed the use of a multiple-beam adaptive array to improve the performance of a slotted ALOHA packet radio network. Each beam captures a different packet by automatically pointing its maximum at one packet in each slot and adaptively nulling other packets in that slot. We presented a procedure for packet acquisition and analyzed the performance of a packet system with an MBAA. It was shown that throughput levels between 2 and 4 packets per slot are possible with only modest MBAA capabilities. Even higher throughputs are possible with increased MBAA capabilities. Because this MBAA technique can be used with narrowband packets, it is an attractive alternative to spread-spectrum multiple access techniques.
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A Reciprocity Formulation for the EM Scattering by an Obstacle Within a Large Open Cavity

Prabhakar H. Pathak, Fellow, IEEE, and Robert J. Burkholder, Member, IEEE

Abstract — A formulation based on a generalized reciprocity theorem is developed for analyzing the external high frequency EM scattering by a complex obstacle inside a relatively arbitrary open-ended waveguide cavity when it is illuminated by an external source. This formulation is also extended to include EM fields whose time dependence may be non-periodic. A significant advantage of this formulation is that it allows one to break up the analysis into two independent parts; one deals with the waveguide cavity shape alone and the other with the obstacle alone. Thus, it is useful for independently estimating the scattering effects due to modifications in the waveguide cavity shape for a given type of large complex obstacle, and due to different types of complex obstacles for a given type of large open waveguide cavity shape, respectively, without requiring one to treat the entire configuration each time one of these is changed. The external scattered field produced by the obstacle (in the presence of the waveguide cavity structure) is given in terms of a generalized reciprocity integral over a surface \( S_T \) corresponding to the interior waveguide cavity cross-section. The field \( S_T \) is sufficiently close to the obstacle. Furthermore, the fields coupled into the cavity from the source in the exterior region generally need to propagate only one-way via the open front end (which is directly illuminated) to the interior surface \( S_T \) in this approach, and not back, in order to find the external field scattered by the obstacle.

I. INTRODUCTION

A FORMULATION based on a generalized reciprocity theorem is developed for analyzing the high frequency electromagnetic (EM) scattering by relatively arbitrary open-ended waveguide cavities containing a large complex interior obstacle or termination. An extension of this formulation to include EM fields with non-periodic or arbitrary time dependence is also presented. These results are of significant interest in scattered field and EM coupling predictions. An important advantage of the formulation developed here is that it allows one to independently estimate the effects on the overall cavity-obstacle scattering due to modifications in the waveguide cavity shape for a given interior obstacle, and due to different obstacles for a given open waveguide cavity shape, respectively, without having to analyze the entire cavity-obstacle configuration each time one of them (i.e., the cavity shape or the obstacle) is changed. The latter aspect will be discussed in more detail in a separate paper.

A typical geometry of the general problem under consideration is depicted in Fig. 1. The geometry is illuminated by an external current source (at \( P' \)), and the observer is also assumed to be in the external region (at \( P \)). It is primarily of interest in this study to be able to analyze the external scattering from a geometry of the type in Fig. 1 for cases where the open front end of the cavity is directly illuminated by the source, and for observation points which are also in direct view of the open front end, as shown in the figure. Furthermore, the medium surrounding the cavity structure is taken to be free space and the external surface as well as the interior cavity walls are assumed to be impenetrable (e.g. perfectly conducting walls with or without material coating). \( S_T \) is an arbitrary surface which either encloses the interior obstacle or partitions the obstacle/termination region from the rest of the open-ended waveguide region (as in Fig. 1), and \( S_E \) is the surface defined by the open back end of the cavity beyond the obstacle. It is noted that as a special case, the back end of the cavity (at \( S_E \)) could be closed, or the obstacle itself could form a termination which completely closes the back end of the cavity. Furthermore, the waveguide region beyond the obstacle could also, as a special case, be made semi-infinite. These latter special cases of the more general situation depicted in Fig. 1 are discussed in Section II.

The formulation for the field scattered into the exterior region by just the interior obstacle is based on a generalized reciprocity integral which requires a knowledge of the fields on the surfaces \( S_T \) and \( S_E \) due to the illumination from the original current source (at \( P' \)) with the obstacle present, and it also requires a knowledge of the fields on \( S_T \) and \( S_E \) due to a conveniently chosen impressed test current source placed at the...
observer location (at $P$) but in the absence of the obstacle and with the original source turned off. This reciprocity integral which exists over $S_T$ and $S_E$ is shown in the next section to furnish the field scattered into the exterior by the obstacle in the presence of the waveguide cavity structure. Such a formulation has the additional advantage that, in most cases of practical interest, the fields coupled into the cavity from the sources in the exterior region need to propagate only one-way (in the forward direction) via the open front end to the interior surface $S_T$, and not back (in the reverse direction), in order to find the external field scattered by the obstacle. More will be said about this property later.

The development of the generalized reciprocity integral is given in Section II, and Section III discusses some methods for finding the relevant field quantities which appear within this integral. Section IV presents some numerical results based on this development, and compares them with the corresponding solutions obtained without the use of the generalized reciprocity integral for the sake of establishing an independent check. An $e^{j\omega t}$ time convention for the fields and sources is assumed and suppressed for the periodic or time harmonic case. Also, the cavity-obstacle configuration is assumed to be embedded in free space.

II. GENERALIZED RECIPROCITY INTEGRAL FOR TIME HARMONIC INTERIOR OBSTACLE SCATTERED FIELDS

Consider the open-ended waveguide cavity configuration illustrated in Fig. 1 which is illuminated by an external impressed electric current source $\mathbf{J}'(P')$ and a magnetic current source $\mathbf{M}'(P')$ at $P'$. Let ($E_c', H_c'$) denote the (electric, magnetic) fields which are produced by these sinusoidally time varying impressed sources $\mathbf{J}'(P')$ and $\mathbf{M}'(P')$ when the cavity structure is present but with the interior obstacle absent. The $\mathbf{J}'(P')$ and $\mathbf{M}'(P')$ radiating in the presence of the cavity structure and the obstacle produce the fields ($E, H$) where

$$\begin{align*}
E &= E_c' + E_e\quad (1) \\
H &= H_c' + H_e\quad (2)
\end{align*}$$

and ($E_e, H_e$) therefore denote the fields scattered by just the interior obstacle but in the presence of the cavity walls. Note that the above fields satisfy the following Maxwell's Curl equations:

$$\begin{align*}
\nabla \times E &= -j\omega \mu_e H - \mathbf{J}'(P') \\
\nabla \times H &= \mathbf{M}'(P') + j\omega e E \\
\nabla \times E_c' &= -j\omega \mu_e H_c' - \mathbf{J}'(P') \\
\nabla \times H_c' &= \mathbf{J}'(P') + j\omega e E_c'
\end{align*}\quad (3-4)$$

and hence,

$$\begin{align*}
\nabla \times E_e &= -j\omega \mu_e H_e \\
\nabla \times H_e &= j\omega e E_e
\end{align*}\quad (5)$$

It is of primary interest to find ($E_e, H_e$) at any external point $P$ when $P$ is on the same side of the cavity as the original source at $P'$. The fields ($E_e, H_e$) can be found in terms of a set of test fields, ($E_t, H_t$), which are produced by an electric current test source $\mathbf{J}_t(P)$ at $P$ that has the same frequency as ($\mathbf{J}', \mathbf{M}'$) when it radiates with the cavity structure present but with the interior obstacle absent, as illustrated in Fig. 2. The fields ($E_t, H_t$) satisfy the following Maxwell's Curl equations:

$$\begin{align*}
\nabla \times E_t &= -j\omega \mu_e H_t \\
\nabla \times H_t &= \mathbf{J}_t(P) + j\omega e E_t
\end{align*}\quad (6)$$

The fields ($E_e, H_e$) can be related to the fields ($E_t, H_t$) via the divergence theorem applied to the quantity $E_c' \times H_t - E_t \times H_c'$ within the volume $V_e$ which is bounded by the surfaces $[S_T + S_E + S_e + S_g + \Sigma]$ as shown in Figs. 1 and 2. Thus,

$$\int_{V_e} \nabla \cdot (E_c' \times H_t - E_t \times H_c') \, dv = -\int_{\Sigma + S_e + S_g + S_T + S_g} (E_c' \times H_t - E_t \times H_c') \cdot \mathbf{n} \, ds \quad (7)$$

where $\mathbf{n}$ is the unit normal vector which points into the region $V_e$. Using (5) and (6), the L.H.S. of (7) reduces, via the radiation and boundary conditions together with some vector algebra, to

$$\int_{V_e} \mathbf{J}_t(P) \cdot E_e' \, dv = \int_{S_T + S_g} (E_c' \times H_t - E_t \times H_c') \cdot \mathbf{n} \, ds \quad (8)$$

It is noted that the fields satisfy the radiation condition on $\Sigma$ as $\Sigma \to \infty$, hence the integral on $\Sigma$ vanishes in (7). For perfectly conducting walls, both $\mathbf{n} \times E_e'$ as well as $\mathbf{n} \times E_t$ vanish on $S_e + S_g$, so that the integrals on those boundaries also vanish in (7); on the other hand if these walls are coated with absorbing layers, then $S_e + S_g$ is taken to be on the conducting walls, whereas, if the walls are impenetrable then $S_e$ and $S_g$ can be made to lie just within the impenetrable wall of some thickness (however small), so that the integrals on $S_e$ and $S_g$ can be made to vanish again in (7). This leaves one with integrals only over $S_T$ and $S_E$ on the R.H.S. of (7), thereby leading directly to the expression on the R.H.S.
of (8). The result in (8) constitutes a generalized reciprocity relationship because \((E^o_x, H^o_z)\) and \((E^t_x, H^t_z)\) are evaluated in different environments, i.e., \((E^o_x, H^o_z)\) are found with the interior obstacle present while \((E^t_x, H^t_z)\) are found with the interior obstacle absent. In contrast, the standard reciprocity theorem [1] relates a pair of fields (due to a pair of sources) in the same environment.

Let the test current \(J_t(P)\) be a point source of strength \(P_t\); thus,

\[
J_t(P) = P_t \delta(r'' - r)
\]

where \(r\) is the position vector of the observation point at \(P\) and \(r''\) is the variable of integration (in \(V_o\)) on the L.H.S. of (8). Now, from (8) and (9) one obtains,

\[
P_t \cdot E^o_z(r) = \int_{S_T + S_E} (E^o_x \times H^o_z - E^t_x \times H^t_z) \cdot n \, dS. \quad (10)
\]

When the source and observer are in direct view of the open front end, as in the case shown in Fig. 1, then the contribution to \(E^o_z(r)\) at \(P\) from the integration over \(S_E\) in (10) is, in general, sufficiently small in comparison to that from the integration over \(S_T\) for a relatively large obstacle, as is assumed to be the case here. Therefore, (10) can be approximated in this case by:

\[
P_t \cdot E^o_z(r) \approx \int_{S_T} (E^o_x \times H^o_z - E^t_x \times H^t_z) \cdot n \, dS. \quad (11)
\]

It is noted that (11) is obtained exactly if the cavity is closed at the end \(S_E\), or if the obstacle is assumed to totally block \(S_E\) from \(S_T\). One can also arrive at (11) exactly if the surface \(S_E\) is allowed to recede to infinity so that the open-ended cavity configuration in Fig. 1 becomes semi-infinite (as \(S_E\) recedes to \(\infty\)). In the latter case, one must impose a physical requirement that there are only outgoing waves crossing \(S_E\) and no waves incoming (or reflected back) into the cavity from \(S_E\) as \(S_E \to \infty\). This in turn implies that the waveguide cavity region near and at \(S_T\) must be assumed to be uniform (i.e., with a constant cross section) if \(S_E \to \infty\); one can then define an orthogonal set of waveguide modes at \(S_T\) and express \((E^o_x, H^o_z)\) as well as \((E^t_x, H^t_z)\) in terms of these modes within the uniform waveguide region. It follows from modal orthogonality that the integral over \(S_E\) (as \(S_E \to \infty\)) vanishes in (10) for the latter case thereby leading to the desired result in (11). On the other hand, if the waveguide cavity is made lossy (or even slightly lossy) as \(S_E \to \infty\), then the integral over \(S_E\) in (10) vanishes once more thereby leading again to (11). Furthermore, if it is assumed that the interior reflection of the waves back into the cavity from the electrically large open front end is small, then \((E^o_x, H^o_z)\) at \(S_T\) may be approximated simply by the fields denoted by \((E^o_x, H^o_z)\) within the cavity which are scattered by the obstacle, but which exclude the effects of all multiple wave interactions between the obstacle and the open front end. Likewise, one may approximate \((E^t_x, H^t_z)\) at \(S_T\) in (11) by the fields denoted as \((E^{t*}_x, H^{t*}_z)\) which arrive directly at \(S_T\) from \(J_t(P)\) via the open front end, but which exclude any contributions arriving from \(J_t(P)\) via the open end at \(S_E\) in Fig. 2 and which also exclude any effects of multiple wave interactions between the open front end and the back end \(S_E\); therefore, \((E^{t*}_x, H^{t*}_z)\) are found by tracking the fields one way from \(J_t(P)\) at \(P\) to \(S_T\) via the open front end. Finally, under the above approximations which are assumed to hold true, (11) leads to the following desired result for the field \(E^o_z(P)\) scattered at \(P\) by the interior obstacle when the cavity-obstacle configuration of Fig. 1 is illuminated externally by \(J_t(P')\); namely,

\[
E^o_z(P) \cdot P_t \approx \int_{S_T} (E^o_x \times H^o_z - E^{t*}_x \times H^{t*}_z) \cdot n \, dS. \quad (12)
\]

It is noted that \(E^o_z(P)\) on the L.H.S. of (12) can be found via the R.H.S. of (12) in terms of \((E^o_x, H^o_z)\) and \((E^{t*}_x, H^{t*}_z)\), both of which need to be evaluated only over the interior surface \(S_T\) near the obstacle. An alternative form of (12) can be expressed as:

\[
E^o_z(P) \cdot P_t \approx \int_{S_e} (E^o_x \times H^o_z - E^{t*}_x \times H^{t*}_z) \cdot n \, dS \quad (13)
\]

where the integration is over a closed surface \(S_e\) which encapulates the obstacle.

III. ON THE EVALUATION OF \((E^{t*}_x, H^{t*}_z)\) AND \((E^o_x, H^o_z)\) AT \(S_T\) FOR THE TIME-HARMONIC CASE

For relatively arbitrary cavities and for high frequencies, \((E^{t*}_x, H^{t*}_z)\) in (12) can be evaluated, for example, by the shooting and bouncing ray (SBR) technique [2]-[5], the Gaussian beam (GB) shooting method [4], [5] or the generalized ray expansion (GRE) technique [5], [6]. As mentioned in the introduction, the use of (12) requires that the fields from the exterior sources at \(P\) and \(P'\) need to propagate only one-way via the open front end to \(S_T\) and not back. Furthermore, the GB/GRE methods require shooting a set of beams/rays only once from the open front end since the launching directions of these beams/rays and hence the propagation paths within the cavity are independent of the source location (i.e., whether the excitation be at the original source at \(P\) or be at the observation point \(P'\) for generating \((E^{t*}_x, H^{t*}_z)\); only the initial beam/ray amplitudes depend on the excitation. The fields \((E^o_x, H^o_z)\) can be found by first obtaining \((E^{t*}_x, H^{t*}_z)\) at \(S_T\), which are the fields incident from the original source \(J_t(P')\) at \(P'\) in the absence of the interior cavity obstacle; \((E^{t*}_x, H^{t*}_z)\) are found in exactly the same manner as \((E^{o}_x, H^{o}_z)\) and are thus based on the same assumptions and approximations as those required to find \((E^{t*}_x, H^{t*}_z)\). It may be possible that the interior reflection from some types of obstacles can be analyzed using ray methods, in which case the ray fields \((E^{o}_x, H^{o}_z)\) enter the cavity after being excited by the original source \(J_t(P')\) and continue beyond \(S_T\) into the obstacle-cavity region to subsequently reflect back from the obstacle to \(S_T\) as \((E^{o}_x, H^{o}_z)\). In the event that an analytical approach based on ray methods either cannot be used or does not easily lend itself to find \((E^o_x, H^o_z)\), it may be possible to employ a numerical approach to accomplish this task. Such a numerical approach may be based on a partial differential equation solution of the wave problem using the finite element
or finite difference methods, or the integral equation solution based on the method of moments, or a hybrid combination of both methods to provide \((E_o, H_o)\) once \((E', H')\) is given. In these numerical methods, it would be worth employing the "Green's function" for the cavity without the obstacle in the region beyond \(ST\) which would otherwise contain the obstacle, so that only the fields (or currents) induced in/on the obstacle would need be found, because the presence of the cavity walls is automatically accounted for by this Green's function. Furthermore, the Green's function for the cavity without the obstacle can be represented locally by an eigenfunction expansion for waveguide cavities with, for example, a circular cross section in the region where the obstacle would otherwise be present, or be approximated via ray methods in the case of arbitrary cavities for which modes cannot be defined in the usual manner. If neither the analytical nor the numerical methods can be employed effectively to find \((E_o, H_o)\), as may be the case for highly complex and electrically large obstacles, then alternative (e.g. experimental) methods must be employed.

It is noted that the \((E_o, H_o)\) can also be found, in principle, via a different approach which employs any of the aforementioned techniques such as the ray methods, numerical methods or other alternative (e.g. experimental) techniques to develop a local Green's function for the obstacle-cavity region contained between \(ST\) and \(SE\) with the obstacle present. This local obstacle-cavity Green's function would provide the response at \(ST\) due to a point source also located in the same plane \(ST\) and with the obstacle present. Such a Green's function can be constructed approximately, but with sufficient accuracy, to emphasize only the local cavity-obstacle region between \(ST\) and \(SE\); it would then also furnish the obstacle response \((E_o, H_o)\) at \(ST\) due to an excitation \((E', H')\) at \(ST\) due to the original source \(J_t\) at \(P'\). The evaluation of \((E', H')\) on \(ST\) are totally dependent on the long waveguide cavity shape from the open front end (directly illuminated by \(J_t(P')\) and \(J_t(P)\), respectively) to the fictitious plane \(ST\); whereas, the local cavity-obstacle Green's function alluded to above (and which plays a role in furnishing \((E_o, H_o)\)) depends primarily on the short cavity section between \(ST\) and \(SE\) containing the obstacle. Thus, one can separate the effects of the short obstacle region of the cavity from the rest of the cavity, and indeed very effectively ascertain how a given obstacle affects a variety of long waveguide cavity shapes connected to the short part of the cavity containing the obstacle, and vice versa. Yet another different, but related, approach which separates the analysis of the shape dependent cavity region from the obstacle region is described in [7]–[9].

### IV. Generalized Reciprocity Integral for Interior Obstacle Scattered Fields for Arbitrary Time Dependent Excitation

The general result obtained in (8) of Section II for sinusoidally time varying (or time harmonic) fields can be extended directly to fields whose time dependence is arbitrary, as will be shown below. Indeed, a procedure for extending the frequency domain (or time harmonic) form of a reciprocity theorem as originally developed by Lorentz into a form valid for fields with non-periodic time dependence has been presented by Goubau [10]. The present procedure for the development of the time dependent form of (8) follows essentially from [10]. Since (8) represents a result which is valid for all frequencies \(f\), it can be converted as usual into the time domain via the inverse Fourier transform defined by

\[
f(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} F(\omega) e^{j\omega t} d\omega \quad (14a)
\]

where \(f(t)\) is an arbitrary time dependent function synthesized from the frequency domain spectrum function \(F(\omega)\). The \(F(\omega)\) can be found from the direct Fourier transform of \(f(t)\)

\[
F(\omega) = \int_{-\infty}^{\infty} f(t) e^{-j\omega t} dt. \quad (14b)
\]

The relationship in (14a) and (14b), between the transform pair \(f(t)\) and \(F(\omega)\), is commonly denoted by:

\[
f(t) \leftrightarrow F(\omega). \quad (14c)
\]

Next, employing the spectral inversion of (14a) to (8) yields

\[
\frac{1}{2\pi} \int_{V_c} \int_{-\infty}^{\infty} d\omega e^{j\omega t} E_e(\vec{P}'; \omega) \cdot J_t(\vec{P}, \vec{P}'; \omega)
\]

\[
= \frac{1}{2\pi} \int_{S_T+SE} ds \int_{-\infty}^{\infty} d\omega e^{j\omega t} \n \cdot \left[ E_e(\vec{P}; \omega) \times H_t(\vec{P}; \omega) \right.
\]

\[
\left. + H_o(\vec{P}; \omega) \times E_e(\vec{P}; \omega) \right] \bigg|_{ST} \quad (15)
\]

The orders of integration have been interchanged in (15). Following the notation in (14c), one may introduce the necessary time domain field quantities via the relations:

\[
\mathcal{E}_e(\vec{P}; t) \leftrightarrow E_e(\vec{P}; \omega); \quad (16a)
\]

\[
\mathcal{H}_e(\vec{P}; t) \leftrightarrow H_e(\vec{P}; \omega); \quad (16b)
\]

\[
\mathcal{E}_o(\vec{P}; t) \leftrightarrow E_o(\vec{P}; \omega); \quad (17a)
\]

\[
\mathcal{H}_o(\vec{P}; t) \leftrightarrow H_o(\vec{P}; \omega); \quad (17b)
\]

\[
J_t(\vec{P}, \vec{P}'; t) \leftrightarrow J_t(\vec{P}, \vec{P}'; \omega). \quad (18)
\]

At this juncture, it is useful to represent the \((E_e, H_e)\) spectral (frequency domain) values in (15) by the arbitrary time domain functions \((\mathcal{E}_e, \mathcal{H}_e)\) which they synthesize:

\[
\int_{V_c} \int_{-\infty}^{\infty} d\omega e^{j\omega t} \int_{-\infty}^{\infty} d\tau e^{-j\omega \tau} \mathcal{E}_e(\vec{P}; \tau) \cdot J_t(\vec{P}, \vec{P}'; \omega)
\]

\[
= \int_{S_T+SE} ds \int_{-\infty}^{\infty} d\omega e^{j\omega t} \int_{-\infty}^{\infty} d\tau e^{-j\omega \tau} \n
\cdot \left[ \mathcal{E}_e(\vec{P}; \tau) \times \mathcal{H}_e(\vec{P}; \omega) \right.
\]

\[
\left. + \mathcal{H}_o(\vec{P}; \tau) \times \mathcal{E}_e(\vec{P}; \omega) \right] \bigg|_{ST} \quad (19a)
\]
Performing the integration on \( \omega \) in (19a) yields
\[
\int_{V_t} dv \int_{-\infty}^{\infty} dr \mathcal{E}_c^2(F, r) \cdot \mathcal{H}_c(F, \mathbf{r}; t - \tau)
\]
\[
= \int_{S_T + S_E} ds \int_{-\infty}^{\infty} dr \mathbf{\hat{n}} \cdot \left[ \mathcal{E}_c^2(F, \tau) \times \mathcal{H}_c(F, t - \tau) + \mathcal{H}_c^2(F, \tau) \times \mathcal{E}_c(F, t - \tau) \right]_{S_T + S_E}.
\]
(19b)

If one assumes an impulsive behavior for \( \mathcal{J}_t \) in both space and time, then:
\[
\mathcal{J}_t(F, \mathbf{r}'; t) = \mathcal{P}_t \delta(\mathbf{r} - \mathbf{r}') \delta(t).
\]
(20)

It follows from (20) that \( \mathcal{J}_t(F, \mathbf{r}'; t - \tau) = \mathcal{P}_t \delta(\mathbf{r} - \mathbf{r}) \delta(t - \tau) \); incorporating this information into (19b) yields
\[
\mathcal{E}_c^2(F, t) \cdot \mathcal{P}_t = \int_{S_T + S_E} ds \int_{-\infty}^{\infty} dr \mathbf{\hat{n}} \cdot \left[ \mathcal{E}_c^2(F, \tau) \times \mathcal{H}_c(F, t - \tau) + \mathcal{H}_c^2(F, \tau) \times \mathcal{E}_c(F, t - \tau) \right]_{S_T + S_E}.
\]
(21)

The above result in (21), which is in the time domain, is the counterpart of (8) for the frequency domain. The L.H.S. of (21) can be found via a time convolution of the fields of the original arbitrarily time varying source located at \( \mathcal{P}_t \), in the presence of the cavity and obstacle, with the fields of a time impulsive point test source at \( \mathcal{P}_t \), in the presence of the cavity but in the absence of the obstacle. It is noted that the time convolutions are performed at each point in \( S_T + S_E \); these are then superposed as evident from the integral over \( S_T + S_E \) on the R.H.S. of (21).

If one makes the approximations leading from (8) to (12), then one can likewise obtain a time-dependent form of (12) using the same procedure as above; thus:
\[
\mathcal{E}_c^2(F, t) \cdot \mathcal{P}_t \approx \int_{S_T} ds \int_{-\infty}^{\infty} dr \mathbf{\hat{n}} \cdot \left[ \mathcal{E}_c^2(F, \tau) \times \mathcal{H}_c(F, t - \tau) + \mathcal{H}_c^2(F, \tau) \times \mathcal{E}_c(F, t - \tau) \right]_{S_T}.
\]
(22a)

where
\[
\mathcal{E}_c^2(F, t) \rightarrow F_c^2(F, \omega); \quad \mathcal{H}_c^2(F, t) \rightarrow H_c^2(F, \omega)
\]
(22b)
\[
\mathcal{E}_c^2(F, t) \rightarrow F_c^2(F, \omega); \quad \mathcal{H}_c^2(F, t) \rightarrow H_c^2(F, \omega)
\]
(22c)

Since the result in (12) is obtained from (8) after using high frequency approximations, it is thus reasonable to expect that the time domain result for \( \mathcal{E}_c^2(F, t) \) in (22a) (obtained from (12)) will provide a useful approximation to the time domain result for \( \mathcal{E}_c^2(F, t) \) in (21) (obtained from (8)) only during the early to intermediate times of arrival of the signal \( \mathcal{E}_c^2(F, t) \) which is observed at the point \( \mathcal{P}_t \). The quantities on the right side of (22a) may be found by transforming the corresponding frequency domain fields (see (22b) and (22c)) into the time domain; alternatively, they could be found directly in the time domain. The latter aspect will be discussed in more detail in a separate paper.

V. NUMERICAL RESULTS

Figs. 3 and 4 show the EM echo width vs. aspect angle patterns of a perfectly conducting 2-D S-shaped open-ended waveguide cavity with a planar interior termination. The 2-D echo width \( \sigma \) is defined by
\[
\sigma = \lim_{\rho \rightarrow 0} 2\pi \rho \frac{|E_c^2(\rho)|^2}{|E|^2},
\]
(23)

where \( \rho \) is the vector to the far field observer (at \( \mathcal{P}_t \)), \( E_c^2(\rho) \) is the field at \( \rho \) scattered by the interior termination of the cavity, and \( |E|^2 \) is the magnitude of the plane wave field incident on the open front end (\( \mathcal{P}_t \) is located at infinity to create an incident plane wave). In Figs. 3 and 4, the echo width is given in decibels relative to a wavelength (DBW) (i.e., as the time domain result for \( \mathcal{V}_c^2(Y, t) \) in (21) (obtained from (8)) only during the early to intermediate times of arrival of the signal \( \mathcal{V}_c^2(Y, t) \), which is observed at the point \( \mathcal{P} \). The quantities on the right side of (22a) may be found by transforming the corresponding frequency domain fields (see (22b) and (22c)) into the time domain; alternatively, they could be found directly in the time domain. The latter aspect will be discussed in more detail in a separate paper.

The solid line in the plots of Figs. 3 and 4 is calculated using the hybrid asymptotic-modal method [4], [5] and is used as a reference solution. The dashed lines are solutions based on the SBR [2]–[5] and GRE [5], [6] methods; in Fig. 3, the one-way tracking procedure of the generalized reciprocity integral of
Fig. 4. Echo width versus aspect angle for a 2-D S-shaped open-ended cavity with a planar termination found using aperture integration (AI) with the GRE and SBR methods.

(12) is used, and in Fig. 4, the two-way tracking procedure of the aperture integration method is used. The numerical results in Fig. 3 which are based on the one way ray tracking that makes use of the reciprocity integral can be obtained almost twice as fast as the ones in Fig. 4 that require a two-way tracking. To compute the generalized reciprocity results of Fig. 3, the ray fields at the termination plane are converted into parallel plate waveguide modes and the orthogonality property of the modes is used to easily evaluate (12). Generally, the type of results in Fig. 3 can be obtained in less than a couple of minutes on, for example, a VAX 8550 computer.

This method can also be employed with the same degree of success for 3-D problems which are currently under study; the solutions to these will be reported later along with results for fields with non-periodic or arbitrary time dependence.

References


Prabhakar H. Pathak (M’76–SM’81–F’86) received the B.Sc. degree in physics from the University of Bombay, India, in 1962, the B.S. degree in electrical engineering from the Louisiana State University, Baton Rouge, in 1965, and the M.S. and Ph.D. degrees from The Ohio State University (OSU), Columbus, in 1970 and 1973, respectively.

From 1965 to 1966 he was an Instructor in the Department of Electrical Engineering at the University of Mississippi, Oxford. During the summer of 1966 he worked as an electronics engineer with Boeing Company, Renton, WA. Since 1968 he has been with the OSU ElectroScience Laboratory. His research interests are in mathematical methods, electromagnetics, and uniform ray techniques. In 1983, he joined the faculty of the Department of Electrical Engineering, The Ohio State University, where he is currently a Professor. He has contributed to the development of the uniform geometrical theory of diffraction (UTD), which can be applied to analyze a variety of practical electromagnetic antenna and scattering problems. His work continues to be in the UTD and other high-frequency techniques, as well as in the analysis of guided waves, and microstrip and reflector antennas using high-frequency asymptotic procedures. He has presented invited lectures, and several short courses on the UTD, both in the U.S. and abroad. He has also authored and coauthored chapters on ray methods for five books. He has served as Associate Editor for the IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION for about five years. Currently, he is serving as an IEEE AP-S distinguished lecturer.

Dr. Pathak is a member of Commission B of the International Scientific Radio Union (URSI) and Sigma Xi.

Robert J. Burkholder (M’89) received the B.S., M.S. and Ph.D. degrees in electrical engineering from The Ohio State University, Columbus, in 1984, 1985, and 1989, respectively. As an undergraduate he worked as a co-op student for General Electric in East Cleveland, Ohio.

He is currently with The Ohio State University ElectroScience Laboratory as a Postdoctoral Research Associate. In his dissertation he contributed to the development of modal, ray and beam approaches for analyzing the electromagnetic (EM) fields scattered from and coupled into electrically large, non-uniform open-ended waveguide cavities. His research interests are in the areas of high frequency, modal and hybrid techniques for solving EM antenna and scattering problems. Currently, he is working on the analysis of the EM scattering by open cavities and antenna radiation and coupling in complex environment.
EM Plane Wave Diffraction by a Planar Junction of Two Thin Material Half-Planes – Oblique Incidence

H. C. Ly, Student Member, IEEE, R. G. Rojas, Senior Member, IEEE, and P. H. Pathak, Fellow, IEEE

Abstract—A uniform geometrical theory of diffraction (UTD) solution is developed for analyzing the phenomenon of high-frequency diffraction of an obliquely incident plane wave by a two-part thin, planar transparent material slab. The solution is obtained by appropriately combining two solutions for the two related configurations involving perfectly conducting electric and magnetic ground plane bisections of the original slab. The analysis is based on the Wiener-Hopf technique, and each of the grounded material half-planes is assumed to be electrically thin so that it can be modeled by a generalized impedance boundary condition of $0(t)$, where $r$ is the corresponding slab thickness. It is shown that to solve the boundary value problem completely, an additional condition related to the field behavior at the junction of the two material half-planes needs to be imposed besides the boundary and radiation conditions as well as the usual edge condition. This junction condition is determined by matching an approximate quasi-static solution, which is developed in the proximity of the discontinuity, with the corresponding external Wiener-Hopf solution in the common region of overlap. The solution thus obtained automatically satisfies reciprocity. It is shown that the new UTD solution obtained here reduces to known results and the numerical results based on it agree very well with a corresponding independent moment method solution.

I. INTRODUCTION

The canonical problem to be studied in this paper is the analysis of the high-frequency electromagnetic (EM) diffraction at a planar junction formed by connecting two thin dielectric/magnetic half-planes. The geometrical configuration pertaining to this canonical problem is depicted in Fig. 1. The incident field is assumed to be a plane wave of arbitrary polarization obliquely incident to the $z$ axis with an angle $\theta'$ ($0 < \theta' < \pi$) as shown in Fig. 1. The two-part planar material slab is composed of two dissimilar, semi-infinite homogeneous and isotropic thin dielectric/magnetic half-planes. One half-plane is characterized by relative permittivity $\varepsilon_{r1}$, relative permeability $\mu_{r1}$, and thickness $t$, for $x > 0$, and is connected to the other material half-plane characterized by $(\varepsilon_{r2}, \mu_{r2}, t_2)$ in the region $x < 0$. The present study is an extension of a previous investigation [1] for a normally incident ($\theta' = 90^\circ$) plane wave. Note that the uniform geometrical theory of diffraction (UTD) solution for the two-part transparent slab problem can be obtained by superposing the UTD solutions to the two related problems of diffraction by perfectly electric conducting (PEC) and magnetic conducting (PMC) ground plane bisections of the original slab. Fig. 2 shows the geometries of these two bisection problems and how they are equivalent to the original problem. It is important to note that in contrast to the case of normal incidence considered in [1], the fields $E_z$ and $H_z$ are coupled in the present case and obey the symmetry relations depicted in Fig. 2.

The material half-planes in Figs. 1 and 2 are assumed to be electrically thin; in other words, the parameters $(\varepsilon_r, \mu_r, t)$ characterizing each of the material half-planes are restricted so that one can approximately replace the grounded material half-planes by generalized impedance boundary conditions (GIBC) of $0(t)$ [2] in a sufficiently accurate manner. By numerical experimentation, it can be shown that when the thickness, $t$, of a thin dielectric/magnetic slab satisfies the condition $\text{Re}(\sqrt{\mu_r \varepsilon_r})t/2 < 0.1\lambda$, where $\lambda$ is the free-space wavelength, the use of the GIBC of $0(t)$ to represent the effect of the material half-planes is quite adequate. The PEC/PMC bisection problems modeled by the GIBC of $0(t)$ can be
solved by the Wiener-Hopf technique [3], [4]. Nevertheless, it is noted that for these problems, the Wiener-Hopf analysis alone does not yield unique solutions because the Wiener-Hopf-based solution contains unknown constants even after the radiation and the usual edge conditions have been applied. This nonuniqueness arises because the GIBC does not model the material discontinuity in the transverse direction. Therefore, to completely solve the boundary value problems, an additional condition is obtained at the junction of the two material half-planes. This junction condition is developed if the field in close proximity to the junction is modeled by a quasi-static solution, which is matched with the corresponding Wiener-Hopf-based solution expanded in the common region of overlap. The approximate quasi-static analysis was first introduced by Leppington [5] and then used by Rojas et al. [1]. Unfortunately, it appears that there are some errors in [5], as discussed in [1]. Both works deal with the case of a normally incident field. In this analysis, a similar quasi-static approximation is extended to cover the case of oblique incidence. In contrast to certain solutions found in the literature, where the reciprocity condition must be imposed explicitly, the additional junction condition developed here yields a unique solution which automatically satisfies reciprocity. The term uniqueness is used in this paper to state the fact that the solution for the slab geometry obtained here contains no unknown constants provided the following conditions are satisfied: (1) the GIBC of 0(t) is an accurate model for the thin grounded slabs; (2) the quasi-static solution is valid near the junction.

The high-frequency EM scattering by nonmetallic objects has been studied in a more limited sense than the EM scattering by metallic or PEC objects. Most earlier studies on the scattering by nonconducting objects employed impedance/resistive boundary conditions to model a thin dielectric slab. For instance, Anderson [6] solved the diffraction problem of a thin dielectric half-plane by replacing it with an equivalent current sheet (resistive boundary condition). However, in recent years, the GIBC has been used frequently to treat material scatterers such as a dielectric/magnetic half-plane [7]–[10] and a dielectric-coated metallic wedge [11] and half-plane [12], [13]. In particular, boundary conditions similar to the GIBC of 0(t) developed by Weinstein were used by Chakrabarti [9] and Volakis and Senior [10] to study the scattering by a dielectric half-plane for the case of normal incidence. Rojas et al. [7], [8] employed the GIBC of infinite order [14], [15] to investigate the EM scattering by a dielectric/magnetic half-plane. A special case of the boundary condition used in [7], [8] is the one of 0(t) originally developed by Weinstein [2]. Both TM and TE plane wave excitations were included in [7], [8] as well as the case of oblique incidence with respect to the axis of the half-plane [8]; however, their solutions were obtained by enforcing reciprocity without considering the problem of uniqueness. The approach of imposing reciprocity was also used in [13] to yield the solution for a coated half-plane. Bernard [11] applied a GIBC of 0(t)n, where n is arbitrarily large, to treat a dielectric-coated metallic wedge; but it is noted by Senior [12] that Bernard’s solution violates reciprocity. In his study on a coated half-plane [12], Senior also explicitly enforces reciprocity, and his final solution contains an unknown constant related to the value of the field at the edge. A diffraction problem similar to the two-part slab problem with oblique incidence given in this study was discussed by Buyukksoy et al. [16]; but their solution, like the one in [10], was limited to a pure dielectric where μe = 1. A special case of the two-part problem in [16] is considered in [17], namely, a dielectric half-plane.

Since the two-part slab configurations shown in Figs. 1 and 2 are two-dimensional geometries, all the fields have the same z dependence as the incident field. Therefore, all the field components can be expressed in terms of Ez and Hx. As mentioned before, instead of solving the original boundary value problem depicted in Fig. 1, the solutions to the PEC and PMC bisection problems depicted in Fig. 2 are obtained first. The configuration with PEC bisection gives rise to the field (E0z, H0z) in the upper half-space y > 0, while the one with PMC bisection yields the field (E2z, H2z) for y > 0, where

\[
E^0_z(y) = \frac{E_z(y) - E_z(-y)}{2}, \quad H^0_z(y) = \frac{H_z(y) - H_z(-y)}{2},
\]

\[
E^2_z(y) = \frac{E_z(y) + E_z(-y)}{2}, \quad H^2_z(y) = \frac{H_z(y) + H_z(-y)}{2}.
\]

Note that E^0_z and H^0_z are odd functions of y, with E^0_z(y) = 0 = H^0_z(y) = 0, whereas E^2_z and H^2_z are even functions of y, with \( \partial E^2_z/\partial y |_{y=0} = \partial H^2_z/\partial y |_{y=0} = 0 \). In the following analysis, the PMC bisection problem involving (E2z, H2z) is modeled by the GIBC of 0(t) [2] and then solved by means of the Wiener-Hopf method to derive the scattered field in the form of an integral, where the Wiener-
Hopf factors in the integrand are expressed in a relatively simple form based on Weinstein's procedure [2]. Next, an additional junction condition which is used to completely solve the problem is developed by matching an approximate quasi-static solution with the corresponding external Wiener-Hopf solution. The complete unique solution for \((E_{z}^{*}, H_{z}^{*})\) in integral form is asymptotically evaluated by the steepest descent method to obtain expressions in the format of UTD. The solution to the field \((E_{z}^{*}, H_{z}^{*})\) is then obtained from the result for \((E_{z}, H_{z})\) by employing the concept of duality. A superposition of these even and odd fields produces the result for the original problem. Finally, several numerical examples based on this solution are presented and compared with corresponding moment method (MM) results [18]. It is noted that an \(e^{-iw}t\) time dependence for all the fields is assumed and suppressed in the following discussion.

II. ANALYSIS

The canonical problem to be considered is the PMC bi-section configuration depicted in Fig. 2. The field \((E_{z}^{*}, H_{z}^{*})\) satisfies the Helmholtz differential equation, the radiation and edge conditions, and the GIBC of \(\mathcal{O}(t)\), which can be expressed that is, satisfies the Helmholtz differential equation, the radiation and \(E_{\mathcal{O}}\) and \(H_{\mathcal{O}}\), respectively, at the origin \((x,y,z) = (0,0,0);\) edge conditions, and the GIBC of \(0(t)\) given in (2). Taking the one-sided Fourier transforms, which were defined and discussed in [1], of the new set of boundary conditions for \(f_{z}^{*}\) in (4) and the solution of the unperturbed field \(f_{z}^{*}\) given in (6a) into the GIBC of \(0(t)\) given in (2). This analysis is completed. Note that the boundary conditions satisfied by the field \(f_{z}^{*}\) can be obtained easily by substituting the definition of \(f_{z}^{*}\) in (4) and the solution of the unperturbed field \(f_{z}^{*}\) given in (6a) into the GIBC of \(0(t)\) given in (2). Taking the one-sided Fourier transforms, which were defined and discussed in [1], of the new set of boundary conditions for \(f_{z}^{*}\), one obtains the boundary conditions in the spectral \(s\) domain which couple \(E_{\mathcal{O}}^{s}(x,s)\) and \(H_{\mathcal{O}}^{s}(x,s)\). Here, \(E_{\mathcal{O}}^{s}(x,y)\) and \(H_{\mathcal{O}}^{s}(x,y)\) are the one-sided Fourier transforms of \(E_{\mathcal{O}}(x,y)\) and \(H_{\mathcal{O}}(x,y)\), respectively, with the subscript \(+\) denoting a function regular in the upper half \(s\) plane defined by \(\text{Im} s = \tau > \tau_{s} = -K_{2},\)

where \(E_{\mathcal{O}}^{s}(x,y)\) and \(H_{\mathcal{O}}^{s}(x,y)\) are the one-sided Fourier transforms of \(E_{\mathcal{O}}(x,y)\) and \(H_{\mathcal{O}}(x,y)\), respectively, with the subscript \(+\) denoting a function regular in the upper half \(s\) plane defined by \(\text{Im} s = \tau > \tau_{s} = -K_{2},\)
and the subscript \( \sigma \) denoting a function regular in the lower half \( s \) plane \( \tau < \tau_+ = K_s \cos \phi \). It is noted that the GIBC of \( 0(t) \) in the spatial domain becomes uncoupled if it is expressed in terms of the normal components (\( y \) components in this case) of the fields. Thus, one may also decouple the boundary conditions for the spectral fields in the \( s \) domain by introducing the following auxiliary functions:

\[
X_\pm(s, y) = -\frac{1}{K \sin \theta} \left[ s Z_0 \hat{H}^{ao}_\pm(s, y) + i \cos \theta' \frac{\partial}{\partial y} \hat{E}^{ao}_\pm(s, y) \right], \tag{7a}
\]

\[
Z_\pm(s, y) = \frac{1}{K \sin \theta} \left[ s \hat{E}^{ao}_\pm(s, y) - i \cos \theta' \frac{\partial}{\partial y} Z_0 \hat{H}^{ao}_\pm(s, y) \right], \tag{7b}
\]

and

\[
X(s, y) = X_+(s, y) + X_-(s, y),
\]

\[
Z(s, y) = Z_+(s, y) + Z_-(s, y). \tag{7c}
\]

The boundary conditions in the \( s \) domain can now be expressed via (7a) and (7b) in terms of the unknown functions \( X_\pm(s, 0) \) and \( Z_\pm(s, 0) \) instead of \( \hat{E}^{ao}_\pm(s, 0) \) and \( \hat{H}^{ao}_\pm(s, 0) \). Following the Wiener-Hopf procedure (Jones's method) as in [1], one finally obtains two Wiener-Hopf equations which hold in the strip \( \tau_- < \tau < \tau_+ \) for the unknown functions \( X_\pm(s, 0) \) and \( Z_\pm(s, 0) \) as follows:

\[
D_\pm(s) - \frac{G_-(s, \zeta_\pm)}{G_-(s, \zeta_\pm)} X_-(s, 0) = \frac{G_+(s, \zeta_\pm)}{G_+(s, \zeta_\pm)} X_+(s, 0) - D_\pm(s), \quad \tau_- < \tau < \tau_+; \tag{8a}
\]

\[
D_\pm(s) - \frac{G_-\left(s, \nu_{\sigma}^s\right) G_-(s, \nu_{\sigma}^s)}{G_-\left(s, \nu_{\sigma}^s\right) G_-(s, \nu_{\sigma}^s)} Z_-(s, 0) = \frac{G_+\left(s, \nu_{\sigma}^s\right) G_+(s, \nu_{\sigma}^s)}{G_+\left(s, \nu_{\sigma}^s\right) G_+(s, \nu_{\sigma}^s)} Z_+(s, 0) - D_\pm(s), \quad \tau_- < \tau < \tau_+; \tag{8b}
\]

in which

\[
G(s, v) = G_+(s, v) G_-(s, v) = \frac{K}{\beta + K \sin v}, \tag{9a}
\]

\[
\beta = \sqrt{K^2 - s^2}, \quad \text{Im}(\beta) > 0; \quad \tag{9b}
\]

the functions \( D_\pm^ao \) are defined in Appendix I, and the expressions for \( G_\pm(s, v) \), which are obtained using Weinstein’s procedure [2], are summarized in [7] and are not repeated here. The intermediate steps that lead to the Wiener-Hopf equations in (8) were discussed in detail in [19]. Note that the functional forms of \( D_\pm^ao \) are known; however, it is seen from the expressions of \( D_\pm^ao \) in Appendix I that they contain some unknown constants related to the surface values of the fields at the junction, namely, \( E_x^ao(0^\pm, 0) \), \( H_y^ao(0^\pm, 0) \), and \( H_y^ao(0^\pm, 0) \). These constants arise from the one-sided Fourier transforms of the terms involving derivatives with respect to \( x \) in the original boundary conditions.

Equations (8a) and (8b) have a common overlapping region \( \tau_- < \tau < \tau_+ \) in which the functions on the left- and right-hand sides are regular. Hence, by analytic continuation [3], [4] the two sides of (8a) define an entire function denoted by \( P^a(s) \), and the two sides of (8b) define another entire function, \( P^a(s) \). Since the edge condition allows only algebraic growth of the fields in the neighborhood of singularities [3], it follows from the extended form of Liouville’s theorem [3], [4] that \( P^a(s) \) and \( P^a(s) \) can be expressed as polynomials determined from the behavior of (8a) and (8b) as \( |s| \to \infty \). Applying the edge condition, which is related to finite energy near the discontinuity and thus implies that the components of the fields parallel to the edge are bounded, one can expand both sides of (8) in series up to the terms of \( O(s^{-1}) \) as \( |s| \to \infty \). Note that the asymptotic expansions of the ratios involving the \( G_\pm \) functions presented in (8) were given in [1]. Thus, comparing the coefficients of the corresponding terms in the expansions of both sides of (8), one obtains three independent equations for the unknown constants \( E_x^ao(0^\pm, 0) \), \( H_y^ao(0^\pm, 0) \), and \( H_y^ao(0^\pm, 0) \) as follows:

\[
H_x^ao(0^+, 0) = H_x^ao(0^-, 0), \tag{10a}
\]

\[
E_x^ao(0^+, 0) = E_x^ao(0^-, 0), \tag{10b}
\]

\[
Z_0 H_y^ao(0^+, 0) = \frac{Z_0 \left[ \frac{a_0^2 H_x^ao(+0^+, 0) - a_0^2 H_y^ao(+0^+, 0)}{a_0^2 - a_0^2} \right] (1 + \delta) + K E_x^ao(0^+, 0) \left[ 1 + \frac{a_0^2 b_0^2 - a_0^2 b_0^2}{a_0^2 - a_0^2} \right]}{a_0^2 - a_0^2} \alpha + i \sqrt{2\pi} \left[ \tilde{A}^a_0 T_+(K \cos \phi') + \tilde{C}^a_0 \cos \phi' \right] \tag{10c}
\]

where \( \tilde{A}^a_0 \), \( \tilde{C}^a_0 \), \( T_+(s) \), \( \alpha \), and \( \delta \) are defined in Appendix I. The \( y \) components of the fields are given by

\[
E_y = -\frac{i}{K \sin \theta'} \left[ \frac{\partial}{\partial x} Z_0 H_x + \cos \theta' \frac{\partial}{\partial y} E_x \right], \tag{10d}
\]

\[
Z_0 H_y = \frac{i}{K \sin \theta'} \left[ \frac{\partial}{\partial x} E_y - \cos \theta' \frac{\partial}{\partial y} Z_0 H_x \right]. \tag{10e}
\]

Furthermore, it follows from the asymptotic expansions of (8) as \( |s| \to \infty \) that the polynomial \( P^a(s) \) is a constant given by

\[
P^a(s) = -\frac{i}{K} \left\{ \frac{\tilde{C}^a_0}{\sin \zeta_\pm - \sin \zeta_\pm} + \frac{\sin \theta'}{\sqrt{2\pi}} Z_0 H_x^ao(0^+, 0) \right. \left. + \frac{\cos \theta' Z_0}{\sqrt{2\pi} (\sin \zeta_\pm - \sin \zeta_\pm)} \left[ \frac{H_x^ao(+0^+, 0) - H_y^ao(+0^+, 0)}{1 + b_0^2 \sin^2 \theta'} \right] \right\}, \tag{11a}
\]

where \( \tilde{C}^a_0 \) is given in (40b); and \( P^a(s) \) is a linear function of \( s \), namely,

\[
P^a(s) = ms + n, \tag{11b}
\]
\[
m = -\frac{\i}{\sqrt{2\pi a_t^2 K \sin \theta'}} E^e_z(0,0),
\]
\[
n = -\frac{\i}{\sqrt{2\pi}} \left[ \delta E^{o*}_z(0,0) + \alpha Z_0 \left( a_t^2 H^{e*}_y(0^+,0) - a_t^2 H^{e*}_y(0^-,0) \right) \right] + \frac{\alpha Z_0}{a_t^2} \frac{\alpha_d^2}{\alpha_t^2 - \alpha_d^2}.
\]

Since the three independent equations in (10) are not enough to determine the six unknown constants, some other considerations are needed to determine the final three pieces of information so that a unique solution is obtained for the problem at hand. It is noted that the fields \( E^{o*}_z \) and \( H^{e*}_z \), which are solutions to the Helmholtz differential equation together with the radiation condition in the \( s \) domain, are given by

\[
E^{o*}_z(s, y) = E^{o*}_z(s, 0) e^{ik y},
\]
\[
H^{e*}_z(s, y) = H^{e*}_z(s, 0) e^{ik y}, \quad y \geq 0.
\]

Hence, it follows from (7) and (12) that

\[
E^{o*}_z(s, y) = \frac{k s Z(s, 0) + \beta \cos \theta' X(s, 0)}{s^2 + k^2 \cos^2 \theta'}, \quad y \geq 0,
\]
\[
Z_0 H^{e*}_z(s, y) = \frac{k s X(s, 0) + \beta \cos \theta' Z(s, 0)}{s^2 + k^2 \cos^2 \theta'}, \quad y \geq 0.
\]

The expressions above determine the spectral \( x \)-component fields from \( X(s, 0) \) and \( Z(s, 0) \). However, in both of (13a) and (13b), there are two poles at \( s = \pm ik \cos \theta' \), whose residues introduce nonphysical (exponentially growing) fields in the spatial domain [20]. Therefore, these two nonphysical poles must be suppressed by setting the residues of \( E^{o*}_z \) and \( H^{e*}_z \) to zero at \( s = \pm ik \cos \theta' \); in other words, two more independent equations are obtained as follows:

\[
\pm \i Z(\pm ik \cos \theta', 0) + X(\pm ik \cos \theta', 0) = 0.
\]

At this point, it remains to impose one more constraint to completely determine all the unknown constants in the expressions for \( X(s, 0) \) and \( Z(s, 0) \); this in turn will lead to unique solutions for \( E^{o*}_z \) and \( H^{e*}_z \) by means of (7c) and (13). The additional constraint, which may be called a junction condition, is found in this study by following a procedure similar to those used in [5] and [1], where an approximate quasi-static solution for the total even field, \( E^e_t(x, y) \), is obtained in the neighborhood of the junction. Note that this quasi-static solution is valid outside and inside the material layers of the material coated PMC ground plane (refer to Fig. 2).

III. DETERMINATION OF JUNCTION CONDITION

Let \( E^e_t(x, y) \) denote the total even \( x \)-component quasi-static field outside the material region. Also, let \( E^o_t(x, y) \) and \( E^{o*}_t(x, y) \) be the total \( x \)-component fields inside material medium 1 \( \{ x > 0 \} \) and material medium 2 \( \{ x < 0 \} \), respectively. Note that the superscript \( q \) is used to denote a quasi-static field. The fields \( E^{o*}_{q,1,2} \) satisfy Laplace’s equation in the region \( K \rho = K \sqrt{x^2 + y^2} < 1 \) along with the boundary conditions which state that the tangential fields are continuous across the free space–material and material–material interfaces. Note that the \( x \)-dependent factor \( e^{-ik z \cos \theta'} \) has been suppressed to simplify the notation.

Following the same discussion as in [5] and [1], the quasi-static field \( E^{o*}_{q,1,2} \) within the region of interest \( t_2 < \rho < K^{-1} \) may be expressed as

\[
E^{o*}_{q,1,2} \approx A_q + \Phi_q,
\]

\[
\Phi_q \sim B_q x + C_q \ln \rho, \quad as \quad \rho \to \infty,
\]

where \( A_q, B_q, \) and \( C_q \) are constants independent of \( x \) and \( y \). In other words, \( E^{o*}_{q,1,2} \) exhibits logarithmic as well as algebraic growth as \( \rho \to \infty \). The key step in this section is to determine the relationship between the logarithmic growth and the algebraic growth (or the relationship between \( C_q \) and \( B_q \)), which can be accomplished by using the integral form of Laplace’s equation, namely,

\[
\i \int_L \nabla E^q_{1,2} \cdot \mathbf{n} \, dl = \int_L \frac{\partial}{\partial \mathbf{n}} E^q_{1,2} \, dl = 0,
\]

where \( \mathbf{n} \) is the outer normal of a closed contour \( L \). Applying (16) inside material medium 1 with the contour of integration as follows:

\[
(x = 0, \quad y = 0) \nabla E^q_{1,2} \big|_{(x, y)} = \frac{\partial E^q_{1,2}}{\partial \mathbf{n}} \big|_{(x, y)} = 0,
\]

where \( x_a/t_2 \to \infty \) and the labels above the arrows denote the paths of integration, one obtains

\[
B_q \frac{t_2}{2} + \lim_{x_a/t_2 \to \infty} \int_{(x_a, t_2/2)}^{(0, 0)} \frac{\partial E^q_{1,2}}{\partial \mathbf{n}} \, dl = 0.
\]

Integrating along a similar contour, but in dielectric medium 2 yields (as \( x_a/t_2 \to \infty \))

\[
-B_q \frac{t_2}{2} + \lim_{x_a/t_2 \to \infty} \int_{(-x_a, t_2/2)}^{(0, 0)} \frac{\partial E^q_{1,2}}{\partial \mathbf{n}} \, dl = 0.
\]

Likewise, integrating (16) along the following contour in free space (assuming \( t_1 > t_2 \))

\[
(-x_a, t_2/2) \big|_{(x_a, t_2/2)} = 0 \quad (-x_a, t_2/2) \big|_{(x_a, t_2/2)} = 0
\]

one obtains (as \( x_a/t_2 \to \infty \))

\[
B_q \frac{t_2 - t_1}{2} + C_q \pi + \lim_{x_a/t_2 \to \infty} \int_{(-x_a, t_2/2)}^{(x_a, t_2/2)} \frac{\partial E^q_{1,2}}{\partial \mathbf{n}} \, dl = 0.
\]

Note that the same equation as in (17c) is obtained if it is assumed that \( t_2 > t_1 \). To find the relationship between \( C_q \) and \( B_q \) from (17), one must first find the relationship among the derivatives \( \frac{\partial E^q_{1,2}}{\partial \mathbf{n}} \). It is noted that \( \frac{\partial E^q_{1,2}}{\partial \mathbf{n}} \) can be expressed in terms of the tangential \( H \) field as

\[
\frac{\partial E^q_{1,2}}{\partial \mathbf{n}} = \frac{\i k H^e_t \cos \theta'}{\partial \mathbf{n}} \left( \frac{\partial H^e_t}{\partial t} + i k \cos \theta' H^e_t \right),
\]

(18a)
where \( H_t^{e,1,2} = 1 \cdot \kappa^2 H_t^{e,1,2} \) and \( \kappa \) is the direction of the integration paths along the interfaces. Thus, substituting (18) into (17) and applying the boundary conditions which require \( H_t^{e} = H_t^{e,1,2} \) and \( \frac{\partial H_t^{e,1}}{\partial t} = \frac{\partial H_t^{e,1,2}}{\partial t} \) at the material-free space interface, \( H_t^{e} = H_t^{e,1,2} \) and \( \frac{\partial H_t^{e,1,2}}{\partial t} = \frac{\partial H_t^{e,1}}{\partial t} \) at the material-material interface, one obtains

\[
B_q \left( \begin{array}{c}
\frac{t_1}{2} + \mu_1 (\xi_1^{(1)}) + \xi_1^{(2)} \\
\frac{t_1}{2} + \mu_2 (\xi_2^{(1)}) - \xi_2^{(2)}
\end{array} \right) + C_q \left( \begin{array}{c}
\cos \theta (\xi_1^{(1)}) + \xi_1^{(2)} \\
\cos \theta (\xi_2^{(1)}) - \xi_2^{(2)}
\end{array} \right) = 0,
\]

where \( \xi_1^{(1)}, \xi_2^{(1)}, \) and \( \xi_2^{(2)} \) are, respectively, the integrals along the free space-medium 1, free space-medium 2, and medium 1-medium 2 interfaces in the directions of \(-\hat{z}\) and \(-\hat{y}\).

Eliminating \( \xi_1^{(1,2,3)} \) in (19) yields

\[
C_q - Q_1 B_q + \cos \theta \tilde{D}_q = 0,
\]

\[
Q_1 = \frac{i}{K \pi} \left( \frac{1}{a_2^2} - \frac{1}{a_1^2} \right),
\]

\[
\tilde{D}_q = \frac{1}{\pi} \left[ \left( \frac{\mu_1 \epsilon_{r_1} - 1}{\mu_1 \epsilon_{r_2} - 1} \right) \xi_1^{(1)} + \left( \frac{\mu_2 \epsilon_{r_2} - 1}{\mu_2 \epsilon_{r_2} - 1} \right) \xi_1^{(2)} \right] + \left( \frac{\mu_1 \epsilon_{r_1} - 1}{\mu_1 \epsilon_{r_2}} \right) \xi_1^{(3)}.
\]

Note that \( \tilde{D}_q \) given in (21c) is a constant because the definite integrals \( \tilde{q}_1^{(1,2,3)} \) evaluated along the horizontal or vertical interfaces between the different media yield constants independent of \(z\) and \(y\). Similarly, eliminating \( \tilde{q}_2^{(1,2,3)} \) in (19), one obtains

\[
C_q - Q_2 B_q + \tilde{D}_q = 0,
\]

\[
Q_2 = \frac{i}{K \pi} \left( \frac{1}{a_2^2} - \frac{1}{a_1^2} \right),
\]

\[
\tilde{D}_q = \frac{1}{\pi} \left[ \left( \frac{\mu_1 \epsilon_{r_1} - 1}{\mu_1 \epsilon_{r_2} - 1} \right) \xi_2^{(1)} + \left( \frac{\mu_2 \epsilon_{r_2} - 1}{\mu_2 \epsilon_{r_2} - 1} \right) \xi_2^{(2)} \right] + \left( \frac{\mu_1 \epsilon_{r_1} - 1}{\mu_1 \epsilon_{r_2}} \right) \xi_2^{(3)}.
\]

\( \tilde{D}_q \) is also a constant as a consequence of \( \tilde{q}_1^{(1,2,3)} \) being constants. By solving \( B_q \) and \( C_q \) in terms of \( \tilde{B}_q \) and \( \tilde{D}_q \) from (21a) and (22a), one may rewrite the expression for \( \Phi \) given in (15b) as follows:

\[
\Phi_q = \frac{\tilde{D}_q}{Q_2 - Q_1} (x + Q_1 \ln \rho) - \cos \theta \tilde{B}_q \frac{\tilde{D}_q^2}{Q_2 - Q_1} (x + Q_2 \ln \rho),
\]

as \( \rho/t_1 \to \infty \).

Since the quasi-static solution is used only for matching, no further analysis is required.

A junction condition can be obtained by matching the quasi-static solution developed above with the corresponding Wiener-Hopf solution within the region of overlap \( t_1 \ll \rho \ll K^{-1} \). Note that the region \( x < K^{-1} \) in the spatial domain transforms into the region \( K \ll |s| \ll t_1^{-1} \) in the spectral domain. Thus, the approximation of the even scattered field \( E^{s+}_e(x,0) \) in the region \( x < K^{-1} \) can be found by taking the inverse Fourier transform of the function \( \tilde{E}^{s+}_e(s,0) \) expanded in a series of \( s \) in the region \( K \ll |s| \ll t_1^{-1} \). \( E^{s+}_e(x,0) \) can be obtained via (13a), and it can then be decomposed into a sum of \( E^{s+}_e(s,0) \) and \( \tilde{E}^{s-}_e(s,0) \). Without going over the details, the asymptotic form for \( E^{s+}_e(s,0) \) in the region \( K \ll |s| \ll t_1^{-1} \) is given by

\[
E^{s+}_e(s,0) \sim \text{const} + \frac{ik}{s^2} \left[ Z_0 \left( a_1^2 E^{s+}_e(0^+,0) - a_2^2 E^{s+}_e(0^-,0) \right) c_1 - \cos \theta \sin \zeta \frac{\Phi^{c_0}}{\sin \zeta_1 - \sin \zeta_2} \right]
\]

\[
- \frac{1}{\sqrt{2\pi}} \frac{1}{s^2 + iQ_1 \ln s} \cdot \frac{1}{\sqrt{2\pi}(a_2^2 - a_1^2)}
\]

\[
- \frac{1}{iQ_1 \ln s} \cdot \frac{1}{\sqrt{2\pi}(a_2^2 - a_1^2)}
\]

\[
c_1 = \frac{1}{a_2^2 - a_1^2} - \frac{\cos^2 \theta \sin \zeta \sin \zeta_1}{a_1^2 a_2^2 (\sin \zeta_1 - \sin \zeta_2)}.
\]

The asymptotic expansions of the ratios involving the \( G_{1,2} \) functions in the region \( K \ll |s| \ll t_1^{-1} \) were given in [1]. Taking the inverse Fourier transform of (24a) and then adding to the unperturbed even field \( E^{s+}_e(x,0) \), which is expanded in Maclaurin series of \( x \) up to the term of \( O(x) \), one obtains the behavior of the total even field \( E^{s+}_e(x,0) \) (after some simplification) in the region of interest\( x < K^{-1} \) as

\[
E^{s+}_e(x,0) \sim \text{constant} + \frac{ik}{s^2} Z_0 \left( a_1^2 E^{s+}_e(0^+,0) - a_2^2 E^{s+}_e(0^-,0) \right)
\]

\[
+ \frac{\cos \theta \sin \zeta}{\sin \zeta_1 - \sin \zeta_2} \frac{\Phi^{c_0}}{\sin \zeta_1 - \sin \zeta_2} \cdot \frac{1}{s^2 + iQ_1 \ln s}
\]

\[
+ \frac{1}{\sqrt{2\pi}(a_2^2 - a_1^2)} \cdot \frac{1}{\sqrt{2\pi}(a_2^2 - a_1^2)}
\]

\[
\cdot \frac{1}{iQ_1 \ln s} \cdot \frac{1}{iQ_1 \ln s}.
\]
where \( a^2 \) is defined in (42b) and \( H^2 \) is the total normal field. Comparing (25a) with (15a) and (23), and noting that \( \ln \rho \sim \ln x \) in (23) along the free space-material interface, it is seen that (25a) and (15a) are only matched when the coefficient \( c_0 \) in (25a) is identically zero, that is,

\[
\frac{1}{a^2} H^2(0^+, 0) = \frac{1}{a^2} H^2(0^-, 0).
\]

(26)

The condition above, which is called the junction condition, together with (10) and (14) determines all of the unknown constants, and complete solutions for \( E_{2s} \) and \( H_{2s} \) can now be obtained by means of (8) and (11)-(13).

IV. UTD SOLUTIONS

At this point, the field \( \tilde{F}_{1s} \) is readily obtained by taking the inverse Fourier transform of \( \Phi_{1s} \) and reintroducing the factor \( e^{-ikx \cos \theta'} \) suppressed earlier, namely,

\[
\tilde{F}_{1s}(\rho, \phi, z) = \left[ \frac{E_{2s}}{Z_0 H_{2s}} \right] e^{-ikx \cos \theta'}
\]

\[
= \left[ \frac{E_{2s}}{Z_0 H_{2s}} \right] e^{-ikx \cos \theta'} \int_{-\infty}^{\infty} \left[ \frac{E_{2s}(s, y)}{Z_0 H_{2s}(s, y)} \right] e^{-isx} ds, \quad y \geq 0.
\]

(27a)

Since one is interested in finding a high-frequency UTD solution for \( \tilde{F}_{1s} \) when \( K \rho \rightarrow \infty \) instead of numerically integrating (27a), it is convenient to employ polar transformations to the variables in (27a). The transformations are

\[
s = -K \cos \omega, \quad \beta = K \sin \omega, \quad z = \rho \cos \phi, \quad y = \rho \sin \phi,
\]

(27b)

where \( \omega \) is a complex variable. The field \( \tilde{F}_{1s} \) can then be expressed as follows:

\[
\tilde{F}_{1s}(\rho, \phi, z) = \frac{e^{-ikz \cos \theta'}}{2\pi} \int_{\Gamma} \tilde{F}_{1s}(w, \phi'; \theta') e^{iK \rho \cos(\omega - \phi)} dw, \quad \rho \geq 0, \quad 0 < \phi' < \pi;
\]

(28a)

where the integration path \( \Gamma \) in the \( w \) plane is the same as the one in [1, fig. 3]. Without going over the details, the spectral function \( \tilde{F}_{1s}(w, \phi'; \theta') \) is given by

\[
\tilde{F}_{1s}(w, \phi'; \theta') = \tilde{C}(w) \Phi(w) \sin w \left[ \frac{\tilde{A}(w, \phi'; \theta')}{\cos w + \cos \phi'} + \tilde{B}(w, \phi'; \theta') \right] \cdot \sin \phi' \Theta'(\nu', \zeta') \tilde{C}(\phi') \tilde{F}_{0s};
\]

(28b)

where the matrix \( \tilde{C} \) was defined earlier in (6b), and

\[
\tilde{C}(\nu', \zeta') = 2 \begin{bmatrix} a_{\nu'}^2 - a_{\nu}^2 & 0 \\ 0 & \sin \zeta' - \sin \zeta^0 \end{bmatrix},
\]

(29a)

The second term in (31) is the reflected field defined in (5). The second term is the reflected field given by

\[
\tilde{R}_{1s} = \tilde{C}^{-1}(\pi - \phi') \left[ \tilde{A}_{1s}^{(1)} U(\pi - \phi - \phi') + \tilde{A}_{2s}^{(1)} U(\phi + \phi' - \pi) \right] \cdot \tilde{C}(\pi + \phi') \tilde{F}_{0s} e^{-iK \rho \cos(\phi + \phi') - ikx \cos \theta'},
\]

(32)
where \( U \) is the unit step function and \( \mathbf{A}^{(i)} \) are the reflection coefficient matrices defined in (6b). The third term, \( \tilde{F}^{uw} \), in (31) is the surface wave field expressed as

\[
\tilde{F}^{uw} = \left\{ \tilde{F}_{uw}(w_1) \right\} U(\phi_1 - \phi) + \tilde{F}^{uw}(w_2, \psi) e^{iK\rho - i\kappa z} U(\phi_2 - \phi).
\]

(33a)

\[
\phi_1 = \frac{-\text{Re} \psi}{\pi + \text{Re} \psi}, \quad \pm \arccos \left( \frac{1}{\cosh(\text{Im} \psi)} \right),
\]

(33b)

\[ \tilde{F}_{uw}(w_1) = \mathbf{C}(w_1) \mathbf{P}^1(w_1), \]

\[ \mathbf{C}(w_1) = \begin{bmatrix} 1 & 0 & -1 & 0 \end{bmatrix}, \]

(34b)

\[ \mathbf{P}^1(w_1) = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix}. \]

(35a)

The last term, \( \tilde{P}_{uw} \), has the form of the diffracted field given by

\[
\tilde{P}_{uw} = \mathbf{C}(w_1) \mathbf{P}^1(w_1)\mathbf{e}^{iK\rho - i\kappa z} U(\phi_2 - \phi).
\]

(36c)

where \( \mathbf{P}^1(w_1) \) is the uniform diffraction coefficient matrix for the junction of the two-part material coated PEC ground plane, which can be expressed as

\[
\hat{D}_1(\phi, \phi'; \theta') = \frac{e^{i2}}{\sqrt{2} \pi} \cdot \begin{bmatrix} 1 & -F(-2K\rho \xi) \\ 0 & \xi \end{bmatrix},
\]

(34b)

in which

\[
\gamma_i = \sin \left( \frac{\psi_i - \phi}{2} \right), \quad i = 1, 2, 3, 4, 5,
\]

(34c)

\[
w_1 = \pi - \phi', \quad w_2 = w_{s_1}, \quad w_3 = w_{s_2},
\]

(34d)

\[
w_i = -\xi, \quad \xi = \pi + \xi'.
\]

(34e)

\[
\tilde{F}_{uw} = \mathbf{C}(w_1) \mathbf{P}^1(w_1), \quad \tilde{F}^{uw}(w_2, \psi) e^{iK\rho - i\kappa z} U(\phi_2 - \phi),
\]

(34f)

\[
\tilde{P}_{uw} = \mathbf{C}(w_1) \mathbf{P}^1(w_1)\mathbf{e}^{iK\rho - i\kappa z} U(\phi_2 - \phi).
\]

(34g)

where \( \tilde{P}_{uw}(\psi_i), i = 4, 5 \), are the residues of \( \sin \psi(w) \) at \( \psi_i \). The function \( F(x) \) in (34b) is the well-known transition function [21] given by

\[
F(x) = 2i\sqrt{2} e^{x^2} \int_0^x e^{-t^2} dt, \quad -\frac{3\pi}{2} < \arg(z) < \frac{\pi}{2},
\]

(34d)

where the branch cut for \( F(x) \) in the complex \( x \) plane is the positive imaginary axis. Note that when the magnitude of \( x \) is large, \( F(x) \) approaches 1. Therefore, as \( K\rho \rightarrow \infty \), the only nonzero term left in the expression for \( \tilde{F}_{uw} \) is the first term, which is referred to as the far-zone diffraction coefficient \( \tilde{D}_{uw} \).

It is important to note that the UTT solution obtained above satisfies the reciprocity property; in other words, \( \tilde{D}_{uw} \) satisfies the following condition:

\[
\tilde{D}_{uw} = \begin{bmatrix} D_{11} & D_{12} \\ D_{21} & D_{22} \end{bmatrix}, \quad D_{11}(\phi, \phi'; \theta') = D_{12}(\phi', \phi; \theta'),
\]

(35a)

\[ D_{21}(\phi, \phi'; \theta') = D_{22}(\phi', \phi; \theta'). \]

The derivation of the above symmetry property is discussed in Appendix II.

As stated earlier, \( \tilde{f}_{12} \) is only part of the solution for the canonical diffraction problem of a two-part material slab illustrated in Fig. 1. The remaining part of the solution is the field \( \tilde{f}_{21} \), which is defined as

\[
\tilde{f}_{21}(\rho, \phi, z) = \begin{bmatrix} E_0^+(\rho, \phi, z) \\ Z_0 H_0^+(\rho, \phi, z) \end{bmatrix}, \quad 0 < \phi < \pi.
\]

(36a)

Note that \( \tilde{f}_{21} \) is the solution to the other half of the bisection problems (see Fig. 2), namely, the two-part material coated PEC ground plane. Also, \( \tilde{f}_{21} \) is readily obtained from the solution \( \tilde{f}_{12} \) if the concept of duality is employed. Thus, the total field, \( \tilde{f}_{21} \), of the PEC bisection problem is given by

\[
\tilde{f}_{21} = \tilde{f}_{12} + \tilde{f}_{22} + \tilde{f}_{2uw} + \tilde{f}_{2uw}, \quad 0 < \phi < \pi,
\]

(36b)

where the reflected field \( \tilde{f}_{22} \), the surface field \( \tilde{f}_{2uw} \), and the diffracted field \( \tilde{f}_{2uw} \), respectively, have the form of \( \tilde{f}_{11} \), \( \tilde{f}_{1uw} \), and \( \tilde{f}_{1uw} \), except that the off-diagonal terms of all the matrices in (32), (33a), and (34a) change signs, the magnitudes \( E_0 \) and \( Z_0 H_0 \) are interchanged, and the parameters \( \epsilon_{12} \) and \( \mu_{12} \) are interchanged; the matrix \( \tilde{L}_{1} \) is defined as follows:

\[
\tilde{L}_{1} = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}.
\]

(36c)

The solution \( (E_z, H_z) \) to the original problem shown in Fig. 1 is obtained by superposing the solutions to the two bisection problems, that is,

\[
E_z(\rho, \phi, z) = E_0^+(\rho, |\phi|, z) + \text{sgn}(\phi) E_0^-(\rho, |\phi|, z), \quad -\pi < \phi < \pi,
\]

(37a)

\[
H_z(\rho, \phi, z) = H_0^+(\rho, |\phi|, z) + \text{sgn}(\phi) H_0^-(\rho, |\phi|, z), \quad -\pi < \phi < \pi.
\]

(37b)

where \( \text{sgn}(\phi) = 1 \) if \( \phi > 0 \) and \(-1 \) if \( \phi < 0 \). If one defines

\[
\tilde{f}_{21} = \begin{bmatrix} E_z \\ Z_0 H_z \end{bmatrix}, \quad \tilde{f}_{22} = \begin{bmatrix} 1 & 0 \\ 0 & |\phi|/\phi \end{bmatrix},
\]

(38a)
(37) can be rewritten as
\[ I_x(\rho, \phi, \alpha) = I_{x1} + I_{x2} + I_{xu} + I_{xw}, \]
where
\[ I_{x1} = \frac{I_{x1}}{\theta_0} \left( 1 + \frac{\theta_0}{\phi} \right), \quad I_{x2} = \left( I_{x1} + I_{xw} \right) U(\phi), \]
\[ I_{xu} = I_{x2} \left[ I_{x1}(\phi) - I_{x2}(\phi) \right] U(\phi), \]
\[ I_{xw} = I_{x2} \left[ \frac{I_{xu}}{\phi} I_{x2} \right] U(\phi). \]

V. NUMERICAL RESULTS

The UTD solutions developed in the previous section for the two-part planar material slab and the related geometries consist of simple functions, most of which are amenable to numerical computation. The only functions that require a simple numerical integration are \( g_{x2}(w, v) \). This simple integration can be quickly and efficiently computed with a Gaussian quadrature. In Fig. 3, the \( z \) component of the total field, which includes the scattered and the incident fields, for the two-part thin material slab is presented. It can be seen that the total field is continuous across the shadow boundaries of the incident, reflected, and surface wave fields. Furthermore, it is noted that a superposition of the two sets of GIBC, which were employed to replace the two bisection configurations in this study, is equivalent to a "jump" boundary condition being used to model the original two-part material slab. Hence, discontinuities occur at \( \phi = 0^\circ, 180^\circ, \) and \( 360^\circ \) for the results shown in Fig. 3.

To test the accuracy of the UTD solutions, the singly edge-diffracted fields in the far zone are computed for a thin material half-plane where the incident field is an obliquely incident plane wave \( \theta' = 45^\circ \) of two different polarizations \( (TM_s \) and \( TE_s) \) and \( \phi' \) is fixed and equal to zero. The UTD solutions are compared with independent MM results as shown in Fig. 4, where the diffracted fields \( E_x^s \) and \( Z_xH_x^s \) are given as functions of the scattered angle \( \phi \). Note that the UTD solution for a material half-plane can be easily derived from the solution for the two-part slab geometry if one replaces either material medium 1 or 2 with free space. This can be done by letting the corresponding \( \epsilon_1 \rightarrow 1 \) and \( \mu_1 \rightarrow 1 \), or by letting the corresponding thickness \( t \rightarrow 0 \) in the solution obtained in the previous section. Note also that the MM solution for a single edge was obtained from a material strip of finite width by a time-domain isolation technique [22], which provides good results only when the field diffracted from the first edge of the strip can be fairly well isolated from the effect of the second edge; that is, when the scattered angle \( \phi \) is not far away from \( 0^\circ \) so that the difference between the path lengths for the field scattered from the first and the second edges is not small. Since the region near edge-on is the most critical, Fig. 4 provides a good indication of the validity of the UTD solution, and it is seen that the agreement between the UTD and MM results is very good.

In Fig. 5, the singly edge-diffracted fields in the far zone are computed for a thin material strip based on the newly
Actually, only the PMC bisection problem is solved using the Wiener-Hopf technique after the two-part grounded thin slab configuration is modeled by the GIBC of \( \theta(t) \). By employing the duality principle, a solution to the PEC bisection problem is then obtained. Finally, a superposition of these solutions provides the result for the original problem. The final solutions are expressed in the high-frequency UTD forms, which involve relatively simple functions amenable to numerical calculations.

The application of GIBC or generalized resistive boundary conditions (GRBC’s) of \( \theta(t) \) yields second-order derivatives of the fields. This creates difficulties with magnetic dielectric materials because it gives rise to solutions which are neither unique nor reciprocal even after the edge condition has been applied. In this paper, the problem of uniqueness is solved by imposing a newly developed junction condition in addition to the boundary and radiation conditions as well as the usual edge condition. This junction condition is obtained by matching an approximate quasi-static solution with the corresponding Wiener-Hopf solution in their common domain of overlap near the edge (or junction). The solution obtained by this procedure yields a diffraction coefficient which automatically satisfies reciprocity; such a useful result obtained here is in contrast to the results in some papers found in the literature where the reciprocity condition has to be enforced explicitly. Note that the reciprocity property is not as readily apparent in the solution for the case of oblique incidence as it is for the case of normal incidence. Thus, the development of the reciprocity condition for the case of oblique incidence is provided in Appendix II.

The UTD solutions given in this paper are uniformly valid across the shadow boundaries of the incident (or transmitted), reflected, and surface wave fields. To verify the accuracy of the newly obtained UTD solutions, numerical results based on UTD are computed for some geometrical configurations and compared with corresponding results based on an independent MM solution. It is shown that the agreement between the two solutions is very good. Finally, it is noted that the solution to the two-part problem can also be applied to some special cases where either or both of the material half-planes in Fig. 1 reduce to free space, PEC, PMC, or resistive sheets. By including multiple interactions between the edges when their effects on the total scattering are significant, the UTD solutions obtained here can even be extended to treat inhomogeneous thin material strips with slowly varying electrical properties upon replacing them by sections of piecewise-constant material properties.

APPENDIX I

The functions \( D_\pm^2(s) \) and \( D_\mp^2(s) \), which are regular in the upper half \( s \) plane \( \tau > \tau_+ \) and the lower half \( s \) plane \( \tau < \tau_- \), respectively, are given as follows:

\[
D_\pm^2(s) = \pm \frac{1}{K} \left( \sin \zeta \frac{d}{d\zeta} - \sin \zeta \right) \left\{ G_\pm(s, \zeta) \left[ \frac{\tilde{A}_\pm}{s - K \cos \phi'} \right] + \tilde{C}_\pm + \tilde{C}^{\mp} \right\} \left[ G_\mp(s, \zeta') \frac{\tilde{A}_\mp}{s - K \cos \phi'} \right].
\]

\[
D_\mp^2(s) = \pm \frac{1}{K} \left( \sin \zeta \frac{d}{d\zeta} - \sin \zeta \right) \left\{ G_\mp(s, \zeta) \left[ \frac{\tilde{A}_\mp}{s - K \cos \phi'} \right] + \tilde{C}_\pm + \tilde{C}^{\mp} \right\} \left[ G_\pm(s, \zeta') \frac{\tilde{A}_\pm}{s - K \cos \phi'} \right].
\]
where
\[
C^{ce} = \frac{\cos \theta'}{\sqrt{2\pi}} \left\{ \frac{\left[ E_+^{ce}(0^+, 0) - E_-^{ce}(0^-, 0) \right] s}{K \sin \theta'} + \cos \theta' \left[ \zeta_H^{ce}(0^+, 0) - \sin \zeta_H^{ce}(0^-, 0) \right] \right. \\
\left. + \left[ \frac{H_0^{ce}(0^+, 0)}{1 + b_0^2 \sin^2 \theta'} - \frac{H_0^{ce}(0^-, 0)}{1 + b_0^2 \sin^2 \theta'} \right] \right\}.
\]
\[(40a)\]

\[
\tilde{C}_u = \frac{1}{\sqrt{2\pi} \sin \theta'} \left\{ \left( \frac{\sin \zeta_H^{ce}}{a_0^2} - \frac{\sin \zeta_H^{ce}}{a_0^2} \right) \cos \theta' \cos \phi' E_+^{ce} \right\}_{y=0}^{y=0} \\
+ \left[ \frac{\sin \zeta_H^{ce}}{a_0^2} - \frac{\sin \zeta_H^{ce}}{a_0^2} \right] i \cos \theta' \frac{\partial}{\partial y} \\
+ \left( \sin \zeta_H^{ce} \right) \frac{\sin \theta'}{K \sin \theta'} \left\{ Z_0 H_0^{ce} \right\}_{y=0}^{y=0} \\
\]}
\[(40b)\]

\[
\tilde{A}_u = -\frac{\sqrt{2}}{\pi} \frac{K \sin \theta' (\sin \zeta_H^{ce} - \sin \zeta_H^{ce})}{\sin \phi' + \sin \zeta_H^{ce}} E_{0y},
\]
\[(40c)\]

and \(E_{0y}\) is the magnitude of the normal component of the incident field \(E_y^{ce}\) at the origin. Likewise, \(D_\pm(x)\) are given by
\[
D_\pm(x) = T_\pm(x) \left[ \frac{\tilde{A}_u}{s - K \cos \phi'} + \tilde{C}_u + C^{ce} \right] \\
+ \frac{\tilde{A}_u}{s - K \cos \phi'} T_\pm(K \cos \phi'),
\]
\[(41a)\]

\[
T_+(x) = \frac{1}{(a_0^2 - a_0^2)(s^2 - s_0^2)} \left[ \frac{G_+(s, \nu_0^2)}{G_+(s, \nu_0^2)} + \alpha s + \delta \right],
\]
\[(41b)\]

\[
T_-(x) = \frac{1}{(a_0^2 - a_0^2)(s^2 - s_0^2)} \left[ \frac{G_-(s, \nu_0^2)}{G_-(s, \nu_0^2)} + \alpha s + \delta \right],
\]
\[(41c)\]

\[
\alpha = \frac{1}{2s_0} \left[ \frac{G_+(s, \nu_0^2)G_+(s, \nu_0^2)}{G_+(s, \nu_0^2)} - a_0^2 \frac{G_+(s, \nu_0^2)G_+(s, \nu_0^2)}{G_+(s, \nu_0^2)} \right],
\]
\[(41d)\]

\[
\delta = -\frac{1}{2} \left[ \frac{G_+(s, \nu_0^2)G_+(s, \nu_0^2)}{G_+(s, \nu_0^2)} + a_0^2 \frac{G_+(s, \nu_0^2)G_+(s, \nu_0^2)}{G_+(s, \nu_0^2)} \right];
\]
\[(41e)\]

\[
x = K^2 \left( 1 + \frac{a_0^2 s_0^2 - a_0^2 s_0^2}{a_0^2 - a_0^2} \right), \text{ \ } \text{Im} s_0 > 0,
\]
\[(42a)\]

\[
\tilde{C}_u = \frac{1}{\sqrt{2\pi} \sin \theta'} \left\{ \left( a_0^2 - a_0^2 \right) \frac{\partial}{\partial y} + iK (b_0^2 - b_0^2) \sin^2 \theta' \right\} E_+^{ce} |_{y=0}^{y=0} \\
- iK \cos \theta' \cos \phi' (a_0^2 - a_0^2) Z_0 H_0^{ce} |_{y=0}^{y=0}.
\]
\[(42c)\]

\[
\tilde{A}_u = i \sqrt{2} \frac{\sin \theta' (a_0^2 - a_0^2) K^2 \cos^2 \theta' - s_0^2)}{\sin^2 \theta' + a_0^2 \sin \phi' + b_0^2} E_{0y},
\]
\[(42d)\]

and \(H_{0y}\) is the magnitude of the normal component of the incident field \(H_y^{ce}\) at the origin.

**APPENDIX II**

Let the entire upper half space \(\{y > 0\}\) of the PMC bisection configuration depicted in Fig. 2 be enclosed by a surface \(S\). The reciprocity theorem in the most general integral form for the entire region enclosed by \(S\) is given by
\[
- \oint_S \left( \mathbf{E}_a \times \mathbf{H}_b - \mathbf{E}_b \times \mathbf{H}_a \right) \cdot \hat{n} \, ds
\]
\[
= \iint_V \left( \mathbf{E}_a \cdot \mathbf{J}_b - \mathbf{H}_a \cdot \mathbf{M}_b - \mathbf{E}_b \cdot \mathbf{J}_a + \mathbf{H}_b \cdot \mathbf{M}_a \right) dv,
\]
\[(43a)\]

where \(V\) is the volume of the entire region enclosed by \(S\), \(\hat{n}\) is the outer normal of \(S\), and \(\mathbf{J}_a, \mathbf{M}_b\) are, respectively, the electric and magnetic current densities of sources \(a\) and \(b\); \(\mathbf{E}_a, \mathbf{H}_b\) are, respectively, the total electric and magnetic fields radiated by sources \(a\) and \(b\) in the presence of the material coated PMC ground plane.

Let source \(a\) be a line source consisting of traveling line currents with \(e^{-ikx \cos \theta'}\) dependence. As source \(a\) recedes to infinity (but is still captured inside \(S\)), the incident field radiated by source \(a\) becomes a plane wave field obliquely incident to the \(z\) axis with an angle \(\theta'\) measured from the \(+z\) axis. By the law of diffraction, the diffracted rays emanating from the edge (\(z\) axis) due to source \(a\) form a cone making the same cone angle with the edge as the incident ray. In other words, the angle formed between the diffracted rays and the \(-z\) axis is \(\theta'\). Thus, to check the reciprocity property for the solution of the total field which includes the diffracted field, one would like the second source (i.e., source \(b\)) to be a line source with \(e^{-ikx \cos \theta'}\) dependence so that it excites an obliquely incident plane wave (as \(b\) recedes to infinity) in free space with an angle \(\pi - \theta'\) measured from the \(+z\) axis. It follows that
\[
\iiint_V \mathbf{J}_a \cdot dv = 2\mathbf{I}_a e^{-ikx \cos \theta'},
\]
\[
\iiint_V \mathbf{M}_b \cdot dv = 2\mathbf{I}_b e^{-ikx \cos \theta'},
\]
\[(43b)\]

where \(\mathbf{I}_{a,b}\) and \(\mathbf{I}_{a,b}\) are the magnitudes of the corresponding electric and magnetic currents. Furthermore, since the bound-
ary condition at the PMC plane \((y = 0)\) together with the radiation condition \((as \rho \to \infty)\) force the left-hand side of (43a) to vanish, the reciprocity condition reduces to

\[
[\mathbf{E}_a'(\rho_x^a)I_a - H_{a'}(\rho_x^a)]e^{-i\omega t}\cos \theta = [\mathbf{E}_a'(\rho_x^b)I_b - H_{a'}(\rho_x^b)]e^{-i\omega t}\cos \theta',
\]

(43c)

where \(\rho_x^a\) and \(\rho_x^b\) denote the locations of sources \(a\) and \(b\), respectively.

Since both sources \(a\) and \(b\) recede to infinity to produce plane wave incident fields, the evanescent surface wave fields vanish at the locations of the sources. Furthermore, it is well known that the geometrical optics fields satisfy the reciprocity condition. Therefore, it remains to be shown that the diffracted fields satisfy condition (43c). Applying (34a) \((as \rho \to \infty)\) to (43c) yields, after some simplification, the following symmetry property:

\[
\mathbf{D}_{PZ} = \begin{bmatrix} D_{11} & D_{13} \\ D_{21} & D_{23} \end{bmatrix},
\]

\[
D_{11}(\phi, \phi'_a; \theta) = D_{11}(\phi', \phi_a; -\theta'),
\]

\[
D_{13}(\phi, \phi'_a; \theta) = D_{23}(\phi, \phi'_a; -\theta''),
\]

\[
D_{21}(\phi, \phi'_b; \theta) = -D_{21}(\phi, \phi'_b; -\theta'),
\]

\[
D_{23}(\phi, \phi'_b; \theta) = -D_{23}(\phi, \phi'_b; -\theta''),
\]

(44)

where \(\mathbf{D}_{PZ}\) is the far zone diffraction matrix for the PMC bisection problem. Thus, to show that the UTD solution for the PMC bisection problem satisfies reciprocity, it is sufficient to verify that (44) holds for \(\mathbf{D}_{PZ}\). It can be shown from (34a) and (28b) that \(\mathbf{D}_{PZ}\) indeed satisfies the condition in (44). Furthermore, since \(D_{11}\) and \(D_{23}\) are not changed when \(\theta'\) is replaced by \(-\theta'\), whereas \(D_{13}\) and \(D_{21}\) change sign when \(\theta'\) becomes \(-\theta'\), (44) can be rewritten as (35). Note that via the duality principle, it can also be shown that the solution for the FEC bisection problem satisfies the reciprocity condition.
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Scattering by Thin Wire Loaded with a Ferrite Ring

N. Wang and L. Peters, Jr.

Abstract—This communication presents a coupled integral equation formulation and the method of moments (MoM) solution to the problem of scattering by a thin conducting wire of circular cross section with ferrite loading. It is proved that the ferrite loading can be used to reduce the radar cross section of long thin objects at their resonant frequency.

I. INTRODUCTION

It has long been recognized that ferrite beads can be used in lieu of inductive chokes to prevent unwanted energy from being coupled into power supplies. This same concept can be used to reduce the RCS of long thin objects at their resonant frequency. The purpose of this communication is to present a coupled integral equation formulation and the method of moments solution to the problem of scattering by thin conducting wire loaded with a ferrite ring. The reduction of RCS of long thin objects by ferrite loading is demonstrated in this communication by the numerical results.

II. ANALYSIS

Consider a thin conductor (wire) illuminated by an incoming plane wave. A ferrite ring with permeability $\mu_r$ is placed concentrically at the center of the wire. The geometry of the problem is shown in Fig. 1. The thin wire has a radius $a$ and a finite length $l$. The cross-sectional area of the ferrite ring is equal to $\pi a^2$.

It is assumed that the wire is electrically thin such that only an axial current, $I_z$, is induced on the wire and $I_z$ has no circumferential variation. It is also assumed that the area $\pi a^2$ is small enough that the induced magnetic field intensity, $H_\phi$, inside the ferrite ring is uniform and circumferentially oriented. A coupled integral equation for the unknown axial current, $I_z$, and circumferential magnetic field intensity, $H_\phi$, is formulated below.

Employing the well-established thin-wire theory developed by Richmond [1], the following equation along the axis of the thin wire is obtained:

$$E_z^i(I_z) + E_x^i(M_{eq}) = -E_z^i.$$  \hspace{1cm} (1)

Here $E_z^i(I_z)$ and $E_x^i(M_{eq})$ are the free-space fields generated by the induced electric current, $I_z$, and the equivalent magnetic current source, $M_{eq}$, respectively. $E_z^i$ is the incident electric field and

$$\vec{M}_{eq} = j\omega \mu_0 (\mu_r - 1) \vec{H}_\phi.$$  \hspace{1cm} (2)

In the above equation, $\vec{H}_\phi$ is the unknown constant magnetic field intensity inside the ferrite ring, and $M_{eq}$ is confined by the ferrite material.

A second equation for $I_z$ and $H_\phi$ can be obtained by noting that the total magnetic field intensity, $\vec{H}_\phi$, inside the ferrite ring is given by

$$\vec{H}_\phi = H_z^i + H_x^i(I_z) + H_x^i(M_{eq}).$$  \hspace{1cm} (3)

In this equation $H_z^i$ is the incident magnetic field, $H_x^i(I_z)$ and $H_x^i(M_{eq})$ are the free-space fields generated by $I_z$ and $M_{eq}$ respectively.
A solution to the coupled equations (1) and (3) using the methods of moments is outlined below.

The induced electric current, \( I_e \), along the thin wire is expanded as

\[
I_e(z) = \sum_{n=1}^{N} I_n F_n(z),
\]

where \( I_n \) are unknown constants and \( F_n(z) \) are the piecewise-sinusoidal expansion functions discussed by Richmond [1].

The induced magnetic field, \( H_\phi \), inside the ferrite ring is represented by a constant term:

\[
H_\phi = I_{N+1} P(\phi),
\]

where \( I_{N+1} \) is the unknown coefficient and \( P(\phi) \) is constant pulse function with unit amplitude in the interval \( 0 \leq \phi \leq 2\pi \). Performing the Galerkin test on (1) and (3), one obtains the following equations:

\[
- \int_m F_m(z) E'_e(I_\phi) \, dz = \int_m F_m(z) E'_m(M_{in}) \, dz
= \int_m F_m(z) E'_m(z) \, dz
= \int_m F_m(z) E'_e(z) \, dz
\]

\[
\int_0^{2\pi} P(\phi) \left[ H_\phi - H'_e(I_\phi) - H'_m(M_{in}) \right] b \, d\phi = \int_0^{2\pi} P(\phi) H'_m b \, d\phi.
\]

Substituting (4) and (5) into (6) and (7), the following set of \( N + 1 \) equations can be obtained:

\[
\sum_{n=1}^{N} I_n Z_{mn} + I_{N+1} Z_{m,N+1} = V_m, \quad m = 1, 2, \ldots, N \quad (8a)
\]

\[
\sum_{n=1}^{N} I_n Z_{n+1,n} + I_{N+1} Z_{N+1,N+1} = V_{N+1}. \quad (8b)
\]

\( Z_{mn} \) is the usual mutual impedance between two sinusoidal dipoles [1], and

\[
Z_{m,N+1} = j \omega \mu_0 (\mu_r - 1) \pi e^2 2\pi b H'_e, \quad (9)
\]

where \( b = a + c \).

---

**Fig. 1.** A thin wire with ferrite ring.

**Fig. 2.** RCS of a half-wavelength dipole with a ferrite bead placed as shown.

**Fig. 3.** RCS of an inductively loaded dipole.

**Fig. 4.** RCS of a wavelength-long dipole loaded with a ferrite bead.
$H_\phi^0$ is the magnetic field intensity arising from the electric current source $F_m(z)$, evaluated at the center of the ferrite ring. Note that the reciprocity theorem has been employed for the second term on the left-hand side of (8) to obtain the expression for $Z_{m,N+1}$. Expressions for $Z_{N+1,m}$ and $Z_{N+1,N+1}$ are given below:

$$Z_{N+1,m} = -2\pi b H_\phi^0$$  \hspace{1cm} (10)

and

$$Z_{N+1,N+1} = 2\pi b [1 + \mu c^2 j \omega \mu_0 (\mu_1 - 1) z_0 / \eta_0]$$  \hspace{1cm} (11)

where $z_0$ is the zeroth-order generalized impedance for the circular electric wire loop [2], and $\eta_0$ is the intrinsic impedance of free space.

The matrix equation (8) can be readily solved for the unknowns $I_m$, and the far-zone scattered field can be easily obtained. Note that the contribution to the scattered field from the ferrite ring is insignificant and is ignored in the calculation. In the next section numerical results for the scatter fields arising from ferrite-loaded thin wire will be presented.

III. NUMERICAL RESULTS AND DISCUSSIONS

In this section we present numerical results for the plane wave scattering by a straight piece of thin wire. The ferrite ring is placed at the center of the wire. The results are obtained for a normally incident plane wave with the incident electric field $E^i$ parallel to the wire. Fig. 2 presents the broadside radar cross section (RCS) of a 0.45λ long thin wire as a function of the permeability, $\mu_r$, for the ferrite ring. It can be seen that as $\mu_r$ increases the RCS of the
ferrite-ring-loaded thin wire is dramatically reduced. Corresponding results based on thin wire with a lumped load \((jX_L)\) at the center are also obtained. The results for the inductive load are shown in Fig. 3. It is seen that the inductive loading has a similar effect of RCS reduction as that due to the ferrite ring. However, the ferrite bead is inserted on the wire whereas the inductive load must be inserted in series, making it necessary to cut the wire. Figs. 4 and 5 present the RCS curves for a one-wavelength-long thin wire. It is interesting to observe that as the \(\mu_r\) or \(X_L\) is increased, the RCS of the \(\lambda\)-long dipole approaches that of two \(\lambda/2\)-long dipoles.

This frequency dependence of ferrites may prove to be useful. It may be possible to design the material so that it is effective at the design frequency but not effective for frequencies much higher than the design frequency.

The effect due to the cross section area of the ferrite ring on the RCS of a thin wire is also investigated. The results for the case of a 0.025 \(\times\) 0.46\(\lambda\) wire are shown in Fig. 6. Note that, in Fig. 6, as the radar cross section area of the ferrite ring is decreased from a radius of \(10^{-3}\lambda\) to \(10^{-6}\lambda\) the effect of the ferrite-ring on the RCS of the loaded wire is gradually diminished. Fig. 7 gives the radar cross section when the radius of the wire is increased from 0.025\(\lambda\) to 0.06\(\lambda\). Note that the effectiveness of the bead has improved with this increase in radius (or for the finer dipole).

It might be assumed that the RCS reduction introduced by the presence of the ferrite bead would be frequency dependent. As may be seen in Fig. 8, this is a broadband phenomenon and the RCS reduction is maintained for about a 4:1 bandwidth. It should also be possible to extend the bandwidth by use of multiple beads.

IV. SUMMARY AND DISCUSSION

This paper has presented a coupled integral equation and method of moments (MOM) solution to the problem of scattering by a thin conducting wire of circular cross section with ferrite loading. It has been shown that the ferrite loading can be used to reduce the radar cross section of long thin objects at their resonant frequency.
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Analysis of diffraction by material discontinuities in thin material-coated planar surfaces based on Maliuzhinets method
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The electromagnetic diffraction of a plane wave (transverse electric case) by a two-part material coated perfectly conducting ground plane and a material-coated perfectly conducting half plane is studied using the Maliuzhinets method. Each of the coatings is assumed to be electrically thin so that it can be replaced in the analysis by a generalized impedance boundary condition of \( \delta(t) \), where \( t \) is the corresponding coating thickness. To solve each of the boundary value problems completely, one needs to impose an additional constraint which is determined here by matching an approximate quasi-static solution with the corresponding Maliuzhinets solution in the common region of overlap. This requires the asymptotic evaluation of the Maliuzhinets functions in various regions of the spectral domain. Furthermore, several constraints that appear in the analysis are exactly related to the field and its derivatives evaluated at the edge or junction of the body under study. The backscattered and bistatic echo widths of a partially coated perfectly conducting half plane are computed with the solutions developed here (including multiple interaction) and compared with an independent moment method solution. The agreement between the two solutions is excellent.

1. INTRODUCTION

The generalized impedance boundary conditions (GIBCs), which involve field derivatives of higher order than the first, have frequently been used by many authors to model thin material slabs or coated metallic surfaces in electromagnetic (em) scattering problems. The application of GIBCs provides more accurate models for nonmetallic surfaces than the traditional Leontovich boundary conditions. However, difficulties arise when GIBCs are used because they yield solutions which are neither unique nor reciprocal even after the edge condition is applied. Note that there are special cases where solutions based on GIBCs can be found where no unknown constants remain and without the need to impose reciprocity. In several GIBC-based solutions involving magnetic dielectric materials found in the literature, the reciprocity condition is imposed explicitly in the analysis and any remaining unknown constants are set equal to zero (Rojas and Pathak, 1989; Rojas and Chow, 1990; Volakis and Senior, 1989). Bernard (1987) considers a conducting wedge covered with magnetic dielectric material; however, his solution is not complete because some terms in his solution remain unsolved. In his study of a coated half plane, Senior (1991) states that when the GIBCs are used, reciprocity should be explicitly imposed, and additional constraints are required to ensure uniqueness. Although his solution is still incomplete because it contains an unknown constant, it correctly predicts that the constant is related to the value of the field at the edge. In the study by Rojas et al. (1991a), an additional junction condition is developed for the first time for a thin magnetic dielectric material following a procedure introduced by Leppington (1983), who modeled the field near the junction by a quasi-static solution and then matched to the external Wiener-Hopf solution in the region of overlap to determine the additional constraint. As shown by Rojas et al. (1991a), the additional junction condition eliminates the need to explicitly impose reciprocity in the analysis, and all the unknown constants can be completely evaluated.

In this paper the Maliuzhinets method [Maliuzhine, 1959] is employed to solve two canonical problems involving thin material-coated metallic surfaces which are modeled by GIBCs of \( \delta(t) \) [Weinstein, 1969; Rojas and Alhekil, 1989; Rojas, 1988], where \( t \) denotes the corresponding coating thickness. Specifically, the first problem is the em diffraction of a normally incident plane wave (transverse electric \( TE_z \) case) by the junction of a two-
part thin dielectric/magnetic coated perfect electric conducting (PEC) ground plane, whose geometry is depicted in Figure 1. Note that a similar problem has been solved by Rojas et al. [1991a] via the Wiener-Hopf technique along with an approximate quasi-static analysis. However, this two-part problem, which has not been analyzed by the Maliuzhinets method, is again considered here to demonstrate the analytical procedure and the application of the quasi-static approximation to obtain a unique solution based on the Maliuzhinets method. Note that the term uniqueness is used here to state the fact that the solution does not contain any unknown constants. The second problem considered here is the electromagnetic diffraction of a normally incident plane wave (TE case) by a thin dielectric/magnetic coated PEC half plane illustrated in Figure 2, where the material coatings on the top face \( x < 0, y = 0^+ \) and the bottom face \( x < 0, y = 0^- \) are different. For this half plane problem, the Maliuzhinets method seems to be a better and simpler approach than the Wiener-Hopf method because the latter requires matrix factorization which is much more complicated than the scalar factorization that one usually encounters. Again, a quasi-static solution is developed and matched with the Maliuzhinets spectral function expanded in the common region of overlap to determine an additional condition, which in turn ensures uniqueness for the Maliuzhinets-based solution. As stated above, this last step requires the asymptotic evaluation of the Maliuzhinets functions in the common region of overlap. Furthermore, in contrast to some papers found in the literature based on the Maliuzhinets method, the analysis presented here gives the exact relationship between constants that appear in the analysis and the field and its derivatives evaluated at the junction or edge of the structure under study. This is a very important result because it gives a physical interpretation to the constants that appear in the analysis. Furthermore, it makes it possible to compare the junction condition obtained by the present method and the Wiener-Hopf technique [Rojas et al., 1991a].

In section 2 the two-part problem depicted in Figure 1 is solved with the aid of the Maliuzhinets method after the GIBCs of \( O(t) \) are employed to replace the grounded slab. It is shown that the present solution based on the Maliuzhinets approach is identical to the one based on the Wiener-Hopf technique presented by Rojas et al. [1991a]. It is also shown that the same junction condition obtained by Rojas et al. [1991a] to ensure uniqueness is again obtained here, though a different approach is used in this study. In section 3 a uniform (geometrical) theory of diffraction (UTD) solution is obtained for the coated half plane problem shown in Figure 2. To test the accuracy of the solutions obtained in this study, the scattering from a partially coated PEC half plane as shown in Figure 3 is calculated in section 4 using the solutions of
sections 2 and 3 (with multiple interaction included), and it is compared and shown to be in good agreement with an independent moment method (MM) solution [Newman, 1986]. Note that an $e^{-iwt}$ time dependence is assumed and suppressed throughout this paper.

2. TWO-PART GENERALIZED IMPEDANCE SURFACE

The two-part coated PEC plane shown in Figure 1 is equivalent to a two-part generalized impedance surface whose faces ($x > 0, y = 0$) and ($x < 0, y = 0$) satisfy the GIBC of $O(i)$. Let $(\rho, \phi, z)$ denote the cylindrical coordinates with $\phi$ measured from the $+x$ axis. Also, let $u(\rho, \phi) = H_2(\rho, \phi)$ be the scalar total field at an arbitrary field point $(\rho, \phi)$ in the upper half space $0 < \phi < \pi$. Then $u$ satisfies the GIBC of $O(i)$ at the surfaces $\phi = 0$ and $\phi = \pi$ as follows:

$$u(\rho, \phi) = \frac{1}{2\pi i} \int_{\gamma} \exp(-ik\rho \cos \phi) S(a + \phi - \frac{\pi}{2}) \, da,$$

(3a)

where the spectral function $S$ is the unknown to be solved, and $\gamma$ is the so-called twofold Sommerfeld contour [Maluzhinets, 1956]. Since the edge condition requires that $u$ be bounded at $\rho = 0$, the asymptotic behavior of $S$ as $\Im a \to \infty$ is given by

$$\lim_{\Im a \to \infty} S(a) = \text{const}$$

(3b)

Furthermore, because of the radiation condition which requires that the scattered field $u - u'$ be bounded in the region $|\phi - \pi/2| < \pi/2$ for $\rho \to \infty$, the function $S(a)$ is regular in the strip $|\Re a| \leq \pi/2$ except that it has a first-order pole at $a = \phi' - \pi/2$ in that strip to ensure the presence of the incident field given in (2).

Applying (3a) in (1a) yields the following integral equations:

$$\int_{\gamma} (\sin \alpha \pm \sin \nu_{\alpha n}) (\sin \alpha \pm \sin \nu) S(a) \exp(-ik\rho \cos \alpha) \, da = 0.$$  

(4a)

It follows from (3b) that the integrands in (4a) excluding the exponential term have the asymptotic behavior in the order $O(e^{2\Im a})$ as $\Im a \to \infty$. Thus according to Maluzhinets [1958], (4a) is transformed into the following inhomogeneous functional difference equations for $S(a)$:

$$\sin \alpha (A_{21} + A_{23} \cos \alpha) = (\sin \alpha \pm \sin \nu_{\alpha n})$$

(4b)

where $A_1, A_2, A_3,$ and $A_4$ are constants. If all of these constants vanish, (4b) would become two homogeneous functional equations for $S(a)$. Let $\rho(a)$ be a solution for these homogeneous functional equations which is given by

$$u'(\rho, \phi) = \exp[-ik\rho \cos (\phi - \phi')]$$

(2)

in which the magnitude of the incident field at the origin is assumed to be unity. Following Maluzhinets approach, the total field $u$ can be expressed in the form of Sommerfeld integral as follows:

$$u(\rho, \phi) = \frac{1}{2\pi i} \int_{\gamma} \exp(-ik\rho \cos \phi) S(a + \phi - \frac{\pi}{2}) \, da,$$

(3a)

2.1. Formulation of Maluzhinets spectral function

For a plane wave normally incident to the $z$ axis at an angle $\phi'$ measured from the $+x$-axis, the incident field $u'$ is given by

$$u'(\rho, \phi) = \exp[-ik\rho \cos (\phi - \phi')]$$

(2)

in which the magnitude of the incident field at the origin is assumed to be unity. Following Maluzhinets approach, the total field $u$ can be expressed in the form of Sommerfeld integral as follows:

$$u(\rho, \phi) = \frac{1}{2\pi i} \int_{\gamma} \exp(-ik\rho \cos \phi) S(a + \phi - \frac{\pi}{2}) \, da,$$
\[
\Psi(a, \nu_b) = \frac{\Psi(-a, \nu_b)}{\Psi(-a, -\nu_b)} \cdot \frac{\Psi(a, -\nu_b)}{\Psi(a, \nu_b)}
\]
(5a)

Note that the functions \( \Psi(\pm a, -\nu_b) \) are put in the denominator because \( \text{Re} \ \nu_{2b} < 0 \) in contrast to \( \text{Re} \ \nu_{3b} > 0 \) as seen from (1d) (a detailed discussion is given by Bernard [1987]). It can be shown that the function \( \Psi(a, \nu) \) can be expressed as

\[
\Psi(a, \nu) = \psi_{22}(a + \nu - \nu)\psi_{22}(a + \nu),
\]
(5b)

where \( \psi_{22}(a) \) is a special case of the well-known Maliuzhinets function \( \psi_\phi(a) \) for \( \Phi = \pi/2 \). Note that \( \psi_\phi(a) \) is an even function of \( a \), and its properties are summarized by Maliuzhinets [1959]. One of these properties is

\[
\psi_\phi(a + 2\Phi) = \psi_\phi(a - 2\Phi),
\]
(6a)

Applying (6a) with \( \Phi = \pi/2 \) to (5a), it is easily shown that \( \rho(a) \) indeed satisfies the homogeneous functional equations. It also follows from (6a) that

\[
\rho(a - \pi) = \rho(a + \pi) = (\cos a + \sin \nu_b)(\cos a - \sin \nu_b)(\cos a - \sin \nu_b),
\]
(6b)

Since the closest zeros and poles to the point \( a = 0 \) of the Maliuzhinets function \( \psi_{22}(a) \) are, \( a = \pm 3\pi/2 \) and \( a = \pm 5\pi/2 \), respectively [Maliuzhinets, 1959], it follows from (5) that \( \rho(a) \) is free of poles and zeros in the strip \( |a| \leq \pi/2 \). Thus the general solution that satisfies (4b) can be expressed as

\[
S(a) = \rho(a)\tau(a).
\]
(7a)

Substituting (7a) into (4b), combining the two equations of (4b), and applying the identity (6b) yields

\[
\tau(a + \pi) - \tau(a - \pi) = -q(a),
\]
(7b)

\[
q(a) = \frac{\cos a}{\rho(a - \pi)}[(A_2 - A_4 \sin a)(\cos a - \sin \nu_b) + (A_1 + A_3 \sin a) - (\cos a - \sin \nu_b)(\cos a - \sin \nu_b)]
\]
(7c)

A particular solution of (7b) is given by

\[
\tau(a) = \frac{q(a + \pi)}{1 - \rho(a)\rho(a + 2\pi)}.
\]
(7d)

In other words, a particular solution for (4b) is \( S_0(a) = \rho(a)\tau(a) \) which must also satisfy the edge condition (3b); and this requires that

\[
A_3 = A_4.
\]
(8a)

\( S_0(a) \) can then be written explicitly as

\[
S_0(a) = \rho(a)\tau(a) = [A_2(\cos^2 \alpha + \cos a + b_1 + A_1(\cos^2 \alpha + a_2 \cos a + b_2)](2(a_1 - a_2)(\sin^2 a - \cos^2 \alpha))
\]

\[
- \frac{A_3 \sin a}{2(\cos^2 a - \cos^2 \alpha)} \left( \cos a + b_2 - b_1 \right) a_2 - a_1.
\]
(8b)

The most general solution for the homogeneous functional equations is given by \( \rho(a)\sigma(a) \), where \( \sigma(a) \) satisfies the following difference equations:

\[
\sigma(a \pm \pi/2) = -\sigma(-a \pm \pi/2).
\]
(9a)

Hence the most general expression for \( S(a) \) that satisfies (4b) is given by

\[
S(a) = S_0(a) + \rho(a)\sigma(a).
\]
(9b)

It is easy to verify that any function \( f(\sin a) \) can be a solution of (9a). Thus, to reproduce the incident field \( u^i \) given in (2), \( \sigma(a) \) may be of the form

\[
\sigma(a) = \frac{\sin \phi'}{p(\phi' - \pi/2)(\sin a + \cos \phi')}
\]
(9c)

However, it is seen from (8b) that \( S_0(a) \) has two poles at \( a = \pm(\pi/2 - \alpha_p) \), which violate the condition that \( S(a) \) has only a simple pole at \( a = \phi' - \pi/2 \) and is otherwise regular in the strip \( |a| \leq \pi/2 \). Thus the second term \( \rho(a)\sigma(a) \) of (9b) combined with \( S_0(a) \) must force the residues of \( S(a) \) to zero at \( a = \pm(\pi/2 - \alpha_p) \) by adjusting the constants \( A_1, A_2, \) and \( A_3 \). Furthermore, \( \rho(a) \) has two nonphysical poles at \( a = \pm(3\pi/2 + \nu_{2b}) \), which when \( \phi \) is close to 0 or \( \pi \), may be captured if the Sommerfeld contour \( \gamma \) is deformed into steepest descent paths. Since the residues of these poles introduce
nonphysical exponentially growing fields, they must be suppressed by setting the residues of \( p(\alpha) \sigma(\alpha) \) to zero at \( \alpha = \pm (3\pi/2 + \nu_{\alpha_1}) \). Consequently, one obtains the following expression for \( \sigma(\alpha) \):

\[
\sigma(\alpha) = \frac{1}{\rho(\phi' - \pi/2)(\sin^2 \alpha - \cos^2 \alpha_p)} \\
\quad \cdot \left[ \sin \phi'(\cos^2 \phi' - \cos^2 \alpha_p) \right] + C. 
\]

where the constant \( C \) is added so that (3b) holds. At this point, \( C \) as well as \( A_i \) (\( i = 1, 2, 3 \)) are still unknown, and thus the total field \( u \) computed from \( S(\alpha) \) is not unique unless these constants can be specified. Although \( A_i \), \( i = 1, 2, 3 \) need not be known to obtain the solution of \( u \) for \( \rho \neq 0 \) because the function \( S_1(\alpha) \) has neither residue nor steepest descent path (SDP) contributions to \( u \) when \( \gamma \) in (3a) is deformed into steepest descent paths, they are computed here because they are related to the field behavior at \( \rho = 0 \). The conditions discussed above which require the residues of \( S(\alpha) \) be zero at \( \alpha = \pm (\pi/2 - \alpha_p) \) can be used to obtain \( C \) in terms of \( A_1 \), but more information is needed before these constants are specified in terms of known parameters.

Before proceeding further, it is convenient to rewrite the expression of \( S(\alpha) \). Note that the Maliuzhinets function \( \psi_\phi(\alpha) \) has the following property [Maliuzhinets, 1959]:

\[
\psi_\phi \left( \alpha + \frac{\pi}{2} \right) \psi_\phi \left( \alpha - \frac{\pi}{2} \right) = \left[ \psi_\phi \left( \frac{\pi}{2} \right) \right]^2 \cos \frac{\pi \alpha}{4\rho}. 
\]

It follows from (10a) (with \( \Phi = \pi/2 \)) and (5b) that

\[
\frac{\psi_\phi(\phi' - \pi/2, -\nu_{\alpha_1})\psi(-\phi' + \pi/2, -\nu_{\alpha_1})}{\psi(\alpha, -\nu_{\alpha_1})\psi(-\alpha, -\nu_{\alpha_1})} = \frac{\psi(\alpha, -\pi - \nu_{\alpha_1})\psi(-\alpha, -\pi - \nu_{\alpha_1})}{\psi(\phi' - \pi/2, -\pi - \nu_{\alpha_1})\psi(-\phi' + \pi/2, -\pi - \nu_{\alpha_1})} \\
= \frac{(\cos \phi' - \cos \nu_{\alpha_1})(\cos \phi' + \cos \nu_{\alpha_1})}{(\sin \alpha + \cos \nu_{\alpha_1})(\sin \alpha - \cos \nu_{\alpha_1})}. 
\]

Incorporating (10b), (9d), (8b), and (5a) into (9b) yields

\[
S(\alpha) = \frac{1}{\sin^2 \alpha - \cos^2 \alpha_p} \left[ \frac{A_3 \sin \alpha}{2} \left( \cos \alpha + \frac{b_2 - b_1}{a_2 - a_1} \right) \\
+ \frac{A_2(\cos^2 \alpha + a_1 \cos \alpha + b_1) + A_1(\cos^2 \alpha + a_2 \cos \alpha + b_2)}{2(a_1 - a_2)} \\
+ \frac{h(\alpha)}{\sin \alpha + \cos \phi'} \left[ \frac{\sin \phi'(\cos^2 \phi' - \cos^2 \alpha_p)}{\sin \alpha + \cos \phi'} + C \right] \right], 
\]

where \( \nu_{\alpha_1} \) is the upper loop of the contour \( \gamma \).

To show that the constants \( A_1, A_2, \) and \( A_3 \) are related to the field \( u \) and its derivatives at the junction, a scheme similar to that of Maliuzhinets [1956] can be followed, namely, one may write

\[
u(0, \phi) = \frac{1}{2 \pi i} \int C \left( \frac{\pi}{2} \right) \\
- S \left( -\alpha + \phi - \frac{\pi}{2} \right) \exp \left(-ik \cos \alpha \right) \sin \phi', 
\]

where \( C \) is the contour of the contour \( C \) and \( \mu \) is the horizontal part of \( \gamma \) that is, \( \gamma \in \gamma_1 \), \( \mu \alpha = \infty \), also noting that \( S(\alpha) = -S(-\alpha) \) [Maliuzhinets, 1958], one obtains

\[
u(0, \phi) = 2iS(\infty) = -A_3, 
\]

\[
\frac{A_1 + A_2}{2(a_1 - a_2)} = \frac{C}{4h(\phi' - \frac{\pi}{2})}. 
\]

Similarly,

\[
\frac{\partial v}{\partial \rho} \bigg|_{\rho = 0} = \frac{1}{2 \pi i} \int \gamma_1 \left[ S(\alpha + \phi - \frac{\pi}{2}) - S(-\alpha + \phi - \frac{\pi}{2}) \right] \left(-ik \cos \alpha \right) \exp \left(-ik \cos \alpha \right) \sin \phi' \cos \alpha \, da. 
\]

\[
= \frac{\pi}{2} \left(-ik \cos \alpha \right) \exp \left(-ik \cos \alpha \right) \sin \phi' \cos \alpha \, da. 
\]
Letting the horizontal part of \( y \) tend to infinity and applying (4b) to (13a) with \( \phi = 0 \) and \( \phi = \pi \), respectively, leads to

\[
\frac{\partial u}{\partial \rho}\bigg|_{\rho=0} = -ikA_1, \quad \frac{\partial u}{\partial \rho}\bigg|_{\rho=\infty} = -ikA_2. \tag{13b}
\]

### 2.2. Determination of the unique solution

As stated earlier, an approximate quasi-static solution can be used to obtain the additional information which is required for the determination of \( C \) in (11a) and \( A_i \) (\( i = 1, 2, 3 \)). Since the geometry shown in Figure 1 is the same as the even configuration given by Rojas et al. [1991a], the quasi-static field obtained by Rojas et al. [1991a] can be applied here; namely,

\[
u_q(\rho, \phi = \pi) - A_q - B_q \left[ \rho + \frac{i}{k\pi} \left( \frac{1}{a_1} \right) - \frac{1}{a_2} \right] \ln \rho, \quad \text{if} \quad 0 < \rho < k^{-1}. \tag{14a}
\]

Note that the subscript \( q \) is used to denote a quasi-static field. The spectral function \( S_q \) corresponding to \( u_q \) can be obtained from the inversion of the Sommerfeld integral (3a) for \( \text{Re} \left( -ik \cos \alpha \right) > 0 \) [Maliuzhinets, 1958], which is given by

\[
S_q \left( \alpha + \frac{\pi}{2} \right) = \frac{ik \sin \alpha}{2} \int_0^\infty u_q(\rho, \pi) \exp \left( ik \rho \cos \alpha \right) d\rho. \tag{14b}
\]

Evaluating (14b) with \( u_q \) given in (14a) yields

\[
S_q \left( \alpha + \frac{\pi}{2} \right) = \frac{ik}{2} \frac{\sin \alpha}{\cos \alpha} \left\{ A' - \frac{A_q}{2} + \frac{iB_q}{2k} \left[ \frac{1}{\cos \alpha} - \frac{1}{a_1} \right] - \frac{1}{a_2} \ln \left( \cos \alpha \right) \right\}, \quad 1 < |\cos \alpha| < (k\mu_2)^{-1}. \tag{14c}
\]

where \( A' \) is a constant resulting from the transform of the term of \( \ln \rho \). Noting that

\[
\frac{\sin \alpha}{\cos \alpha} \sim \pm i, \quad \ln \left( \cos \alpha \right) \sim \mp ia, \quad \text{Im} \alpha \geq 0,
\]

as \( |\cos \alpha| \gg 1 \),

(14c) can be rewritten as

\[
S_q \left( \alpha + \frac{\pi}{2} \right) \sim \pm \left\{ iA' - \frac{A_q}{2} - \frac{B_q}{2k} \left[ \frac{1}{\cos \alpha} \pm ia \left( \frac{1}{a_1} \right) - \frac{1}{a_2} \right] \right\}, \quad \text{Im} \alpha \leq 0, 1 < |\cos \alpha| < (k\mu_2)^{-1}. \tag{14e}
\]

At this point, an additional condition is readily obtained if one matches (14e) with the asymptotic form of \( S(\alpha + \pi/2) \), where \( S(\alpha) \) is defined in (11a), within the region of overlap \( 1 < |\cos \alpha| < (k\mu_2)^{-1} \). Applying (36) of the appendix to (11a) with \( a \) being replaced by \( \alpha + \pi/2 \), one obtains

\[
S \left( \alpha + \frac{\pi}{2} \right) \sim \pm i\frac{A_3}{2} + \frac{A_2 + A_1}{2(a_1 - a_2)} \tag{15a}
\]

\[
\pm i\frac{a_1 A_2 + a_2 A_1}{2(a_1 - a_2) \cos \alpha} + \cdots, \quad \text{Im} \alpha \geq 0. \tag{15b}
\]

Comparing (15a) and (14e), it is evident that they can only be matched to each other if the coefficient of the extra term of \( (\cos \alpha)^{-1} \) vanishes; namely,

\[
a_1 A_2 + a_2 A_1 = 0. \tag{15c}
\]

Note that (15c) is the same as the junction condition obtained by Rojas et al. [1991a]. Applying (15b) and (12c) to (11a), and setting the residues of \( S(\alpha) \) to zero at \( \alpha = \pm (\pi/2 - \alpha_0) \), one finally obtains the constants \( C, A_1, A_2, \) and \( A_3 \) as follows:

\[
C = \sin \phi [M(\alpha_0) - \cos \phi],
\]

\[
A_{1/2} = \mp a_{1/2} \left[ \frac{\phi_0 a_0}{2} \right]^{1/2}, \tag{15d}
\]

\[
A_i = \pm a_i \cos \alpha \left[ \frac{\phi_0 a_0}{2} \right]^{1/2}, \quad i = 1, 2, 3.
\]
\[ M(\alpha_p) = \cos \alpha_p \frac{\frac{\pi}{2} - \alpha_p}{\frac{\pi}{2} - \alpha_p} - \frac{\alpha_p - \frac{\pi}{2}}{\alpha_p - \frac{\pi}{2}}, \]  

\[ A_1 = -a_1 a_2 \left[ \phi_{\pi/2} \left( \frac{\pi}{2} \right) \right]^{16} \left[ \frac{\phi}{0(2 - a_1)} \right] \]
\[ \sin \phi' \left[ (a_2 - a_1) \sin \alpha_p + b_2 - b_1 \right] \left[ h \left( \phi' - \frac{\pi}{2} \right) \right] \]
\[ \left[ \frac{h \left( \frac{\pi}{2} - \alpha_p \right) + h \left( \alpha_p - \frac{\pi}{2} \right) \right]. \]  

A unique solution for \( u(\rho, \phi) \) can now be determined by evaluating the integral in (3a) with \( S(\alpha) \) given in (11a) and \( C \) and \( A_1 \) given in (15). Since the exponential function in (3a), that is, \( \exp \left( -ik \cos \alpha \right) \), possesses two isolated, simple saddle points at \( \alpha = \pi \) and \( \alpha = -\pi \) in the region \( \Re \alpha \leq \pi \), the Sommerfeld integration contour \( \gamma \) can be deformed into two steepest descent paths \( \operatorname{SDP}(\pm \pi) \) passing through these saddle points. Furthermore, the spectral function \( S(\alpha + \phi - m2) \) in (3a) is analytic everywhere except that it has several isolated simple poles. Therefore the total field \( u(\rho, \phi) \) evaluated from (3a) consists of the integral wave fields obtained here are the same as the corresponding fields given by Rojas et al. [1991a].

3. GENERALIZED IMPEDANCE HALF PLANE

As indicated at the introduction, the half plane problem has also been considered by Volakis and Senior [1989] (based on the Maliuzhinets method) for different coatings on both faces of the half plane and by Rojas and Chou [1990] (based on the Wiener-Hopf method) for equal coatings on both faces of the half plane. In these two solutions, the reciprocity condition is also imposed in the analysis, and the remaining unknown constant is set equal to zero. In this section, the solution to the two-dimensional half plane problem, whose geometry is depicted in Figure 2, is obtained using the Maliuzhinets method combined with the quasi-static analysis, and it is rigorously shown that the remaining constant is not equal to zero, except for special cases. With the application of the GIBC of \( \theta(\alpha) \), the material-coated half plane is equivalent to a generalized impedance half plane. Let \( \alpha(\rho, \phi) = H_z(\rho, \phi) \) be the total field at an arbitrary field point \( (\rho, \phi) \) in the entire free space.
space $|\phi| < \pi$. The field $\tilde{u}(\rho, \phi)$ satisfies the scalar two-dimensional Helmholtz equation, the radiation condition, the edge condition, and the GIBC of $\partial^i(\phi)$ at the surfaces of the half plane $\phi = \pm \pi$ as follows:

$$
\left[ \frac{1}{k^2 \rho^2} \frac{\partial}{\partial \theta} + \frac{1}{\rho} \frac{\partial}{\partial \phi} + (1 + i \lambda^2) \right] \tilde{u}(\rho, \phi) = 0, \quad \phi = \pm \pi,$$

(17)

where the parameters $a_{1/2} = \sin \nu_{a_1} + \sin \nu_{b_1}$ and $b_{1/2} = \sin \nu_{a_1} \sin \nu_{b_1}$ were defined in (1). As in the two-part problem discussed in the previous section, a quasi-static approximation for the total field in the neighborhood of the edge will be developed so that an additional condition is obtained to yield a unique solution for $\tilde{u}(\rho, \phi)$.

3.1. Formulation of the Maliuzhinets spectral function

For the half plane geometry excited by a normally incident plane wave as depicted in Figure 2, the GO (geometrical optics) incident field at a field point $(\rho, \phi)$ with an incident angle $\phi'$ measured from the $+x$ axis is given by

$$
\tilde{u}(\rho, \phi) = \exp \left[ -ik \rho \cos (\phi - \phi') \right] \left[ U(\phi - \phi' + \pi) - U(\phi - \phi' - \pi) \right], \quad -\pi < \phi, \phi' < \pi,
$$

(18)

where $U$ is the unit step function. Note that the magnitude of the GO incident field at the edge is assumed to be unity. Note also that $\tilde{u}'$ exists only in the lit region, where $|\phi - \phi'| < \pi$. Following Maliuzhinets approach, $\tilde{u}$ can be expressed as the Sommerfeld integral:

$$
\tilde{u}(\rho, \phi) = \frac{1}{2 \pi i} \int_{\gamma} \exp \left[ -ik \rho \cos \alpha \right] S(\alpha + \phi) d\alpha, \quad (19a)
$$

where $\gamma$ is the twofold Sommerfeld contour. Because of the radiation condition, the spectral function $S(\alpha)$ is regular in the strip $|\text{Re} \alpha| < \pi$ except that it has a first-order pole at $\alpha = \phi'$ to produce the incident field $\tilde{u}'$. Furthermore, it follows from the edge condition that

$$
\lim_{|\alpha| \to \infty} S(\alpha) = \text{const}, \quad (19b)
$$

As in section 2, after applying the boundary condition in (17), (19a) becomes an integral equation which can be transformed into the inhomogeneous functional difference equations for $S(\alpha)$ as follows:

$$
\sin \alpha (\bar{A}_{1/2} + \bar{A}_M \cos \alpha) = (\sin \alpha \pm \sin \nu_{a_1}) (\sin \alpha \pm \sin \nu_{a_1}) S(\alpha \pm \pi) - (\sin \alpha \pm \sin \nu_{a_1}) (\sin \alpha \pm \sin \nu_{a_1}) S(-\alpha \pm \pi), \quad (20)
$$

where $\bar{A}_1, \bar{A}_2, \bar{A}_3,$ and $\bar{A}_4$ are constants. The solution $S(\alpha)$ for (20) can be found following the same procedure given in the previous section. Thus the first step is to obtain a solution $\beta(\alpha)$ for the homogeneous functional equations (equation (20) with the constants $\bar{A}_i, i = 1, 2, 3, 4, $ set equal to zero); namely,

$$
\beta(\alpha) = \frac{\Psi(a, \nu_a, \nu_{a_1})}{\Psi(a, -\nu_a, \nu_{a_1})}, \quad (21a)
$$

$$
\Psi(a, \nu_a, \nu_{a_1}) = \Psi \left( a + \frac{3 \pi}{2} - \nu \right) \Psi \left( a + \frac{\pi}{2} + \nu \right). \quad (21b)
$$

Note that $\Psi(\alpha)$ is the well-known Maliuzhinets half plane function [Maliuzhinets, 1959]. It follows from the identity (6a) (with $\Phi = \pi$) that

$$
\beta(\alpha - 2\pi) = (\sin \alpha - \sin \nu_{a_1})(\sin \alpha - \sin \nu_{a_1})(\sin \alpha - \sin \nu_{a_1})(\sin \alpha - \sin \nu_{a_1})
$$

$$
+ \sin \nu_{a_1} \sin \nu_{a_1} \sin \nu_{a_1} \sin \nu_{a_1} \sin \nu_{a_1}, \quad (21c)
$$

Furthermore, since the closest zeros and poles to the point $\alpha = 0$ of the Maliuzhinets function $\Psi(\alpha)$ are $\alpha = \pm 5\pi/2$ and $\alpha = \pm 7\pi/2$, respectively [Maliuzhinets, 1959], $\beta(\alpha)$ is free of poles and zeros in the strip $|\text{Re} \alpha| \leq \pi$. Thus the most general solution that satisfies (20) can be expressed as

$$
S(\alpha) = S_\alpha(\alpha) + \beta(\alpha) \phi(\alpha), \quad (22a)
$$

where $S_\alpha(\alpha)$ is a particular solution of (20) given by

$$
S_\alpha(\alpha) = \phi(\alpha) S_\alpha(\alpha) = \left[ A_1 (\sin^2 \alpha - a_2 a_2 \sin \alpha + b_2) \right.
$$

$$
- A_2 (\sin^2 \alpha + a_1 \sin \alpha + b_1) \right] \frac{2(a_1 + a_2)(\sin^2 \alpha - \sin^2 a_1)}{2 \sin^2 a_1 a_1 a_2}, \quad (22b)
$$

where $A_1, A_2, A_3,$ and $A_4$ are constants.
Note that $\bar{A}_3 = \bar{A}_4$ due to the edge condition (19b). The function $\delta(\alpha)$ satisfies the homogeneous difference equation

$$\delta(\alpha + \pi) - \delta(-\alpha + \pi) = 0. \quad (23a)$$

Hence $\delta(\alpha)$ is a function of $\sin \alpha/2$. Since the first term $\bar{S}_o(\alpha)$ in (22a) has four poles at $\alpha = \pm \alpha_o$ and $\pm(\pi - \alpha_o)$ in the strip $|\Re \alpha| \leq \pi$, which violate the condition that $\bar{S}(\alpha)$ is regular in the strip $|\Re \alpha| \leq \pi$ except at the simple pole $\alpha = \phi'$, the second term $\rho(\alpha) \delta(\alpha)$ in (22a) must also have poles at $\alpha = \pm \alpha_o$ and $\pm(\pi - \alpha_o)$ so that the sum of these two terms yields zero residues at these unwanted poles by adjusting the constants $\bar{A}_i, i = 1, 2, 3$. Furthermore, $\rho(\alpha)$ possesses two nonphysical poles at $\alpha = \pm(2\pi + \nu_{\alpha_1})$, which may be captured and introduce exponentially growing fields if the integration contour $y$ is deformed into steepest descent paths. Thus taking into account the above conditions and noting that $\delta(\alpha)$ must have a form to reproduce the incident field $\vec{u}'$ given in (18), one obtains

$$\delta(\alpha) = \frac{1}{\rho(\phi')(\sin^2 \alpha - \sin^2 \alpha_o)} \left\{ \frac{\bar{A}_3 \cos \alpha}{2} \left( \sin \alpha + \frac{b_1 - b_2}{a_1 + a_2} \right) + \bar{A}_1(2(\alpha + a_2) + 1) \right\} + C_1 + C_2 \sin \frac{\alpha}{2} + \frac{C_3 \sin^2 \alpha}{2}. \quad (23b)$$

Note that the terms involving $C_i, i = 1, 2, 3$, are added so that (19b) is satisfied. Note also that $(\sin^2 \alpha - \sin^2 \alpha_o)$ is itself a function of $\sin \alpha/2$ because

$$\sin^2 \alpha - \sin^2 \alpha_o = -4 \left( \sin^2 \frac{\alpha}{2} - \sin^2 \frac{\alpha_o}{2} \right).$$

It can be shown from (10a) (with $\Phi = \pi$) and (21b) that

$$\bar{F}(\phi', -\nu_{\alpha_1}) \bar{F}(-\phi', -\nu_{\alpha_1})$$

$$= \frac{\bar{F}(\alpha, -\nu_{\alpha_1}) \bar{F}(-\alpha, -\nu_{\alpha_1})}{\bar{F}(\alpha, -\nu_{\alpha_1}) \bar{F}(-\alpha, -\nu_{\alpha_1})}.$$
3.2. Quasi-Static analysis

As in the two-part problem discussed in section 2, additional information is also required for the half plane problem before a unique solution for \( \vec{u} \) can be obtained. The new piece of information can be found by matching the result of the analysis above with the corresponding quasi-static solution which is approximated in the neighborhood of the edge of the coated half plane. Following the procedure given by Rojas et al. [1991a] and Leppington [1983], the quasi-static total field \( \vec{u}_q \) valid in the region \( \rho \ll k^{-1} \) for the present half plane problem may be expressed as

\[
\vec{u}_q = \vec{A}_q + \vec{B}_q \Phi,
\]

(26a)

where \( \vec{A}_q \), \( \vec{B}_q \), and \( \Phi \) are constants. As in the quasi-static analysis by Rojas et al. [1991a], the matching constants \( \vec{A}_q \) and \( \vec{B}_q \) are of no concern here, and the key step is to determine \( \vec{Q} \) which can be accomplished by using the integral form of Laplace's equation, namely,

\[
\oint_L \nabla \vec{u}_q \cdot \hat{n}' \, dl = \oint_L \frac{\partial \vec{u}_q}{\partial n'} \, dl = 0,
\]

(26c)

where \( \hat{n}' \) is the outer normal of a closed contour \( L \).

Applying (26c) inside material 1 (coating on the top face of the PEC half plane) with the contour of integration \( L_1 \) as illustrated in Figure 4, one obtains

\[
\vec{q}_1 - \vec{B}_q t_1 = 0, \quad \vec{q}_1 = \lim_{z \to \infty} \int_{L_1} \frac{\partial \vec{u}_q}{\partial n'} \, dl, \quad (26d)
\]

where \( \vec{q}_1 \) is an integral along the free space-material 1 boundary, and the integral along the conducting half plane is exactly zero as a result of the boundary condition satisfied by \( \vec{u}_q \) on a PEC surface. Integrating (26c) along a similar contour inside material coating 2, where \( L_2 \) is depicted in Figure 4, yields

\[
\vec{q}_2 - \vec{B}_q t_2 = 0, \quad \vec{q}_2 = \lim_{z \to \infty} \int_{L_2} \frac{\partial \vec{u}_q}{\partial n'} \, dl, \quad (26e)
\]

where \( \vec{q}_2 \) is the integral along the free space-material 2 boundary. Likewise, integrating (26c) along the closed contour \( L_3 \) in free space and applying the boundary condition which requires that the tangential fields be continuous at the free space-material interfaces, one obtains (as \( \rho t_{1,2} \to \infty \))

\[
\frac{\vec{q}_2}{\epsilon_{t_2}} - \frac{\vec{q}_1}{\epsilon_{t_1}} + \vec{B}_q [2\pi \vec{Q} + (t_1 + t_2)] = 0. \quad (26f)
\]

Incorporating (26d) and (26e) into (26f) yields a simple expression for \( \vec{Q} \) as

\[
\vec{Q} = \frac{1}{2\pi k} \left( \frac{1}{a_1} + \frac{1}{a_2} \right). \quad (26g)
\]

where \( a_1 \) and \( a_2 \) were defined in (1b). With \( \vec{Q} \) being determined, the asymptotic behavior of \( \vec{u}_q \) as \( \rho t_{1,2} \to \infty \) is specified, and no further analysis is required.

3.3. Determination of the unique solution

Following the same procedure used in section 2, the approximate expression for the spectral function \( S_q(\alpha \pm \pi) \) corresponding to \( \vec{u}_q \) is given by
where $\tilde{A}'$ is a constant resulting from the transform of the term $\ln \rho$. Applying (38) of the appendix to (24b) with $\alpha$ replaced by $\alpha + \pi$, one obtains the asymptotic form for $\tilde{S}(\alpha + \pi)$ in the region $|\cos \alpha| \ll (k_{1/2})^{-1}$ as follows:

$$\tilde{S}(\alpha + \pi) \approx \frac{1}{\cos \alpha} \left[ \left( \frac{i}{2} \frac{\tilde{A}_1 \pm \tilde{A}_2}{2(\alpha_1 + \alpha_2)} \pm \text{const (}\alpha_1 \alpha_2) \right)^{1/2} \right] \frac{1}{\cos \alpha} \left[ \left( \frac{i}{2} \frac{\tilde{A}_1 \pm \tilde{A}_2}{2(\alpha_1 + \alpha_2)} \pm \text{const (}\alpha_1 \alpha_2) \right)^{1/2} \right] \frac{1}{\cos \alpha} \left[ \left( \frac{i}{2} \frac{\tilde{A}_1 \pm \tilde{A}_2}{2(\alpha_1 + \alpha_2)} \pm \text{const (}\alpha_1 \alpha_2) \right)^{1/2} \right]$$

$$= \frac{i}{2} \left( \frac{1}{\alpha_1} \frac{1}{\alpha_2} \right) \left( \frac{1}{a_1} \frac{1}{a_2} \right) \frac{1}{\cos \alpha} \left[ \left( \frac{i}{2} \frac{\tilde{A}_1 \pm \tilde{A}_2}{2(\alpha_1 + \alpha_2)} \pm \text{const (}\alpha_1 \alpha_2) \right)^{1/2} \right] \frac{1}{\cos \alpha} \left[ \left( \frac{i}{2} \frac{\tilde{A}_1 \pm \tilde{A}_2}{2(\alpha_1 + \alpha_2)} \pm \text{const (}\alpha_1 \alpha_2) \right)^{1/2} \right] \frac{1}{\cos \alpha} \left[ \left( \frac{i}{2} \frac{\tilde{A}_1 \pm \tilde{A}_2}{2(\alpha_1 + \alpha_2)} \pm \text{const (}\alpha_1 \alpha_2) \right)^{1/2} \right]$$

(27b)

To match (27b) with (27a), it is necessary that the coefficient of the extra term of $(\cos \alpha)^{-1}$ be zero; that is,

$$a_1 \tilde{A}_2 + a_2 \tilde{A}_1 = 0,$$

$$\frac{1}{a_1} \frac{\delta \tilde{A}_2}{\delta \rho} \bigg|_{\rho = 0} + \frac{1}{a_2} \frac{\delta \tilde{A}_1}{\delta \rho} \bigg|_{\rho = 0} = 0.$$  

(27c)

All the unknown constants in (24b) can now be completely specified from the conditions (27c) and (25b) together with the requirement that the residues of $\tilde{S}(\alpha)$ be zero at the unwanted poles $\alpha = \pm \alpha_0$ and $\pm (\pi - \alpha_0)$ as discussed earlier. After some manipulation with the aid of the Maliuzhinets functions' properties given in (6a) and (10a), one obtains

$$C_3 = -\sin \phi'$$

$$C_3' = \frac{\phi' \tilde{R}(\alpha_0) \tilde{G}(\alpha_0) + \tilde{R}(\pi - \alpha_0) \tilde{G}(\pi - \alpha_0)}{\tilde{R}(\alpha_0) \tilde{R}(\alpha_0) + \tilde{R}(\pi - \alpha_0) \tilde{R}(\pi - \alpha_0)}.$$  

(28c)

$$C_3 = \frac{\phi'}{2 \tilde{R}(\alpha_0) \tilde{R}(\pi - \alpha_0) \tilde{R}(\alpha_0) + \tilde{R}(\pi - \alpha_0) \tilde{R}(\pi - \alpha_0)}.$$  

(28d)

$$A_{1/2} = \frac{1}{2} a_{1/2} - \frac{(1/2)}{\sin \phi'}.$$  

(28e)

where

$$\tilde{H}(\alpha) = \frac{1}{2} x_1 \cos \alpha + (1 + x_2) \cos^2 \alpha + \frac{1}{2} x_1 \sin \alpha \sin \frac{\alpha}{2}$$

(29a)

$$\tilde{G}(\alpha) = \frac{1}{2} x_1 \cos \alpha + (1 + x_2) \cos^2 \alpha + \frac{1}{2} x_1 \sin \alpha \sin \frac{\alpha}{2}$$

(29b)

$$x_1 = \xi_{e_1} + \xi_{e_2} - \xi_{e_3} - \xi_{e_4}, \quad x_2 = \xi_{e_1} + \xi_{e_2} - (\xi_{e_3} + \xi_{e_4}) + (\xi_{e_5} + \xi_{e_6}),$$

(29c)

$$x_3 = \xi_{e_5} + \xi_{e_6} - (\xi_{e_5} + \xi_{e_6}) + (\xi_{e_7} + \xi_{e_5} + \xi_{e_6}).$$  

(29d)

$$\xi_{e_{1/2}} = \cos \left( \frac{\pi}{4} + \frac{\nu_{1/2}}{2} \right), \quad \xi_{e_{1/2}} = \cos \left( \frac{\pi}{4} - \frac{\nu_{1/2}}{2} \right).$$  

(29e)
With the constants $C_i$ and $\bar{A}_i$ determined above, a unique solution for the total field $u(\rho, \phi)$ is completely specified by evaluating the Sommerfeld integral (19a).

### 3.4. Asymptotic analysis

By deforming the contour $\gamma$ into two steepest descent paths $SDP(\pi)$ and $SDP(-\pi)$, the total field $u(\rho, \phi)$ evaluated from the integral (19a) is given by:

$$u(\rho, \phi) = u^i(\rho, \phi) + u^r(\rho, \phi) + u^{\text{sw}}(\rho, \phi)$$

where $u^i$ and $u^r$ are the GO incident and reflected fields, respectively, contributed by the residues from the real poles of the integrand in (19a); $u^{\text{sw}}$ is the surface wave field contributed by the residues from the complex poles, and $u^d$ is the diffracted field which is the integral contribution from the integration paths $SDP(\pm \pi)$.

As can be seen from the expression (24b), there is a simple real pole from $\tilde{S}(\alpha + \phi)$ at $\alpha = \phi' - \phi$ which is located within the strip $|\Re \alpha| \leq \pi$ if $|\phi' - \phi| \leq \pi$. The residue contribution from this pole clearly produces the incident field $u^i$ defined in (18). In addition, $\tilde{S}(\alpha + \phi)$ has two other real poles at $\alpha = \pm 2\pi - (\phi + \phi')$ which may also be captured in the deformation of the contour $\gamma$ into $SDP(\pm \pi)$. The residue contribution from these two poles introduces the reflected field $u^r$, which is given by

$$u^r(\rho, \phi) = [R_1(\phi')]U(\phi + \phi' - \pi) + R_2(-\phi')$$

where the reflection coefficients $R_1$ and $R_2$ are defined as

$$R_{1,2}(\phi') = \frac{(\sin \phi' - \sin \nu_{a,1})(\sin \phi' - \sin \nu_{b,1})}{(\sin \phi' + \sin \nu_{a,1})(\sin \phi' + \sin \nu_{b,1})}.$$  \hfill (31b)

As stated earlier in the two-part problem, the steepest descent paths $SDP(\pm \pi)$ may be shifted to a new path $SDP(\phi)$ by changing variables, and the diffracted field $u^d$ is then given by

$$u^d(\rho, \phi) = \frac{1}{2\pi i} \int_{SDP(\phi)} \mathcal{F}(\alpha, \phi') \cdot \exp [ik\rho \cos (\alpha - \phi')] d\alpha,$$  \hfill (32a)

$$\mathcal{F}(\alpha, \phi') = \mathcal{F}(\alpha + \pi) - \mathcal{F}(\alpha - \pi).$$  \hfill (32b)

Employing the identity (10a) together with some trigonometric relations in (32b), and after a tedious work of simplification, yields

$$\mathcal{F}(\alpha, \phi') = \left[ \frac{\sin \left( \frac{\pi}{2} \right)}{16\tilde{\kappa}(\alpha)\tilde{\kappa}(\phi') \cos \left( \frac{\alpha + \phi'}{2} \right) \cos \left( \frac{\alpha + \phi'}{2} \right) + 2\tilde{\kappa}(\alpha)\tilde{\kappa}(\phi')} \right] \cdot \frac{\alpha + \phi'}{2} \cos \left( \frac{\alpha + \phi'}{2} \right) + 2\tilde{\kappa}(\alpha)\tilde{\kappa}(\phi')$$

in which

$$\tilde{\kappa}(\alpha) = 1 + X_2 + 2X_4 + \frac{1}{2} \cos \alpha \cos \phi'$$

$$+ X_1 \left( \cos \alpha \sin \frac{\phi'}{2} + \cos \phi' \sin \frac{\alpha}{2} \right) + 2(1$$

$$+ X_2) \sin \frac{\alpha}{2} - \sin \phi' - \frac{2}{2\sqrt{2}} (X_1 + X_3) \left( \sin \frac{\alpha}{2} + \sin \frac{\phi'}{2} \right).$$

As can be seen from the expression (24b), there is a simple real pole from $\tilde{S}(\alpha + \phi)$ at $\alpha = \phi' - \phi$ which is located within the strip $|\Re \alpha| \leq \pi$ if $|\phi' - \phi| \leq \pi$. The residue contribution from this pole clearly produces the incident field $u^i$ defined in (18). In addition, $\tilde{S}(\alpha + \phi)$ has two other real poles at $\alpha = \pm 2\pi - (\phi + \phi')$ which may also be captured in the deformation of the contour $\gamma$ into $SDP(\pm \pi)$. The residue contribution from these two poles introduces the reflected field $u^r$, which is given by

$$u^r(\rho, \phi) = [R_1(\phi')]U(\phi + \phi' - \pi) + R_2(-\phi')$$

where the reflection coefficients $R_1$ and $R_2$ are defined as

$$R_{1,2}(\phi') = \frac{(\sin \phi' - \sin \nu_{a,1})(\sin \phi' - \sin \nu_{b,1})}{(\sin \phi' + \sin \nu_{a,1})(\sin \phi' + \sin \nu_{b,1})}.$$  \hfill (31b)

As stated earlier in the two-part problem, the steepest descent paths $SDP(\pm \pi)$ may be shifted to a new path $SDP(\phi)$ by changing variables, and the diffracted field $u^d$ is then given by

$$u^d(\rho, \phi) = \frac{1}{2\pi i} \int_{SDP(\phi)} \mathcal{F}(\alpha, \phi') \cdot \exp [ik\rho \cos (\alpha - \phi')] d\alpha,$$  \hfill (32a)

$$\mathcal{F}(\alpha, \phi') = \mathcal{F}(\alpha + \pi) - \mathcal{F}(\alpha - \pi).$$  \hfill (32b)

where $X_i, i = 1, 2, 3, 4$, were defined in (29c)–(29f). The function $\mathcal{F}(\alpha, \phi')$ exhibits the reciprocity property as shown by the symmetry in $\alpha$ and $\phi'$. It is noted that (32c) has a similar form as the result developed by Senior [1991], except that (32c) is completely specified while Senior’s solution still has an unknown constant to be determined by an additional constraint. Furthermore, in contrast to the analysis by Senior [1991], where the reciprocity condition is explicitly imposed in the analysis, the present analysis did not enforce reciprocity a priori, yet it yielded a unique solution which automatically satisfies reciprocity. Keeping only the leading term of order $(k\rho)^{1/2}$, the asymptotic evaluation of (32a) recovers the high-frequency edge diffracted field, namely
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\[
\bar{\delta}_4 = -\pi - \nu_{b_2}, \quad F_3 = -1
\]  
(33a)

\[
F_1 = R_1(\phi'), \quad 0 \leq \phi' < \pi
\]  
(33e)

\[
F_1 = R_2(-\phi'), \quad -\pi < \phi' < 0
\]  
(33c)

\[
F_{34} = \pm \frac{1}{2} \left[ \Psi \left( \frac{\pi}{2} \right) \sec \frac{\pi}{2} \right]
\]  
(33d)

Note that \( \tilde{r}_i, i = 1, 2, 3, 4, \) are the residues of the function \( \mathcal{F}(\alpha, \phi') \) at the corresponding poles \( \tilde{\alpha}_i, \) except when \( -\pi < \phi' < 0 \) the residue \( \tilde{r}_1 \) is evaluated at \( \alpha = -\pi - \phi' \) instead of \( \tilde{\alpha}_1. \) Also, the function \( F(x) \) present in the residue terms of (33b) is the well-known transition function \([\text{Kouyoumjian and Pathak}, 1974] \). Finally, the surface wave field \( \bar{u}^{sw} \) is given by

\[
\bar{u}^{sw}(\rho, \phi) = \bar{e}_{sw1} \exp \left[-ik\rho \cos (\nu_{b_1} - \phi)\right] U(\phi - \bar{\delta}_{sw1})
\]  
(34a)

\[
+ \bar{e}_{sw2} \exp \left[-ik\rho \cos (\nu_{b_2} + \phi)\right] U(\bar{\delta}_{sw2} - \phi),
\]  
(34b)

and \( \bar{e}_{sw1} = F_3, \bar{e}_{sw2} = -F_4. \) Note that \( \bar{e}_{sw0} \) are the residues of \( \tilde{S}(\alpha + \phi) \) at the surface wave poles \( \alpha = \pm (2\pi + \nu_{b_1}) - \phi. \)

4. NUMERICAL RESULTS

As stated earlier, the solution for the two-part problem developed in section 2 based on Maliuzhinets method is identical to the known result given by Rojas et al. [1991a] based on the Wiener-Hopf technique. The accuracy of that solution has been verified [Rojas et al., 1991a, b]. Thus it remains to illustrate the UTD solution developed in section 3 for the material-coated PEC half plane excited by a normally incident plane wave of \( TE_1 \) polarization. Here a few far zone scatter patterns for the partially coated half plane geometry depicted in Figure 3 are presented and compared with a corresponding in-
To further examine the usefulness of the UTD solution for small strip widths \(d_1\) and \(d_2\), the UTD based bistatic and backscatter echo widths are compared with the MM in Figure 7 where \(d_1 = d_2 = 0.1\lambda\) with other parameters keeping the initial values. It is evident from Figure 7 that for the chosen material parameters, the UTD results are very accurate even for such small strip widths by including up to third-order multiple diffraction. As mentioned earlier, the boundary conditions used to develop the UTD solution are valid only for thin coatings. Thus in Figure 8 the bistatic and backscatter echo widths are calculated for not very thin coatings; namely, \(t_1 = t_2 = 0.05\lambda\) to show the limitation of the GIBCs of \(O(t)\). Note that with the characteristics of the material used here, \(0.05\lambda\) corresponds to \(0.12\lambda_d\), where \(\lambda_d\) is the wavelength dependent MM/Green's function solution given by Newman [1986]. The results based on UTD are computed with all multiply diffracted and surface wave field components up to third order included. Note that the procedure used to obtain these multiply diffracted and surface wave fields is based on the spectrally extended ray method developed by Tiberio and Kouyoumjian [1979, 1982, 1984], which has been applied to a resistive strip [Herman and Volakis, 1987], and it is described in detail by Rojas and Chou [1990] and Rojas et al. [1991b], where some multiple diffraction mechanisms not considered by previous authors are discussed. The expressions for the multiply diffracted fields of the partially coated half plane can be found in the work by Ly [1992]. It is shown in Figures 5 and 6 that the UTD solution agrees very well with the MM result for both bistatic and backscatter patterns. The results based only on single edge diffraction are also included in Figure 5 to illustrate the importance of the multiply diffracted fields.

![Fig. 6. UTD versus MM results for the geometry shown in Figure 3 without bottom coating.](image1)

![Fig. 7. UTD versus MM results for the geometry shown in Figure 3 with \(d_1 = d_2 = 0.1\lambda\).](image2)
inside the material. Although the GIBCs of \(0(t)\) are not very accurate for these values of \(t_1\) and \(t_2\), it seems that the agreement of the UTD solution with the MM data in Figure 8 is still reasonable.

5. CONCLUSIONS

The Maliuzhinets method is employed in this paper to analyze two diffraction problems involving thin material-coated metallic surfaces. Each of the electrically thin material coatings is modeled by a GIBC of \(0(t)\), where \(t\) denotes the thickness of the corresponding material layer. The application of GIBCs of \(0(t)\) (for magnetic dielectric materials) which involve second-order derivatives of the fields creates difficulties because it yields solutions which are neither unique nor reciprocal even after the edge condition has been applied. This difficulty is solved here by imposing a junction condition, sometimes referred to as a contact condition, in addition to the boundary and radiation conditions as well as the edge condition. The junction condition is developed by matching a quasi-static solution with the corresponding Maliuzhinets solution in their common region of overlap near the edge (or junction). The final solutions thus obtained do not contain any unknown constants and automatically satisfy the reciprocity condition.

It is noted that expressions for the constants \(A_i\) and \(\tilde{A}_i\) \((i = 1, 2, 3)\), which appear in sections 2 and 3, respectively, are developed here and are also expressed in terms of the field and its derivatives evaluated at the junction or edge of the scatterer. This is an important step because it gives a physical interpretation to these constants and allows the comparison of one of the junction conditions developed here to the one obtained by means of the Wiener-Hopf technique [Rojas et al., 1991a].

Finally, the accuracy of the solutions developed here is assessed by considering the bistatic and backscattered echo width of a partially coated half plane. By including multiple interactions up to third order, the UTD solutions provide results which are in good agreement with corresponding moment method results.

APPENDIX

Approximate expressions valid in the region \(1 \ll |\cos \alpha| \ll (kt_{1/2})^{-1}\) are obtained for the functions \(h(\alpha + \pi/2)\) and \(\tilde{h}(\alpha + \pi)\) defined in (11b) and (24c), respectively. Since \(a_{1/2}\), which is defined in (1b), is proportional to \((kt_{1/2})^{-1}\), the condition \(|\cos \alpha| \ll |a_{1/2}|\) also implies \(|\cos \alpha| \ll (kt_{1/2})^{-1}\).

Approximation for \(h(\alpha + \pi/2) = h_2(\alpha + \pi/2)\)

\(h_1(-\alpha - \pi/2)\)

Since the Maliuzhinets function \(\psi_{\pi/2}(\alpha)\) satisfies the identity (10a), it can be shown that

\[ h_2 \left( \alpha + \frac{\pi}{2} \right) h_2 \left( -\alpha - \frac{\pi}{2} \right) = \frac{1}{4} \left[ \psi_{\pi/2} \left( \frac{\pi}{2} \right) \right]^8 \]

\[ \cdot (\sin^2 \alpha - a_2 \sin \alpha + b_2) - \frac{1}{2} \left[ \psi_{\pi/2} \left( \frac{\pi}{2} \right) \right]^8 \]

\[ \cdot a_2 \sin \frac{\alpha}{2} \cos \frac{\alpha}{2}, \quad |a_2| \to \infty. \quad (35a) \]
In the strip of interest where $|\text{Re}(\alpha + w/2)| \leq \pi$, the function $h_2(\alpha + w/2)$ has a zero at $\alpha = \nu_0 \to 0$ as $|\alpha_2| \to \infty$. Likewise, $h_2(-\alpha - w/2)$ possesses a zero at $\alpha = -\pi - \nu_0 \to -\pi$ as $|\alpha_2| \to \infty$. Hence it follows from (35a) that

$$h_2 \left[ \pm \left( \frac{\alpha + \pi}{2} \right) \right] = \frac{i}{2^{1/2}} \left[ \psi_{\omega 2} \left( \frac{\pi}{2} \right) \right] \frac{\sin \alpha}{\alpha^{1/2}} \cos \frac{\alpha}{2} \quad \text{or} \quad \cos \frac{\alpha}{2} = 1 \quad \text{as} \quad |\alpha_2| \to \infty. \tag{35b}$$

The approximation given above can be improved by adding a second term to (35b), namely,

$$h_2 \left[ \pm \left( \frac{\alpha + \pi}{2} \right) \right] = \frac{i}{2^{1/2}} \left[ \psi_{\omega 2} \left( \frac{\pi}{2} \right) \right] \frac{\sin \alpha}{\alpha^{1/2}} \cos \frac{\alpha}{2} \quad \text{or} \quad \cos \frac{\alpha}{2} = 1 \quad \text{as} \quad |\alpha_2| \to \infty. \tag{35c}$$

where $|H_2^+(\alpha)| \ll 1$. Substituting (35c) into (35a) and neglecting the small product $H_2^+(\alpha)H_2^-(\alpha)$ leads to

$$H_2^+(\alpha) + H_2^-(\alpha) = \frac{\sin^2 \alpha + b_2}{\sin \alpha} \frac{1}{\alpha_2} \quad \text{as} \quad |\cos \alpha| \ll |\alpha_2|. \tag{35d}$$

By decomposing the function $1/\sin \alpha$ as

$$\frac{1}{\sin \alpha} = \frac{1}{\pi} \left[ \frac{1}{\sin \alpha} + \frac{\pi}{\alpha \sin \alpha} + \frac{\pi}{\alpha \sin \alpha} \right], \tag{35e}$$

and noting that the approximation of $h_2(\alpha + w/2)$ must be regular in the strip $|\text{Re}(\alpha + w/2)| \leq \pi$, one recognizes

$$H_2^+(\alpha) - \frac{(\pi + \alpha)(\sin^2 \alpha + b_2)}{\alpha \omega_2 \sin \alpha} = \frac{\alpha \sin \alpha}{\omega_2}, \tag{35f}$$

as $1 \ll |\cos \alpha|$. Substituting (35f) into (35c) leads to

$$h_2 \left( \frac{\alpha + \pi}{2} \right) = \frac{i}{2^{1/2}} \left[ \psi_{\omega 2} \left( \frac{\pi}{2} \right) \right] \frac{\sin \alpha}{\alpha^{1/2}} \cos \frac{\alpha}{2} \quad \text{or} \quad \cos \frac{\alpha}{2} = 1 \quad \text{as} \quad |\alpha_2| \to \infty. \tag{35g}$$

Similarly,

$$\begin{align*}
h_1 \left( -\alpha - \frac{\pi}{2} \right) \text{ and } \cos \frac{\alpha}{2} &= \frac{1}{2} \left[ \frac{\alpha \sin \alpha}{\omega_2} \right] \quad \text{as} \quad |\alpha_2| \to \infty. \tag{35h}
\end{align*}$$

Multiplying (35h)–(35g) and retaining the first two terms yields

$$h_2 \left( \frac{\alpha + \pi}{2} \right) - \frac{\sin \alpha}{\omega_2 \sin \alpha} \left[ \psi_{\omega 2} \left( \frac{\pi}{2} \right) \right] \frac{\sin \alpha}{\alpha^{1/2}} \cos \frac{\alpha}{2} \quad \text{or} \quad \cos \frac{\alpha}{2} = 1 \quad \text{as} \quad |\cos \alpha| \ll |\alpha_2|. \tag{35i}$$

The approximation for $h_2(\alpha + w) = h_1(\alpha + w)h_2(-\alpha - w)$ is

$$\psi_{\omega}(\pi) = [\psi_{\omega}(\pi)]^2 h_1 \left( \frac{\alpha + \pi}{2} \right). \tag{35j}$$

Hence it can be shown from (35j) that

$$h_1(\alpha + w)h_2(-\alpha - w) - \frac{i}{2^{1/2}} \left[ \psi_{\omega} \left( \frac{\pi}{2} \right) \right]^2 \frac{\sin \alpha}{\alpha^{1/2}} \cos \frac{\alpha}{2} \quad \text{or} \quad \cos \frac{\alpha}{2} = 1 \quad \text{as} \quad |\cos \alpha| \ll |\alpha_2|. \tag{35k}$$

Substituting into (35l) the approximation for $h_2(\alpha + w/2)$ given in (35c) and (35f) as $|\alpha_2| \to \infty$, one obtains

$$H_2^+(\alpha) - \frac{(\pi + \alpha)(\sin^2 \alpha + b_2)}{\alpha \omega_2 \sin \alpha} = \frac{\alpha \sin \alpha}{\omega_2}, \tag{35m}$$

as $1 \ll |\cos \alpha|$. Thus, a two-term approximation for $h_2(-\alpha - w)$ in the region $1 \ll |\cos \alpha| \ll |\alpha_2|$ can be found following a similar procedure as discussed in the previous section, namely,

$$h_2(-\alpha - w) = \left[ \psi_{\omega} \left( \frac{\pi}{2} \right) \right]^2 \frac{\sin \alpha}{\alpha^{1/2}} \cos \frac{\alpha}{2} \quad \text{or} \quad \cos \frac{\alpha}{2} = 1 \quad \text{as} \quad |\cos \alpha| \ll |\alpha_2|. \tag{35n}$$
Multiplying (37d) to a similar approximation of \( R(\alpha + \pi) \) yields

\[
R(\alpha + \pi) \sim \frac{i}{2\sqrt{2}} \left[ \psi_\alpha(\pi) \right] \left[ \psi_{\alpha+\pi/2}(\pi) \right] \left( a_1 + a_2 \right)^{1/4} \\
\cdot \sin \frac{\alpha}{2} \left[ 1 - \frac{\alpha \sin \alpha}{2\pi} \left( \frac{1}{a_1} + \frac{1}{a_2} \right) \right],
\]

(38)

\[ 1 \leqslant |\cos \alpha| \leqslant (kr_{12})^{-1}. \]
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It is shown how a uniform linear array of crossed dipoles may be used with the ESPRIT algorithm and spatial smoothing techniques to estimate the arrival directions and polarizations of incoming coherent plane waves. Some examples showing typical performance are presented.

I. INTRODUCTION

The estimation of signal parameters via rotational invariance techniques (ESPRIT) algorithm of Roy, Paulraj and Kailath [1, 2] uses signal subspace methods to estimate the arrival angles of signals with an array. The ESPRIT algorithm has the distinct advantage over the multiple signal classification (MUSIC) algorithm [3] that it does not require a search over parameter space. When the MUSIC algorithm is used to estimate arrival angles, one must search over the set of all possible arrival angles to obtain the estimates. Although such a search is not difficult in one dimension, it quickly becomes prohibitive as the number of dimensions increases. Angle estimation problems involving electromagnetic signals often require a search over two spatial angles. Moreover, because electromagnetic signals usually arrive with unknown polarizations, two more search dimensions may be needed for each signal to estimate the signal polarizations. The ESPRIT algorithm avoids the problem of a search entirely and is thus preferable to the MUSIC algorithm.

In an earlier paper [4], the authors showed how the ESPRIT algorithm can be used with a linear array of cross-polarized dipoles to estimate signal polarizations and arrival angles in one angular dimension. Also, for problems where the signal polarization is not of interest, a related paper [5] shows how to incorporate unknown signal polarization in the ESPRIT algorithm so that signal arrival angles can be estimated in a way that works regardless of the signal polarizations.

In [4, 5], it was assumed that the incoming signals whose angles and polarizations are to be estimated are uncorrelated, or at most partially correlated. However, the performance of these methods degrades rapidly as the incident signals become highly correlated. They fail to work properly when the signals are coherent (i.e., perfectly correlated).

The purpose of this work is to show how the ESPRIT algorithm can be combined with spatial smoothing techniques [6–10] and used with a uniform linear array of crossed dipoles to estimate both signal directions and polarizations for coherent signals. We present one method of spatial smoothing that can be used when it is necessary to estimate both the arrival angles and the polarizations of signals. We also present two additional methods that can be used when only the signal arrival angles are of interest, not the polarizations, but it is still necessary that the estimator work properly with arbitrarily polarized signals.

In Section II, we define the array that is used and the signal parameters. In Section III, we show how forward-only spatial smoothing [7, 8] can be combined with ESPRIT and used with a polarization-sensitive array to estimate both signal directions and polarizations for coherent signals. In Section IV, we describe an alternative procedure.
II. PROBLEM FORMULATION

Consider a 2L-element array consisting of L pairs of crossed dipoles, as shown in Fig. 1. The lth dipole pair, l = 1, 2, ..., L, has its center on the y axis at y = (l - 1)δ. The distance δ between two adjacent dipole pairs is a half wavelength. The signal from each dipole is processed separately. For the lth dipole pair, let ⁷(t) be the signal received on the x axis dipole and ⁸(t) the signal received on the y axis dipole.

Suppose K (with K < L) narrowband signals impinge on the array from angular directions {θ_k, 0 ≤ k ≤ K} in the yz plane, where θ denotes the standard polar angle in the yz plane, as shown in Fig. 1. It is assumed that each signal has an arbitrary elliptical electromagnetic polarization [11].

To specify signal polarization, we use the following definitions. An incoming transverse electromagnetic (TEM) wave propagating into the array has an electric field given by

\[ E = -E_x e_x + E_y e_y \]  

(1)

where \( e_x \), \( e_y \), and \( e_z \) are unit vectors in the x, y, and z directions, respectively, in Fig. 1. We consider the polarization ellipse produced by \( E_x \) and \( E_y \). Given this ellipse, we define \( α \) and \( β \) to be the ellipticity and the orientation angles, respectively (see [4]). We define \( β \) to be in the range \( 0 \leq β < π \), and \( α \) is always in the range \( -π/4 \leq α \leq π/4 \). See Fig. 2.

For a given \( α \) and \( β \), \( E_x \) and \( E_y \) are given by (aside from a common phase factor) [4]

\[ E_x = E \cos γ \]  

(2)

\[ E_y = E \sin γ e^{iψ} \]  

(3)

where \( γ \) describes the relative values of \( |E_x| \) and \( |E_y| \) and \( ψ \) is the phase by which the \( \theta \) component leads the \( x \) component. \( γ \) is always in the range \( 0 \leq γ \leq π/2 \), and \( ψ \) is in the range \( -π \leq ψ < π \).

Either pair of angles \((α, β)\) or \((γ, ψ)\) uniquely define the polarization state of a wave. We can compute \( γ \) and \( ψ \) from \( α \) and \( β \) and \( α \) and \( ψ \) from \( γ \) and \( ψ \) [12, 4].

An arbitrary plane wave coming into the array is characterized by three angular parameters and an amplitude. The \( k \)th signal, \( k = 1, 2, ..., K \), is characterized by its arrival angle \( θ_k \), its polarization ellipticity angle \( α_k \) and orientation angle \( β_k \), and its amplitude \( E_k \) (i.e., \( E_k \) is the value of \( E \) in (2) and (3) for the \( k \)th signal). We say the \( k \)th signal is defined by \((θ_k, α_k, β_k, E_k)\).

We assume each dipole in the array is a short dipole, so the output voltages of the x and y axis dipoles are proportional to the x and y components, respectively, of the electric field. An incoming signal with components \( E_x \) and \( E_y \) has \( x, y \) components:

\[ E = -E_x e_x + E_y e_y \]

\[ = (-E_x) e_x + (E_y \cos θ) e_y - (E_y \sin θ) e_x \]  

(4)

\[ = E \left[ -\cos γ e_x + (\sin γ \cos θ e^{iψ}) e_y \right. \]

\[ \left. - (\sin γ \sin θ e^{iψ}) e_x \right] \]  

(5)

where \( e_x \), \( e_y \), and \( e_z \) are unit vectors in the x, y and z directions, respectively. We define the space phase factor

\[ q = e^{i(2πd/λ) \sin θ} \]  

(6)

where \( λ \) is the wavelength of the signal. Including the time and space phase factors in (5), we find that an incoming signal characterized by \((θ, α, β, E)\) produces a signal vector in the crossed dipole pair centered at \( y = (l - 1)δ \) as follows:

\[ x_l = \begin{bmatrix} x_l(t) \\ y_l(t) \end{bmatrix} = us(t)q^{l-1} \]  

(7)

where

\[ u = \begin{bmatrix} -\cos γ \\ \sin γ \cos θ e^{iψ} \end{bmatrix} \]  

(8)

and

\[ s(t) = E e^{i(ωt + ψ)} \]  

(9)

with \( ω \) the frequency of the signal and \( ψ \) the carrier phase of the signal at the coordinate origin at \( t = 0 \).

We assume that \( K \) such signals, specified by \( θ_k \), \( k = 1, 2, ..., K \), are incident on the array. In addition we assume a thermal noise voltage vector \( u_l(t) \) is
present on each signal vector $x_l(t)$. The $s_l(t)$ are assumed to be zero mean, complex Gaussian processes statistically independent of each other with covariance $\sigma^2 I$, where $I$ denotes the identity matrix.

Under these assumptions, the total signal vector received by the crossed dipole pair centered at $y = (l-1)\delta$ is given by

$$x_l(t) = \sum_{k=1}^{K} u_k s_k(t) q_k^{l-1} + n_l(t), \quad l = 1, 2, \ldots, L$$

where $u_k$ and $q_k$ are given by (8) and (6), respectively, with subscript $k$ added to each angular quantity, and $s_k(t)$ is given by (9) with subscript $k$ added to the amplitude and carrier phase.

The carrier phase angle $\psi_1$ is assumed to be a random variable uniformly distributed on $[0, 2\pi)$. The other $\psi_k$, for $k = 2, 3, \ldots, K$, are also random variables but it is assumed that each of these differs from $\psi_1$ by a fixed amount. Thus, the $\psi_k$ are all rigidly tied to one another, and the incident signals are coherent (i.e., perfectly correlated). In this case, each signal $s_k(t)$ can be written as a scaled replica of some signal $s_0(t)$ for which $E\{|s_0(t)|^2\} = 1$, i.e.,

$$s_k(t) = g_k s_0(t), \quad k = 1, 2, \ldots, K$$

where $g_1$ is a real constant, and $g_2, g_3, \ldots, g_K$ are complex constants.

Let $x(t)$, $s(t)$, and $n(t)$ be column vectors containing the received signals, incident signals, and noise, respectively, i.e.,

$$\begin{bmatrix} x_1(t) \\ x_2(t) \\ \vdots \\ x_L(t) \end{bmatrix} = \begin{bmatrix} s_1(t) \\ s_2(t) \\ \vdots \\ s_K(t) \end{bmatrix} + \begin{bmatrix} n_1(t) \\ n_2(t) \\ \vdots \\ n_L(t) \end{bmatrix}$$

The received signal vector has the form

$$x(t) = As(t) + n(t)$$

where $A$ is a $2L \times K$ matrix

$$A = \begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_K \end{bmatrix}$$

with $2L \times 1$ columns

$$a_k = \begin{bmatrix} u_k \\ u_k q_k \\ \vdots \\ u_k q_k^{L-1} \end{bmatrix}$$

The columns $a_k$ are assumed linearly independent. They define a $K$-dimensional signal subspace in a $2L$-dimensional space.

By assuming the columns in $A$ are linearly independent, we are excluding from consideration degenerate cases, such as when a signal causes zero output on both the $x$ and $y$ axis dipoles at the same time.

We assume that the element signals are sampled at $N$ distinct times $t_n$, $n = 1, 2, \ldots, N$. The random noise vectors $n(t_n)$ at different sample times are assumed independent of each other. The problem of interest is to estimate the $\theta_k$ (and possibly the $\alpha_k, \beta_k$) for $k = 1, 2, \ldots, K$ from the measurements $x(t_n)$, $n = 1, 2, \ldots, N$.

In Section III, we consider how to estimate all three parameters $\theta_k, \alpha_k, \beta_k$ from the $x(t_n)$. In Section IV we consider what can be done if we need to estimate only the $\theta_k$.

III. ESTIMATING BOTH DIRECTION AND POLARIZATION FOR COHERENT SIGNALS

Consider the array covariance matrix of $x(t)$ which has the form

$$R = E\{x(t)x^H(t)\} = R_0 + \sigma^2 I$$

where

$$R_0 = ARsA^H$$

with $(\cdot)^H$ denoting the complex conjugate transpose and $R_s = E\{s(t)s^H(t)\}$ representing the source covariance matrix.

In general, if the signals $s_1(t), \ldots, s_K(t)$ are uncorrelated, $R_s$ is diagonal. If the signals are partially correlated, $R_s$ is nondiagonal but nonsingular. For the case considered here, the signals are completely correlated, so $R_s$ is nondiagonal and singular.

As long as the $s_k(t)$ are not completely correlated, the eigenvectors of $R_0$ (or $R$) that correspond to the $K$ largest eigenvalues of $R_0$ (or $R$) span the same signal subspace as the column vectors in $A$ [3]. This fact is used in the original ESPRIT algorithm [1, 2] for estimating signal direction and in [4] for estimating both direction and polarization.

When the incident signals are coherent, however, using $E\{|s_0(t)|^2\} = 1$ and (11) yields

$$R_s = gg^H$$

where $g$ is a $K \times 1$ column vector

$$g = [g_1, g_2, \ldots, g_K]^T$$
where \((\cdot)^T\) denotes the transpose. For this case, the matrix \(R_s\) is of rank 1 and the signal subspace based approach will not work. To use signal subspace methods with coherent signals, the signals must first be "decorrelated".

One method of overcoming the singularity of \(R_s\) for coherent signals is the FO spatial smoothing technique of Shan, Wax, and Kailath [7, 8]. The idea of this technique is to divide a total array of \(L\) elements into \(L_0\) overlapping subarrays, as shown in Fig. 3. Each subarray then has \(L_s = L - L_0 + 1\) elements and we assume that \(L_s \geq K\). As shown in [7, 8], averaging the covariance matrices associated with the subarrays restores the rank of \(R_s\) and makes it possible to use signal subspace methods.

The FO method can be applied here. Let \(z(t)\) denote the column vector received from the \(l\)th subarray, i.e.,

\[
z(t) = \begin{bmatrix} z_1(t) & z_2(t) & \cdots & z_{L_0}(t) \end{bmatrix}^T,
\]

where \(1 \leq l \leq L_0\).

The covariance matrix of the \(l\)th subarray is [8]

\[
R_l = E(z(t)z^H(t)) = \Phi_q^{-1}R_s(\Phi_q^{-1})^H + \sigma^2 I
\]

(21)

where

\[
\Phi_q = \text{diag}(q_1, q_2, \ldots, q_K)
\]

(22)

and where \(A\) is now the matrix in (14) and (15) with \(L\) replaced by \(L_s\).

We define the FO spatially smoothed array covariance matrix \(R_f\) to be the average of the matrices \(R_l\), i.e.,

\[
R_f = \frac{1}{L_0} \sum_{l=1}^{L_0} R_l.
\]

(23)

The matrix \(R_f\) can be written as

\[
R_f = R_0 + \sigma^2 I
\]

(24)

where

\[
R_0 = AR_f A^H
\]

(25)

with \(R_f\) denoting the FO spatially smoothed source covariance matrix

\[
R_f = \frac{1}{L_0} \sum_{l=1}^{L_0} \Phi_q^{-1}R_s(\Phi_q^{-1})^H.
\]

(26)

By replacing \(R_s\) with \(gg^H\), (26) can be written

\[
R_f = \frac{1}{L_0} CC^H
\]

(27)

where

\[
C = [g \quad \Phi_q g \quad \ldots \quad \Phi_q^{L_0-1} g] = GA_L^T
\]

(28)

with

\[
G = \text{diag}(g_1, g_2, \ldots, g_K)
\]

(29)

and

\[
A_L = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ q_1 & q_2 & \cdots & q_K \\ \vdots & \vdots & \ddots & \vdots \\ q_1^{L_0-1} & q_2^{L_0-1} & \cdots & q_K^{L_0-1} \end{bmatrix}
\]

(30)

Note that as long as the signals arrive from distinct directions, the Vandermonde matrix \(A_L\) is nonsingular. If in addition \(L_0 > K\), then \(C\) is nonsingular so the rank of \(R_f\) is \(K\).

A second potential method for overcoming the singularity of \(R_s\) for coherent signals is the forward/backward spatial smoothing technique of [9, 10]. The idea of this technique is to average the covariance matrices associated with both the subarrays shown in Fig. 3 and their complex conjugated backward subarrays. However, this method cannot be used in the present problem when we want to estimate \(\alpha_k, \beta_k\) as well as \(\theta_k\). The reason is that the amplitudes of the elements of \(A\) given in (14) are not all unity, as can be seen from (8). However, if we want to estimate only the \(\theta_k\), but not the polarization, this technique can be used. We consider this case in the next section.

### IV. Estimating Direction Only for Coherent Signals

In [5], the authors described a method for using the array of Fig. 1 to estimate signal directions only, but to do so in such a way that the estimator works properly regardless of signal polarization. This approach treated the \(x\) axis dipoles and the \(y\) axis dipoles as separate subarrays. The arithmetic average of the covariance matrices for the \(x\) and \(y\) axis dipoles was used as the total covariance matrix in the ESPRIT algorithm.

We now show that, with coherent signals, this same approach can be used in combination with both the FO [7, 8] and forward/backward [9, 10] spatial smoothing techniques.

Let \(x(t)\) denote the column vector received from the \(x\) axis dipoles, i.e.,

\[
x(t) = [x_1(t) \quad x_2(t) \quad \cdots \quad x_{L_c}(t)]^T
\]

(31)

\(x(t)\) is the subvector of \(z(t)\) consisting of the odd-numbered elements of \(z(t)\). The variables \(x(t)\) can be written

\[
x(t) = \tilde{A}_L \Phi_q \hat{s}(t) + n_x(t)
\]

(32)
where $\tilde{A}_L$ is defined as in (30) with $L_0$ replaced by $L_x$. $
abla_z$ is defined as

$$\Phi_z = \text{diag}(-\cos \gamma_1, -\cos \gamma_2, \ldots, -\cos \gamma_K)$$  \hspace{1cm} (33)$$

and $n_z(t)$ is a zero-mean complex Gaussian process with covariance $\sigma^2 I$. The matrix $\tilde{A}_L$ is the direction matrix for this approach. The angles of arrival are assumed to be distinct, so that the columns of $\tilde{A}_L$ define a $K$-dimensional signal subspace in an $L_t$-dimensional space. The covariance matrix of $x(t)$ is

$$R_x = E\{x(t)x^H(t)\} = \tilde{A}_L \Phi_x R_x \Phi_x^H \tilde{A}_L^H + \sigma^2 I.$$  \hspace{1cm} (34)$$

Similarly, let $y(t)$ denote the column vector received from the y axis dipoles, i.e.,

$$y(t) = [y_1(t) \quad y_2(t) \quad \ldots \quad y_L(t)]^T$$  \hspace{1cm} (35)$$

where $y(t)$ is the subvector of $z(t)$ consisting of the even-numbered elements of $z(t)$. The variables $y(t)$ can be written

$$y(t) = \tilde{A}_L \Phi_y s(t) + n_y(t)$$  \hspace{1cm} (36)$$

where

$$\Phi_y = \text{diag}\{-\sin \gamma_1 e^{i\theta_1}, -\sin \gamma_2 e^{i\theta_2}, \ldots, -\sin \gamma_K e^{i\theta_K}\}$$  \hspace{1cm} (37)$$

and $n_y(t)$ is a zero-mean complex Gaussian process with covariance $\sigma^2 I$. The covariance matrix of $y(t)$ is

$$R_y = E\{y(t)y^H(t)\} = \tilde{A}_L \Phi_y R_y \Phi_y^H \tilde{A}_L^H + \sigma^2 I.$$  \hspace{1cm} (38)$$

Consider $R$, the average of $R_x$ and $R_y$,

$$R = \frac{1}{2}(R_x + R_y).$$  \hspace{1cm} (39)$$

$R$ can be written

$$R = R_0 + \sigma^2 I$$  \hspace{1cm} (40)$$

where

$$R_0 = \tilde{A}_L R \tilde{A}_L^H$$  \hspace{1cm} (41)$$

with $R$, defined as

$$R = \frac{1}{(\Phi_x R_x \Phi_x^H + \Phi_y R_y \Phi_y^H)}$$  \hspace{1cm} (42)$$

$$= \frac{1}{2}[(\Phi_x | \Phi_y) \begin{bmatrix} R_x & 0 \\ 0 & R_y \end{bmatrix} [\Phi_x^H | \Phi_y^H]].$$  \hspace{1cm} (43)$$

As long as the incident signals are at most partially correlated, $R$ is nonsingular. Since by assumption none of the incident signals produces zero output on both the $x$ and $y$ axis dipoles at the same time, $[\Phi_x | \Phi_y]$ is of rank $K$. Thus $R$ is nonsingular and the eigenvectors of $R_0$ that correspond to the $K$ largest eigenvalues of $R_0$ span the same signal subspace as the column vectors in $\tilde{A}_L$. For this case, the ESPRIT algorithm can be applied to $R$ for direction estimation.

For coherent signals, however, (43) becomes

$$R = \frac{1}{2}[(\Phi_x | \Phi_y) [(\Phi_x | \Phi_y)^H]$$  \hspace{1cm} (44)$$

in which case the rank of $R$, is at most 2. Thus the coherent signals must first be "decorrelated" before the ESPRIT algorithm can be applied.

The first method of decorrelating the signals is the FO spatial smoothing technique of [7, 8]. We apply this method to the averaged covariance matrix $R$ in (39). In the curves below, we call this composite method the alternative forward-only (AFO) method.

In this method, the total array of $L$ elements is divided into $L_0$ overlapping subarrays with $L_x = L - L_0 + 1$ elements in each subarray. Let $x'_i(t)$ denote the column vector of the $x$ axis dipole signals in the $i$th subarray,

$$x'_i(t) = [x_i(t) \quad x_{i+1}(t) \quad \ldots \quad x_{i+L_0-1}(t)]^T,$$

$$1 \leq i \leq L_0$$  \hspace{1cm} (45)$$

and let $y'_i(t)$ denote the column vector of the $y$ axis dipole signals in the $i$th subarray,

$$y'_i(t) = [y_i(t) \quad y_{i+1}(t) \quad \ldots \quad y_{i+L_0-1}(t)]^T,$$

$$1 \leq i \leq L_0.$$  \hspace{1cm} (46)$$

Then let $\bar{R}'_i$ be the average of the covariance matrices of $x'_i(t)$ and $y'_i(t)$,

$$\bar{R}'_i = \frac{1}{L_0} E\{(x'_i(t)[x'_i(t)]^H + y'_i(t)[y'_i(t)]^H).$$  \hspace{1cm} (47)$$

The AFO spatially smoothed covariance matrix $\bar{R}'$ is the average of $\bar{R}'_i$:

$$\bar{R}' = \frac{1}{L_0} \sum_{i=1}^{L_0} \bar{R}'_i.$$  \hspace{1cm} (48)$$

$\bar{R}'$ can be written

$$\bar{R}' = \bar{R}_0 + \sigma^2 I$$  \hspace{1cm} (49)$$

where

$$\bar{R}_0 = \tilde{A}_L \bar{R}' \tilde{A}_L^H$$  \hspace{1cm} (50)$$

with $\bar{R}'$ denoting the AFO spatially smoothed source covariance matrix

$$\bar{R}' = \frac{1}{2L_0} \sum_{i=1}^{L_0} [\Phi_x \phi_x'^{-1} R_x(\phi_x'^{-1})^H \Phi_x^H + \phi_y \phi_y'^{-1} R_y(\phi_y'^{-1})^H \Phi_y^H.$$  \hspace{1cm} (51)$$

By using (26)-(27), $\bar{R}'$ can be written

$$\bar{R}' = \frac{1}{2L_0} [\Phi_x C \Phi_x^H + \Phi_y C \Phi_y^H]$$  \hspace{1cm} (52)$$

$$= \frac{1}{2L_0} C_1 C_1^H$$
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where (see (28))
\[
C_1 = [\Phi_x | \Phi_y, C] = [\Phi_x G \Lambda_{L_0}^T | \Phi_y G \Lambda_{L_0}^T] = G [\Phi_x \Lambda_{L_0}^T | \Phi_y \Lambda_{L_0}^T].
\] (53)
The last equality holds because \( G, \Phi_x, \) and \( \Phi_y \) are diagonal matrices.

The minimum number of subarrays \( L_0 \) required to make \( \overline{\mathbf{R}}_f \) nonsingular is between \( K/2 \) and \( K \) depending on the signal scenario. On the one hand, suppose all incident signals are linearly polarized so there is no output on the \( y \) axis dipoles. Since by assumption none of the signals produces zero output on both the \( x \) and \( y \) axis dipoles at the same time, the diagonal elements of \( \Phi_x \) are then nonzero. For \( \overline{\mathbf{R}}_f \) to be nonsingular in this case, we must have \( L_0 \geq K \). On the other hand, assume \( K \) is even and suppose \( K/2 \) signals produce zero outputs on the \( x \) axis dipoles and the other \( K/2 \) signals produce zero outputs on the \( y \) axis dipoles. In this case we must have \( L_0 \geq K/2 \) for \( \overline{\mathbf{R}}_f \) to be nonsingular.

The AFO spatially smoothed array covariance matrix \( \overline{\mathbf{R}}_f^{/ / b} \) is defined as [9, 10]
\[
\overline{\mathbf{R}}_f^{/ / b} = \frac{1}{2} [\mathbf{R}_f + \mathbf{J} (\mathbf{R}_f^\ast)^\ast \mathbf{J}].
\] (54)
where \( \mathbf{R}_f \) is defined in (48), superscript \( * \) denotes complex conjugate, and \( \mathbf{J} \) is the exchange matrix
\[
\mathbf{J} = \begin{bmatrix} 0 & \cdots & 0 & 1 \\ 0 & \cdots & 1 & 0 \\ \vdots & \vdots & \vdots & \vdots \\ 1 & \cdots & 0 & 0 \end{bmatrix}. \] (55)
From (49), we have
\[
\mathbf{J} (\mathbf{R}_f^\ast)^\ast \mathbf{J} = \mathbf{J} (\mathbf{R}_f^0 + \sigma^2 \mathbf{I})^\ast \mathbf{J} = \mathbf{J} (\mathbf{R}_f^0)^\ast \mathbf{J} + \sigma^2 \mathbf{I}. \] (56)
Then using the relation
\[
\overline{\mathbf{A}}_{L_0}^T \mathbf{J} = \Phi_q^{(L_0-1)} \Phi_q^{(L_0-1)} \] (57)
we have from (50)
\[
\mathbf{J} (\mathbf{R}_f^\ast)^\ast \mathbf{J} = \overline{\mathbf{A}}_{L_0} \overline{\mathbf{R}}_f^{/ / b} \overline{\mathbf{A}}_{L_0}^\ast \mathbf{J}
\] (58)
Therefore \( \overline{\mathbf{R}}_f^{/ / b} \) can be written as
\[
\overline{\mathbf{R}}_f^{/ / b} = \overline{\mathbf{R}}_f^0 + \sigma^2 \mathbf{I}. \] (59)
have rank $K$. However, for certain specific choices of signal parameters, some of these columns will be linearly dependent, in which case $L_0$ will need to be larger than $K/4$. Choosing $L_0 = K$, however, is always sufficient to make $C_2$ full rank, because then each of the four submatrices in (65) has rank $K$, regardless of the signal parameters.

V. SIMULATION RESULTS

We now show several examples illustrating the use of these techniques with coherent signals. The results below were obtained by using fifty Monte Carlo trials. The array consisted of $L = 10$ pairs of crossed dipoles. All incident signals were assumed to have the same unit amplitude $E_k$. The signal-to-noise ratio (SNR) shown in the figures is defined as $-10\log_{10} \sigma^2$ dB. A finite number of data samples $N$ was taken at each dipole output. The subarray covariance matrices were estimated from the available data samples, as described in [4] and [5]. The spatially smoothed covariance matrices were obtained from the subarray covariance matrix estimates.

We first show an example that illustrates how the results for spatial smoothing with coherent signals compare with those using the method in [5] with partially correlated signals and no spatial smoothing. We consider an example with 7 coherent signals. The SNR for each signal is 20 dB and the number of data samples is $N = 200$. The number of incident signals is assumed known in the estimator. The direction of arrival estimates are computed by using the AFB technique. Two subarrays ($L_0 = 2$) of 9 elements ($L_e = 9$) are used. Fig. 4 shows the direction estimates obtained with each of the 50 independent trials plotted on a unit circle at those angles from the center of the circle. The 50 estimates of the angles are superimposed seen. Fig. 4(a) shows the results when the signals arrive from equally spaced angles every 20° between $-55^\circ$ and $65^\circ$. The corresponding ellipticity angles are also equally spaced between $-45^\circ$ and $45^\circ$ and the orientation angles are zero. Fig. 4(b) shows the results for a smaller separation between signals, every $11.5^\circ$ between $-29.5^\circ$ and $39.5^\circ$ and for the same polarizations. As may be seen, the estimation accuracy is poor when the signals are spaced every $11.5^\circ$. The reason is that when the angles are closer the direction matrix $\tilde{A}_L$ is becoming ill-conditioned. This example illustrates the resolution limits for this technique as the 7 arrival angles approach one another.

Next, for comparison, Fig. 5 shows the corresponding results when 7 partially correlated signals are incident and the technique of [5] is used, i.e., there is no spatial smoothing. The other parameters of the signals are the same as for Fig. 4. In this case, an array of 9 elements is used, to make the results comparable to those in Fig. 4. Fig. 5(a) shows the results when the signals are evenly spaced from $-55^\circ$ to $65^\circ$, and Fig. 5(b) shows them when they are spaced from $-29.5^\circ$ to $39.5^\circ$. Note that the results in Figs. 4(a) and 5(a) are similar, but with the signals more closely spaced, the results in Fig. 5(b) are much better than those in Fig. 4(b).

This example illustrates that the resolution of the AFB technique for coherent arrivals is poorer than what can be achieved with partially correlated signals. This drop in performance occurs because the full rank spatially smoothed matrix $\bar{R}^{f/b}_s$ for coherent sources is different from the full rank source covariance matrix $R_s$ for noncoherent sources. The numerical condition of $R_s$ for noncoherent sources is determined by how strongly the sources are correlated, but not by the arrival directions. The numerical condition of $\bar{R}^{f/b}_s$, on the other hand, is determined by how closely the arrival angles are spaced, as can be seen from (62) and (65). Note that $\bar{R}^{f/b}_s$ depends on $\tilde{A}_{L_0}$, which is a function of the arrival angles. As the arrival angles become more closely-spaced, the columns of $\tilde{A}_{L_0}$
to degrees squared) for the first signal and for the FO, AFO, and AFB approaches as functions of the SNR when $L_0 = 3$. Fig. 6(b) shows the variance of the polarization estimates for the FO approach for the first signal. These curves were obtained by assuming that the number of incident signals is known. The variance of the polarization estimates in Fig. 6(b) is defined as the mean-squared value of the angular distance $\zeta$ on the Poincaré sphere between $\mathbf{M}$ and $\mathbf{M}'$, the points representing the actual and estimated polarizations $(\gamma, \eta)$ and $(\hat{\gamma}, \hat{\eta})$, respectively, as described in [4], where

$$\cos \zeta = \cos 2\gamma \cos 2\hat{\gamma} + \sin 2\gamma \sin 2\hat{\gamma} \cos (\eta - \hat{\eta})$$

with $\zeta$ in the range $0 \leq \zeta \leq \pi$.

When the number of incident signals is unknown, we also used the minimum description length (MDL) criterion [14, 15] with the spatially smoothed covariance matrix to estimate the number of incident signals. Fig. 6(c) shows the probability that the correct number was obtained as a function of the SNR for each of the three methods.

Next, we consider an example where three identical signals arrive from $25^\circ$, $25^\circ$, and $37^\circ$. The corresponding ellipticity angles are $45^\circ$, $40^\circ$, and $35^\circ$, respectively, and the orientation angles are zero. The SNR per signal is 20 dB. Fig. 7 shows the error variances and the probability of estimating the number of signals correctly for the FO, AFO, and AFB approaches as a function of $\Delta \alpha$ when $L_0 = 3$.

Finally, we consider an example where three identical signals arrive from $13^\circ$, $25^\circ$, and $37^\circ$. The corresponding ellipticity angles are $45^\circ$, $(45 - \Delta \alpha)^\circ$, and $(45 - 2\Delta \alpha)^\circ$ and the orientation angles are zero, so $\Delta \alpha$ is the polarization separation between adjacent signals. The SNR per signal is again 20 dB. Fig. 8 shows the performance of the FO, AFO, and AFB approaches as a function of $\Delta \alpha$ when $L_0 = 3$.

Figs. 6, 7, and 8 show that the AFO approach yields better performance in estimating both the signal directions and the number of incident signals than the FO approach. Note that the signal subspace dimension in the FO approach is twice as much as the dimension in the AFO approach, but the number of averaging subarrays is half as much. Thus these figures show that better results may be obtained by trading the signal subspace dimension for a larger number of averaging subarrays.

From Figs. 6, 7 and 8, we note also that using the AFB approach yields much better performance in estimating both the signal directions and the number of incident signals than the FO approaches do. The reason for this may be seen by comparing the AFO and AFB approaches. Using the forward/backward approach results in two extra submatrices in $C_2$, as may be seen by comparing (65) with (53). The extra

Fig. 5. Direction estimates of 7 noncoherent signals obtained with the method in [5] with $L = 10$, SNR = 20 dB, $N = 200$, orientation angles zero, ellipticity angles equally spaced between $-45^\circ$ and $45^\circ$. (a) Signals arrive from equally spaced angles every $20^\circ$ between $-55^\circ$ and $65^\circ$. (b) Signals arrive from equally spaced angles every $11.5^\circ$ between $-20.5^\circ$ and $30.5^\circ$.

become more nearly linearly dependent, and $\overline{R}_f^{t/b}$ becomes more ill-conditioned. Moreover, as the coherent arrivals become more closely spaced, $\overline{R}_0^{f/b}$ in (60) becomes more ill-conditioned because both $\overline{A}_L$ and $\overline{R}_f^{t/b}$ become ill-conditioned. For partially correlated signals, the ill-conditioning is less serious because only $\overline{A}_L$ in $\overline{R}_0$ of (17) becomes ill-conditioned.

The more ill-conditioned $\overline{R}_0^{f/b}$ or $\overline{R}_0$, the more sensitive the matrix is to noise perturbation [13]. (These comments apply to the FO and AFO spatial smoothing techniques as well.)

We next show the error performance of these spatial smoothing techniques with coherent signals. For the next three examples, we use $N = 31$ data samples.

First, we consider a case where three identical signals arrive from $20^\circ$, $25^\circ$, and $30^\circ$. The corresponding ellipticity angles are $45^\circ$, $40^\circ$, and $35^\circ$, respectively, and the orientation angles are zero. For this case, the signal directions are closely spaced and the signal polarizations are similar. Fig. 6(a) shows the direction estimate error variances (in dB with respect
submatrices reduce the ill-conditioning of $\mathbf{W}_s^{-1}$ when the signal directions are closely spaced.

VI. CONCLUSIONS

We have described how a uniform linear array of crossed dipoles may be used with the ESPRIT algorithm and spatial smoothing to estimate the directions and polarizations of arbitrarily polarized coherent signals. We have shown that the FO spatial smoothing approach may be used to estimate both signal directions and polarizations. The forward/backward spatial smoothing approach may be used to estimate signal directions only. Both smoothing approaches may be used to estimate the number of incident signals. Some examples showing typical results were presented. It is found that spatial smoothing yields poorer resolution for coherent signals.
signals than would be obtained with uncorrelated or partially correlated signals, but of course without spatial smoothing ESPRIT cannot be used at all with coherent sources. The results also show that the forward/backward spatial smoothing approach yields much better performance in estimating both the signal directions and the number of incident signals than the FO approaches do.
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An extension of the continuous aperture Woodward-Lawson sampling theorem has been developed for a finite linear array of equidistant identical elements with arbitrary excitations. It is shown that by sampling the array factor at a finite number of specified points in the far field, the exact array factor over all space can be efficiently reconstructed in closed form. The specified sample points lie in real space and hence are measurable provided that the interelement spacing is greater than approximately one half of a wavelength. This paper provides insight as to why the length parameter used in the sampling formulas for discrete arrays is larger than the physical span of the lattice points in contrast with the continuous aperture case where the length parameter is precisely the physical aperture length.

1. INTRODUCTION

In a pair of classic papers, Woodward and Lawson [1948] and Woodward [1946], a very popular technique was developed for synthesizing finite continuous aperture excitations given a finite number of (far field) samples. The Woodward-Lawson technique implements an aperture excitation that is formed by summing a finite number of uniform amplitude linear phase distributions. Woodward and Lawson [1948] hinted at extending this technique to linear arrays of discrete elements. Their expressions for the continuous aperture case contain a parameter which corresponds to the length of the continuous aperture. This length parameter was incorrectly assumed to be the physical length of the discrete array in Balanis [1982], while Stutzman and Thiele [1981] used the correct length which extends past the physical array lattice points by one half of the interelement spacing on both ends of the array.

In this paper the extension of the Woodward-Lawson sampling method for finite linear arrays is formally proven using a technique that highlights the reasons for the length disparity between the continuous aperture and the discrete aperture cases. The far fields of a linear array are determined exactly by sampling the far field at a minimal number of predetermined locations. This method efficiently reconstructs the far field in closed form without the need to solve simultaneous equations. A practical constraint of this technique is that the interelement spacing must be greater than or equal to one half of a wavelength for the sampled field points to lie in real space (at a real angle \( \theta \)) if there are an even number of elements or the interelement spacing must be greater than a distance slightly smaller than a half of a wavelength if there are an odd number of elements. This restriction is significant and excludes an empirical application of this theory to some practical arrays. This practical constraint does not imply that any approximations have been made with regard to the sampling analysis; it is exact. An \( \exp(j\omega t) \) time dependence is assumed and suppressed throughout this paper.

2. ANALYTICAL FORMULATION

We are considering a linear array of \( M + 1 \) equally spaced elements that reside on the array lattice shown in Figure 1. It is assumed that the element pattern of each element is known and that it is the same for all elements which is equivalent to the typical assumption that the far fields of the linear array can be expressed as follows:

\[
E(r) = EP(\theta, \phi) AF(\theta) \exp \left( -jkr \right) / (4\pi r). \tag{1}
\]

where \( E(r) \) is the electric far field, \( EP(\theta, \phi) \) is the element pattern, and \( AF(\theta) \) is the array factor which can be expressed by the well-known relationship
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It is noted that $C_m$ is defined in configuration space, whereas $AF(\theta)$ is defined in $\cos(\theta)$ space. This allows Shannon's sampling theorem [Peebles, 1976] to be applied in $\cos(\theta)$ space resulting in the following representation for $\hat{AF}(\theta)$:

$$AF(\theta) = \sum_{n=-\infty}^{\infty} \frac{\sin\left(\frac{kl\cos(\theta)}{2} - n\pi\right)}{\frac{kl\cos(\theta)}{2} - n\pi} \cdot \hat{AF}(\theta_n).$$

where

$$\theta_n = \cos^{-1}\left(\frac{n\lambda}{L}\right).$$

and $L$ is the length parameter of the array which must be determined. Shannon's sampling theorem dictates that the field must be sampled in $\cos(\theta)$ space at intervals equal to or less than $\lambda/\text{(length of array)}$, which is the Nyquist rate. An exception to this rule occurs if there are delta function excitations at the endpoints of the interval in the band-limited domain (configuration space) [Peebles, 1976], which is the case here since the array is composed of a collection of point sources. The sampling theorem is obtained by repeating the finite (physical) band of elements in configuration space so that the array is periodic (and infinite) (see Figure 2). The far-field pattern in $\cos \theta$ space is low-pass filtered to allow only the original spatial bandwidth (i.e., the physical length $L_p$) to contribute to the array factor $AF(\theta)$. The length parameter $L$ dictates the distance between the repeating finite bands of elements. If the length parameter equals the physical length of the array, then the first and last elements of the adjacent arrays are coincident, and information is lost. This is the onset of aliasing. The concept of the unit cell was introduced to define the

---

**Fig. 1.** Array lattice configuration.

$$AF(\theta) = \sum_{m=0}^{M} C_m \exp\left[-jk \cdot \hat{z} \left(m - \frac{M}{2}\right)\Delta z\right]$$

$$= \sum_{m=0}^{M} C_m \exp\left[-jk \cos(\theta) \left(m - \frac{M}{2}\right)\Delta z\right].$$

$C_m$ is the complex amplitude of the $m$th element, $M$ is the index corresponding to the $M + 1$th element, $\hat{z}$ is the unit vector along the array axis, and $\Delta z$ is the interelement spacing. The objective of this work is to efficiently determine $AF(\theta)$ from a finite minimal number of sampled far-field values, $AF(\theta_n)$, in which $\theta_n$ is specified.

**2.1. Sampling theory development**

Equation (2) shows that the array factor is space limited by $z = \pm (M \Delta z/2)$ and that $C_m$ are Fourier series coefficients of $AF(\theta)$ [Bucci and Franci-
length parameter $L$ so that the delta function excitations are no longer at the edges of the band; thus the Nyquist rate can be used without introducing aliasing problems. Each unit cell is defined to consist of a line segment of length $\Delta z$ which has the radiating element at its center. The unit cell ensures that a source-free region surrounds each array element which serves to artificially extend the array endpoints by half a unit cell (or $\Delta z/2$) beyond the physical dimensions of the array. In other words, if the array is considered to be longer on both the top and the bottom (in this case by $\Delta z/2$, half the unit cell), then the radiating elements do not lie on either of the endpoints of the array, and, consequently, the Nyquist rate can be applied. $L$ is defined to be the total distance spanned by all of the unit cells as shown in Figure 1.

Equation (4) shows that the field is sampled at $A/L$ intervals in $\cos(\theta)$ space. Geometrically, it is seen that

$$L = (M + 1)\Delta z$$

or

$$\frac{\lambda}{\Delta z} = (M + 1) \frac{\lambda}{L}.$$  

By examining (2), it is clear that $AF(\theta)$ is periodic in $\cos(\theta)$ space with periodicity $\lambda/\Delta z$ which along with (6), implies the following recursion relationship:

$$AF(\theta + M + 1) = AF(\theta) (-1)^M.$$  

This equation is a consequence of sampling at the Nyquist rate and defining the array boundaries to be extended past its physical boundary by $\Delta z/2$ on both ends of the array. Recognizing the identity in (7), (3) can be expressed as

$$AF(\theta) = \sum_{m=-q}^{q+M} AF(\theta_m) \sum_{n=-\infty}^{\infty} (-1)^n m^d$$

$$= \sin \left( \frac{kL \cos(\theta)}{2} - (m + n(M + 1))\pi \right)$$

$$\cdot \sum_{n=-\infty}^{\infty} \frac{kL \cos(\theta)}{2} - (m + n(M + 1))\pi.$$  

Equation (9) shows that $AF(\theta)$ is determined by $M + 1$ complex samples and since the array has $M + 1$ complex excitations, we can conclude that this representation of $AF(\theta)$ uses a minimal number of samples. This is true because the number of degrees of freedom in the array, $2(M + 1)$, equals the number of independent field quantities sampled. The integer quantity $q$ in the indices of the first summation determines the interval of $m$ in which $\theta_m$ is sampled. The minimum practical interelement spacing is dictated by the condition that all the sampling angles must be real:

$$\frac{|m|_{\text{max}}}{L} \leq 1$$

which is seen by examining (4). Since the value of $q$ is arbitrary, we will choose $q$ such that $|m|_{\text{max}}$ remains as small as possible, thereby allowing the smallest possible interelement spacing $\Delta z$ to be used. The sampling theorem remains valid for all interelement spacing and consequently for real and complex sampled angles. However, from a practical standpoint, it is not possible to physically measure a field value at a complex angle. For $|m|_{\text{max}}$ to be minimal a good choice of $q$ is

$$q = \frac{-M}{2}; \quad M \text{ even},$$

$$q = \frac{1 - M}{2}; \quad M \text{ odd}.$$  

with this choice of $q$, $|m|_{\text{max}}$ is given by

$$|m|_{\text{max}} = \frac{M}{2}; \quad M \text{ even},$$

$$|m|_{\text{max}} = \frac{M + 1}{2}; \quad M \text{ odd}.$$  

By substituting the above expression for $|m|_{\text{max}}$ into (10), the lower bound of the interelement spacing
can be determined under the constraint that the sampled field points lie in real space:

\[
\frac{\Delta z}{\lambda} = \frac{M}{2(M+1)}; \quad M \text{ even},
\]

\[
\frac{\Delta z}{\lambda} = \frac{1}{2}; \quad M \text{ odd}.
\]

Equation (9) can be expressed as

\[
AF(\theta) = \sin \left( \frac{kL \cos (\theta)}{2} \right) \sum_{m=-q}^{q} AF(\theta_m) F(\theta; m, M; kL),
\]

where \(F(\theta; m, M; kL)\) is given by

\[
F(\theta; m, M; kL) = \sum_{n=-\infty}^{\infty} \frac{(-1)^{m+n}}{kL \cos (\theta)} \left( \frac{2 - (m + n(M+1))\pi}{2} \right).
\]

Letting

\[
w = \frac{1}{M+1} \left[ \frac{kL \cos (\theta)}{2} - m\pi \right],
\]

\(F(\theta; m, M; kL)\) can be expressed as

\[
F(\theta; m, M; kL) = \frac{(-1)^{M+1}}{M+1} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n}{w - n\pi} \right).
\]

Performing the following algebraic manipulation yields

\[
F(\theta; m, M; kL) = \frac{(-1)^M}{M+1} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n}{w - n\pi} \right)
\]

or

\[
F(\theta; m, M; kL) = \frac{(-1)^M}{M+1} \left( \sum_{n=-\infty}^{\infty} \frac{(-1)^n}{w + n\pi} \right)
\]

Fig. 3. Comparison of generated and reconstructed array factor data.

\[
F(\theta; m, M; kL) = \frac{(-1)^m}{M+1} \csc (w)
\]

Where the following identity was used [Abramowitz and Stegun, 1964],

\[
csc (z) = \frac{1}{z} + 2 \sum_{n=1}^{\infty} \frac{(-1)^n}{z^2 - n^2 \pi^2}.
\]

The array factor can be expressed in terms of the sampled values by substituting (21) into (14):

\[
AF(\theta) = \sin \left( \frac{kL \cos (\theta)}{2} \right) \sum_{m=-q}^{q} AF(\theta_m) (-1)^m \csc (w).
\]

or

\[
AF(\theta) = \sum_{m=-q}^{q} AF(\theta_m)
\]

\[
\frac{\sin \left( \frac{kL \cos (\theta)}{2} - m\pi \right)}{\left( M+1 \right) \sin \left( \frac{kL \cos (\theta)}{2} - m\pi \right)}
\]

which is the Woodward-Lawson sampling theorem extended to handle the array case. Figure 3 shows a comparison between the "exact" data which is generated by substituting an interelement spacing of
Δz = 0.6λ, M = 6 (which indicates a seven-element array) and an assumed set of complex element excitations, Cm, into (2). The reconstructed data (dashed line) which are a result of substituting the sampled field points (which are indicated by crosses) into (24). Note that the two curves overlay and are indistinguishable.

To deal with the synthesis problem, one can determine the complex current excitations required to produce the array factor under the condition that the array factor is specified at the M + 1 sample angles θn, n = 0, ⋯, M [Stutzman and Thiele, 1982]:

\[ I_m = \frac{1}{M + 1} \sum_{n=0}^{M} AF(\theta_n) e^{-jnz_m} \]  

(25)

or

\[ I_m = \frac{1}{M + 1} \sum_{n=0}^{M} AF(\theta_n) e^{-jz_m \cos \theta_n} \]  

(26)

where \( I_m \) and \( z_m \) are the current and the position of the \( m \)th element, respectively, and \( L \) is the length parameter defined previously.

2.2. Limiting case: single element (\( M = 0 \))

The antenna sampling theorem is valid for an array of arbitrary size. In this section we shall confirm its validity by verifying the limiting case of a single element. If we apply (24) with \( M = 0 \) and use \( q = 0 \) as suggested by (11), then the array factor can be expressed as

\[ AF(\theta) = AF(\theta_0) \]  

(27)

where, by applying (4),

\[ \theta_0 = \cos^{-1}(0) = \pi/2. \]  

(28)

Equation (27) indicates that the array factor is isotropic which is what one would expect from a single element. Note that the sampling angle of \( \pi/2 \) is arbitrary since the orientation (array axis) of the "array" can be considered to be in any direction and the angle of \( \pi/2 \) is referenced to the array axis.

3. CONCLUSION

In this paper the Woodward-Lawson sampling method has been extended to deal with the case of the far field of a finite array that has uniformly spaced identical elements with arbitrary excitation. Since there exists a Fourier series relationship between the array element domain and cosine space, and the array is spatially bounded, Shannon's sampling theorem was applied in cosine space. The length parameter of the array was defined so that the reconstructed array factor possesses recursive properties and avoids aliasing problems. The infinite number of sampling points and the array factor are periodic in cosine space which permits a simplification by which only a finite minimal number of sampled points are required to exactly reproduce the array factor. This proof provides insight as to why the length parameter of the array is larger than the physical span of the lattice points in contrast with the continuous aperture case in which the length parameter corresponds to the physical length of the aperture.
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Maximum Likelihood Angle Estimation for Signals with Known Waveforms

Jian Li, Member, IEEE, and R. T. Compton, Jr., Fellow, IEEE

Abstract—We consider maximum likelihood estimation of the arrival angles of narrow-band plane waves when one or all signals have known waveforms. We present computationally efficient and rapidly converging algorithms that iteratively maximize the likelihood functions. We also obtain Cramer-Rao bounds for these estimators. Finally, we describe the conditions under which incorporating knowledge of one or all of the signal waveforms in the estimators improves the accuracy of the angle estimates.

I. INTRODUCTION

ALGORITHMS are needed for estimating the arrival angles of signals incident on an array of sensors when one or all signals have known waveforms but unknown gains or phases. For example, one such application occurs in some packet radio systems currently under study (for example, see [1]-[3]), in which each packet contains a known pseudonoise (PN) code [4] acquisition preamble. In these systems, an antenna array is used to estimate the packet arrival angles and then to separate colliding packets arriving from different angles. In unslotted packet radio systems, each packet arrives at the antenna array at an arbitrary time. For these systems, the preamble is used to distinguish the newly arrived packet from other packets that arrive earlier or later. The newly arrived packet is the signal of interest and is the desired signal. Because of the acquisition code, the desired packet waveform is known, but not its exact amplitude or phase. Other packets that arrive around the same time are considered interfering signals. In unslotted packet radio systems, the waveforms of the interfering signals are best modeled as unknown. In slotted packet radio systems, however, all the incident signals have known waveforms. This difference is due to the timing of the packets. In slotted systems, all packets start at essentially the same time, at the beginning of a time slot. With the packets aligned in time, the presence of the known preambles means that each packet waveform is known (except for an unknown amplitude or phase). In either case, when only the desired signal waveform is known or when all the signal waveforms are known, these waveforms may be incorporated into the process of obtaining the direction estimates of the packets.

Few existing angle estimation techniques make any use of the signal waveforms. Recent techniques such as those due to Böhm [5], Bresler and Macovski [6], Ziskind and Wax [7], Schmidt [8] and Roy Kailath [9] are examples of what are called conditional and unconditional angle estimators by Stoica and Nehorai [10]. In these estimators, the incident signals are assumed to be either unknown deterministic signals or Gaussian random processes with unknown correlations. The estimate maximize (EM) algorithm presented by Feder and Weinstein [11] is an exception. The EM algorithm is a method of splitting the search for the maximum likelihood (ML) estimate into a set of parallel searches. The case of signals with known waveforms is considered in [11] but is not explored fully. Miller and Fuhrmann [12] also described a generalized EM algorithm that is intended primarily for the case of unknown signal waveforms. They also briefly consider signals with known waveforms and unknown gains, but they do not explore this case fully, either.

In this paper, we consider the angle estimation problem for multiple signals with known waveforms and for a desired signal with known waveform in the presence of interfering signals. We describe computationally efficient ML algorithms that avoid the need for a multidimensional search, as is required to maximize the likelihood function directly when multiple signals are present. For multiple signals with known waveforms, we present two iterative algorithms for computing the angle estimates. One approach is based on the alternating maximization (AM) approach of Ziskind and Wax [7] and the other is based on the EM approach of Feder and Weinstein [11]. Our approaches differ from the AM approach and the EM algorithm, however, in that we consider a uniform linear array of sensors and we obtain the angle estimates by finding polynomial roots rather than by searching over parameter space. For a signal with known waveform in the presence of interfering signals, we propose an iterative algorithm that combines the merits of the iterative quadratic ML (IQML) approach of Bresler and Macovski [13], [6] and the AM approach [7]. It transforms the multidimensional search problem into an iterative one-dimensional search problem. We compare the performance of these ML es-
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timators with each other and with that of a suboptimal estimator that first estimates the angles without using the signal waveforms or the desired signal waveform (the IQML estimator [6]) and then determines which angle estimate corresponds to which waveform or extracts the desired signal angle. We also present Cramer-Rao (CR) bounds for these estimators and compare the performance of the estimators to their CR bounds.

The paper is organized as follows. In Section II, we formulate the problem. In Section III, we describe angle estimators for multiple signals with known waveforms and derive CR bounds for the estimators. In Section IV, we describe angle estimators for a desired signal with known waveform in the presence of interfering signals. We also derive CR bounds for the estimators. In Section V, we show numerical results and examine the performance of the estimators. Finally, Section VI contains our conclusions.

II. Problem Formulation

Consider a uniform linear array with $M$ isotropic sensors. The distance between two adjacent sensors is assumed to be a half wavelength at the signal frequency. Suppose $K$ narrow-band plane waves with known waveforms impinge on the array from distinct angles $\theta_k$, $k = 1, \cdots, K$, relative to the array normal. (By narrow band, we mean that signals received on different sensors differ only by a phase factor.) The number of incident signals $K$ is assumed known. (If the number of signals is unknown, it may be estimated as described, for example, in [14].) Suppose that the signal from $\theta_k$ has form

$$s_k(t) = \alpha_k p_k(t)$$

where $p_k(t)$ denotes the waveform and $\alpha_k$ the gain.

For multiple signals with known waveforms, $p_1(t), p_2(t), \cdots, p_K(t)$ are known waveforms that may be correlated (or even perfectly correlated) with each other. To simplify the problem, we shall assume that when two waveforms $p_k(t)$ are perfectly correlated, they are actually identical. In other words, we exclude from consideration the case where two $p_k(t)$ differ only by a phase factor. Such a phase difference between two $p_k(t)$ can be incorporated into the definitions of the gains $\alpha_k$, so there is no loss of generality with this assumption.

For a signal with known waveform in the presence of interfering signals, the signal from $\theta_1$ is the desired signal and $p_1(t)$ is known. The rest of the signals are interfering signals and $s_2(t), \cdots, s_K(t)$ are unknown. The desired signal is assumed to be uncorrelated or almost uncorrelated with the interfering signals, i.e., $E\{s_1^*(t)s_k(t)\}, k = 2, 3, \cdots, K$, is zero or almost zero, where $(\cdot)^*$ denotes the complex conjugate. Thus the desired signal waveform can be used to distinguish it from the interfering signals. However, the interfering signals may be correlated (or even perfectly correlated) with each other.

With $K$ signals incident, the total signal $x_n(t)$ received at the $n$th sensor is the sum of the $K$ signals plus an additive noise component,

$$x_n(t) = \sum_{k=1}^{K} \alpha_k p_k(t)e^{-j\omega t \sin \theta_k} + n_n(t)$$

where $n_n(t)$ is a zero-mean Gaussian noise process with variance $\sigma^2$. The $n_n(t)$ are independent of each other and the incident signals. Let $x(t), s(t), P(t), \alpha$, and $n(t)$ be

$$x(t) = [s_1(t) \ s_2(t) \ \cdots \ s_K(t)]^T$$

$$s(t) = [s_1(t) \ s_2(t) \ \cdots \ s_K(t)]^T$$

$$P(t) = \text{diag}\{p_1(t), p_2(t), \cdots, p_K(t)\}$$

$$\alpha = [\alpha_1 \ \alpha_2 \ \cdots \ \alpha_K]^T$$

$$n(t) = [n_1(t) \ n_2(t) \ \cdots \ n_M(t)]^T$$

where $(\cdot)^T$ denotes the transpose. The received signal vector has the form

$$x(t) = A(\theta)s(t) + n(t) = A(\theta)P(t)\alpha + n(t)$$

where $A(\theta)$ (with $\theta = [\theta_1, \ \theta_2, \ \cdots, \ \theta_K]^T$) is the direction matrix, whose columns are the direction vectors of the incident signals

$$A(\theta) = [a(\theta_1) \ a(\theta_2) \ \cdots \ a(\theta_K)]$$

with

$$a(\theta_k) = [1 \ \phi_k \ \cdots \ \phi_k^{K-1}]^T$$

$$\phi_k = e^{-j\omega t \sin \theta_k}.$$
However, we can augment the IQML algorithm by estimating the received signal waveforms and then correlating them with the known waveforms to determine which waveform corresponds to each angle. We consider that approach in part 1 below.

Then, in part 2, we present two algorithms that do incorporate the signal waveforms. Both of these methods are based on maximum likelihood estimation. The two methods involve two different iterative procedures for computing the ML estimates.

1) The IQML Algorithm with Signal Correlation: One method for estimating the signal angles, which we shall call Method A, is based on the IQML algorithm [6], [15]. In this method, the first step is to use the IQML algorithm to estimate signal angles without taking advantage of the known signal waveforms. The IQML algorithm iteratively computes the maximum likelihood angle estimates and converges quickly. However, this algorithm, like many others, may converge to a local extremum instead of a global one. Yet the first step of the IQML algorithm is equivalent to a linear prediction approach [16] with the linear prediction order equal to the number of incident signals. For sufficiently high signal-to-noise ratio (SNR), the angle estimates obtained with this first step are sufficiently accurate that the convergence to a global extremum is guaranteed.

After obtaining the angle estimates \( \hat{\theta}_1, \cdots, \hat{\theta}_K \) from the IQML algorithm, we next use the known signal waveforms to determine which waveform corresponds to which angle in the set \( \{ \hat{\theta}_1, \cdots, \hat{\theta}_K \} \). To do this, we first estimate the waveform of each incident signal and then correlate these waveform estimates with the known waveforms. The estimated waveforms of the incident signals are obtained from \( \hat{\theta}_k, k = 1, 2, \cdots, K \), as follows [8]:

\[
 f(t_n) = [A^H(\hat{\theta})A(\hat{\theta})]^{-1}A^H(\hat{\theta})x(t_n),
\]

\[ n = 1, 2, \cdots, N \] (12)

where \((-)^H\) denotes the complex conjugate transpose,

\[ A(\hat{\theta}) = [a(\hat{\theta}_1) \ a(\hat{\theta}_2) \ \cdots \ a(\hat{\theta}_K)] \] (13)

and

\[ f(t_n) = [f_1(t_n) \ f_2(t_n) \ \cdots \ f_K(t_n)]^T. \] (14)

Next, we correlate each waveform in \( f(t) \) against all of the known waveforms \( p_k(t) \). Let \( q_{k,k'} \), be the square of the magnitude of the cross correlation between each signal estimate \( f_k(t) \) and the \( k' \)th waveform \( p_k(t) \) normalized with respect to the average power of \( p_k(t) \),

\[
 q_{k,k'} = \frac{\sum_{n=1}^{N} p_k^*(t_n)f_k(t_n)}{\sum_{n=1}^{N} |p_k(t_n)|^2}, \quad 1 \leq k, k' \leq K. \] (15)

To determine which \( p_k(t) \) corresponds to a given \( \hat{\theta}_k \), for each \( f_k(t) \), we choose the \( p_k(t) \) for which \( q_{k,k'} \) is maximum.

The angle estimates obtained in this way are suboptimal, because the waveforms are not utilized in forming the estimates. Nevertheless, this is one method of determining the arrival angle for each signal waveform.

2) Maximum Likelihood Algorithms that Incorporate the Known Signal Waveforms: Now we present two ML algorithms that incorporate the known signal waveforms in the estimation. When all signal waveforms are known, maximizing the likelihood function is equivalent to minimizing \( q \), where [15]

\[
 q = \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - A(\theta)P(t_n)\alpha]^H[x(t_n) - A(\theta)P(t_n)\alpha]. \] (16)

The minimization of \( q \) is done over \( \theta \) if \( \alpha \) is known or over \( \{\alpha, \theta\} \) if \( \alpha \) is unknown.

To minimize \( q \) in (16) directly would involve either 1) a \( K \)-dimensional search if \( \alpha \) is known, 2) a \( 3K \)-dimensional search if \( \alpha \) is unknown and complex, or 3) a \( 2K \)-dimensional search if \( \alpha \) is unknown and real, or if \( \alpha_k = e^{j\theta_k}, k = 1, 2, \cdots, K, \) with \( \theta_k \) unknown and real. We describe below two iterative approaches that may be used instead to avoid the multidimensional search. These approaches are based on the alternating maximization (AM) approach to Ziskind and Wax [7] and the estimate maximize (EM) approach of Feder and Weinstein [11].

These two approaches are given in a) and b) below. Both methods involve iteration on both \( \alpha \) and \( \theta \). To begin either algorithm, it is necessary to have initial estimates for \( \alpha \) and \( \theta \). The initial estimate for \( \theta \) may be obtained by using the angle estimates resulting from Method A above or from other computationally efficient techniques such as MUSIC, ESPRIT, or others [8], [9], [16]. We let

\[
 \theta^{(0)} = [\theta_1^{(0)} \ \theta_2^{(0)} \ \cdots \ \theta_K^{(0)}]^T
\]

be the initial set of angle estimates obtained with one of these methods. The initial estimate

\[
 \alpha^{(0)} = [\alpha_1^{(0)} \ \alpha_2^{(0)} \ \cdots \ \alpha_K^{(0)}]^T
\]

for \( \alpha \) is obtained as follows [15]. Of course, if \( \alpha \) is known, we simply set

\[
 \alpha^{(0)} = \alpha. \] (17)

But if \( \alpha \) is unknown, a least squares method is used to determine \( \alpha^{(0)} \). Let

\[
 \gamma = \left[ \sum_{n=1}^{N} P_n^H(t_n)A^H(\theta^{(0)})A(\theta^{(0)})P(t_n) \right]^{-1} \left[ \sum_{n=1}^{N} P_n^H(t_n)A^H(\theta^{(0)})x(t_n) \right]. \] (18)

Then, if \( \alpha \) is unknown and complex, we choose

\[
 \alpha^{(0)} = \gamma. \] (19)

If \( \alpha \) is unknown and real, we let

\[
 \alpha^{(0)} = \text{Re}(\gamma). \] (20)
Of, if \( \alpha_k = e^{j\theta_k} \) for each \( k \), with \( \beta_k \) unknown and real, we choose
\[
\beta_k^{(0)} = e^{j\theta_k^{(0)}}
\]
where \( \beta^{(0)} = [\beta_1^{(0)} \, \beta_2^{(0)} \cdots \beta_K^{(0)}]^T \) is
\[
\beta^{(0)} = \arg(\gamma).
\]
(22)

Now we present the two methods that iteratively compute the maximum likelihood angle estimates.

a) A maximum likelihood method based on alternating maximization: The first approach, which we call Method B.1, is based on the AM algorithm [7]. At each iteration, a minimization is performed first with respect to \( \theta_\ell \), then with respect to \( \alpha_1 \), then with respect to \( \theta_2 \), then with respect to \( \alpha_2 \), and so forth. At the \( k \)th step of the \((i+1)\)st iteration, for \( k = 1, 2, \ldots, K \), we fix
\[
\theta_1^{(i+1)}, \alpha_1^{(i+1)}, \ldots, \alpha_{k-1}^{(i+1)}, \theta_k^{(i)}, \alpha_{k+1}^{(i+1)}, \ldots, \alpha_K^{(i+1)}
\]
and compute \( \theta_k^{(i+1)} \) by fixing \( \alpha_k^{(i+1)} \) and compute \( \alpha_k^{(i+1)} \) by fixing \( \theta_k^{(i+1)} \). The \( \theta_k^{(i+1)} \) and \( \alpha_k^{(i+1)} \) are updated from \( x_k^{(i+1)}(t_a) \) whose mth element is
\[
x_m(t_a) = \sum_{k=1}^{K} \alpha_k^{(i+1)} p_k(t_a) e^{-j(M-1)\pi \sin \theta_k^{(i+1)}}
\]
by solving for the zeros of a polynomial of order \( 2(M-1) \). The updating procedure is described in the Appendix.

Method B.1 consists of the following steps:

1) Initialize: Let \( i = 0 \) and obtain \( \theta^{(0)} \) using the IQML algorithm (or some other algorithm).
2) Compute \( \alpha^{(0)} \) from (17), (19), (20), or (21).
3) For \( k = 1, 2, \ldots, K \), obtain \( \theta_k^{(i+1)} \) and \( \alpha_k^{(i+1)} \) from \( x_k^{(i+1)}(t_a) \).
4) Check convergence: If
\[
\max_k |\theta_k^{(i+1)} - \theta_k^{(0)}| < \epsilon_1
\]
let \( \tilde{\theta} = \theta^{(0)} \); otherwise, let \( i = i + 1 \) and go to (3). (\( \epsilon_1 \) is a suitable convergence constant. \( \tilde{\theta} \) is the final estimate of \( \theta \).)

This method is bound to converge to at least a local minimum of \( q \) [7]. Since \( q \) is minimized at every step, the value of \( q \) will never increase. However, it is possible that the algorithm may converge to a local minimum instead of the global minimum. Nevertheless, in the examples we have tried, it has always converged to the proper result in a small number of iterations. This result occurs because the initial angle estimates obtained with the IQML algorithm have been sufficiently accurate that the global convergence has been guaranteed.

b) A maximum likelihood method based on the estimate maximize algorithm: The second approach, Method B.2, is based on the EM algorithm [11] and works as follows. At each iteration, the observed signals \( x(t) \) are decomposed into their signal components plus noise [11], and the angle estimates are updated individually from these separate components.

As the first step in the \((i+1)\)st iteration, we decompose the observed signals into their signal components plus noise. The purpose of this decomposition is to decouple the complicated multidimensional minimization of \( q \) in (16) into \( K \) separate minimizations. For \( k = 1, 2, \ldots, K \), we let
\[
x_k^{(i+1)}(t_a) = a(\theta_k^{(i)} \alpha_k^{(i)} p_k(t_a) \]
\[
+ \frac{1}{K} \sum_{k=1}^{K} a(\theta_k^{(i)} \alpha_k^{(i)} p_k(t_a)).
\]
(23)

Note that the first term of the right side of (23) is the \( k \)th signal component and the second term the noise component. For the second step of the \((i+1)\)st iteration, we calculate \( \alpha_k^{(i+1)} \) and \( \theta_k^{(i+1)} \) from \( x_k^{(i+1)}(t_a) \) by solving for the zeros of a polynomial of order \( 2(M-1) \). The updating of \( \alpha_k^{(i+1)} \) and \( \theta_k^{(i+1)} \) is described in the Appendix.

Method B.2 consists of the following steps:

1) Initialize: Let \( i = 0 \) and obtain \( \theta^{(0)} \) using the IQML algorithm (or some other algorithm).
2) Compute \( \alpha^{(0)} \) from (17), (19), (20), or (21).
3) For \( k = 1, 2, \ldots, K \), obtain \( \theta_k^{(i+1)} \) and \( \alpha_k^{(i+1)} \) from \( x_k^{(i+1)}(t_a) \).
4) Check convergence: If
\[
\max_k |\theta_k^{(i+1)} - \theta_k^{(0)}| < \epsilon_2
\]
let \( \tilde{\theta} = \theta^{(0)} \); otherwise, let \( i = i + 1 \) and go to (3). (\( \epsilon_2 \) is a suitable convergence constant. \( \tilde{\theta} \) is the final estimate of \( \theta \).)

This method always converges at least to a local minimum of \( q \) [11]. But as usual there is no guarantee that it will converge to the global minimum. Nevertheless, in our examples, it has always converged to the proper result in a small number of iterations. The reason is again that the IQML algorithm has provided good initial angle estimates.

Methods B.1 and B.2 both minimize \( q \) in (16) iteratively. Within each iteration, however, Method B.2 computes \( \alpha_k^{(i+1)} \) and \( \theta_k^{(i+1)} \) in parallel while Method B.1 computes them serially.

B. Cramer-Rao Bounds

Using the results in [17], we may obtain the Cramer-Rao bounds (CRB's) of any unbiased estimator of \( \theta \) for both cases of known and unknown signal waveforms.

1) Unknown Signal Waveforms: If all signal waveforms are unknown, it has been shown in [17] that the mean-square error (MSE) of any unbiased estimate of \( \theta \)
\[
\theta = [\theta_1, \theta_2, \ldots, \theta_K]^T \text{ is bounded below by the CRB,}
\]
\[
\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \sum_{n=1}^{N} \text{Re} \left[ S^H(t_n) D^H(\theta) P_{A}(\theta) D(\theta) S(t_n) \right] \right\}^{-1}
\]

where
\[
P_{A}(\theta) = [I - A(\theta)(A^H(\theta)A(\theta))^{-1}A^H(\theta)]
\]
\[
S(t_n) = \text{diag} \{ s_1(t_n), s_2(t_n), \ldots, s_K(t_n) \}
\]
\[
D(\theta) = [d(\theta_1), d(\theta_2), \ldots, d(\theta_K)]
\]

with
\[
d(\theta_k) = [0, -j\pi \cos(\theta_k)\phi_k, \ldots, -j(M - 1)\pi \cos(\theta_k)\phi_k^{M-1}]^T.
\]

2) Known Signal Waveforms: We present below the CRB’s for the four cases of known \( \alpha \), unknown real \( \alpha \), unknown complex \( \alpha \), and \( \alpha_k = e^{j\beta_k}, k = 1, 2, \ldots, K \), with \( \beta_k \) unknown and real. These CRB’s have been obtained by modifying the results in [17] under the assumption that the signal waveforms are known. The Fisher information matrix for the general case where \( \alpha \) is unknown and complex may be found first. By deleting the column(s) and row(s) of this Fisher information matrix corresponding to the amplitude or phase of \( \alpha \), the Fisher information matrices for other assumptions of \( \alpha \) may be found. Detailed derivations of the results below may be found in [15].

For \( \alpha \) known, it can be shown that the MSE of any unbiased estimate of \( \theta \) is bounded below by the CRB
\[
\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \Gamma \right\}^{-1}
\]

where
\[
\Gamma = \text{Re} \left[ \sum_{n=1}^{N} S^H(t_n) A^H(\theta) A(\theta) S(t_n) \right].
\]

For \( \alpha \) unknown and complex, the MSE of any unbiased estimate of \( \theta \) is bounded below by the CRB
\[
\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \Gamma - \text{Re}(\Delta A^{-1} \Delta^T) \right\}^{-1}
\]

where
\[
\Delta = \sum_{n=1}^{N} S^H(t_n) A^H(\theta) A(\theta) S(t_n)
\]
\[
\Delta = \sum_{n=1}^{N} S^H(t_n) A^H(\theta) A(\theta) S(t_n).
\]

For \( \alpha \) unknown and real, the MSE of any unbiased estimate of \( \theta \) is bounded below by the CRB
\[
\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \Gamma - \text{Re}(\Delta) \right\}^{-1} \text{Re}(\Delta)^{-1}.
\]

For \( \alpha_k = e^{j\beta_k}, k = 1, 2, \ldots, K \), with \( \beta_k \) unknown and real, the MSE of any unbiased estimate of \( \theta \) is bounded below by the CRB
\[
\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \Gamma - \text{Re}(\Delta) \right\}^{-1} \text{Re}(\Delta)^{-1}.
\]

Comparing the bounds in (24), (29), (31), (34), and (35), we note that the ratio between any two of the bounds is independent of the variance of the additive noise or the signal-to-noise ratio (SNR). Also, the bounds in (29), (31), (34), and (35) will not change as long as \( S(t) \) or \( s_2(t) \) is fixed no matter how we define \( \alpha_k \) and \( \beta_k \).

It can be shown easily that the bounds in (24) and (31) are the same when the number of samples is \( N = 1 \) as one would expect. (For \( N = 1 \), not knowing the value of complex \( \alpha \) is the same as not knowing the only data sample of the signals.)

For \( N > 1 \) and uncorrelated signals, i.e.,
\[
\sum_{n=1}^{N} s_n^H(t_n) s_n(t_n) = 0,
\]
\[
k_1, k_2 = 1, 2, \ldots, K, k_1 \neq k_2
\]
we can show that the CRB (\( \theta \)) is a diagonal matrix when the signal waveforms are known. For \( \alpha \) known and \( \alpha \) unknown and real,
\[
\text{CRB}(\theta) = \frac{3\sigma^2}{N(M - 1)M(2M - 1)\pi^2} \cdot \text{diag} \left\{ \frac{1}{P_1 \cos^2 \theta_1}, \ldots, \frac{1}{P_K \cos^2 \theta_K} \right\}
\]

where \( P_k \) is the average power of the \( k \)th incident signal, i.e.,
\[
P_k = \frac{1}{N} \sum_{n=1}^{N} |s_k(t_n)|^2.
\]

For \( \alpha \) unknown and complex and \( \alpha_k = e^{j\beta_k}, k = 1, 2, \ldots, K \), with \( \beta_k \) unknown and real,
\[
\text{CRB}(\theta) = \frac{3\sigma^2}{N(M^2 - 1)M\pi^2} \cdot \text{diag} \left\{ \frac{1}{P_1 \cos^2 \theta_1}, \ldots, \frac{1}{P_K \cos^2 \theta_K} \right\}.
\]

Note that for this case of uncorrelated known waveforms, the CR bound of an angle estimate is independent of the presence of all other incident signals, no matter how closely spaced these other signals are. Note also that the CR bounds for the cases of known and unknown phases of the incident signals \( s_k(t) \) differ by a factor \( 2(2M - 1)/(M + 1) \), as seen from (37) and (39). For large \( M \),
2(2M - 1)/(M + 1) is about 6 dB. This 6 dB improvement when \( \alpha \) is known or unknown real is consistent with the CR bounds obtained for the frequency estimate of a single sinusoid in Gaussian noise derived in [18]. This improvement occurs because signal arrival angles depend on the phase differences of the signals received at different sensors and knowing the phases of the signal waveforms helps improve the angle estimates. Note also that the \( k \)th diagonal element of the right side of (39) is the same as the CR bound for the case of a single signal with unknown waveform arriving from \( \theta_k \) [17]. This result shows that for the case of a single incident signal, the CR bounds are the same for the case of unknown waveform and for the case of known waveform with \( \alpha \) unknown and complex or \( \alpha = e^{i\beta} \), with \( \beta \) unknown and real. Finally, we note that as for the case of unknown signal waveforms, the CR bounds for all of the known waveform cases are inversely proportional to the number of data samples \( N \).

For coherent signals, we can show that the CR bounds are also inversely proportional to \( N \). For this case, the CR bounds go to infinity as the angle separation between two signals goes to zero. It can also be shown that the CR bound for the case of known coherent signal waveforms with \( \alpha \) unknown and complex is the same as the CR-bound for unknown coherent signal waveforms, i.e., (31) and (24) are the same for coherent signals.

IV. MAXIMUM LIKELIHOOD ANGLE ESTIMATION FOR A SIGNAL WITH KNOWN WAVEFORM IN THE PRESENCE OF INTERFERING SIGNALS

We next consider estimators for a desired signal with known waveform in the presence of interfering signals and derive CR bounds for these estimators.

A. Angle Estimation Algorithms

The desired angle estimate may be obtained by augmenting the IQML algorithm and by using the known desired signal waveform to determine which angle corresponds to the desired signal. The angle estimate may also be obtained by a maximum likelihood estimator that properly incorporates the known desired signal waveform in the estimation process.

1) The IQML Algorithm with Signal Correlation: The approach we consider below is similar to Method A and is called Method C. In this approach, we first obtain the angle estimates \( \hat{\theta}_1, \ldots, \hat{\theta}_K \) from the IQML algorithm and compute \( s_k(t), k = 1, 2, \ldots, K \), as in Section III-A1. Next let \( q_k \) be the square of the magnitude of the cross correlation between each \( s_k(t) \) and the desired signal waveform \( p_1(t) \) normalized by the power of \( s_k(t) \)

\[
q_k = \frac{\left| \sum_{n=1}^{N} p_1^*(t_n) s_k(t_n) \right|^2}{\sum_{n=1}^{N} |s_k(t_n)|^2}. \quad k = 1, 2, \ldots, K. \quad (40)
\]

Since the desired signal is assumed uncorrelated or almost uncorrelated with the interfering signals, the estimate of the desired signal angle, \( \hat{\theta}_1 \), is the element in the set \( \{\theta_1, \theta_2, \ldots, \theta_K\} \) that corresponds to the maximum \( \{q_1, q_2, \ldots, q_K\} \). (The rest of the angles in the set \( \{\hat{\theta}_1, \hat{\theta}_2, \ldots, \hat{\theta}_K\} \) are the interfering signal angles.)

2) A Maximum Likelihood Algorithm that Incorporates the Known Waveform: Now we present an ML algorithm that incorporates the known desired signal waveform from the beginning. We shall refer to this method as Method D. It is easy to show that in order to include the known signal waveform in the estimation process, we should minimize the quantity [15]

\[
q = \frac{1}{N} \sum_{n=1}^{N} x_n^*(t_n) P_{A+\theta_1} x(t_n) = \operatorname{tr} \left[ P_{A+\theta_1} R_I \right] \quad (41)
\]

where \( \theta_1 = [\theta_2 \ldots \theta_K]^T \),

\[
x(t_n) = x(t_n) - \alpha(\theta_1) \alpha(\theta_1) = x_n(t_n) \quad (42)
\]

\[
P_{A+\theta_1} = I - A(\theta_1)[A^T(\theta_1)A(\theta_1)]^{-1}A^T(\theta_1) \quad (43)
\]

and

\[
R_I(\theta_1) = \frac{1}{N} \sum_{n=1}^{N} x_n(t_n) x_n^*(t_n). \quad (44)
\]

The algorithm we propose for minimizing \( q \) is again an iterative approach similar to the alternating maximization approach of Ziskind and Wax [7]. At each iteration, a minimization is performed first with respect to \( \alpha_1 \) (if \( \alpha_1 \) is unknown), then with respect to \( \theta_1 \) and finally with respect to \( \theta_1 \).

As the first step in the \( (i+1) \)st iteration, we fix \( \theta_1^{(i)} \) and \( \alpha_1^{(i)} \). If \( \alpha_1 \) is known, we simply set

\[
\alpha_1^{(i+1)} = \alpha_1. \quad (45)
\]

However, if \( \alpha_1 \) is unknown, we minimize \( q \) with respect to \( \alpha_1^{(i+1)} \). By substituting (42) in (41) and setting derivatives with respect to the appropriate variables to zero, it is easy to show that if \( \alpha_1 \) is unknown and real,

\[
\alpha_1^{(i+1)} = \text{Re} \left\{ \frac{a^H(\theta_1^{(i)}) P_{A+\theta_1^{(i)}} \sum_{n=1}^{N} p_1^*(t_n) x(t_n)}{a^H(\theta_1^{(i)}) P_{A+\theta_1^{(i)}} a(\theta_1^{(i)}) \sum_{n=1}^{N} |p_1(t_n)|^2} \right\}. \quad (46)
\]

If \( \alpha_1 \) is unknown and complex,

\[
\alpha_1^{(i+1)} = \frac{a^N(\theta_1^{(i)}) P_{A+\theta_1^{(i)}} \sum_{n=1}^{N} p_1^*(t_n) x(t_n)}{a^N(\theta_1^{(i)}) P_{A+\theta_1^{(i)}} a(\theta_1^{(i)}) \sum_{n=1}^{N} |p_1(t_n)|^2} \quad (47)
\]

and if \( \alpha_1 = e^{i\beta} \) with \( \beta_1 \) unknown and real,

\[
\alpha_1^{(i+1)} = e^{i\beta_1^{(i+1)}} \quad (48)
\]
where

\[ \beta_i^{(u+1)} = \arg \left\{ e^{j\theta_i^{(0)}(t_n)} P_{A+\theta_i^{(0)}} \sum_{n=1}^{N} p_n^*(t_n) x(t_n) \right\}. \]  

(49)

For the second step in the \((i+1)\)st iteration, we solve for \(\theta_i^{(u+1)}\) by fixing \(\alpha_i^{(u+1)}\) and \(\theta_i^{(0)}\). For this step, we minimize \(q\) by applying the IQML algorithm to \(x(t_n)\), where

\[ x_i^{(u+1)}(t_n) = x(t_n) - a(\theta_i^{(0)}) \alpha_i^{(u+1)} p_i(t_n). \]  

(50)

In this case, the initial polynomial for the IQML algorithm is chosen so that its zeros are \(e^{-j\pi k N_i}, k = 1, 2, \ldots, K\).

For the last step of the \((i+1)\)st iteration, we fix \(\alpha_i^{(u+1)}\) and \(\theta_i^{(u+1)}\) and then find \(\theta_i^{(u+1)}\). \(\theta_i^{(u+1)}\) is the value of \(\theta_i\) that minimizes

\[ q^{(u+1)}(\theta_i) = \text{tr}\{ P_{A+\theta_i^{(0)}} R^{(u+1)}(\theta_i) \}. \]  

(51)

The required solution for \(\theta_i^{(u+1)}\) is obtained with a one-dimensional search. We limit the search domain to \((\theta_i^{(0)} - \gamma, \theta_i^{(0)} + \gamma)\), where \(\gamma\) is chosen according to our confidence in \(\theta_i^{(0)}\).

To summarize, the ML algorithm that utilizes the known desired signal waveform consists of the following steps:

1) Initialize: Let \(i = 0\) and obtain \(\theta_i^{(0)}\) and \(\theta_i^{(0)}\) using the IQML algorithm, as described in Method A.

\[ \text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \sum_{n=1}^{N} \Re \left[ \sum_{n=1}^{N} f(t_n) \right] \right\}^{-1} \]  

(54)

where

\[ f(t_n) = S(t_n) D(\theta) P_{A+\theta_i^{(0)}} S(t_n). \]  

(55)

If \(\alpha_i\) is unknown and complex, the MSE of any unbiased estimate of \(\theta\) is bounded below by

\[ \text{CRB}(\theta) = \frac{\sigma^2}{2} \left[ \sum_{n=1}^{N} \eta(t_n) \right]^{-1} \]  

(57)

6) Check convergence: if \(|\theta_i^{(u+1)} - \theta_i^{(0)}| < \varepsilon\), let \(\theta_i = \theta_i^{(0)}\), otherwise, let \(i = i + 1\) and go to (2). (\(\varepsilon\) is a suitable small constant. \(\theta_i\) is the final estimate of \(\theta_i\)).

This algorithm is again bound to converge to a local minimum [7]. However, as usual, there is no guarantee that it will converge to the global minimum. Nevertheless, in the examples we have tried, it always converges to the proper result in a small number of iterations due to good initial angle estimates obtained with the IQML algorithm. In general, the number of iterations required drops as the angle between the desired and the interfering signals becomes larger. In our simulation examples, fewer than 10 iterations were needed. The number of iterations required by the IQML algorithm in Step 4 was fewer than 5.

B. Cramer-Rao Bounds

Using the results in [17], we may obtain Cramer-Rao bounds (CRB's) for any unbiased estimator of \(\theta\), for the case of known desired signal waveform [15].

If \(\alpha_i\) is known, it can be shown that the MSE of any unbiased estimate of \(\theta\) is bounded below by the CRB,

\[ \text{CRB}(\theta) = \frac{\sigma^2}{2} \left( \sum_{n=1}^{N} \Re \left[ \sum_{n=1}^{N} f(t_n) \right] \right)^{-1} \]  

(52)

where

\[ \Re \left[ \sum_{n=1}^{N} f(t_n) \right] = \Re \left[ \sum_{n=1}^{N} f(t_n) \right] \frac{S(t_n) D(\theta) P_{A+\theta_i^{(0)}} S(t_n)}{\eta(t_n)}. \]  

(53)

If \(\alpha_i\) is known and complex, the MSE of any unbiased estimate of \(\theta\) is bounded below by

\[ \text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \sum_{n=1}^{N} \eta(t_n) \right\}^{-1} \]  

(56)

where

\[ f(t_n) = S(t_n) D(\theta) P_{A+\theta_i^{(0)}} S(t_n). \]  

(55)

If \(\alpha_i\) is unknown and real, the MSE of any unbiased estimate of \(\theta\) is bounded below by

\[ \text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \sum_{n=1}^{N} \eta(t_n) \right\}^{-1} \]  

(57)
Finally, if $\alpha_1 = e^{j\theta_1}$ with $\beta_1$ unknown and real, the MSE of any unbiased estimate of $\theta$ is bounded below by

$$\text{CRB}(\theta) = \frac{\sigma^2}{2} \left\{ \frac{N}{\sum_{n=1}^{N} \Gamma(t_n)} - \frac{\text{Im} \left[ \sum_{n=1}^{N} f(t_n) \right] \text{Im} \left[ \sum_{n=1}^{N} f(t_n) \right]}{\sum_{n=1}^{N} \eta(t_n)} \right\}^{-1}.$$  \hspace{1cm} (58)

Comparing the bounds in (24), (52), (57), (54), and (58), we note again that the ratio between any two of the bounds is independent of the variance of the additive noise or the signal-to-noise ratio. Also, the bounds in (52), (57), (54), and (58) are independent of $\alpha_1$, as long as $s_1(t)$ is fixed so that the SNR of the desired signal is fixed.

It again can be shown that the bounds in (24) and (54) are the same when $N = 1$, as one would expect. For $N > 1$, we can show that the CR bounds for all cases of the known desired waveform are inversely proportional to the number of data samples $N$.

Also, by using $P_4 = P_2 + P_2^* - I$, where $P_3 = P_2^* A_3$, it can be shown from (54) and (24) that the CR bounds for the desired angle estimate are the same for the cases of known and unknown desired signal waveform when $\alpha_1$ is unknown and complex.

Finally, it can be shown from (52) and (58) that for the cases of a single interfering signal with $\alpha_1$ known or with $\alpha_1 = e^{j\theta_1}$ but $\beta_1$ unknown and real, the CR bounds for the desired angle estimate will remain finite even as the direction of the interfering signal approaches that of the desired signal. However, as the directions of two or more interfering signals approach the direction of the desired signal, the CR bounds for the desired angle estimate will go to infinity for all assumptions of $\alpha_1$.

V. Typical Results

In this section, we show typical performance changes that result when all known signal waveforms or the known desired signal waveform are incorporated. The examples illustrate the conditions under which incorporating knowledge of the known signal waveforms in the ML estimator can improve the accuracy of the angle estimates or the desired angle estimates. For the curves below, each incident signal is a BPSK (binary phase-shift keyed) signal modulated by one period of a 31-b pseudonoise (PN) sequence [4]. The incident signals $s_k(t)$, $k = 1, 2$, have unit power at each sensor and are sampled at a rate of one sample per bit. For the case of unknown complex $\alpha_k$, we assumed $\alpha_k = [2e^{j\theta_k} 2e^{-j\theta_k}]^T$. For the case of unknown real $\alpha_k$, we assumed $\alpha_k = [2 2]^T$. For the case of $\alpha_k = e^{j\theta_k}$ with unknown real $\beta_k$, we assumed $\beta_k = \pm \frac{\pi}{3}$. Note that the gains $\alpha$ are set at the given values for the simulations and the waveforms $P_4(t)$ changed accordingly, and the incident signals $s_k(t)$ are assumed the same for different values of $\alpha$. The SNR at each sensor output, defined as $-10 \log_{10} \sigma^2$ dB, is assumed to be 20 dB. The number of data samples is assumed $N = 31$ and the number of sensors is assumed $M = 10$. Thus the Rayleigh angle resolution limit for the array is $2/(M - 1)$ rad or 12.73°.

We first consider the case of multiple signals with known waveforms. For the curves below, it is assumed that two signals arrive from $\theta_1 = 30^\circ$ and $\theta_2 = (30 - \Delta \theta)^\circ$, so $\Delta \theta$ is the angle separation between the signals. For the first series of curves, the two known signal waveforms are from two different PN sequences with low cross-correlation. Thus the incident signals are almost uncorrelated (or noncoherent). Fig. 1 shows the CR bounds for the root-mean-square errors (RMSE's) of $\hat{\theta}_1$, $\hat{\theta}_2$, $\hat{\theta}_3$, $\hat{\theta}_4$, and $\hat{\theta}_5$, as a function of $\Delta \theta$. (The curves for the other angle estimates are similar.) Fig. 1 shows that incorporating the known signal waveforms significantly improves the CR bounds for $\hat{\theta}_1$, especially for small $\Delta \theta$. For this case of known waveforms, the CR bounds for $\hat{\theta}_1$ depend little on $\Delta \theta$, as discussed in Section III-B. For this case of known waveforms, the CR bounds for $\hat{\theta}_1$ depend little on $\Delta \theta$, as discussed in Section III-B. For the case of unknown waveforms, the CR bounds for $\hat{\theta}_1$ depend little on $\Delta \theta$, as discussed in Section III-B.

Fig. 1 also shows the performance results, i.e., the RMSE's, for Methods A, B.1, and B.2 obtained by using 50 Monte Carlo simulations with independent trials. The convergence constants used in the iterative algorithms were chosen to be $\epsilon_1 = \epsilon_2 = 0.005$. We note that the ML estimator of Methods B.1 and B.2 are very close to the best unbiased estimates one can get. (Because of the limited number of Monte Carlo simulations, the RMSE's may occasionally fall below the CRB.) Note also that comparing the performance of Method A with that of Methods B.1 and B.2 is similar to comparing the CR bounds for $\hat{\theta}_1$.

Fig. 2 shows the average number of iterations needed to obtain convergence in Methods B.1 and B.2. Note that Method B.1 requires fewer iterations than Method B.2 when $\alpha$ is known or unknown and real. For small $\Delta \theta$ and $\alpha$ known or unknown and real, Method B.2 is not as attractive as Method B.1 since the number of iterations required by Method B.1 is less than half as much as required by Method B.2. On the other hand, Method B.2
Fig. 1. Root-mean-square errors and the corresponding CR bounds of $\theta_1$ versus $\Delta \theta$ for multiple noncoherent signals with known waveforms. Solid curve: known signal waveforms; dashed curve: unknown signal waveforms. Symbol o: Method A; symbol x: Method B.1; symbol +: Method B.2. For known signal waveforms, we assume (a) $\alpha$ known or $\alpha$ unknown real, and (b) $\alpha$ unknown complex or $\alpha = e^{j \phi}, k = 1, 2$, with $\beta$ unknown real.

requires fewer iterations than Method B.1 when $\alpha$ is unknown and complex or when $\alpha_k = e^{j \phi_k}, k = 1, 2$, with $\beta_k$ unknown and real, especially for small $\Delta \theta$. For the latter two types of $\alpha$, Method B.2 is more attractive since it can be used to compute angle estimates in parallel during each iteration.

For the second series of curves, the two known signal waveforms are from two identical PN sequences, so the incident signals are coherent (perfectly correlated). Except for the signal coherence, all parameters used below are the same as above. The case of $\alpha$ unknown and complex will not be shown below since as shown in Section III-B that: for this case, the CR bounds are the same for known and unknown waveforms.

Fig. 3 shows that the CR bounds for the RMSE's of $\theta_1$ for coherent signals with known waveforms are functions of $\Delta \theta$. This result occurs because since the known waveforms are identical for this case, they cannot be used to distinguish the incident signals. Figs. 3(a) and (b) show again that for large $\Delta \theta$, where the incident signals have little effect on each other, the improvement due to incorporating the known signal waveforms is about 6 dB when $\alpha$ is known or unknown and real. However, Fig. 3(c) shows that little improvement is obtained for large $\Delta \theta$ when $\alpha_k = e^{j \phi_k}, k = 1, 2$, with $\beta_k$ unknown and real. Fig. 3 also shows that for small $\Delta \theta$, the lowest CR bound is achieved when $\alpha$ is known. Fig. 3(b) and (c) show that for small $\Delta \theta$ with coherent known waveforms, the CR bound for $\alpha_k = e^{j \phi_k}$ with $\beta_k$ unknown and real may be lower than the one for $\alpha$ unknown and real. This result shows that the knowledge of the amplitudes of the incident signals $s_i(t)$ may be used to better distinguish closely spaced coherent incident signals. Fig. 3 also shows the performance results for Methods A, B.1, and B.2. Note that the ML estimates from Methods B.1 and B.2 are very close to the best unbiased estimates one can get. Our simulations show that the average number of iterations needed for both Methods B.1 and B.2 and for all cases of $\alpha$ is no more than 6. Our simulations also show that the average number of iterations required by Methods B.1 or B.2 is almost the same for the case of coherent signals. For this case, therefore, Method B.2 is more attractive since it can be used to compute angle estimates in parallel during each iteration.

We next consider the case of a signal with known wave-
form in the presence of interfering signals that are almost uncorrelated with the desired signal. Since the CR bounds are the same for unknown desired signal waveform and for known desired signal waveform with $\alpha$, unknown and complex, as discussed in Section IV-B, we will not show curves for this case of $\alpha$, unknown and complex. In Fig. 4, it is assumed that the desired signal arrives from $\theta_d = 30^\circ$ and the single interfering signal arrives from $\theta_s = (30 - \Delta \theta)^\circ$, so $\Delta \theta$ is the angle separation between the desired and interfering signals. Fig. 4 shows the RMSE's obtained with Methods C and D and the corresponding CR.
bounds for the desired angle estimate \( \hat{\theta}_1 \) as a function of \( \Delta \theta \). The convergence constant used in Method D was chosen to be \( \epsilon_x = 0.005^\circ \). Note that the ML estimates obtained from Methods C and D are very close to the best unbiased estimates one can get. Figs. 4(a) and (c) show that the CR bounds for the desired \( \theta \), remain finite for \( \alpha_1 \) known and \( \alpha_1 = e^{j\beta} \), with \( \beta \) unknown and real even as \( \Delta \theta \) approaches zero, as discussed in Section IV-B. This result shows that closely spaced desired and interfering signals can be distinguished by knowing the desired signal \( s_1(t) \) or knowing the waveform and amplitude of \( s_1(t) \). For small \( \Delta \theta \), Fig. 4 shows that the smallest CR bound is achieved when \( \alpha_1 \) is known. Figs. 4(b) and (c) show that for small \( \Delta \theta \), the CR bound for \( \alpha_1 = e^{j\beta} \) with \( \beta \) unknown and real may be lower than the one for \( \alpha_1 \) unknown and real. Figs. 4(a) and (b) shows again that for large \( \Delta \theta \), where the interfering signal has little effect on the desired signal, the improvement due to incorporating the known desired signal waveform is about 6 dB when \( \alpha_1 \) is known or unknown and real. Fig. 4(c) shows that little improvement is obtained for large \( \Delta \theta \) when \( \alpha_1 = e^{j\beta} \) with the \( \beta \) unknown and real.

We also considered an example where the desired signal arrives from \( \theta_1 = 30^\circ \) and two interfering signals arrive from \( \theta_2 = (30 - \Delta \theta)^\circ \) and \( \theta_3 = (30 - 2\Delta \theta)^\circ \), so \( \Delta \theta \) is the angle separation between the signals. Moreover, the interfering signals are assumed coherent. Our numerical results show that when the directions of the two interfering signals approach the direction of the desired signal, i.e., \( \Delta \theta \) approaches zero, the CR bounds for all assumptions of \( \alpha_1 \) go to infinity, as discussed in Section IV-B.

VI. CONCLUSIONS

We have presented maximum likelihood algorithms that incorporate knowledge of multiple known signal waveforms with known or unknown gains or a known desired signal waveform with a known or unknown gain into the process of estimating the signal angles with uniform linear arrays. These algorithms avoid the complexity of a multidimensional search. For the case of multiple signals with known waveforms, we presented two algorithms that compute the ML estimates iteratively and converge in a few iterations. For the case of a desired signal in the presence of interfering signals, we presented an algorithm that transforms the multidimensional search problems into an iterative one-dimensional search problem. For comparison, we have also used the IQML algorithm augmented to determine which signal waveform corresponds to which estimated angle or to extract the desired signal angle. Curves were presented that compare the performance of the ML estimators with each other and also with the IQML algorithms. Both the actual performance and the Cramer-Rao bounds were shown under several assumptions for the signal gains or the desired signal gain. These curves show the conditions under which incorporating the multiple known signal waveforms or the known desired signal waveforms in the estimators improves the angle estimates.

APPENDIX

In this Appendix, we consider the case of one incident signal with known waveform \( p(t) \). For this case, both \( \alpha \) and \( \theta \) are scalars. The maximum likelihood (ML) estimates of \( \alpha \) (if \( \alpha \) is unknown) and \( \theta \) are found by minimizing the quantity (see (16))

\[
q = \frac{1}{N} \sum_{n=1}^{N} [x(t_n) - a(\theta)p(t_n)\alpha]^H [x(t_n) - a(\theta)p(t_n)\alpha].
\]

Dropping all terms not involving \( \alpha \) and \( \theta \), we get

\[
q = \sum_{n=1}^{M} \left[ -\alpha^* e^{j\theta_n} y_n - \alpha e^{-j\theta_n} y_n \right] + |\alpha|^2 Q
\]

where we have defined

\[
y_n = \frac{1}{N} \sum_{n=1}^{N} x(t_n) p^*(t_n)
\]

and

\[
Q = \frac{1}{N} \sum_{n=1}^{N} |p(t_n)|^2.
\]

A. Unknown \( \theta \)

The value of \( \theta \) that minimizes \( q \) is found by setting the derivative of (60) with respect to \( \theta \) to zero. Setting \( dq/d\theta \) to zero yields

\[
\alpha \sum_{n=1}^{M} (m - 1) y_n^* z^{m-1}
\]

\[
- \alpha^* \sum_{n=1}^{M} (m - 1) y_n z^{-(m-1)} = 0
\]

where

\[
z = e^{-j\theta} m^\circ.
\]

To obtain the appropriate solution to (60), we must take into account the assumed form of \( \alpha \). For the simplest case, when \( \alpha \) is known, we obtain the ML estimate of \( \theta \) by finding the zeros of (63) and then using (64).

When \( \alpha \) is unknown and complex, setting \( dq/\text{d Re} (\alpha) \) and \( dq/\text{d Im} (\alpha) \) to zero and solving for the resulting \( \alpha \) gives

\[
\alpha = \frac{1}{MQ} \sum_{n=1}^{M} y_n z^{-(m-1)}.
\]

Substituting (65) into (63) for \( \alpha \) and canceling unnecessary terms yields

\[
\sum_{m=1}^{\infty} \sum_{m=1}^{\infty} (m_1 - m_2) y_{m_1}^* y_{m_2} z^{m_1-m_2} = 0.
\]

In this case the ML estimates for \( \theta \) and \( \alpha \) are found by solving for the zeros of (66) and then using (64) and (65) to get \( \alpha \) and \( \theta \).
When $\alpha$ is unknown and real, the $\alpha$ in (63) can be canceled. Thus for this case we have

$$
\sum_{m=1}^{M} (m - 1)y_m z^{m-1} - \sum_{m=1}^{M} (m - 1)y_m z^{-(m-1)} = 0.
$$

(67)

Setting $dq/d\alpha$ to zero and solving for the resulting $\alpha$ gives

$$
\alpha = \text{Re} \left\{ \frac{1}{MQ} \sum_{m=1}^{M} y_m z^{-(m-1)} \right\}.
$$

(68)

The zeros of (67) along with (64) and (68) then give the ML estimates of $\alpha$ and $\theta$.

Finally, when $\alpha = e^{j\theta}$ with $\beta$ unknown and real, (63) can be rewritten as

$$
e^{j2\theta} \sum_{m=1}^{M} (m - 1)y_m z^{m-1} - \sum_{m=1}^{M} (m - 1)y_m z^{-(m-1)} = 0.
$$

(69)

Setting $dq/d\beta$ to zero and solving for the resulting $e^{j2\beta}$ gives

$$
e^{j2\beta} = \frac{\sum_{m=1}^{M} y_m z^{-(m-1)}}{\sum_{m=1}^{M} y_m z^{m-1}}.
$$

(70)

The resulting $\alpha$ is therefore

$$
\alpha = \exp \left\{ j \arg \left[ \sum_{m=1}^{M} y_m z^{-(m-1)} \right] \right\}.
$$

(71)

Substituting (70) into (69) for $e^{j2\beta}$ and canceling unnecessary terms yields the same equation as (66). From the zeros of (66), we obtain the ML estimates of $\alpha$ and $\theta$ from (64) and (71).

B. Known $\theta$

For the case where $\theta$ is known and $\alpha$ is unknown, $\alpha$ may be estimated from (65), (68), or (71) when $\alpha$ is unknown and complex, unknown and real, or $\alpha = e^{j\theta}$ with $\beta$ unknown and real, respectively. In these equations, the $z$ is computed with (64) by using the known $\theta$.
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EM Diffraction by a Resistive Strip Attached to an Impedance Wedge
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Abstract—The high frequency electromagnetic diffraction by a finite length resistive strip attached to a wedge with equal impedance faces is presented. The problem considered is two dimensional where the incident field is a plane wave polarized TM or TE to the axis of the wedge. Since the scatterer has two points of diffraction, the original problem can be first broken up into two simpler canonical problems which, due to the symmetry of the scatterer, can be obtained by a proper combination of special cases of the well known Maliuzhinets impedance wedge solution. A uniform asymptotic solution of these two canonical problems is developed which is continuous across the various shadow boundaries. This analysis also takes into account interactions between the two points of diffraction and points of reflection up to third order where spectral techniques are used to obtain the fields which are multiply diffracted and reflected as well as transmitted across the resistive strip. Incorporating these higher order interactions enhances the accuracy of the solution. Several numerical results are presented including comparisons with an independent moment method solution.

I. INTRODUCTION

For many applications, it is desirable to reduce or modify the electromagnetic scattering characteristics of a wedge shaped object. If the surface of the scatterer is conducting, it may be coated with radar absorbing materials to reduce its scattering. Such thinly coated conducting surfaces can often be approximated in the analysis by a Leontovich (impedance) boundary condition on the wedge faces. Although coating the surface will reduce the specular component of the scattered field, it may have little effect on the field which is diffracted from the wedge tip. Attaching resistive cards to the edges of scatterers is a well known technique for reducing scattering and was very successfully applied to reduce the echo width of a semi-infinite perfect electric conductor (PEC) half plane [1–2]. It seemed appropriate to extend the use of resistive cards for reducing the scattering from the wedge tip. Therefore, the configuration chosen in this paper [3] is a wedge with impedance faces with a resistive card attached to the wedge tip (Fig. 1).

To analyze this configuration, the method used is the Uniform Geometrical Theory of Diffraction (UTD). This is a high frequency technique which is useful if the size of the scatterer is on the order of a wavelength or larger, as opposed to a numerical technique, such as the method of moments, which is primarily useful at
low frequencies. Compared to numerical techniques, UTD provides better physical insight into the scattering mechanisms of the object. It also allows us to reduce the original configuration into a number of simpler configurations. Therefore, the solution can be obtained by a superposition of solutions to more fundamental, canonical problems. Keeping in mind that in the high frequency regime, the scatterer depicted in Fig. 1 has two points of diffraction, i.e., $Q_1$ and $Q_2$, the two fundamental problems to be solved are the scattering from a semi-infinite (half plane) resistive sheet with $Q_1$ at its edge, and a semi-infinite resistive sheet attached to an impedance wedge at $Q_2$. Note, as shown here, the solution for the former can be obtained from a special case of the latter.

![Figure 1. Resistive strip attached to a wedge with impedance faces.](image)

It is worth pointing out that the original goal was to obtain a solution for the wedge in Fig. 1 with difference impedance values. However, it turns out that the problem of diffraction by the junction of a resistive half plane and impedance wedge with different impedance values on its faces yields a second order functional difference equation for which, to the best knowledge of the present authors, no solution has been found. Thus, the next logical step was to assume that the faces of the wedge have equal impedance values. However, due to the symmetry of the scatterer, it will be shown here that it is not necessary to do a complete analysis of the mixed boundary value problem for the junction problem. Instead, the solution for the resistive half plane to impedance wedge (with equal impedances on both faces) junction can be obtained by an appropriate combination of special cases of the well known Maliuzhinets solution to a wedge with different impedances [4]. Once the canonical solution to the junction problem has been solved, that solution can then be used as a building block to construct the solution to the more complex geometry of Fig. 1. A special case of the resistive half plane to impedance wedge junction is the planar junction of a resistive half plane to an impedance (equal impedances on both faces) half plane which corresponds to $n = 1$ in Fig. 1. This latter geometry is analyzed by Uzgören et al. [16] by means of the Wiener-
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Hopf technique which is suitable for planar geometries. It can be shown that the solution obtained here, which is based on the Maliuzhinets method, reduces to the simpler case considered in [16]. Furthermore, note that in the geometry depicted in Fig. 1 the resistive strip is of finite length, whereas, in [16] only a resistive half plane is considered.

Since there are two points of diffraction, namely $Q_1$ and $Q_2$ in Fig. 1, multiple diffraction mechanisms between these points will be included in this analysis. This is handled by a spectrally extended ray technique. Note that in this analysis, the interaction of the fields that diffract from the resistive edge and the fields reflected from the wedge faces are also taken into account.

This paper is organized as follows. In Section II, the method of analysis and the solution for the two canonical geometries, i.e., resistive half plane-wedge junction and resistive half plane by itself, will be discussed. In Section III, the multiply diffracted fields will be analyzed by means of a spectrally extended ray technique. In Section IV, numerical results will be presented and a brief discussion on the physical interpretation of the results will be given. Finally, in Section V, some concluding remarks will be given. Throughout this report, it is assumed that the fields have an $e^{-jwt}$ time dependence.

II. METHOD OF ANALYSIS

As pointed out in the previous section, the original problem depicted in Fig. 1 can be solved by first solving two canonical problems. The first fundamental problem to be solved is the diffraction from a semi-infinite resistive sheet attached to an impedance wedge for a plane wave incident field (see Fig. 1 with $L \to \infty$). This is a two-dimensional scalar problem since the incident field has no $z$-dependence and can either be TM$_z$ or TE$_z$. Using cylindrical coordinates, the wedge axis is coincident with the $z$-axis, the resistive sheet is in the $xz$-plane, and the angles $\phi$ and $\phi'$ are measured positive from the resistive sheet. The angle between the resistive sheet and the wedge face is $\pi \alpha$. Note that $-\pi \alpha < \phi < \pi \alpha$, whereas, without loss of generality, it is assumed that $0 < \phi < \pi \alpha$. The wedge faces are impenetrable with a surface impedance $Z_w$, whereas the resistive sheet is a penetrable surface with a surface resistance $R_\alpha$. For purposes of analysis, somewhat more general problem depicted in Fig. 2(a) will be considered in this section. The scatterer of Fig. 1 can be recovered by letting $R_\alpha$ go to infinity. The analysis of this problem can be further simplified by using an even and odd mode analysis. The equivalent problems obtained in Fig. 2(b) are derived taking into account that the resistive boundary condition states that the tangential electric field is continuous across a resistive sheet; whereas, the discontinuity of the tangential magnetic field is proportional to the tangential electric field, i.e.,

$$\hat{n} \times (\vec{E}^+ - \vec{E}^-) = 0$$
$$\hat{n} \times \vec{E} = -R_\alpha \hat{n} \times (\vec{H}^+ - \vec{H}^-) \tag{1}$$

where the subscripts $(+)$ and $(-)$ denote the top and bottom faces of the resistive sheet, respectively. Also, $\hat{n}$ is a unit vector normal to the surface of the resistive sheet directed from the $(-)$ side to the $(+)$ side, and $\vec{E}$ and $\vec{H}$ are the electric
and magnetic fields, respectively. Figure 2 shows how the original problem is
decomposed into a superposition of the even excitation and odd excitation cases.
The even excitation case is then equivalent to mounting the resistive sheet over
a PEC ground plane for the TE₂ case or a perfect magnetic conductor (PMC)
for the TM₂ case. The odd excitation case is equivalent to the even one except
that the PEC and PMC ground planes are interchanged. The canonical problem
now to be solved is the scattering from a wedge with different impedance faces,
where the solution is valid in the region 0 ≤ φ, φ' ≤ nπ. The superposition
of the even and odd cases results in a solution to the original problem where
the resulting scattered field is valid everywhere in the region −nπ ≤ φ ≤ nπ.
Note that the even and odd mode analysis shows that the second order functional
difference equation alluded to in section I for a wedge with different impedance
faces must reduce, for the configuration shown in Fig. 1, to two uncoupled first
order functional difference equations similar to those obtained by Maliuzhinets [4].

Figure 2. Even and odd mode analysis. (a) Original configuration. (b)
Equivalent configuration where Z₀ = 2R₀, Z₁ = 0 and Z₂ = 2R₂.
Now the solution to the problem of the scattering from a wedge with impedance faces $Z_a$ and $Z_w$, where $\phi$ is measured from wedge face $Z_a$ and ranges in values from $\phi = 0$ to $\phi = n\pi$ at the impedance face $Z_w$, will be briefly reviewed. The faces of the wedge satisfy the impedance or Leontovich boundary condition, given by

$$\begin{align*}
\mathbf{E} - \hat{\phi} (\hat{\phi} \cdot \mathbf{E}) &= \pm \hat{\phi} \times \mathbf{H} i, \\
\mathbf{H} - \hat{\phi} (\hat{\phi} \cdot \mathbf{H}) &= \mp \hat{\phi} \times \mathbf{E} i, \quad \phi \in \{0, n\pi\}
\end{align*}$$

(2)

where $\hat{\phi}$ is the unit vector normal to the impedance faces $i$ ($i = a$ for $\phi = 0$, $i = w$ for $\phi = n\pi$), $Y_i = 1/Z_i$. As stated above, when the fields have no $z$-dependence, it can be shown that the problem can be reduced to two scalar problems, namely, $TM_z, E_z \neq 0, H_z = 0$ and $TE_z, E_z = 0, H_z \neq 0$. Thus, let us define the scalar function $U$ as follows

$$U = \begin{cases} E_z & \text{for } TM_z \\ H_z & \text{for } TE_z \end{cases}$$

(3)

The technique used to solve the resulting scalar problem is that which was developed by Maliuzhinets [4]. This method consists of expressing the total field as a spectrum of plane waves which can be written as an integral over a spectral function

$$U(\rho, \phi) = \frac{U_0}{2\pi i} \int_{\gamma} \tilde{U}(\alpha + \frac{n\pi}{2} - \phi, \nu^{e,h}) e^{-i\rho \cos(\phi-\phi')} d\alpha$$

(4)

where $\rho$ is the distance from the tip of the wedge to the point of observation and it is assumed that the incident field is given by

$$U^{inc}(\rho, \phi) = U_0 e^{-i\rho \cos(\phi-\phi')}$$

(5)

The spectral function $\tilde{U}$ in (4) can be written as follows:

$$\tilde{U}(\alpha, \nu^{e,h}) = \frac{\Psi(\alpha, \nu_a^{e,h}, \nu_w^{e,h})}{\Psi(\frac{\alpha}{2} - \phi', \nu_a^{e,h}, \nu_w^{e,h})} \sigma(\alpha)$$

(6)

$$\sigma(\alpha) = \frac{\sin(\frac{\alpha}{n})/n}{\sin(\frac{\alpha}{n}) - \cos(\frac{\alpha}{n})}$$

(7)

The function $\Psi(\alpha, \nu_a^{e,h}, \nu_w^{e,h})$ can be written in terms of the well known Maliuzhinets function $\psi_n(\alpha)$ [4] and is given by

$$\psi_n \left( \alpha + \frac{n\pi}{2} + \nu_a^{e,h} - \frac{\pi}{2} \right) \psi_n \left( \alpha - \frac{n\pi}{2} - \nu_a^{e,h} + \frac{\pi}{2} \right)$$

$$\cdot \psi_n \left( \alpha - \frac{n\pi}{2} + \nu_w^{e,h} - \frac{\pi}{2} \right) \psi_n \left( \alpha - \frac{n\pi}{2} - \nu_w^{e,h} + \frac{\pi}{2} \right)$$

(8)

where

$$\sin \nu_{a,w} = \begin{cases} \eta_0/Z_a,w & \text{for } TM_z, \nu = \nu^e \\
Z_a,w/\eta_0 & \text{for } TE_z, \nu = \nu^h \end{cases}$$

(9)

and $\eta_0$ is the free-space intrinsic impedance. The integration path in (4) is along the twofold Sommerfeld contour $\gamma$ shown in Fig. 2 of [6]. This means that the
scattered field from an interior impedance wedge in the form of a spectral integral is available for further analysis.

II.A Junction of Impedance Wedge and Resistive Half Plane

The next step is to combine the even and odd solutions as depicted in Fig. 2 to obtain the fields for the wedge-resistive half plane junction \( Q_2 \) shown in Fig. 1 with \( L \to \infty \). Keeping in mind that the origin of the coordinate system is \( Q_2 \) and the angles \( \phi \) and \( \phi' \) are measured from the face of the \( R_a \) resistive strip, the total field can be written as follows (\(-n\pi \leq \phi \leq n\pi, 0 \leq \phi' \leq n\pi\))

\[
U(\rho, \phi) = \frac{U^{inc}(Q_2)}{2\pi i} \int \frac{1}{\gamma} \left[ \tilde{U}^e(\alpha + \frac{n\pi}{2} - |\phi|, \nu^e, h) + \text{sgn}(\phi)\tilde{U}^o(\alpha + \frac{n\pi}{2} - |\phi|, \nu^o, h) \right] e^{-ik\rho \cos \alpha} d\alpha
\]

where \( \text{sgn}(x) \) is the sign function defined as follows

\[
\text{sgn}(x) = \begin{cases} 
-1 & \text{for } x < 0 \\
1 & \text{for } x > 0
\end{cases}
\]

The spectral functions \( \tilde{U}^o(\alpha, \nu) \) are given by (Z = 2R_a)

\[
\text{TE}_z : \quad \tilde{U}^o(\alpha, \nu^h) = \frac{\psi(\alpha, \nu^h)}{\psi(\alpha - \frac{n\pi}{2} - \phi, \nu^h)} \chi(\alpha) \\
\tilde{U}^e(\alpha, \nu^h) = -\frac{\sin(\frac{\alpha}{2h} - \frac{\pi}{4}) \psi_n(\alpha - \frac{n\pi}{2} + \nu^e - \frac{\phi}{2}) \psi_n(\alpha - \frac{n\pi}{2} - \nu^e + \frac{\phi}{2}) \chi(\alpha)}{\sin(\frac{\nu^e}{2h} - \frac{\phi}{2}) \psi_n(-\nu^e + \frac{\phi}{2} - \phi') \psi_n(-\nu^e + \frac{\phi}{2} - \phi')}
\]

\[
\text{TM}_z : \quad \tilde{U}^o(\alpha, \nu^e) = \tilde{U}^o(\alpha, \nu^h) \\
\tilde{U}^e(\alpha, \nu^e) = \frac{\psi_n(\alpha - \frac{n\pi}{2} + \nu^e - \frac{\phi}{2}) \psi_n(\alpha - \frac{n\pi}{2} - \nu^e + \frac{\phi}{2}) \chi(\alpha)}{\psi_n(\nu^e - \frac{\phi}{2} - \phi') \psi_n(-\nu^e + \frac{\phi}{2} - \phi')}
\]

Note that in (12) the expression for \( \tilde{U}^o(\alpha, \nu^e) \) for the \( \text{TM}_z \) case is obtained from the previous expression for \( \tilde{U}^o(\alpha, \nu^h) \) for the \( \text{TE}_z \) case with \( \nu^h \) replaced by \( \nu^e \).

Although (10) cannot be evaluated in closed form, having this integral in the form of a spectrum of plane waves is particularly useful for evaluating multiply diffracted fields as will be seen later. An alternative and more useful representation of this integral can also be obtained (shown in the next section) by deforming the original contour \( \gamma \) into two steepest descent contours.

II.B. Asymptotic evaluation of Diffracted Field

The integral in (10) is now evaluated asymptotically by deforming the Sommerfeld contour as shown in Fig. 4 of [6].

Contributions from integrating along the SDP gives the diffracted field, \( U^d(\rho, \phi) \), while the residues from encircling the G.O. and S.W. poles give rise to the G.O. and surface wave fields, \( U^{G.O.}(\rho, \phi) \) and \( U^{S.W.}(\rho, \phi) \), respectively. The total field can then be expressed as

\[
U(\rho, \phi) = U^{G.O.}(\rho, \phi) + U^{S.W.}(\rho, \phi) + U^d(\rho, \phi)
\]
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To somewhat simplify the analysis that follows, it is assumed that $\frac{1}{2} \leq n \leq 1$ in the rest of this paper. Note that in most practical applications $\frac{3}{4} \leq n$.

Thus, the G.O. field is given by

$$U_{\text{G.O.}}(\rho, \phi) = U_{\text{inc}}(\rho, \phi) + \frac{1}{2} \left[ \Gamma(\phi', \nu_a^A) \mp 1 \right] U_0 e^{-ik\rho \cos(\phi + \phi')} S(\pi - \phi - \phi')$$

$$+ \frac{1}{2} \Gamma(n\pi + \phi', \nu_a^A) U_0 \left[ \Gamma(\phi', \nu_a^A) \mp 1 \right] e^{-ik\rho \cos(\phi - \phi' - 2n\pi)}$$

$$+ \Gamma(n\pi - \phi', \nu_a^A) U_0 \Gamma(\phi', \nu_a^A) e^{-ik\rho \cos(\phi + \phi' - 2n\pi)}$$

$$\cdot S(\phi - \phi' - [2n - 1]\pi) S(-\phi + \phi' + n\pi) + \frac{1}{2} \Gamma(n\pi - \phi', \nu_a^A)$$

$$\cdot U_0 \left[ \Gamma(2n\pi - \phi', \nu_a^A) \mp 1 \right] e^{-ik\rho \cos(\phi - \phi' + 2n\pi)} S(\phi - \phi' + n\pi)$$

$$\cdot S(-\phi + \phi' - [2n - 1]\pi) \quad \left\{ \begin{array}{ll} \text{TM}_z \\ \text{TE}_z \end{array} \right.$$

(14) \quad \text{for} \quad -n\pi \leq \phi \leq 0 :$

$$U_{\text{G.O.}}(\rho, \phi) = \frac{1}{2} \left[ 1 \pm \Gamma(\phi', \nu_a^A) \right] U_0 e^{-ik\rho \cos(-\phi + \phi')} S(\pi + \phi - \phi')$$

$$+ \frac{1}{2} \Gamma(n\pi + \phi', \nu_a^A) \left[ 1 \pm \Gamma(\phi', \nu_a^A) \right] U_0 e^{-ik\rho \cos(-\phi - \phi' - 2n\pi)}$$

$$\cdot S(-\phi - \phi' - [2n - 1]\pi) S(\pi + n\pi - \phi')$$

$$+ \frac{1}{2} \Gamma(n\pi - \phi', \nu_a^A) \left[ 1 \pm \Gamma(\phi', \nu_a^A) \right] U_0 e^{-ik\rho \cos(-\phi - \phi' - 2n\pi)}$$

$$\cdot S(\phi + \phi' - [2n - 1]\pi) S(\phi' - [2n - 1]\pi) \quad \left\{ \begin{array}{ll} \text{TM}_z \\ \text{TE}_z \end{array} \right.$$

(15)

where $S(x)$ is the unit step function defined as follows

$$S(x) = \begin{cases} 0 & \text{for} \ x < 0 \\ 1 & \text{for} \ x \geq 0 \end{cases}$$

(16)

and $\Gamma(\phi', \nu)$ is the Fresnel reflection coefficient, namely

$$\Gamma(\phi', \nu) = \frac{\sin \phi' - \sin \nu}{\sin \phi' + \sin \nu}$$

(17)

It is noted that the expressions in (14) and (15) would include additional multiple reflected terms for values of $n$ less than $\frac{1}{2}$.

A surface wave pole arises from the singularity in the function $\Psi(\alpha + \frac{2\pi}{n} - \phi, \nu_a, \nu_w)$ which occurs in the spectral function given in (12). If this pole is captured by the contour, it corresponds to a surface wave propagating along the face of the wedge which is given by
TM₁:
\[ U_{\text{SW}}(\rho, \phi) = \frac{U_{\text{inc}}(Q_2)}{2} \begin{pmatrix} r^\nu_{\text{sw}}(\phi', \nu^\nu_{\text{sw}}) + \text{sgn}(\phi) r^\alpha_{\text{sw}}(\phi', \nu^\nu_{\text{sw}}) \end{pmatrix} e^{-ik\rho \cos \alpha_{\text{sw}} S(|\phi| - \phi^\nu_{\text{sw}})} \]

TE₂:
\[ U_{\text{SW}}(\rho, \phi) = \frac{U_{\text{inc}}(Q_2)}{2} \begin{pmatrix} r^\nu_{\text{sw}}(\phi', \nu^\nu_{\text{sw}}) + \text{sgn}(\phi) r^\alpha_{\text{sw}}(\phi', \nu^\nu_{\text{sw}}) \end{pmatrix} e^{-ik\rho \cos \alpha_{\text{sw}} S(|\phi| - \phi^\nu_{\text{sw}})} \]

where \(\nu_w = \nu_w + \nu_w \), \(\alpha^\nu_{\text{sw}} = -\nu^\nu_{\text{sw}} - \pi + |\phi| - n\pi\), \(\phi^\nu_{\text{sw}} = n\pi + \nu^\nu_{\text{sw}} + \text{sgn}(\nu^\nu_{\text{sw}}) \arccos \left( \frac{1}{\cosh r^\nu_{\text{sw}}} \right)\) and \(r^\nu_{\text{sw}}\) is the residue for the corresponding spectral function given in (12) evaluated at \(\alpha = \alpha_{\text{sw}}\) with \(Z_w\) as the impedance of the wedge face, namely
\[ r^\nu_{\text{sw}}(\phi', \nu^\nu_{\text{sw}}) = \lim_{\alpha \to \alpha_{\text{sw}}} (\alpha - \alpha_{\text{sw}}) \tilde{U}^\nu,0 \left( \alpha + \frac{n\pi}{2} - |\phi|, \nu^\nu_{\text{sw}} \right) \]

To simplify the evaluation of the diffracted field, the two SDP contours shown in Fig. 4 of [6] are shifted so as to combine them into a single SDP contour in the \(\omega\) plane where the saddle point is at \(\omega = |\phi|\). The diffracted field can then be written as
\[ U^d(\rho, \phi) = \frac{U_{\text{inc}}(Q_2)}{2\pi i} \int_{SDP(|\phi|)} \frac{1}{2} \begin{pmatrix} B_2^\nu(\omega, \phi') + \text{sgn}(\phi) B_2^\alpha(\omega, \phi') \end{pmatrix} e^{ik\rho \cos \omega - |\phi|} d\omega \]

where the contour \(SDP(|\phi|)\) is from \(\phi - \pi/2 + i\infty\) to \(\phi + \pi/2 - i\infty\). The spectral functions \(B_2^\nu(\omega, \phi')\) can be written in terms of the Maliuzhinets functions and a summation involving cotangent functions [5]

TM₁:
\[ B_2^\nu(\omega, \phi') = \frac{\psi_{\nu_{\text{sw}}}^\nu(\omega)}{8n\pi(\frac{\pi}{2} - \phi', \nu^\nu_{\text{sw}}; \nu^\nu_{\text{sw}}, \nu^\nu_{\text{sw}})} \sum_{i=1}^{2} \sum_{j=1}^{2} \epsilon_i \epsilon_j A(\epsilon_i \omega, \epsilon_j \phi', \nu^\nu_{\text{sw}}, \nu^\nu_{\text{sw}}) \cot \left( \frac{\pi - \epsilon_i \omega + \epsilon_j \phi'}{2n} \right) \]

TE₂:
\[ B_2^\nu(\omega, \phi', \nu^\nu_{\text{sw}}, \nu^\nu_{\text{sw}}) = B_2^\nu(\omega, \phi', \nu^\nu_{\text{sw}}, \nu^\nu_{\text{sw}}) \]
\[ B_2^\nu(\omega, \phi') = \lim_{Z_{\text{sw}} \to 0} B_2^\nu(\omega, \phi') \]

(21)

where
\[ \epsilon_i = \begin{cases} 1 & \text{for } i = 1 \\ -1 & \text{for } i = 2 \end{cases} \]
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\[ A(\omega, \phi', \nu_e, \nu_w) = C_1(\nu_e, \nu_w) - C_2(\nu_e, \nu_w) \left[ \sin(\phi'/n) - \sin(\omega/n) \right] + \sin(\phi'/n)\sin(\omega/n) \]

\[ C_1(\nu_e, \nu_w) = \cos \left( \frac{\pi - 2\nu_e}{2n} \right) \cos \left( \frac{\pi - 2\nu_w}{2n} \right) - \cos^2 \left( \frac{\pi}{2n} \right) \]

\[ C_2(\nu_e, \nu_w) = \frac{\cos \left( \frac{\pi - 2\nu_e}{2n} \right) - \cos \left( \frac{\pi - 2\nu_w}{2n} \right)}{2\sin \left( \frac{\pi}{2n} \right)} \]

Note that in (21) the expression for \( B_2^\pm(\omega, \phi', \nu_{e,w}^\pm) \) for the TE case is obtained from the previous expression for \( B_2^\pm(\omega, \phi', \nu_{e,w}^\pm) \) for the TM case with \( \nu_{e,w}^\pm \) replaced by \( \nu_{e,w}' \). The limit in (21) should be taken taking into account that \( \psi_n(n) = O(\exp\left[ \frac{\text{Im}(\alpha)}{4} \right]) \) as \( \text{Im}(\alpha) \to \infty \). The integral given in (20) can now be evaluated asymptotically using the Van der Waarden method [7]. The function \( B_2(\omega, \phi') \) is an analytic function except for some real and complex simple poles. The real poles arise from the cotangent functions which correspond to the G.O. poles and are located at \( \omega_1 = \pi - \phi' \), \( \omega_2 = -\pi + \phi' \), \( \omega_3 = -\phi' + (2n - 1)\pi \), \( \omega_4 = -\omega_3 \) and \( \omega_5 = -\phi' - (2n - 1)\pi \). The complex pole which is closest to the saddle point comes from the function \( \Psi(\omega - \omega, \nu_e, \nu_w) \) and occurs at \( \omega_6 = -\nu_w - n\pi - \pi \). This pole corresponds to a surface wave traveling away from the edge along the wedge face.

The asymptotic evaluation of (20) yields \( U^d(\rho, \phi) \sim U^{inc}(Q_2) \frac{e^{ik\rho}}{\sqrt{\rho}} \left\{ D(\phi, \phi') + \sum_{l=1}^{M} \frac{r_l}{\sqrt{\rho}} \right\} \) for large \( \rho \)

\[ U^d(\rho, \phi) \sim U^{inc}(Q_2) \frac{e^{ik\rho}}{\sqrt{\rho}} \left\{ D(\phi, \phi') + \sum_{l=1}^{M} \frac{r_l}{\sqrt{\rho}} \right\} \]

where the diffraction coefficient is given by

\[ D(\phi, \phi') = -\frac{e^{i\pi/4}}{\sqrt{2\pi k}} \left( \frac{1}{2} B_2(\phi, \phi') + \text{sgn}(\phi) \frac{1}{2} B_2'(\phi, \phi') \right) \]

The residues, \( r_l \), are determined by

\[ r_l = \lim_{\omega \to \omega_l} \left( \omega - \omega_l \right) \left( \frac{1}{2} B_2(\omega, \phi') + \text{sgn}(\phi) \frac{1}{2} B_2'(\omega, \phi') \right) \]

and

\[ s_l = \sqrt{2} e^{i\pi/4} \sin \left( \frac{\omega_l + |\phi|}{2} \right) \]

where \( \omega_l \) is a pole and \( \mathcal{F}(z) \) is the well known transition function given by

\[ \mathcal{F}(z) = 2i \sqrt{\pi} e^{iz} \int_{-\infty}^{\infty} e^{-it^2} dt \quad -3\pi/2 < \text{arg}(z) < \pi/2 \]
Due to the presence of the square root function $\sqrt{z}$, a branch cut is introduced in the $z$-plane so that $F(z)$ will be a single valued function. Therefore, the argument of $z$ is restricted to the interval indicated.

II.C Shadow Boundaries for G.O. Fields

For the interior wedge shown in Fig. 3 for which $\frac{1}{2} \leq n < 1$, where one of its faces can transmit electromagnetic fields, there will be numerous shadow boundaries due to reflections from and transmission through the wedge faces. The location of a shadow boundary corresponds to the point at which a G.O. pole is captured by the contour shown in Fig. 4 of [6]. Note that $I.S.B.$ will denote an incident shadow boundary, $R_n S.B.$ a single reflection shadow boundary from face $n$, and $R_{n,m} S.B.$ a double reflection shadow boundary from face $n$ to face $m$. The resulting location of the shadow boundaries is shown in Fig. 3 for a wedge angle $\pi$. It is observed that for the shadow boundary $R_2$, the field is first reflected by face 2 and transmitted by face 1, while for the $R_3 S.B.$, the field is first transmitted by face 1 and then reflected by face 3.

![Figure 3. Shadow boundaries for an interior wedge with face 1 able to transmit EM fields. Note that $-n\pi \leq \phi \leq n\pi$ and $0 \leq \phi' \leq n\pi.$](image)
II.D Results for Resistive Sheet to Wedge Junction

Now the bistatic scattering from the PEC wedge, resistive sheet configuration shown in Fig. 3 with $n = 0.75$ and $\rho = 2\lambda$ will be examined. For this case the incident field is $TM_2$, and the incidence angle is $120^\circ$. For this incidence angle, there are four shadow boundaries and they are located at $\phi = -60^\circ$, $-30^\circ$, $30^\circ$, and $60^\circ$. A plot of the total field, as well as the G.O. and diffracted fields, is shown in Fig. 4(a). Here it is clearly seen how the diffracted field compensates for the discontinuities that occur in the G.O. field at the shadow boundaries which results in a continuous total field.

Figure 4. Bistatic scattering for an incident $TM_2$ field for the configuration of Fig. 2 where $R_a = 150 \Omega, n = 0.75$ and $\rho = 2\lambda$. (a) $\phi' = 120^\circ$. (b) $\phi' = 30^\circ$. 
Next, the same configuration but for an incidence angle of 30° will be examined. In this case there are three shadow boundaries and the incident field penetrates the resistive sheet and reflects from the lower wedge face resulting in a shadow boundary at \( \phi = -120° \) (see Fig. 3(c)). The corresponding field plot is shown in Fig. 4(b) for the diffracted, G.O., and total fields. As in the previous case, the diffracted field compensates the G.O. field at the shadow boundaries including the one at \( \phi = -120° \), indicating that the solution is valid in the region \( \phi < 0 \).

II.E Two-part Resistive Half Plane Problem

The second canonical problem to be solved is the diffraction from the point \( Q_1 \) in Fig. 1 with \( L = \infty \), i.e., the half plane problem. However, the more general problem of scattering from the planar junction at \( Q_1 \) between two semi-infinite resistive strips as shown in Fig. 2(a) with \( L = \infty \) (where \( L \) is the length of the resistive strip \( R_a \), will be considered first. The solution for the resistive half plane by itself with its edge at \( Q_1 \), can be obtained by letting the value of \( R_a \) go to infinity. This two-part problem was obtained previously by H. C. Ly [8] and Rojas, et al. [9,10]. However, for determining multiple diffraction between a resistive card junction and the impedance wedge junction, it is more convenient to have the spectral solution for the resistive card junction in terms of the solution of the impedance wedge junction. Another reason for considering this problem is to show that it can also be obtained by a proper combination of the well known Maliuzhinets wedge solution. To accomplish this, the even and odd mode analysis shown in Fig. 2 is used. The solution can now be obtained from the superposition of the even and odd mode solutions for an impedance wedge with an interior wedge angle of \( \pi \) \((n = 1)\). It is worth noting that since \( Z_b = 0 \) for the TM\(_z\) odd case and the TE\(_z\) even case (see Fig. 2(b)), there is a diffracted field contribution only for the TM\(_z\) even case and for the TE\(_z\) odd case. The other two cases only contribute G.O. fields. Simplifying the spectral function defined in (21) with \( n = 1 \), the following spectral function for the two-part resistive geometry of Fig. 2(a) is obtained, where the resistive strip \( R_a \) is assumed to be infinitely long,

\[
B_{TM,TE}(\omega, \phi_1) = B_{1,TE}^{r,o}(\omega, \phi_1)
\]

\[
= -\frac{\psi^1_1(\frac{\pi}{2})(\sin \nu_a^e h - \sin \nu_c^e h) \sin \omega \sin \phi_1}{\psi(\frac{\pi}{2} - \phi_1, \nu_a^e h, \nu_c^e h) \psi(\frac{\pi}{2} - \omega, \nu_a^e h, \nu_c^e h)(\cos \omega + \cos \phi_1)}
\]

(29)

where the origin of the coordinate system is \( Q_1 \) and the angles \( \phi_1 \) and \( \phi'_1 \) are measured from the face of the \( R_a \) resistive strip. The total field can then be written as follows

\[
U_{TM,TE}(\rho_1, \phi_1) = \delta U_{TM,TE}^{inc}(Q_1) \int_{SDP(\phi_1)} \frac{1}{2} B_{1,TE}^{r,o}(\omega, \phi'_1) e^{ik\rho_1 \cos(\omega - |\phi_1|)} d\omega + U_{TM,TE}^{G.O.}(\rho_1, \phi_1)
\]

(30)
The geometrical optics field is given by

\[
U_{TM,TE}(\rho_1, \phi_1) = U^{inc}(\rho_1, \phi_1)S(\phi_1) + \frac{\delta}{2}U^{inc}(Q_1)
\]

\[
\cdot \left\{ [\Gamma(\phi_1', \nu_\phi' - \phi_1') - \text{sgn}(\phi_1)\zeta] S(\pi - |\phi_1| - \phi_1') + [\Gamma(\phi_1', \nu_\phi' + \phi_1') - \text{sgn}(\phi_1)\zeta] S(|\phi_1| + \phi_1' - \pi) \right\}
\]

\[\cdot e^{-i\rho_1 \cos(|\phi_1|+\phi_1')}\]  

where \( \rho_1 \) is the distance from \( Q_1 \) to the point of observation and

\[
\delta = \begin{cases} 
-1 & \text{TE}_x \text{ case with } \phi_1 < 0 \\
1 & \text{otherwise} 
\end{cases} \quad \zeta = \begin{cases} 
1 & \text{for } TM_s \\
-1 & \text{for } TE_s 
\end{cases} \]  

This spectral function can now be used in conjunction with the spectral function obtained in (21) to obtain the multiple diffraction coefficients.

III. MULTIPLE DIFFRACTION

Once the limit \( R \to \infty \) is taken in (29) and (30), the two single diffraction coefficients for \( Q_1 \) and \( Q_2 \) in Fig. 1 are obtained. In addition to these single diffraction terms, there is also multiple diffraction that can occur between \( Q_1 \) and \( Q_2 \). For this analysis, the double and triple diffraction terms which are shown in Fig. 5 are being considered.

**Figure 5.** Multiple diffraction between wedge tip \( Q_2 \) and resistive strip edge \( Q_1 \).
Since the field which is diffracted from the first diffraction point is in general not ray optical at the second point of diffraction, the multiple diffraction coefficient cannot be obtained by successive application of the single diffraction coefficient. Instead, the spectrally extended ray technique developed by Tiberio and Kouyoumjian [11,12,13] is used. In this method, the field which is diffracted from the first diffraction point is expanded into a spectrum of plane waves and each plane wave component is multiplied by the diffraction coefficient of the second point of diffraction. The spectral integral is then evaluated asymptotically which yields the correct multiple diffraction coefficient.

III.A Evaluation of Doubly Diffracted Field

The configuration which is used to solve for the doubly diffracted field is shown in Figs. 5(a),(c). For a field incident on \( Q_1 \) with incidence angle \( \phi_1 \), its scattered field can be represented by a spectrum of plane waves with complex scattering angle \( \omega \). Next, this scattered spectral component is considered to be incident on \( Q_2 \) with incidence angle \(-\omega\) and scatters with an angle of \( \phi \). The far-zone doubly diffracted field can now be written as a spectral integral with the SDP passing through the origin, namely

\[
U_{12}^{f}(\phi, \phi_1) = \frac{i 8 \pi}{\sqrt{2\pi \rho_1}} \int_{SDP(0)} B_1^{\nu,\omega}(\omega, \phi_1) B_2^{\nu,\omega}(\omega, -\omega) e^{ikL \cos(\omega)} d\omega
\]

where \( f(y) = \exp(ik\rho)/\sqrt{\rho} \). The contour \( SDP(0) \) is from \( [-\frac{\pi}{2} + i\infty] \) to \( [\frac{\pi}{2} - i\infty] \) and the superscripts “\( v \)” and “\( o \)” correspond to the TM and TE cases, respectively. The integral given by (33) is now evaluated asymptotically by first mapping into the \( u \)-plane, where \( u = \sqrt{2} \exp(i\pi/4) \sin(\omega/2) \) and then using the modified Pauli-Clemmow method. The resulting doubly diffracted field can be written as follows

\[
U_{12}^{f}(\phi, \phi_1) \sim U^{inc}(Q_1) D_{12}^{TM}(\phi, \phi_1) f(\rho) f(L) \tag{34}
\]

where the double diffraction coefficient is given by

\[
D_{12}^{TM}(\phi, \phi_1) = \left[ -\delta \psi_1^{\pi/2}(\frac{\pi}{2}) \psi_2^{\pi/2}(\frac{\pi}{2}) u_2^2 \sin(\phi_1/2)(1 + \cos \nu_2^*) \right]
\]

\[
\cdot \left[ 18 \pi k u_2^2 \psi_1(-\phi_1 + \frac{\pi}{2} + \nu_2^*) \psi_1(-\phi_1 + \frac{3\pi}{2} - \nu_2^*) \right. \\
\left. \cdot \psi_1^{\frac{\pi}{2} + \nu_2^*}(\frac{\pi}{2}, \nu_2^*, \nu_2^*) \right]^{-1}
\]

\[
\cdot \frac{1}{\Psi(\frac{\pi}{2} - |\phi|, \nu_2^*, \nu_2^*)} \sum_{j=1}^{2} e_j \left( \prod_{m=1}^{M} (-u_{2m}^2) \sum_{n=1}^{N} Y_{2n}(1 - F(kLa_{2n}^2)) \right)
\]

\[ G_j(|\phi|) \]
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\[
D_{12}(\phi, \phi') = \frac{-\delta \psi_1^k(\phi) \psi_0^k(\phi') u_2^2 \sin \phi'}{16\pi k n^2 \psi_1(-\phi' + \frac{\pi}{2} + \nu_0^k) \psi_1(-\phi' + \frac{\pi}{2} - \nu_0^k) \psi_2^k(\frac{\pi}{2} + \nu_0^k)} \cdot \frac{1}{\psi(\frac{\pi}{2} - |\phi|, \nu_0^k, \nu_0^k)} \psi(\frac{\pi}{2}, \nu_0^k) \tan(\nu_0^k/2) \\
\cdot \left( \prod_{m=1}^{M} \left( -u_m^2 \sum_{n=1}^{N} Y_{pn} [1 - \mathcal{F}(ik \nu_{pn}^2)] \right) G_j(|\phi|) \right)
\]

where

\[
G_j(|\phi|) = 2 \left[ C_2(\nu_e, \nu_w) + \sin \left( \frac{\nu_j|\phi|}{n} \right) \right] \cot \left( \frac{\pi + \nu_j|\phi|}{2n} \right)
\]

\[
+ A(\nu_j|\phi|, 0, \nu_e, \nu_w) \csc^2 \left( \frac{\pi + \nu_j|\phi|}{2n} \right)
\]

and

\[
Y_{pn} = (u_{pn}^2 - u_{pn}^2) \left[ \prod_{m=1, m \neq n}^{N} (u_{pn}^2 - u_{pn}^2) \right]^{-1}
\]

The poles in the $u$-plane are then tabulated accordingly;

\[
u_1 = \sqrt{2e^{i\pi/4} \sin(|\phi| - \pi/2)}
\]

\[
u_2 = \sqrt{2e^{i\pi/4} \sin((2n-1)\pi - |\phi|)/2)
\]

\[
u_3 = \sqrt{2e^{i\pi/4} \sin((2n-1)\pi + |\phi|)/2)
\]

\[
u_4 = \sqrt{2e^{i\pi/4} \sin(|\phi' - \pi|/2)}
\]

\[
u_5 = \sqrt{2e^{i\pi/4} \sin(|-\nu_0|/2)}
\]

\[
u_6 = \sqrt{2e^{i\pi/4} \sin((4n-1)\pi - |\phi|)/2)
\]

The indices used in the summation and product terms of (35) are defined in Table 1 for $\beta = |\phi|$. Using reciprocity, the doubly diffracted field $U_{21}^d(\phi, \phi')$ from $Q_2$ to $Q_1$ is given in (34) with $Q_1$, $\rho$ and $D_{12}(\phi, \phi')$ replaced by $Q_2$, $\rho_1$ and $D_{21}(\phi, \phi')$, respectively, where

\[
D_{21}(\phi, \phi') = D_{12}(\phi, \phi')
\]

<table>
<thead>
<tr>
<th>$j$</th>
<th>$\beta$</th>
<th>$M$</th>
<th>$k_m (m = 1, M)$</th>
<th>$N$</th>
<th>$p_n (n = 1, N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\beta &lt; 2\pi(2n - 1)$</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2, 4, 5</td>
</tr>
<tr>
<td>1</td>
<td>$\beta \geq 2\pi(2n - 1)$</td>
<td>2</td>
<td>2, 6</td>
<td>4</td>
<td>2, 4, 5, 6</td>
</tr>
<tr>
<td>2</td>
<td>$\beta &lt; 2\pi(1 - n)$</td>
<td>2</td>
<td>1, 3</td>
<td>4</td>
<td>1, 3, 4, 5</td>
</tr>
<tr>
<td>2</td>
<td>$\beta \geq 2\pi(1 - n)$</td>
<td>1</td>
<td>1</td>
<td>3</td>
<td>1, 4, 5</td>
</tr>
</tbody>
</table>

Table 1. Indices used to identify corresponding poles in the $u$-plane.
III.B Triple Diffraction

Here, the far-zone fields which are triply diffracted from $Q_1$ and from $Q_2$ (see Fig. 5(b),(d)) are determined. The spectral representation for the field diffracted from $Q_1$ is given by

$$U_{121}(\phi_1, \phi'_1) = \frac{\delta U^{inc}(Q_1)}{4\pi i} f(L) f(\rho_1) \int \frac{B_1^{\nu,\sigma}(|\phi_1|,-\omega) D_{12}^{TM,TE}(\omega, \phi'_1)}{SDP(0)} \cdot e^{ikL \cos \omega d\omega}$$

where $D_{12}^{TM,TE}(\omega, \phi'_1)$ is the double diffraction coefficient for the field incident on $Q_1$ with incidence angle $\phi'_1$ and diffracted from $Q_2$ with a complex scattering angle $\omega$, and $B_1^{\nu,\sigma}(|\phi_1|,-\omega)$ is the spectral function for the field incident on $Q_1$ with incidence angle $-\omega$ and diffracted with angle $\phi_1$ ($B_1^{\nu,\sigma}$ for TM and $B_1^{\nu,\sigma}$ for TE). Likewise, one gets the following for the field triply diffracted from $Q_2$

$$U_{121}(\phi, \phi') = \frac{\delta U^{inc}(Q_2)}{4\pi i} f(L) f(\rho_1) \int \frac{B_2^{\nu,\sigma}(|\phi|,-\omega) D_{21}^{TM,TE}(\omega, \phi')}{SDP(0)} \cdot e^{ikL \cos \omega d\omega}$$

The asymptotic evaluation of (40) and (41) are conducted in the same manner as for the double diffraction case. For the evaluation of the diffraction coefficient from point $Q_1$, the poles arise from the single diffraction term from $Q_1$, given by the term $B_1^{\nu,\sigma}(|\phi_1|,-\omega)$ in (40). The resulting triply diffracted field from $Q_1$ is

$$U_{121}^{d}(\phi_1, \phi'_1) \sim U^{inc}(Q_1) D_{121}(\phi_1, \phi'_1) f(\rho_1) f^2(L)$$

where

$$D_{121}^{TM}(\phi_1, \phi'_1) = -\frac{\delta \sqrt{2e^{i\pi/4}} \psi_8(\xi) \psi_8(\xi)}{8\pi^3 (\pi k)^{3/2}} \psi_1^2(1 + \nu_2) \psi_1^2(1 + \nu'_2) \psi_1(-|\phi_1| + \frac{1}{2} + \nu_2)$$

$$\cdot \Delta^D(\phi'_1) \Delta^T(|\phi_1|) \psi_1(-|\phi_1| + \frac{1}{2} + \nu'_2) \psi_1(-|\phi_1| + \frac{1}{2} + \nu_2)$$

$$\cdot [-C_1(\nu_1, \nu'_1) \cos^2 \left(\frac{\pi}{2n}\right) \cot \left(\frac{\pi}{2n}\right) + 2 \cot \left(\frac{\pi}{2n}\right)$$

$$-2C_2(\nu_1, \nu'_1) \cot \left(\frac{\pi}{2n}\right)]$$

$$D_{121}^{TE}(\phi_1, \phi'_1) = \frac{\delta \sqrt{2e^{i\pi/4}} \psi_8(\xi) \psi_8(\xi)}{8\pi^3 (\pi k)^{3/2}} \psi_1(-|\phi_1| + \frac{1}{2} + \nu'_2) \psi_1(-|\phi_1| + \frac{1}{2} + \nu_2)$$

$$\cdot \sin \phi'_1 \sin |\phi_1| \cos^2(\pi k) \Delta^D(\phi'_1) \Delta^T(|\phi_1|) \psi_1(-|\phi_1| + \frac{1}{2} + \nu'_2)$$

$$\psi_1(-|\phi_1| + \frac{1}{2} + \nu'_2) \psi_1(-|\phi_1| + \frac{1}{2} + \nu_2) \psi_1(-|\phi_1| + \frac{1}{2} + \nu_2)$$

$$\psi_1(-|\phi_1| + \frac{1}{2} + \nu_2)$$
The term $u_5$ is defined in (38). The function $\Delta^D(\phi'_1)$ is associated with the double diffraction term while $\Delta^T(|\phi_1|)$ is associated with the triple diffraction term. These functions are defined as follows:

$$\Delta^D(\phi'_1) = \sum_{n=1}^{3} Y_n^D [1 - \mathcal{F}(ikL_u D^2)]$$

$$Y_n^D = (u_n^D - u_3^D) \left[ \prod_{m=1, m \neq n} (u_n^D - u_m^D) \right]^{-1}$$

$$\Delta^T(|\phi_1|) = \sum_{n=1}^{2} Y_n^T [1 - \mathcal{F}(ikL_u T^2)]$$

$$Y_n^T = (u_n^T - u_2^T) \left[ \prod_{m=1, m \neq n} (u_n^T - u_m^T) \right]^{-1}$$

For the function $\Delta^D(\phi'_1)$, there are three poles in the $u$-plane which came from the evaluation of the double diffraction term $D^D_{12}(\omega, \phi'_1)$ in (40) and they are given by

$$u_1^D = \sqrt{2}e^{i\pi/4} \sin((|\phi'_1| - \pi)/2)$$

$$u_2^D = \sqrt{2}e^{i\pi/4} \sin((2|\phi'_1| - \pi)/2)$$

$$u_3^D = \sqrt{2}e^{i\pi/4} \sin((-\nu)/2)$$

(45)

For the term $\Delta^T(|\phi_1|)$, the two poles from $B^T_{12}(\omega, \phi'_1)$ are included, namely

$$u_1^T = \sqrt{2}e^{i\pi/4} \sin((|\phi'_1| - \pi)/2)$$

$$u_2^T = \sqrt{2}e^{i\pi/4} \sin((-\nu)/2)$$

(46)

The evaluation of the field triply diffracted from junction $Q_2$ is slightly more complicated because the poles arise from the term $B^T_{21}(\omega, -\omega)$ in (41), which is the single diffraction from the wedge-resistive strip junction. This term has more poles than the single diffraction term from point $Q_1$. Thus, the triply diffracted field $U^D_{12}(\phi, \phi')$ from $Q_2$ is given by (42) with $Q_1$, $\rho_1$ and $D_{121}(\phi_1, \phi'_1)$ replaced by $Q_2$, $\rho$ and $D_{212}(\phi, \phi')$, respectively, where
Again, the term $u_5$ is defined in (38). The function $\Lambda_j^D(\phi')$ is associated with the double diffraction term while $\Lambda_j^T(|\phi|)$ is associated with the triple diffraction term. These functions are defined as follows:

$$
\Lambda_j^D(\beta) = \left( \prod_{m=1}^{M} (-u_{km}^2) \sum_{n=1}^{N} Y_{\alpha}^{\alpha}[1 - \mathcal{F}(ikLu_{\alpha}^2)] \right) G_j(\beta)
$$

$$
Y_{\alpha}^{\alpha} = (u_{p_n}^2 - u_5^2)^{-1} \left[ \prod_{m_1, m_2 \neq n} (u_{p_n}^2 - u_{p_m}^2) \right]^{-1}
$$

where $\alpha = D$ and $\beta = \phi'$ for the double diffraction term, $\alpha = T$ and $\beta = |\phi|$ for the triple diffraction term, and $G_j(\beta)$ is defined in (36). The poles for the double diffraction term $\Lambda_j^D(\phi')$ are

$$
\begin{align*}
\text{for } u_5^D &= \sqrt{2}e^{i\pi/4} \sin(|\phi' - \pi|/2) \\
\text{for } u_6^D &= \sqrt{2}e^{i\pi/4} \sin((2n - 1)\pi - \phi'/2) \\
\text{for } u_7^D &= \sqrt{2}e^{i\pi/4} \sin((2n - 1)\pi + \phi'/2) \\
\text{for } u_8^D &= -\sqrt{2}e^{i\pi/4} \\
\text{for } u_9^D &= \sqrt{2}e^{i\pi/4} \sin(-\nu_0)/2 \\
\text{for } u_{10}^D &= \sqrt{2}e^{i\pi/4} \sin((4n - 1)\pi - \phi')/2
\end{align*}
$$

The indices used in the summation and product for the term $\Lambda_j^D(\phi')$ are defined in Table 1 for $\beta = \phi'$. Similarly, the poles for the triple diffraction term $\Lambda_j^T(|\phi|)$
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are

\[ u_1^T = \sqrt{2} e^{i\pi/4} \sin(|\phi|/2) \]
\[ u_2^T = \sqrt{2} e^{i\pi/4} \sin((2n - 1)\pi - |\phi|/2) \]
\[ u_3^T = \sqrt{2} e^{i\pi/4} \sin((2n - 1)\pi + |\phi|/2) \]
\[ u_4^T = \sqrt{2} e^{i\pi/4} \sin(-\nu_0/2) \]
\[ u_5^T = \sqrt{2} e^{i\pi/4} \sin((4n - 1)\pi - |\phi|/2) \]

The indices used in the summation and product for the term \( A_j^T(|\phi|) \) are defined in Table 2.

| \( j \) | \( |\phi| \) | \( M \) | \( k_m (m = 1, M) \) | \( N \) | \( p_n (n = 1, N) \) |
|---|---|---|---|---|---|
| 1 | \( |\phi| < 2\pi(2n - 1) \) | 2 | 2 | 2 | 2, 5 |
| 1 | \( |\phi| \geq 2\pi(2n - 1) \) | 2 | 2, 6 | 3 | 2, 5, 6 |
| 2 | \( |\phi| < 2\pi(1 - n) \) | 2 | 1, 3 | 3 | 1, 3, 5 |
| 2 | \( |\phi| \geq 2\pi(1 - n) \) | 1 | 1 | 2 | 1, 5 |

Table 2. Indices used to identify corresponding poles in the \( u \)-plane for the term \( A_j^T(|\phi|) \).

III.C Reflection from Wedge Faces

In addition to the multiple diffraction between the resistive half plane edge \( Q_1 \) and the resistive card-wedge junction \( Q_2 \), the fields can also reflect from the wedge faces. The incident ray can first reflect from the wedge face and then diffract from the resistive half plane edge \( Q_1 \) and vice versa. Figure 6 shows the various diffraction and reflection mechanisms that were included in this analysis.

The field which is singly diffracted from \( Q_1 \) can then reflect from the wedge face and vice versa (Fig. 6(a)). The incident field can also reflect from the wedge face first then diffract from \( Q_1 \) then reflect again (Fig. 6(b)). Finally, the field can doubly diffract from \( Q_2 \) to \( Q_1 \) and then reflect (Fig. 6(c)) and vice versa. The reflected field is obtained by multiplying the field by the appropriate Fresnel reflection coefficient when it reflects from the wedge face. The Fresnel reflection coefficient, \( \Gamma(\phi, \nu) \), is defined in (17) where \( \phi^i \) is the angle between the ray and the wedge face and \( \sin \nu \) is defined in (9). Reflections from the wedge face introduce shadow boundaries into the scattered field. The total field at these shadow boundaries is then compensated for by the appropriate multiple diffraction term.

III.D Double Diffraction Compensation for Shadow Boundary of Single Diffraction Term

For the configuration shown in Fig. 7, where the faces of the wedge are PECs, it is assumed that \( n = .6, \ R_a = 1000 \), and \( L = 1 \lambda \). It is of interest to examine the backscattered case for a TM\(_2\) field which is singly diffracted from \( Q_1 \) and reflected from the wedge face as well as the field which is reflected from the wedge
face and diffracted from $Q_1$. This field has a shadow boundary at $\phi_1 = 144^\circ$ as shown in Fig. 8. Also shown in Fig. 8 is the field which is doubly diffracted from $Q_1$ to $Q_2$ and from $Q_2$ to $Q_1$. The doubly diffracted field exhibits a slope discontinuity at the shadow boundary which is due to the G.O. pole $\omega = -(2n-1)\pi + |\phi|$ (where $\phi = \pi - \phi_1$) crossing the saddle point when $\phi = (2n-1)\pi$. This slope discontinuity in the diffracted field compensates the diffracted-reflected and the reflected-diffracted fields at the shadow boundary resulting in a total field which is uniform across the shadow boundary.

Figure 6. Diffracted-reflected and reflected-diffracted fields.
Figure 7. Backscatter ray paths for singly diffracted field reflecting from wedge face, reflected field diffracted from edge $Q_1$, and double diffracted field.

Figure 8. TM$_3$ backscatter singly and doubly diffracted fields corresponding to the configuration shown in Fig. 7 with $R_a = 100\Omega$ and $L = 1\lambda$. 
III.E Triple Diffraction Compensation for Shadow Boundary of Double Diffraction Term

Considering the same configuration from the previous example, the bistatic case shown in Fig. 9 will now be examined. Here a field with incidence angle $\phi_1 = 100^\circ$ is considered which is doubly diffracted from $Q_2$ to $Q_1$ and then reflected from the wedge face with a shadow boundary at $\phi_1 = 144^\circ$. Also included in the analysis is the field which is incident at $\phi_1 = 100^\circ$ and triply diffracted from $Q_2$. A plot of both of these components as well as the total field is shown in Fig. 9. As was the case in the previous example, the slope discontinuity in the triply diffracted field compensates the doubly diffracted-reflected field at the shadow boundary.

III.F Surface Wave Fields

As noted in Section II, the faces of the wedge can support surface wave fields, whereas, the resistive strip cannot because $R_a$ is real while $Z_w$ can be complex. The surface wave fields are excited by the fields incident on the resistive strip-wedge junction ($Q_2$) and travel along both faces of the wedge. In (18), the surface wave fields excited by the incident field of (5) are given. However, additional surface waves are excited by the multiple diffracted fields incident at $Q_2$. Therefore, the total surface wave field is the superposition of all these surface wave components. Since the far-zone fields are of interest in this paper, the surface wave fields are not important, except on the faces of the wedge ($\phi = \pm n\pi$) for the lossless case ($Z_w$ purely imaginary). Thus, they are neglected in the present analysis.

![Figure 9](image)

**Figure 9.** TM$_2$ bistatic doubly diffracted-reflected and triply diffracted fields with $\phi' = 100^\circ$, $R_a = 100\Omega$ and $L = 1\lambda$. 
IV. RESULTS

To verify the solutions developed in the previous sections, a comparison was made with a moment method solution [15]. Since this moment method solution is for a resistive card attached to a semi-infinite PEC half plane, only the limiting case of the present UTD solution for a wedge angle \( n = 1 \) can be checked. The configuration that was used is shown in Fig. 1, for which the incident field is TM\(_1\) or TE\(_2\), \( n = 1, Z_w = 0 \) and where the backscattered field is being considered. For the TM\(_1\) case, \( R_a = 500\Omega \), and for the TE\(_2\) case, \( R_a = \eta_0^2/(4 \times 500)\Omega \).

Since the scattered field is a function of \( \sin \nu \) of (9), consider the values of \( \sin \nu \) in the three regions of the configuration: free-space (air), resistive card (Ra), and PEC half plane (PEC). For the TM\(_1\) case, the values for \( \sin \nu^a \) are 0 (air), \( \eta_0/1000 \) (Ra), and \( \infty \) (PEC), while for the TE\(_2\) case, the values for \( \sin \nu^b \) are \( \infty \) (air), \( \eta_0/1000 \) (Ra), and 0 (PEC). Therefore the TM\(_1\) and TE\(_2\) cases are mirror images of each other. The results are given in Fig. 10, and they show excellent agreement between the TM\(_1\) moment method and UTD solutions. As expected, the TE\(_2\) UTD solution is a mirror image (with respect to 90°) of the TM\(_1\) solution.

![Figure 10](image_url). TM\(_1\) \((R_a = 500\Omega)\), and TE\(_2\) \((R_a = 70.94\Omega)\) backscatter echo width for UTD vs. moment method solution for the configuration shown in Fig. 1 with \( n = 1, Z_w = 0 \), and \( L = 1\lambda \).
An efficient method for numerically computing the Maliuzhinets functions defined in (8) was obtained from the following relation developed by Bernard [14] in which the function is expressed as a product of Gamma functions over a finite number of terms with a remainder that can be expressed as an integral

$$\psi_n(\alpha) = \prod_{l=0}^{N} \left\{ \frac{\Gamma^2 \left( \frac{1}{2} + \frac{1}{2}[l + \frac{1}{2}] / n \right)}{\Gamma \left( \frac{1}{2} + \frac{1}{2}[\alpha/n + (l + \frac{1}{2})] / n \right) \Gamma \left( \frac{1}{2} + \frac{1}{2}[-\alpha/n + (l + \frac{1}{2})] / n \right)} \right\}^{(-1)^l} \cdot \exp \left( \int_{0}^{\infty} \frac{(-1)^{N+1} e^{-\nu(N+1)^2(1 - \cosh(\alpha \nu))}}{2 \nu \cosh(\nu \frac{\alpha}{2}) \sinh(\nu \pi)} d\nu \right)$$

(51)

Since the integral is rapidly convergent due to the exponential term in the integrand, the upper limit can be truncated at a reasonable finite value allowing for efficient numerical evaluation of the integral. Three terms were used in the product of the Gamma functions and the limits of integration were from 0 to 1. The integration was carried out using an 8-point Gaussian integration routine.

The first case that is considered is the backscattered echo width for a PEC wedge with a one wavelength long resistive strip. The configuration is shown in Fig. 1 with a TM incident field, $Z_w = 0$ and $n = 0.8$. The results are shown in Fig. 11 for a case with no resistive strip and then for three different resistance values. Incorporating the resistive strip to the wedge introduces a specular component to the scattered field which is indicated by the increased echo width around $\phi_1 = 90^\circ$. For backscattered angles close to endfire, i.e., for $\phi_1$ close to $180^\circ$, the effect of the strip is to reduce the echo width of the wedge. The same configuration is also examined for a TE incident field (Fig. 12). For this case, a PEC wedge with a one wavelength resistive strip of resistance $R_a = 100\Omega$ is compared to a PEC wedge alone. The resistive card has little effect at endfire which is expected since the electric field is normal to the resistive sheet at this point. However, as in the TM case, there is a strong reflected field at $\phi_1 = 90^\circ$.

For the next case, the same geometry as in Figs. 11 and 12 is considered for a TM incident field but the resistance value is held constant at $R_a = 100\Omega$ while the length of the strip is varied (Fig. 13). As expected, increasing the length of the strip increases the specular component around $\phi_1 = 90^\circ$ but also decreases the echo width near endfire.
Figure 11. TM$_2$ backscatter echo width for the configuration shown in Fig. 1 with various values of $R_0$, $L = 1\lambda$, $Z_w = 0$, and $n = 0.8$.

Figure 12. TE$_2$ backscatter echo width for the configuration shown in Fig. 1 with $R_0 = 100\Omega$, $L = 1\lambda$, $Z_w = 0$, and $n = 0.8$. 
Figure 13. TM sub-2 backscatter echo width for the configuration shown in Fig. 1 with various values of $L$, $R_a = 100\Omega$, $Z_w = 0$, and $n = 0.8$.

Another case to be considered is the effect of adding an impedance surface to the wedge faces. The incident field is TM sub-2, $n = 0.8$, and the surface impedance is $Z_w = 37.7 - j 188.5 \Omega$. The backscattered echo width is shown in Fig. 14. Compared to the PEC wedge, the impedance wedge has a reduced echo width near endfire by about 4 dB. Incorporating a one wavelength resistive strip of $R_a = 100\Omega$ to the impedance wedge further reduces the echo width by approximately 9 dB. A bistatic TM sub-2 case is shown in Fig. 15(a) where incident field is near endfire at $\phi_1 = 179.5^\circ$. Incorporating the impedance surface and the resistive strip reduces the echo width throughout the range of observation angles $-180^\circ < \phi_1 < -36^\circ$ and $36^\circ < \phi_1 < 180^\circ$. Note that in the angular region enclosed by the wedge, i.e., $-36^\circ < \phi_1 < 36^\circ$, the field is exactly zero as expected. The same case is also examined for TE sub-2 polarization (see Fig. 15(b)). The effect of adding the surface impedance is to cause the field to vanish along the wedge faces, however, it has almost no effect in the regions $-180^\circ < \phi_1 < -36^\circ$ and $36^\circ < \phi_1 < 180^\circ$. These results also show that the addition of a resistive card has almost no effect for the TE sub-2 case. Finally, Fig. 16 shows the TM sub-2 backscattered echo width for an impedance wedge with a resistive card attached to its tip (Fig. 1) for two different wedge angles. As expected, the backscattered field near $\phi_1 = 180^\circ$ is decreased by decreasing the interior wedge angle (increasing $n$).
Figure 14. TM₂ backscatter echo width for the configuration shown in Fig. 1 comparing the effect of adding an impedance surface to the wedge faces and then a resistive strip. $R_a = 100\Omega$, $L = 1\lambda$, $n = 0.8$, and $Z_w = 37.7 - j188.5\Omega$.

Figure 15. Bistatic echo width for the configuration shown in Fig. 1 comparing the effect of adding an impedance surface to the wedge faces and then a resistive strip where $R_a = 100\Omega$, $L = 1\lambda$, $n = 0.8$, $Z_w = 37.7 - j188.5\Omega$, and $\phi'_1 = 179.5^\circ$, (a) TM₂.
Figure 15. Bistatic echo width for the configuration shown in Fig. 1 comparing the effect of adding an impedance surface to the wedge faces and then a resistive strip where $R_a = 100\Omega$, $L = 1\lambda$, $n = 0.8$, $Z_w = 37.7 - i188.5\Omega$, and $\phi'_1 = 179.5^\circ$ (b) TEz.

Figure 16. TMz backscatter echo width for the configuration shown in Fig. 1 for two wedge angles with $R_a = 100\Omega$, $L = 1\lambda$, and $Z_w = 37.7 - i188.5\Omega$. 
CONCLUSION

A uniform asymptotic solution for the scattering from an impedance wedge (with equal impedances on both faces) attached to a resistive strip was presented. Using an even and odd mode analysis allowed the solution of this problem to be obtained from the solution of the much simpler configuration of an impedance wedge with different impedance faces. The incident field is a plane wave either TM_x or TE_x and the asymptotic evaluation for the scattered field is valid across the shadow boundaries. Since there are two points of diffraction, multiple diffraction between these points up to third order was included in this analysis. Also included in the analysis were reflections from the wedge faces of the diffracted fields as well as fields that are first reflected and then diffracted which introduced shadow boundaries in the scattered field. Careful accounting of the G.O. poles when determining the multiple diffraction terms compensated for the presence of these shadow boundaries.

One of the potential applications for the solutions developed here is that they can be used as design tools for reducing the echo width of wedge shaped structures.
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