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On Extended Disjunctive Logic Programs

Jack Minker¹,² and Carolina Ruiz¹

¹ Department of Computer Science.
² Institute for Advanced Computer Studies.
University of Maryland. College Park, MD 20742 U.S.A.
{minker, cruizc}@cs.umd.edu

Abstract. This paper studies, in a comprehensive manner, different aspects of extended disjunctive logic programs, that is, programs whose clauses are of the form $l_1 \lor \ldots \lor l_k \leftarrow l_{k+1}, \ldots, l_m, \text{not } l_{m+1}, \ldots, \text{not } l_n$, where $l_1, \ldots, l_n$ are literals (i.e., atoms and classically negated atoms), and not is the negation-by-default operator. The explicit use of classical negation suggests the introduction of a new truth value, namely, logical falsehood (in contrast to falsehood-by-default) in the semantics. General techniques are described for extending the model, fixpoint, and proof theories of an arbitrary semantics of normal disjunctive logic programs to cover the class of extended programs. Illustrations of these techniques are given for stable models, disjunctive well-founded and stationary semantics. Also, the declarative complexity of the extended programs as well as the algorithmic complexity of the proof procedures are discussed.

1 Introduction

Logic programming, as an approach to the use of logic in knowledge representation and reasoning, has gone through different stages. First, logic programs containing only Horn clauses were considered. A Horn clause is a disjunction of literals in which at most one literal is positive and can be written either as: 

"$a \leftarrow b_1, \ldots, b_m$" or as "$\neg b_1, \ldots, b_m$" where $a, b_1, \ldots, b_m$ are atoms and $m \geq 0$.

The semantics of these programs is well understood (see [31, 15]) and is captured by the unique minimal Herbrand model of the program.

It is clear that since only positive atoms occur in (the head of) Horn clauses, no negative information can be inferred from these programs unless some strategy or rule for deriving negative information is adopted. Two rules for negation were initially proposed for Horn programs: The Closed World Assumption (CWA) [28] which states that an atom can be assumed to be false if it cannot be proven to be true; and the Clark completion theory [7] which assumes that the definition of each atom in a program is complete in the sense that it specifies all the circumstances under which the atom is true and only such circumstances, so the atom can be inferred false otherwise.

Having a rule for negation, it is plausible to extend Horn clauses to make use of negative information. This is the purpose of the so-called negation-by-default operator not, which may appear in the bodies of clauses. These clauses are called normal clauses and are of the form: "$a \leftarrow b_1, \ldots, b_m, \text{not } c_1, \ldots, \text{not } c_n$" where
\(a, b_1, \ldots, b_m, c_1, \ldots, c_n\) are atoms and \(m, n \geq 0\). This kind of negation is limited, however, in the sense that \(\neg p\) does not refer to the presence of knowledge asserting the falsehood of the atom \(p\) but only to the lack of evidence about its truth. Indeed, some authors have translated \(\neg p\) as "p is not believed" [14], "p is not known" [10], and "there is no evidence that p is true" [9], in addition to the common translation "p is not provable from the program in question".

In contrast to the Horn case, there is no agreement on a unique semantics for normal programs since there can be as many different semantics as there are ways to interpret the meaning of \(\neg\). Among the proposed semantics are the perfect model semantics [24], the stable model semantics [11], and the well-founded semantics (WFS) [32].

Another generalization of Horn clauses that allows disjunctions of atoms in the heads of clauses has been studied extensively (see [16]). These clauses are called disjunctive clauses and are of the following form: "\(a_1 \lor \ldots \lor a_k \leftarrow b_1, \ldots, b_m\)" where \(a_1, \ldots, a_k, b_1, \ldots, b_m\) are atoms and \(k, m \geq 0\). The meaning of such a program is captured by its set of minimal Herbrand models. Several rules for negation have been introduced for disjunctive logic programs: the Generalized Closed World Assumption (GCWA) [20] which assumes that an atom is false when it does not belong to any of the minimal Herbrand models of the program, the Extended Generalized Closed World Assumption (EGCWA) [33] which applies exactly the same criterion of the GCWA but to conjunctions of atoms instead of only atoms (see Sect. 4) and the Weak Generalized Closed World Assumption (WGCWA) [27] (or equivalently, the Disjunctive Database Rule (DDR) [29]) which states that an atom can be assumed to be false when it does not appear in any disjunction derivable from the program.

Negative information can be introduced in disjunctive clauses in the same fashion as in Horn clauses. The resulting clauses are called normal disjunctive clauses and are of the form: "\(a_1 \lor \ldots \lor a_k \leftarrow b_1, \ldots, b_m, \neg c_1, \ldots, \neg c_n\)" where \(a_1, \ldots, a_k, b_1, \ldots, b_m, c_1, \ldots, c_n\) are atoms and \(k, m, n \geq 0\). There are also various different semantics proposed for normal disjunctive logic programs (henceforth, denoted by ndlps), among others, the stable disjunctive model semantics [23], the disjunctive well-founded semantics (DWFS) [2], the generalized disjunctive well-founded semantics (GWFS) [3, 4], \(WF^3\) [5], and the stationary semantics [26].

It is worth noting that normal clauses are particular cases of disjunctive normal clauses. Therefore any semantics defined for the class of normal disjunctive logic programs is also a semantics for the class of normal logic programs.

An alternative to overcome some of the difficulties of dealing with negative information is to make explicit use of classical negation in addition to negation-by-default. In this way, the expressive power of logic programs is increased since the user is now allowed to state not only when an atom is true but also when it is false (without any ambiguity or default interpretation). Clauses obtained by explicitly using the classical negation operator (\(\neg\)) are called extended disjunctive clauses and are of the following form: "\(l_1 \lor \ldots \lor l_k \leftarrow l_{k+1}, \ldots, l_m, \neg l_{m+1}, \ldots, \neg l_n\)" where \(l_1, \ldots, l_n\) are literals (i.e. atoms and classically negated atoms), \(0 \leq k \leq n\).
m ≤ n. Hence, extended disjunctive clauses contain two forms of negation: classical and default.

Previous contributions in this area include the following: Pearce and Wagner [22] added explicit negative information to Prolog programs. They showed that there is no need to alter the computational structure of such programs to include classical negation since there is a way to transform extended programs to positive ones which preserves the meaning of the programs. Gelfond and Lifschitz [12] extended their stable model semantics to cover classical negation. Przymusinski [25] generalized this extended version of the stable model semantics to include disjunctive programs. Alferes and Pereira [1] provided a framework to compare the behavior of the different semantics in the presence of two kinds of negation.

The purpose of this paper is to study, in a comprehensive manner, different aspects of extended disjunctive logic programs (edlps for short). We describe general techniques to deal with this extended class of programs and also survey some of the results in the field.

Alternative semantics for edlps can be obtained by extending the semantics known for the class of normal disjunctive logic programs. Since there are now two different notions of falsehood in extended programs we distinguish between them by saying that, with respect to some semantics, a formula \( \varphi \) is false-by-default in an edlp \( P \) if not \( (\varphi) \) is provable from \( P \), i.e. \( \varphi \) is assumed to be false by the particular rule for negation used by the semantics; and is logically false (or simply false) if \( \neg \varphi \) is provable from \( P \), or in other words, if \( \neg \varphi \) is a logical consequence of \( P \). We extend each semantics to include a new truth value: logical falsehood.

With the introduction of negated atoms in the heads of the clauses, it is possible to specify inconsistent theories, that is, to describe situations in which some atom \( p \) and its complement \( \neg p \) are true simultaneously. Therefore, we must develop techniques to recognize when a program is inconsistent with respect to a given semantics and to deal with such an inconsistent program.

Since the techniques to be explained are general enough to be applied to any semantics of ndlps we will describe them in terms of a generic such semantics which we call \( SEM \). In addition, we will illustrate the application of these techniques to the stable model semantics (covering in this way the perfect model semantics), DWFS (which covers the WFS and the minimal models semantics for disjunctive logic programs), and the stationary semantics.

The paper is organized as follows: Section 2 introduces the notation and definitions needed in the following sections. Section 3 describes a standard procedure to extend the model theoretical characterization of an arbitrary semantics of ndlps to the whole class of edlps. It includes also an illustration of this technique for the case of the stable model semantics. Section 4 constructs a fixpoint operator to compute the extended version of a semantics \( SEM \) in terms of a fixpoint operator which computes the restriction of this semantics to ndlps. Illustrations are given for the DWFS and the stationary semantics. Section 5 describes a procedure to answer queries with respect to edlps and an arbitrary semantics \( SEM \). This procedure uses as a subroutine, a procedure to answer
queries with respect to the restriction of SEM to ndlps. Section 6 studies the complexities of some fundamental problems related to edlps.

2 Syntax and Definitions

In this section we formalize the definition of extended disjunctive logic programs and introduce some of the notation needed in the following sections.

An extended disjunctive logic program, edlp, is a (possibly infinite) set of clauses of the form: $l_1 \lor \ldots \lor l_k \leftarrow l_{k+1}, \ldots, l_m, \neg l_{m+1}, \ldots, \neg l_n$, where $l_1, \ldots, l_n$ are literals (i.e. atoms and classically negated atoms), $0 \leq k \leq m \leq n$ and $\neg$ is the negation-by-default operator.

**Example 1.** The following is an extended disjunctive logic program:

$$P = \{ a \lor e \};
\quad c \leftarrow a, \neg b;
\quad \neg b \leftarrow \neg e;
\quad b \leftarrow e, \neg c;
\quad \neg a \leftarrow \neg a \}.$$

We assume the convention that any occurrence of $\neg \neg p$ is simplified to $p$.

Since a non-ground clause is equivalent to the set of all its ground instances, we consider here only ground programs (i.e. propositional programs). This is done only to simplify the notation without any loss of generality.

Given a program $P$, $L_P$ denotes the set of predicate symbols that occur in $P$; $\mathcal{L}$ denotes the set of all ground literals that can be constructed with predicates in $L_P$; and $\mathcal{U}$ will denote the Herbrand universe associated with $L_P$.

In the context of ndlps, $\text{DHB}_P$ (resp. $\text{CHB}_P$) denotes the disjunctive Herbrand base (resp. conjunctive Herbrand base) of $P$, that is, the set of equivalence classes of disjunctions (resp. conjunctions) of atoms appearing in $P$ modulo logical equivalence. This notion is generalized to edlps by $\mathcal{D}\mathcal{L}_P$ (resp. $\mathcal{C}\mathcal{L}_P$), the set of equivalence classes of disjunctions (resp. conjunctions) of literals in $\mathcal{L}$ modulo logical equivalence.$^3$

As noted before, extended programs enable us not only to state when a predicate $p$ holds but also when $\neg p$ holds. In this sense, one can regard $p$ and $\neg p$ as different predicates which happen to be complementary (i.e. they cannot both be true or both be false at once). Using this idea, Pearce and Wagner in [22] and Gelfond and Lifschitz in [13] showed how to transform extended normal clauses into normal clauses. This is done by representing every negative literal $\neg p$ in a program by a new predicate, say $p'$, with the restriction that $p$ and $p'$ cannot hold simultaneously. This restriction may be viewed as an integrity constraint.

Formally, we define the prime transformation $l'$ of a literal $l$ to be:

$$l' = \begin{cases} p, & \text{if } l = p \text{ for some predicate } p \\ p', & \text{if } l = \neg p \text{ for some predicate } p \end{cases}$$

$^3$ For simplicity, we will write $d$ as an abbreviation for the equivalence class $[d]$. 
Notice that if we apply this prime transformation to every literal occurring in an edlp \( P \), we obtain a normal disjunctive logic program \( P' \). The union of \( P' \) with the following set of integrity constraints captures the same meaning of \( P \):

\[ IC_{P'} = \{ \Leftarrow p, p' : p \in L_P \} \]

These integrity constraints state that \( p \) and \( p' \) are in fact complementary predicates. We use here the symbol \( \Leftarrow \) instead of \( \Leftarrow \) to emphasize that these integrity constraints are not clauses of the program, i.e. \( IC_{P'} \) is not contained in \( P' \).

In the same spirit, \( L' \) denotes the set of prime literals \( \{ l' : l \in L \} \) and will be taken as the set of predicate symbols appearing in \( P' \), i.e. \( L_P = \text{def} L' \).

Sometimes we need to recover program \( P \) from \( P' \). In order to do so, we define the neg transformation on predicates by:

\[ l'^* = \begin{cases} p, & \text{if } l = p \text{ for some predicate } p \\ \neg p, & \text{if } l = p' \text{ for some predicate } p \end{cases} \]

which is extended to programs in the usual way.

It is clear that for any edlp \( P \), \( (P'^*)' = P \) and for any ndlp \( Q \), \( (Q'^*)' = Q \). Also, it is worth noting that the prime transformation is strictly needed. Instead of performing the prime transformation, we can treat \( \neg a \) as if it is an atom independent of \( a \). However, we will use this transformation in order to make explicit when an edlp \( P \) is thought of as a normal disjunctive logic program.

3 Model Theory Semantics

In this section we describe a standard procedure to extend an arbitrary model theory semantics of normal disjunctive logic programs to the whole class of extended disjunctive logic programs. Since the procedure is general enough to be applied to any semantics defined on the class of ndlps we describe it in terms of a generic such semantics which we call \( SEM \). In the following subsection we illustrate the use of the technique when \( SEM \) is the stable model semantics.

We denote by interpretation any subset of the set of literals \( L \), and we call an interpretation consistent only if it does not contain any pair of complementary literals, say \( p \) and \( \neg p \). The prime and neg transformations of interpretations are defined as expected: if \( M \subseteq L \) then \( M' = \{ l' : l \in M \} \) and if \( N \subseteq L' \) then \( N'^* = \{ l'^* : l \in N \} \).

Interpretations which agree with a given program (in the sense of the following definition) are called models of the program.

**Definition 1.** Let \( P \) be an edlp and let \( M \subseteq L \). Then \( M \) is a model of \( P \) iff \( M \) is consistent and for each program clause \( l_1 \vee \ldots \vee l_k \leftarrow l_{k+1}, \ldots, l_m, \neg l_{m+1}, \ldots, \neg l_n \) in \( P \), if \( l_{k+1}, \ldots, l_m \in M \) and \( l_{m+1}, \ldots, l_n \notin M \) then \( \exists i, 1 \leq i \leq k \), such that \( l_i \in M \).

The following Lemma establishes some relationships between the models of an edlp \( P \) and the models of \( P' \).
Lemma 2. Let \( P \) be an edlp, \( Q \) be a ndlp, \( M \) be an interpretation of \( P \), and \( N \) be an interpretation of \( Q \). The following properties hold:

1. \( M \) is a model of \( P \) iff \( M' \) is a model of \( P' \).
2. \( N \) is a model of \( Q \) iff \( N^- \) is a model of \( Q^- \).

Notice that an inconsistent edlp \( P \) (i.e. a program from which some predicate \( p \) and its complement \( \neg p \) are both derivable) has no models. In accordance with classical logic, every formula is deducible from an inconsistent set of axioms, hence, we must declare the set of all literals \( \mathcal{L} \) as the meaning of an inconsistent program and so, we must extend the definition of a model.

Definition 3. Let \( P \) be an edlp and let \( M \subseteq \mathcal{L} \). Then \( M \) is an extended-model of \( P \) iff either \( M = \mathcal{L} \), or \( M \) is a model of \( P \).

Using this definition, it is easy to characterize the inconsistent edlps as those whose only extended-model is \( \mathcal{L} \).

Let \( \mathcal{M}^{SEM}_P \) denote the set of extended-models which characterize the semantics \( SEM \) of a logic program \( P \). For instance, if \( SEM \) is the stable model semantics then \( \mathcal{M}^{stable}_P \) is the set of all stable extended-models of \( P \) (see Sect. 3.1).

An easy way to extend \( SEM \) to the class of edlps is to treat each literal in an edlp program \( P \) as if it were an atom. That is, the definition of \( SEM \) is applied to \( P \) as if \( P \) were a normal disjunctive logic program containing some atoms which happen to begin with the character \( \neg \). In this way, we obtain a set of models for \( P \) from which we must replace the ones that are inconsistent by \( \mathcal{L} \).

The main result in this section states that if one uses the procedure just described to extend \( SEM \), the set of extended-models which characterizes the extended semantics \( SEM \) of an edlp \( P \) (i.e. \( \mathcal{M}^{SEM}_P \)) can be obtained from the set of models characterizing the semantics \( SEM \) of the prime transformation of the program (i.e. \( \mathcal{M}^{SEM}_{P'} \)).

Theorem 4. Let \( P \) be an edlp and let \( M \) be an interpretation of \( P \). Then \( M \in \mathcal{M}^{SEM}_P \) iff either

1. \( M \) is consistent and \( M' \in \mathcal{M}^{SEM}_{P'} \), or
2. \( M = \mathcal{L} \) and there is some \( N \in \mathcal{M}^{SEM}_P \) such that \( N \) does not satisfy \( IC_P \).

\( \mathcal{M}^{SEM}_P \) constructed in this way characterizes the skeptical version of \( SEM \), that is, the version in which a formula is true w.r.t. \( P \) if and only if it is true in every \( M \in \mathcal{M}^{SEM}_P \). For the credulous version of \( SEM \) in which a formula is true w.r.t. \( P \) if and only if it is true in some \( M \in \mathcal{M}^{SEM}_P \), we need to reduce \( \mathcal{M}^{SEM}_P \) by keeping \( \mathcal{L} \) in \( \mathcal{M}^{SEM}_P \) only if there is no other model in it. That is,

\[
\text{reduced}(\mathcal{M}^{SEM}_P) = \begin{cases} 
\{\mathcal{L}\} & \text{if } \mathcal{M}^{SEM}_P = \{\mathcal{L}\}, \\
\mathcal{M}^{SEM}_P - \{\mathcal{L}\} & \text{otherwise}.
\end{cases}
\]

On the other hand, the definition of \( \mathcal{M}^{SEM}_P \) enables us to distinguish between a program that is inconsistent w.r.t. \( SEM \), i.e. \( \mathcal{M}^{SEM}_P = \{\mathcal{L}\} \) and a program which is incoherent w.r.t. \( SEM \) i.e. \( \mathcal{M}^{SEM}_P = \emptyset \).
3.1 Stable Model Semantics

The stable model semantics for normal logic programs was introduced by Gelfond and Lifschitz in [11] and then generalized by them to the class of extended logic programs (see [12]). Przymusinski [25] enlarged this extended version to include disjunctive programs. Recently, Inoue et al. [14] developed a bottom-up procedure to compute stable models of edlps.

Intuitively, \( M \subseteq \mathcal{L} \) is a stable extended-model of an edlp \( P \) if \( M \) is a minimal extended-model of the disjunctive program obtained from \( P \) by interpreting each negation-by-default of the form \( \text{not} \ l, \ l \in \mathcal{L} \), according to \( M \) in the following way: \( \text{not} \ l \) is false if \( l \in M \) and \( \text{not} \ l \) is true if \( l \notin M \). In the first case, each clause containing \( \text{not} \ l \) in its body may be erased from \( P \), and in the second case, any occurrence of \( \text{not} \ l \) may be deleted from clauses in \( P \) without altering the meaning of \( P \) in the context of \( M \). If \( M \) is inconsistent, it is replaced by \( \mathcal{L} \).

More formally:

**Definition 5.** Let \( P \) be an edlp and let \( M \subseteq \mathcal{L} \). The Gelfond-Lifschitz transformation of \( P \) w.r.t. \( M \), \( P^M \), is defined as:

\[
P^M = \{ l_1 \lor \cdots \lor l_k \leftarrow l_{k+1}, \ldots, l_m \mid l_1 \lor \cdots \lor l_k \leftarrow l_{k+1}, \ldots, l_m, \text{not} \ l_{m+1}, \ldots, \text{not} \ l_n \}
\]

where \( l_i \) is a clause in \( P \) and \( \{l_{m+1}, \ldots, l_n\} \cap M = \emptyset \).

**Definition 6.** Let \( P \) be an edlp and let \( M \subseteq \mathcal{L} \). Then \( M \) is a stable extended-model of \( P \) iff either:

1. \( M \) is consistent and \( M \) is a minimal model of \( P^M \), or
2. \( M = \mathcal{L} \) and there is some inconsistent \( N \subseteq \mathcal{L} \) such that \( N \) is a minimal model of \( P^N \).

**Example 2.** The stable models of \( \neg \ v \) edlp \( P \) given in Example 1 are: \( M_1 = \{a, c\} \) and \( M_2 = \{e, b, \neg a\} \). Notice that \( M_1 \) is a minimal model of \( P^{M_1} = \{a \lor e ; \ c \leftarrow a ; \ \neg b \leftarrow \neg e\} \) and \( M_2 \) is a minimal model of \( P^{M_2} = \{a \lor e ; \ \neg b \leftarrow \neg e ; \ b \leftarrow e ; \ \neg a\} \). No other extended-model of \( P \) is stable.

The question now is how to effectively find all stable extended-models of a given edlp \( P \). At this point we can take advantage of the fact that \( P' \) is a normal disjunctive logic program and that there are effective procedures to compute the stable models for this restricted class of programs (see [9]). We must, therefore, find a relationship between the stable extended-models of \( P \) and the stable models of \( P' \). Such a relationship is given by the following theorem which generalizes a similar result in [13]. First we need a technical lemma stating that the Gelfond-Lifschitz transformation and the \( \text{pr} \) transformation commute.

**Lemma 7.** Let \( P \) be an edlp and let \( M \subseteq \mathcal{L} \). Then \( (P^M)' = P'^M \).

**Theorem 8.** Let \( P \) be an edlp and let \( M \subseteq \mathcal{L} \). \( M \) is a stable extended-model of \( P \) iff

1. \( M \) is consistent and \( M' \) is a stable model of \( P' \), or
2. \( M = \mathcal{L} \) and there is some stable model of \( P' \) which does not satisfy \( IC_{P'} \).
4 Fixpoint Semantics

In this section we construct a fixpoint operator to compute the extended version of a semantics SEM in terms of a fixpoint operator which computes the restriction of this semantics to ndlps.

Let T be a fixpoint operator with the property that for every ndlp Q, there exists a fixpoint ordinal \( \alpha_Q \) such that \( T_\alpha \mid \alpha_Q \) characterizes the fixpoint semantics of Q with respect to SEM. The desired fixpoint operator \( T^E \) to compute the semantics SEM of edlps can be described in two different but equivalent ways:

1. As an extension of \( T \) which works with literals instead of only positive atoms. As an illustration of this approach, we present in the following subsections the extended fixpoint operators for the disjunctive well-founded semantics and the stationary semantics.

2. As an invocation to \( T \). More precisely, given an edlp \( P \), the fixpoint semantics of \( P \) is obtained from the fixed-point computed by \( T \) for the ndlp \( P' \). This can be achieved by defining \( T_\alpha \mid \alpha_P \) for all ordinal \( \alpha \). It is easy to see that if \( \alpha_P \) is the minimal fixpoint ordinal of \( T_{P'} \) then \( \alpha_P \) is also the minimal fixpoint ordinal of \( T_P \).

This approach enables us to bound the complexity of computing \( T_\alpha \mid \alpha_P \) as follows: complexity(\( T_\alpha \mid \alpha_P \)) \leq \text{complexity(applying the prime transformation to} \ P) + \text{complexity(} T_{P'} \mid \alpha_P \text{)} + \text{complexity(applying the neg transformation to} \ T_{P'} \mid \alpha_P \text{).} \) Note that the complexity of transforming \( P \) to \( P' \) is linear in the size of \( P \) (for any reasonable definition of size).

The equivalence of these two approaches for the DWFS and the stationary semantics will be established in the subsections below.

In what follows, the notation \( T^\alpha \), where \( T \) is a fixpoint operator and \( \alpha \) is an ordinal, stands for the composition of \( T \) with itself \( \alpha \) times. That is, if \( A \) belongs to the domain of \( T \), then

\[
T^\alpha(A) = \begin{cases} 
A & \text{if } \alpha = 0, \\
T(T^{\alpha-1}(A)) & \text{if } \alpha \text{ is a successor ordinal,} \\
\bigcup_{\beta<\alpha} (T^\beta(A)) & \text{if } \alpha \text{ is a limit ordinal.}
\end{cases}
\]

4.1 Disjunctive Well-Founded Semantics

The disjunctive well-founded semantics (DWFS) was defined by Baral [2] as an extension of the well-founded semantics (WFS) [32] to the class of normal disjunctive logic programs. It is also equivalent to the Minker/Rajasekar fixpoint operator on the class of disjunctive logic programs [21]. In the same spirit of WFS, DWFS is a 3-valued semantics which associates to each disjunctive normal logic program \( P \) a state-pair i.e. a tuple \( S =< T_S; F_S > \) where \( T_S \) is a set of disjunctions of atoms \( (T_S \subseteq \text{DHP}_P) \) and \( F_S \) is a set of conjunctions of atoms \( (F_S \subseteq \text{CHP}_P) \) with the closure properties that if \( D \in T_S, C \in F_S \text{ and } I \in \mathcal{L} \) then \( D \lor I \in T_S \) and \( C \land I \in F_S \). The intended meanings of \( T_S \) and \( F_S \) are as follows: \( T_S \) contains all the disjunctions that are assumed to be true in \( P \).
under this semantics and $F_S$ contains all the conjunctions that are assumed to be false-by-default in $P$, i.e. the conjunctions produced by the particular default rule for negation used by this semantics.

We describe the extension of DWFS to the class of edlp's by mimicking the definition of DWFS for the class of ndlp's (see [16]) but working now with literals instead of only positive atoms. To do so, we need the following definitions:

**Definition 9.** Let $P$ be an edlp. An extended state-pair $S$ is a tuple $<T_S; F_S>$ where $T_S \subseteq DL_P$, $F_S \subseteq CL_P$ such that $T_S$ is closed under disjunctions with literals in $L$, that is, for all literals $l \in L$ if $D \in T_S$ then $D \lor l \in T_S$; and $F_S$ is closed under conjunctions with literals in $L$, i.e. for all literals $l \in L$ if $C \in F_S$ then $C \land l \in F_S$.

Notice that since, in the extended framework with explicit negation, we are allowed to define when an atom $p$ is true as well as when it is false (i.e. when $\neg p$ is true), it is no longer adequate to say that a formula $\phi$ is false with respect to an extended state-pair $S = <T_S; F_S>$ if $F_S \models \neg \phi$. Instead, we define:

**Definition 10.** Let $S = <T_S; F_S>$ be an extended state-pair and let $\phi$ be a formula. The truth value of $\phi$ with respect to $S$ is given by: $\phi$ is true if $T_S \models \phi$; $\phi$ is false if $T_S \models \neg \phi$; $\phi$ is unknown if $T_S \not\models \phi$ and $T_S \not\models \neg \phi$; and $\phi$ is false-by-default if $F_S \models \phi$.

We say that an extended state-pair $S$ is inconsistent if there exists a formula $\phi$ such that $T_S \models \phi$ and $T_S \models \neg \phi$.

The extended state-pair associated with an edlp $P$ by DWFS is constructed as the smallest fixed-point of an operator $S^E$ defined on the collection of extended state-pairs. Given an extended state-pair $S = <T_S; F_S>$, $S^E$ augments $T_S$ with all the disjunctions that can be deduced from $P$ in one or more steps (i.e. in one or more applications of an immediate consequence operator defined below) under the assumption that the formulas in $T_S$ are true and the ones in $F_S$ are false-by-default. Similarly, $S^E$ augments $F_S$ with all the conjunctions which can be proved to be false-by-default in one or more steps (i.e. either the conjunction is assumed to be false-by-default or for each rule in $P$ capable of deducing the conjunction, it is possible to prove that its body is false or false-by-default) supposing again that the formulas in $T_S$ are true and the ones in $F_S$ are false-by-default. Formally:

**Definition 11.** Given an edlp $P$,

1. the extended state-pair assigned by DWFS to $P$ is the smallest fixed-point of the operator $S^E$ defined on extended state-pairs in such a way that for any extended state-pair $S = <T_S; F_S>$:

$$S^E(S) = <T_S \cup \bigcup_{1 \leq n < \omega} (T^E_S)^n(\emptyset) ; F_S \cup \bigcap_{1 \leq n < \omega} (F^E_S)^n(CL_P)>$$

where:
There is a ground instance of a clause \( D' \leftarrow l_1, \ldots, l_m, \) not \( l_{m+1}, \ldots, \) not \( l_n \) in \( P \), where \( D' \in DCL_p \), such that for all \( i, 1 \leq i \leq m \), \( l_i \lor D_i \in T_S \cup T \), for some (possibly null) \( D_i \in DCL_p \), \( \{l_{m+1}, \ldots, l_n\} \subseteq F_S \) and \( D' \lor D_1 \lor \ldots \lor D_m \Rightarrow 4D \).

For all ground instances of clauses of the form \( A \lor E \leftarrow l_1, \ldots, l_m, \) not \( l_{m+1}, \ldots, \) not \( l_n \) in \( P \), where \( E \) is a (possible null) disjunction of literals and \( C \Rightarrow A \), at least one of the following cases holds:

(a) \( m \geq 1 \) and \( l_1 \land \ldots \land l_m \in F_S \cup F \)
(b) \( n \geq m + 1 \) and \( l_{m+1} \lor \ldots \lor l_n \in T_S \).

2. The extended state-pair characterizing the semantics DWFS of \( P \) is defined as the extended state-pair \( S \) assigned by DWFS to \( P \) if \( S \) is consistent and as \( \langle DCL_p; CLL_p \rangle \) otherwise. In the latter case, the program \( P \) is called inconsistent w.r.t. DWFS.

In order to simplify the notation in the following examples, we use the following convention: If \( T \subseteq DCL_p \) then \( \text{disj-closure}_C(T) \) denotes the smallest subset of \( DCL_p \) containing \( T \) that is closed under disjunctions with literals in \( L \). If \( F \subseteq CLL_p \) then \( \text{conj-closure}_C(F) \) denotes the smallest subset of \( CLL_p \) containing \( F \) that is closed under conjunctions with literals in \( L \).

Example 3. The extended state-pair characterizing the DWFS of the edlp given in Example 1 is:

\[
S = \langle \text{disj-closure}_C(\{a \lor e\}) \rangle \text{ ; conj-closure}_C(\{-b, \neg c, \neg e\}) >,
\]

which is obtained from:

\[
T_S^F(\emptyset) = \text{disj-closure}_C(\{a \lor e\}) = (T_S^F)^2(\emptyset)\\
F_S^F(\emptyset, DCL_p) = \text{conj-closure}_C(\{-b, \neg c, \neg e\})\\
(T_S^F)^2(CLL_p) = \text{conj-closure}_C(\{-b, \neg c, \neg e\}) = (F_S^F)^2(CLL_p).\text{ Then,}\\
S_F^D(<\emptyset, \emptyset>) = \langle \text{disj-closure}_C(\{a \lor e\}) \rangle \text{ ; conj-closure}_C(\{-b, \neg c, \neg e\}) >\\
= (S_F^D)^2(<\emptyset, \emptyset>).
\]

Theorem 12. Let \( P \) be an edlp consistent w.r.t. DWFS and let \( S = \langle T_S; F_S \rangle \) be an extended state-pair. Then \( S \) characterizes the semantics DWFS of \( P \) iff \( S' = \langle T_S'; F_S' \rangle \) characterizes the semantics DWFS of \( P' \) and \( T_S' \) satisfies \( ICP_p \).

A similar approach can be followed to extend the generalized disjunctive well-founded semantics (GDWFS) and \( WF^3 \) to the class of edlps.

\( \Rightarrow \) denotes logical implication.
4.2 Stationary Semantics

The stationary semantics introduced by Przymusinski [26] also associates to each ndlp a state-pair. The construction of this state-pair (see [16]) relies on the notions of Extended Generalized Closed World Assumption (EGCWA) [33] and stationary transformation, which we generalize to the extended case as follows:

**Definition 13.** Let $P$ be an edlp and let $S$ be an extended state-pair. The stationary transformation of $P$ with respect to $S$, denoted by $\text{Sta}(P, S)$, is the edlp free of negation-by-default\(^5\) obtained from $P$ by:

1. removing each clause in $P$ whose body is false\(^6\) or false-by-default with respect to $S$.
2. removing the bodies of the remaining clauses in $P$.

An easy way to enlarge the EGCWA to the class of edlps free of negation-by-default is by using the prime transformation described in Sect. 2.

**Definition 14.** Let $P$ be an edlp free of negation-by-default. We define the $\text{EGCWA}^E(P)$ as $(\text{EGCWA}(P'))^*$, i.e.

$$\text{EGCWA}^E(P) = \{ \text{not} \ l_1 \lor \ldots \lor \text{not} \ l_n \mid l_1, \ldots, l_n \in L \text{ and not } l_1' \lor \ldots \lor \text{not} l_n' \text{ is true in every minimal model of } P' \}.$$  

The extended state-pair which characterizes the stationary semantics of an edlp $P$ is the smallest fixed-point of an operator $S^{SE}$ defined on the set of extended state-pairs in such a way that for any given extended state-pair $S = <T_S; F_S>$, $S^{SE}$ adds to $T_S$ the set $T_S^{SE}$ of all the disjunctions that are logical consequences of the union of $P$ with $T_S$ and the negation of the conjunctions in $F_S$. On the other hand, $S^{SE}$ adds to $F_S$ all the conjunctions that can be assumed to be false-by-default under the $\text{EGCWA}^E$ from the stationary transformation of $P$ with respect to $S$ and $T_S^{SE}$.

In what follows, $\text{not} \ l_1 \lor \ldots \lor \text{not} \ l_n$ is abbreviated as $\text{not}(l_1 \land \ldots \land l_n)$; if $C$ is a set of conjunctions of literals then $\text{not}(C)$ will denote the set $\{ \text{not}(c) | c \in C \}$; and $\text{not}(\text{not} \ p) = p$.

**Definition 15.** Given an edlp $P$,

1. the extended state-pair assigned by the stationary semantics to $P$ is the smallest fixed-point of the operator $S^{SE}$ defined on extended state-pairs in such a way that for any extended state-pair $S = <T_S; F_S>$:

$$S^{SE}(S) = <T_S \cup T_S^{SE}; F_S \cup F_S^{SE}>$$

where:

$T_S^{SE} = \{ D \in DC_P | P \cup T_S \cup \text{not}(F_S) \models D \}$ and $F_S^{SE} = \text{not}(\text{EGCWA}(\text{Sta}(P, <T_S^{SE} \cup T_S; F_S>)) \cup T_S^{SE} \cup T_S)$.

\(^5\) By this, we mean that the operator not does not appear in the program.

\(^6\) The truth value of a formula with respect to an extended state-pair is given in Def. 10.
2. The extended state-pair characterizing the stationary semantics of $P$ is defined as the extended state-pair $S$ assigned by the stationary semantics to $P$ if $S$ is consistent and as $<DL_P; CL_P>$ otherwise. In the latter case, the program $P$ is called inconsistent w.r.t. the stationary semantics.

Example 4. The extended state-pair which characterizes the stationary semantics of the edlp $P$ given in Example 1 is:

$$S = <\text{disj-closure}_C(\{a \lor e\}); \text{conj-closure}_C(\{-b, -c, -e, a \land e\}) > ,$$

which is obtained from:

- $T^{SE}_{<\emptyset; \emptyset>} = \text{disj-closure}_C(\{a \lor e\})$. Let us call this set $D$.
- $T^{SE}_{<\emptyset; \emptyset>} = \text{not}(E \text{GCW} A^E(\{a \lor e, c, -b, -a\} \cup \{a \lor e\}))$
- $= \text{conj-closure}_C(\{-c, -e, a \land e\})$. Let us call this set $C$. Then,

$$S^{SE}(\emptyset; \emptyset) = <D; C>$$

and

$$T^{SE}_{<D; C>} = \text{disj-closure}_C(\{a \lor e\})$$

$$T^{SE}_{<D; C>} = \text{not}(E \text{GCW} A^E(\{a \lor e, c, b, -a\} \cup \{a \lor e\}))$$

$$= \text{conj-closure}_C(\{-b, -c, -e, a \land e\})$$. Therefore,

$$(S^{SE})^2(\emptyset; \emptyset) = S^{SE}(\emptyset; \emptyset)$$

$$= <\text{disj-closure}_C(\{a \lor e\}); \text{conj-closure}_C(\{-b, -c, -e, a \land e\}) >$$

$$= (S^{SE})^3(\emptyset; \emptyset) .$$

Theorem 16. Let $P$ be an edlp consistent w.r.t. the stationary semantics and let $S = <T_S; F_S>$ be an extended state-pair. Then $S$ characterizes the stationary semantics of $P$ iff $S' = <T'_S; F'_S>$ characterizes the stationary semantics of $P'$ and $T'_S$ satisfies $IC_{P'}$.

5 Proof Theory

In this section we describe a procedure to answer queries w.r.t. edlps and an arbitrary semantics $SEM$. This procedure uses as a subroutine, a procedure to answer queries w.r.t. ndlps and $SEM$. Notice that to obtain an effective proof procedure we must restrict ourselves to work with programs containing only a finite number of clauses. However, this is not a strong restriction since the proof procedure described below is capable of dealing with non-ground programs.

We will allow queries $q$ of the following sort:

- $q(X) = l(X)$, where $l$ is a literal.
- $q(X) = \text{not } l(X)$, where $l$ is a literal.
- $q(X) = q_1(X) \land q_2(X)$, where $q_1$ and $q_2$ are queries.
- $q(X) = q_1(X) \lor q_2(X)$, where $q_1$ and $q_2$ are queries.

where $X = X_1, \ldots, X_n$ lists all the free variables in $q$ which are interpreted as being existentially quantified.

We define the correct answer to a query as true, false, or unknown according to the following definition:
Definition 17. Given a query $q$ we define the correct answer to the query with respect to a consistent edlp $P$ and semantics $SEM$ to be the truth value determined as follows:

1. If $q$ is ground then:

$$\text{answer}(P, q) = \begin{cases} 
true, & \text{for all } M \in \mathcal{M}_{P}^{SEM}, M \models q \\
false, & \text{for all } M \in \mathcal{M}_{P}^{SEM}, M \models \neg q \\
\text{unknown}, & \text{otherwise.}
\end{cases}$$

2. If $q = q(X)$, where $X = X_1, \ldots, X_n$ lists all the free variables in $q$, then:

$$\text{answer}(P, q(X)) = \begin{cases} 
true, & \text{if there exists } a \in \mathcal{U}^n \text{ s.t. } \\
\text{answer}(P, q(a)) = true \\
false, & \text{if for all } a \in \mathcal{U}^n \\
\text{unknown}, & \text{otherwise.}
\end{cases}$$

In the unlikely event that false-by-default is considered as an appropriate answer to be given to an user, it can be defined as $\text{answer}(P, q) = \text{false-by-default}$ if $\text{answer}(P, \neg q) = true$, where $\neg q$ stands for the logically equivalent query to $\neg q$ in which the operator $\neg$ appears only in front of atomic formulas.

And finally, we define what we mean by $M \models q$ as follows:

Definition 18. Given a model $M$ and a query $q$, we define $M \models q$ as:

1. If $q$ is ground then:

- If $q = l$, where $l$ is a literal: $M \models l$ iff $l \in M$.
- If $q = \neg l$, where $l$ is a literal: $M \models \neg l$ iff $l \notin M$.
- If $q = q_1 \land q_2$, where $q_1$ and $q_2$ are queries: $M \models q_1 \land q_2$ iff $M \models q_1$ and $M \models q_2$.
- If $q = q_1 \lor q_2$, where $q_1$ and $q_2$ are queries: $M \models q_1 \lor q_2$ iff $M \models q_1$ or $M \models q_2$.

2. Otherwise if $q = q(X)$, where $X = X_1, \ldots, X_n$ lists all the free variables in $q$, then:

- $M \models q(X)$ iff $M \models q(a)$ for every $a \in \mathcal{U}^n$.

Our main purpose now is to define a sound and complete proof procedure $EPP_{SEM}$, to answer queries w.r.t. edlps and $SEM$. To do so, we assume we have a proof procedure to answer queries w.r.t. ndlps and $SEM$, which we call $PP_{SEM}$.

For clarity, we denote by $PP_{SEM}(Q, q)$, the answer of the procedure $PP_{SEM}$ to query $q$ w.r.t. a ndlp $Q$ and by $EPP_{SEM}(P, q)$, the answer of the procedure $EPP_{SEM}$ to query $q$ w.r.t. an edlp $P$. Remember that an edlp (in contrast with a ndlp) can be inconsistent. In that case the answer to any query should be true.

To take that into consideration we introduce the following definition.

Definition 19. Given an edlp $P$, we define the ndlp $P^{IC}$ as:

$$P^{IC} = P' \cup \{ \perp \leftarrow p, p' \mid p \text{ is a predicate symbol in } L_P \},$$

where $\perp$ is a new predicate symbol not in $L_P$. 

Given an edlp $P$, we can determine whether or not this program is inconsistent w.r.t. $SEM$ using a sound and complete proof procedure $PPSEM$ and the following characterization:

$P$ is inconsistent w.r.t. $SEM$ iff $PPSEM(P^{IC}, \bot) = true$.

In this way, determining whether the program is inconsistent can be done as preprocessing, previous to any attempt to answer queries.

Now we are ready to describe the extended proof procedure.

**Definition 20.** Let $PPSEM$ be a proof procedure to answer queries w.r.t. $ndlps$ and $SEM$. We define an extension of this procedure, called $EPPSEM$, which answers queries w.r.t. $edlps$ and $SEM$ as follows:

Given an edlp $P$ and a query $q$ do:

- If $P$ is inconsistent w.r.t. $SEM$ then $EPPSEM(P, q) = true$.
- Otherwise:
  1. Simultaneously apply $PPSEM$ to the query $((q)' \lor \bot)$ and the query $((\neg q)' \lor \bot)$ w.r.t. program $P^{IC}$.
  2. If $PPSEM(P^{IC}, (q)' \lor \bot) = true$ then $EPPSEM(P, q) = true$.
  3. If $PPSEM(P^{IC}, (-q)' \lor \bot) = true$ then $EPPSEM(P, q) = false$.
  4. Otherwise $EPPSEM(P, q) = unknown$.

In can be shown that $EPPSEM$ is well defined and gives the correct answer (in the sense of Def. 17). The following example illustrates the need of "$\bot$" in the previous definition.

**Example 5.** Consider the edlp $P = \{a \lor b ; a \lor \neg b ; \neg a \lor b\}$. Hence, $P' = \{a \lor b ; a \lor \neg b ; a' \lor b\}$ and $P^{IC} = \{a \lor b ; a \lor b' ; a' \lor b ; \bot - a, a' ; \bot - b, b'\}$. The set of stable models of $P^{IC}$ is $M_{stable}^{PIC} = \{\{a, b\}, \{a, a', \bot\}, \{b, b', \bot\}\}$ and $M_{stable}^P = \{\{a, b\}, \bot\}$. Notice that $a$ is true w.r.t. $P$ and the stable model semantics but $a$ does not hold in every minimal model in $M_{stable}^{PIC}$ since it fails to hold in $\{b, b', \bot\}$. It is clear, however, that $a$ holds in every consistent (w.r.t. $IC_P$) model in $M_{stable}^P$. Therefore $(a \lor \bot)$ is true w.r.t. to $P^{IC}$ and the stable model semantics, hence by definition 20, $EPP_{stable}(P, a) = PP_{stable}(P^{IC}, (a \lor \bot) = true$ as desired.

The complexity of $EPPSEM$ can be expressed in terms of the complexity of $PPSEM$ as follows: $\text{complexity}(EPPSEM) = 2 \times \text{complexity}(PPSEM) + O(n)$, where $n$ is the size of $q$ and $O(n)$ corresponds to the complexity of translating $q$ to $q'$ and to $(-q)'$.

**Theorem 21.** Let $PPSEM$ and $EPPSEM$ be as in Def. 20. The following statement hold:

By $\neg q$ we mean the logically equivalent query to $\neg q$ in which $\neg$ appears only in front of atomic formulas. It is obtained by applying De Morgan's laws as needed.
1. If PP_SEM is a sound proof procedure w.r.t. normal disjunctive logic programs so is EPP_SEM w.r.t. extended disjunctive logic programs.

2. If PP_SEM is a complete proof procedure w.r.t. normal disjunctive logic programs so is EPP_SEM w.r.t. extended disjunctive logic programs.

This general extension may be applied, for instance, to the proof procedure developed by Fernández and Lobo [8] to answer queries w.r.t. ndlps and the stable model semantics.

6 Complexity

The complexity of different problems related to normal logic programs has been studied extensively (see e.g. [6],[30]). In this section we show how to express the complexities of three fundamental problems for edlps in terms of the corresponding complexities for ndlps. Also, some complexity results for the stable model semantics are surveyed here and extended to cover logic programs with classical negation.

In what follows, P denotes a finite edlp, and n denotes the size of the program (which can be measured, for instance, as the number of clauses in the program or as the number of literals appearing in it). Also, a normal literal denotes either a literal \( l \in \mathcal{L} \) or the negation-by-default, not \( l \), of such a literal.

**Determining if a ground normal literal is true in some model in \( \mathcal{M}_{p}^{SEM} \).** Let us denote this problem by credulous-truth(SEM, edlps).

As shown in Sect. 5, a ground normal literal \( g \) is true in some \( M \in \mathcal{M}_{p}^{SEM} \) if and only if \( (g' \lor \bot) \) is true in some \( N \in \mathcal{M}_{p}^{SEM} \). Therefore, to determine credulous-truth of \( g \) in \( \mathcal{M}_{p}^{SEM} \), it is enough to transform \( P \) to \( P^{IC} \) and \( g \) to \( g' \) (which clearly can be done in linear time on the size of the program), and then checking credulous-truth of \( g' \) and (if necessary) credulous-truth of \( \bot \) in \( \mathcal{M}_{p}^{SEM} \). Then,

\[
\text{complexity(credulous-truth(SEM, ndlps))} \\
\leq \text{complexity(credulous-truth(SEM, edlps))} \\
\leq 2 \text{complexity(credulous-truth(SEM, ndlps)) + O(n).}
\]

The first inequality holds since any ndlp is also an edlp. As an illustration, consider the stable model semantics. Marek and Truszczynski showed in [19] that for propositional normal logic programs (prop-nlps), credulous-truth(stable, prop-nlps) is NP-complete. Therefore, for propositional extended normal logic programs (prop-enlps) credulous-truth(stable, prop-enlps) is also NP-complete.

**Determining if a ground normal literal is true in every model in \( \mathcal{M}_{p}^{SEM} \).** Let us denote this problem by skeptical-truth(SEM, edlps).

Notice that a ground normal literal \( g \) is true in every model in \( \mathcal{M}_{p}^{SEM} \) if and only if not \( g \) does not hold in any model in \( \mathcal{M}_{p}^{SEM} \). Hence,
complexity(skeptical-truth(SEM, edlps))
= complexity(complement(credulous-truth(SEM, edlps)).

Then, for the stable model semantics and propositional normal logic programs: complexity(skeptical-truth(SEM, prop-enlps)) = co-NP-complete, which extends the result in [19] to extended logic programs.

**Determining if a program has a model w.r.t. SEM.** Notice that by Theorem 4, an edlp P has a model w.r.t. SEM if and only if P' does. Therefore:

\[
\text{complexity(checking existence of a model of } P \text{ w.r.t. } SEM) \\
= \text{complexity(checking existence of a model of } P' \text{ w.r.t. } SEM) + O(n).
\]

O(n) in the previous equation comes from translating P to P'. For propositional normal logic programs, Marek and Truszczyński [18] proved that determining the existence of stable models is NP-complete, hence, for the class of propositional extended normal logic programs this problem is also NP-complete. Marek, Nerode and Remmel [17] showed that the set of Gödel numbers of finite predicate normal logic programs is a \(\Sigma^0_1\)-complete set. It is easy to see that their result also holds for the set of Gödel numbers of finite predicate extended normal logic programs since the prime transformation is recursive and indeed can be performed in polynomial time.

**7 Conclusions**

Two criticisms have been made about the use of classical negation in logic programming. The first one states that there may be cases in which it is not feasible to include every piece of negative information in the domain of the problem. In this regard we note that Gelfond and Lifschitz [12] have pointed out that when the positive information about some predicate \(p\) is complete in a program (that is, all conditions under which \(p\) is true are given in the program), it is enough to define \(\neg p\) as "\(\neg p = \text{not } p\)". This remark also justifies, to some extent, keeping negation-by-default in extended logic programs.

The second criticism addresses the potential inconsistency of extended logic programs. In this respect we have described here concrete mechanisms to deal with inconsistent logic programs.

These difficulties seem to be a small price to pay for the increased expressive power gained by the explicit use of classical negation in logic programs.
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Abstract. Semantic hyper-linking has recently been proposed [1] to use semantics in an instance-based theorem prover. The basic procedure is to generate ground instances of the input clauses until the ground clause set is unsatisfiable. Models for the satisfiable ground set are constructed periodically to guide generation of the new ground instances to change the models, until no model can be constructed. In this paper we discuss some model finding strategies that can generate useful ground instances, without using semantics, to change the ground models. We show that such strategies are helpful and will not increase the search space of the semantic hyper-linking. In addition, using semantics is often expensive. Since semantics is not used in those model finding strategies, they help to find the proofs earlier and faster.

1 Introduction

Instance-based theorem proving is a direct application of Herbrand's theorem [4]. The basic idea is to generate ground instances of the input clauses and check the satisfiability of the ground clause set using a propositional calculus (PC) prover. Early results [3] were not impressive. Lee and Plaisted [6] recently developed a fast instance-based theorem proving procedure, hyper-linking, to generate instances (not necessarily ground) of the input clauses using unification. For a clause $C$, an instance $C\theta$ is generated if for each literal $L_i$ of $C$, there is one literal $R_i$ in some other clause such that $L_i\theta = \sim R_i\theta$, where $\theta$ is the most general such substitution. We say $L_i$ and $R_i$ are hyper-linked. Those instances are then grounded (replacing all variables by a constant) and submitted to a PC prover to check satisfiability. Since, unlike resolution, literals from different clauses are not combined, hyper-linking performs well on non-Horn problems. Results [5, 6] show that hyper-linking is a useful theorem proving technique.

* This research was partially supported by the National Science Foundation under grant CCR-9108904
Chu and Plaisted [1] developed semantic hyper-linking to use semantics with hyper-linking. Fast proofs on hard theorems like IMV and AM8, which ordinary hyper-linking cannot prove due to large search space, show that semantic hyper-linking provides a practical method to use semantics in theorem proving.

Semantic hyper-linking is different from hyper-linking: In semantic hyper-linking, models found by the PC prover for the ground clause sets are used to guide the next semantic hyper-linking to generate more ground instances of the input clauses until the ground clause set is unsatisfiable. Since semantic hyper-linking uses user-provided semantics and often semantic checks are time consuming, we want to check that, without using semantics, the models found for the ground clause set cause no contradictions with the (non-ground) input clauses. However, this problem is undecidable in general.

In this paper, we discuss the model finding strategies, called incremental model finding, used in semantic hyper-linking to search for useful models of the ground clause set. In the next two sections, we will describe briefly the PC prover and semantic hyper-linking. Then we will discuss the incremental model finding strategies in detail. In the last section to conclude the paper, we discuss the results using the model finding strategies to prove two hard theorems.

1.1 Propositional Calculus (PC) Prover

The PC prover [5] used in hyper-linking is a modified Davis-Putnam procedure [2]. The basic step is to apply (recursively) case analysis and simplification on the ground clause set. Simplification rules are described below, where $S$ is a conjunction of clauses and $A$ is a disjunction of literals.

$$
\begin{align*}
S \land (A \lor \text{TRUE}) & \quad \text{(Unit Deletion)} \\
S \land (A \land \text{FALSE}) & \quad \text{(Unit Simplification)} \\
S & \quad \text{(Simplification)} \\
S \land \text{TRUE} & \quad \text{(Simplification)} \\
S \land \text{FALSE} & \quad \text{(Simplification)} \\
\end{align*}
$$

Backtracking, either to another case or previous case analysis, occurs when simplification gives a FALSE (contradiction). When $S$ is TRUE, a model is constructed to be the set of literals chosen for case analysis.

The PC prover procedure is a preorder traversal of a case tree [5]. For a ground clause set $S$, let $A$ be the set of distinct atoms occurring in $S$. A case tree is a binary tree $T$ in which each edge is an atom from $A$ or its negation, each non-terminal node contains two subtrees linked by two edges attached with $L$ and $\sim L$ respectively and $L \in A$, and any path from the root contains no complementary pairs. Each node of a case tree can be seen as containing two cases: TRUE and FALSE of a literal $L$. The case tree is not unique due to the different orderings to choose literals for case analysis.
1.2 Semantic Hyper-Linking

In this section we briefly describe semantic hyper-linking. More detailed discussions are in [1].

Semantic hyper-linking is a refutation procedure employing semantics in an instance-based theorem prover. A semantic structure $S_M$ is given as input with the axioms and the negation of the theorem. The structure contains the domain and interpretation for the theorem. In general, a structure $S$ can be seen as a (probably infinite) set of all ground literals true in $S$. If the input clause set is unsatisfiable, we can generate some ground instances that are false in $S_M$. We then find a model $M_1$ for those ground instances. There must be some literals true in $M_1$ but false in $S_M$; we call these literals the eligible literals. $S_M$ and $M_1$ constitute a new structure $S_1$ which is the same as $S_M$ except for the eligible literals. Eligible literals are then used as guidance to generate new ground instances that are false in $S_1$. A new model $M_2$ is found for the new set of ground clauses. Literals true in $M_2$ but false in $S_1$ are the new eligible literals. $M_2$ and $S_M$ constitute another new structure $S_2$. We exhaustively search for models $M_3, M_4, \ldots$ in this fashion until the ground clause set is unsatisfiable and a proof is found. Each $M_i$ and $S_M$ constitute a new structure $S_i$; semantic hyper-linking generates ground instances false in $S_i$. The process of generating ground instances from $S_i$ is called a round. The input semantic structure $S_M$ is used to filter out unwanted instances and prune the search space dramatically.

When a model $M_i$ is found for the ground clause set, sometimes ground instances can be derived from the input (non-ground) clauses to contradict a model $M_i$ and obtain a new model $M_{i+1}$. Such changes to $M_i$ are syntactic and generate ground instances without using semantics; they are thus faster since using semantics usually is expensive. In the next section we will discuss some strategies used to contradict a model for the ground clauses by generating ground instances or ground logical consequences of the input clauses.

2 Model Finding

In searching for a model for the ground clause set, we use a method called incremental model finding. The old model is kept and we search for a new model based on the old one. The idea is: We continue the PC prover from the node in the case tree where the old model is found last time. New models are constructed incrementally in such a way that no old model ever becomes a subset of a new model, and the same path from the root of the case tree is never visited twice. The model finding is incremental because new ground clauses might gradually "expand" the case tree (which is usually infinite).

During the search for a model of the ground clause set, three different methods are applied to detect and discard models causing contradictions: model filtering, model literal replacement and UR resolution. Those methods check if a model contradicts the input clauses. In general, however, such task is undecidable.
2.1 Incremental Model Finding

The incremental model finding method is a modified PC prover. One major difference is that it starts with an old model found earlier and builds a new model based on the old one; the PC prover in Lee's prover stops as soon as the clause set is found to be satisfiable. Another difference is that we maintain only one case tree (possibly infinite) throughout the whole search of proof. In each incremental model finding, backtracking takes place on failure nodes (which contain FALSE); subtrees of failure nodes are discarded; paths containing failure nodes are never visited again; and the case tree is expanded when necessary.

Like the PC prover, model finding can be thought of as a preorder traversal of the case tree starting from the root. The two sub-cases of each node represent the case analysis on one literal: one is true in the user-provided semantics, the other is false. To search for a new model when new ground clauses are generated, we continue from the node where the previous model is found. Additionally, in case analysis the true case is always chosen first. This is a heuristic method to reduce the number of eligible literals in the model.

For an example about how incremental model finding works, consider the case tree [1] in Fig. 1 for a set $S$ of ground clauses. $\times$ indicates a failure node; the model $M_1 = \{ s(b), \neg s(i(b)), \neg s(e), p(e, i(b), i(b)) \}$ is found at node $N_1$. With $M_1$, suppose semantic hyper-linking generates a new clause $C = \{ s(e), \neg s(b), \neg s(b), \neg p(b, i(b), e) \}$. If we continue the model finding at node $N_1$ after $C$ is added which contradicts $M_1$, we can get the case tree in Fig. 2. Note that at node $N_2$, a new model $M_2 = M_1 \cup \{ \neg p(b, i(b), e) \}$ is found. The case tree is "expanded" in Fig. 2 to include case analysis on the new literal $p(b, i(b), e)$.

![Fig. 1. The case tree when model $M_1$ is found at node $N_1$](image)

2.2 Model Filtering

After a model is found for the ground clause set, it might directly contradict the input clauses, namely, there might be ground instances (not yet generated) of the input clauses which falsify the model. We use model filtering to filter out such models and make sure that the model we found satisfies the input clauses.
Fig. 2. The case tree is expanded and model $M_2$ is found at node $N_2$.

Also, the filtering idea is simple: We use the input clauses to hyper-link with the literals in the model. If one input clause $C$ is fully hyper-linked with the model literals to get $C\theta$ where $\theta$ is a ground substitution (because all literals in the model are ground), the model contradicts $C\theta$. We then add $C\theta$, which is a ground instance of an input clause $C$, in the ground clause set to avoid generating the models causing the same contradiction.

For example, suppose we obtain a model $\{p(a), q(b), \neg r(a, b), \ldots\}$. Suppose there exists an input clause $\{\neg p(X), \neg q(Y), r(X, Y)\}$. The model contradicts this clause and thus should not be kept; the model finding should backtrack to find another model. The ground clause $\{\neg p(a), \neg q(b), r(a, b)\}$ is added to the ground clause set to avoid generating any other model containing literals $p(a), q(b)$, and $\neg r(a, b)$.

If more than one input clause is contradicted by the model, we only add the smallest ground instance of those to the ground clause set. In general it is not necessary to add all contradicted instances because the model will be changed and probably remove all other contradictions. Another reason is that our model finding is fast and contradicted ground instances will be added eventually if they still cause contradictions in the new models.

In fact those contradicted ground instances can be found in later rounds of semantic hyper-linking if model filtering is not used. However, model filtering detects the contradictions as early as possible to save some rounds of semantic hyper-linking and find the proofs sooner.

Manthey and Bry [7] used the same technique to check a model in their model-generation theorem prover SATCHMO. They used a different way to generate ground literals, which constitute a model for the input clauses. In SATCHMO the contradicted input clause instances are not saved; the contradiction only causes backtracking in the search for a proof.
2.3 Model Literal Replacement

Lee and Plaisted [5, 6] use predicate replacement to generate input clauses instances faster by partially hyper-linking literals in a clause. Replace rules are constructed from input clauses to apply predicate replacement. A replace rule is a clause

\[ \{ \sim C_1, \sim C_2, \ldots, \sim C_n, L_1, L_2, \ldots, L_m \} \]

in the format of

\[ C_1, C_2, \ldots, C_n \to L_1, L_2, \ldots, L_m \]

where \( C_i, 1 \leq i \leq n \), and \( L_j, 1 \leq j \leq m \) could be positive or negative literals. Literals, \( \sim C_1, \sim C_2, \ldots, \sim C_n \), to the left of the arrow are distinguished literals.

In predicate replacement, only distinguished literals in a replace rule are hyper-linked with literals from other clauses. This provides a faster way to generate instances using hyper-linking. Users can repeatedly apply predicate replacement indefinitely or just once. Predicate replacement has been used to prove many hard theorems in very short time (see [5]). It indicates that predicate replacement has a lot of potential in general theorem proving. However, often it requires deep understanding of the theorems to devise the replace rules. As a result, the replace rules are not natural and sometimes it is not easy to devise appropriate replace rules to obtain the proof fast.

We use a simplified predicate replacement; we only apply the replacement using the model literals and the idea is slightly different. The purpose is, instead of generating instances, to again check if the model causes any contradiction through predicate replacement.

The replace rules we use are natural replace rules and can be automatically generated from the input clauses. Thus human intervention is not needed. A replace rule is natural if

1. it has a unit consequence, namely, it has the format

\[ C_1, C_2, \ldots, C_n \to L \]

where \( L \) and each \( C_i \) are literals.

2. each variable in \( L \) occurs in some \( C_i \).

Once all \( C_i \) in a natural replace rule are hyper-linked with ground literals, \( L \) becomes ground after a proper substitution is applied. If every \( C_i \) is linked with a literal from a unit clause, we obtain a unit clause \( \{ L \theta \} \) because all \( C_i \) are (unit) deleted. In this case, we can think of the replacement as deriving a unit consequence \( L \theta \) from single facts \( C_i \theta \). We use input clauses to generate all possible natural replace rules.

Here is how to use natural replace rules: we think of the literals in the model as literals from (ground) unit clauses (called unit literals) which can be seen as single facts. We then use the natural replace rules to generate more unit literals which can be seen as unit consequences or derived single facts. New unit literals are checked if there is any contradiction with old ones. We can repeat the
restitution more than once, just like the repeated replace rules used in [6, 5]. However, repeated natural replacement may not terminate. For example, the natural replace rule \( p(X) \rightarrow p(f(X)) \) might keep generating larger and larger \( p(f(f(\ldots))) \) literal and will not terminate. A bound on the number of replacements or the number of the derived unit literals should be used to guarantee termination. The natural replacement procedure is described in Fig. 3.

Algorithm \textit{NaturalPredicateReplacement}(M, Replace, Bound, S)

\textbf{Input}
- \( M \): set of literals in the model
- \( Replace \): set of natural replace rules
- \( Bound \): bound on the number of replacement or the derived literals

\textbf{Output}
- \( S \): set of literals in \( M \), that cause contradiction

\textbf{Return Values}
- \textit{FALSE}: if no contradiction is found
- \textit{TRUE}: if a contradiction is found

\begin{verbatim}
begin
 \{ \text{\( S_{\text{unit}} \) is a set of unit literals} \}
 \quad \quad \quad S_{\text{unit}} := M

 \text{while} \quad \text{Bound} \quad \text{is not exceeded do}
 \text{for each natural replace rule} \quad R = C_1, \ldots, C_n \rightarrow L \text{ in} \quad \text{Replace} \quad \text{do}
 \text{for each} \quad L \text{ obtained by hyper-linking all} \quad C_i \text{ with literals in} \quad S_{\text{unit}} \text{ do}
 \text{if} \quad L \text{ contradicts any literal in} \quad S_{\text{unit}}, \text{ then}
 \quad \quad \quad S := \{ \text{literals in} \quad M \text{ that derive} \quad L \text{ and} \quad \neg L \}
 \quad \quad \quad \text{return} \quad \text{TRUE}
 \text{else}
 \quad \quad \quad S_{\text{unit}} := S_{\text{unit}} \cup \{ \quad L \quad \}
 \text{return} \quad \text{FALSE}
\end{verbatim}

Fig. 3. Algorithm: \textit{Natural.Predicate.Replacement}

For each derived literal \( L \), we maintain a set of model literals which generate \( L \) using natural replacement. A contradiction is found if a newly derived literal \( L \) contradicts an existing literal \( \neg L \). Suppose the \( L \) depends on the set \( S_L \) of model literals; \( \neg L \) depends on the set \( S_{NL} \). The algorithm returns \( S = S_L \cup S_{NL} \). Then we add a clause \( C = \{ M : \neg M \in S \} \) to the ground clause set. It is justified to add \( C \) as a ground clause because \( C \) is a logical consequence of the input clauses. Any further contradiction by \( C \) would also contradict the input clauses. Thus \( C \) can be added to the ground clause set, and we not only change the model but also avoid generating any model later that would cause the same contradiction.

Let us look at a simple example. Suppose model literals \( L_1 \) and \( L_2 \) generate \( L \) using the natural replace rule \( L_1, L_2 \rightarrow L \), and \( L_3 \) and \( L_4 \) generate \( \neg L \) using
the natural replace rule $L_3, L_4 \rightarrow \sim L$. Then $L$ depends on the model literals \{ $L_1, L_2$ \} = $S_L$, and $\sim L$ depends on \{ $L_3, L_4$ \} = $S_{\sim L}$. Since $L$ and $\sim L$ cause a contradiction, the algorithm returns a set $S = S_L \cup S_{\sim L} = \{ L_1, L_2, L_3, L_4 \}$. We then add a clause $C = \{ \sim L_1, \sim L_2, \sim L_3, \sim L_4 \}$ to the ground clause set. To illustrate (informally) that $C$ is a logical consequence of the input clauses, we can think of $C$ as a resolvent from resolving the two replace rules on $L$ and $\sim L$. Since the two replace rules are actually input clauses, it easily follows that $C$ is a logical consequence of the input clauses. $C$ is added to the ground clause set to avoid generating any model that contains the subset \{ $L_1, L_2, L_3, L_4$ \}.

2.4 UR Resolution

Unit resolution [9] is a resolution involving one unit clause $U = \{ L \}$ and another clause $C$ (which could also be a unit clause). Suppose $C$ has a literal $M$ and there exists a most general unifier $\theta$ such that $L\theta = \sim M\theta$. After applying unit resolution on $U$ and $C$, the resolvent is $(C - M)\theta$. Since a unit clause has no other literals than the one resolved upon, the resolvent from unit resolution does not introduce new literals. This is compatible with the philosophy of hyper-linking that literals from different clauses should not be combined.

UR (Unit Resulting) resolution [10] is a sequence of unit resolutions in which the resolvent (called UR resolvent) is a unit clause. This can be seen as a multi-step unit resolution and is particularly helpful because the UR resolvents can then be used in further UR resolution.

We use UR resolution to detect a contradiction caused by the model found by model finding. The basic idea is to check if derived UR resolvents contradict any literal in the model. We keep generating new UR resolvents, which are unit clauses and using them in further UR resolutions. If a derived UR resolvent \{ $R$ \} contradicts a model literal $L$, that is, there exists a ground substitution $\theta$ such that $R\theta = \sim L$, we add \{ $R$ \} in the clause set (so no other model containing $L$ can be generated) and look for another model.

A UR resolvent \{ $R$ \} is relevant if $R$ can unify with a model literal $L$. Derived UR resolvents are kept temporarily to derive more UR resolvents. However, after UR resolution, we only keep the relevant UR resolvents; this heuristics allows us not to keep too many derived unit clauses and to save those resolvents relevant to the development of the proof.

UR resolution and the natural predicate replacement seem quite similar. The major difference is that we might save intermediate UR resolvents since they are logical consequences of input clauses. In natural predicate replacement we do not save any intermediate results because literals in the model are not really from unit clauses.

Like natural predicate replacement, UR resolution might not terminate. So a bound on the number of derived resolvents needs to be used.
3 Discussion

The search space of semantic hyper-linking grows when new literals are generated (for example, see Fig. 1 and 2). Also, in each round of semantic hyper-linking, ground clauses are generated to change the model (thus the new semantic structure) until the ground set is unsatisfiable [1]. We have described three model finding strategies that change the models without using semantics which is often expensive; at the same time, they do not increase the search space because they only generate clauses containing model literals or their negations.

Those refinements to incremental model finding still retain the completeness of semantic hyper-linking. They also maintain the soundness since they all generate ground logical consequences of the input clauses. More importantly, they have positive impact on the performance of semantic hyper-linking. In the proofs we have obtained so far, the model finding strategies almost always help.

To illustrate the power of the model finding strategies, let us look at two examples. IMV (intermediate value theorem in real analysis) and AM8 (attaining maximum theorem in real analysis) are two very hard theorems; these two hard theorems often generate very large search spaces that many powerful general theorem provers (for example, OTTER [8] and CLIN [5]) cannot handle. With proper semantics, semantic hyper-linking can prove IMV in 39 seconds using 4 rounds, and AM8 in 492 seconds using 7 rounds on a DEC5500. However, if the model finding strategies are not used, IMV will run over 10,000 seconds and still cannot find the proof; AM8 will take 2,500 seconds and 21 rounds.

<table>
<thead>
<tr>
<th>Round</th>
<th>Filtering</th>
<th>Replacement</th>
<th>UR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1 (1)</td>
<td>2 (0)</td>
</tr>
<tr>
<td>3</td>
<td>1 (1)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>3 (2)</td>
<td>2 (1)</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>4 (3)</td>
<td>3 (2)</td>
<td>2 (0)</td>
</tr>
</tbody>
</table>

(a) IMV proof

<table>
<thead>
<tr>
<th>Round</th>
<th>Filtering</th>
<th>Replacement</th>
<th>UR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>0</td>
<td>7</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>11</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Total</td>
<td>17</td>
<td>1</td>
<td>21</td>
</tr>
</tbody>
</table>

(b) AM8 proof

Fig. 4. Ground clauses generated by model finding

The proof of IMV is found by an unsatisfiable ground clause set containing 12 clauses. Figure 4(a) shows the numbers of clauses generated by each model finding strategy during the proof of IMV. Numbers in parentheses represent the clauses in the unsatisfiable set, namely the useful clauses for the proof. Out of 12 clauses in the unsatisfiable set, 5 of them are generated by the model finding
strategies which generate in total 9 ground clauses.

The proof of AM8 is found by UR resolution of the model finding in round 7. Figure 4(b) shows the numbers of ground clauses generated by the model finding.
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Abstract

This paper presents a flexible, expressive system $K_3^*$ of three-valued logic with two types of negation, having a sequent axiomatization which is an extension of the kind originally presented for Kleene's strong three-valued logic by Wang. The system $K_3^*$ turns out to be closely related to Lukasiewicz's three-valued logic. Applications: (1) Erik Sande- wall has recently formulated a non-monotonic variant of three-valued logic. The non-monotonic "entailment" relation of his system can be expressed by a kind of "circumscription" formula in $K_3^*$. (2) J. Shepherdson has suggested that a hybrid three-valued intuitionistic logic could be useful in connection with Kunen's modification of Fitting's three-valued version of the Clark Completion semantics for logic programs with negation. A suitable "intuitionistic fragment" of $K_3^*$ is obtained by allowing in proofs only sequents with at most one formula in the succedent.

1 Axiomatizing three-valued logic

1.1 Kleene's strong three-valued logic

Kleene's strong three-valued logic [6] is characterized by the three-valued truth-tables:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>t</td>
<td>f</td>
<td>t</td>
</tr>
<tr>
<td>f</td>
<td>t</td>
<td>f</td>
</tr>
<tr>
<td>u</td>
<td>u</td>
<td>u</td>
</tr>
</tbody>
</table>

The implication symbol is subscripted to distinguish it from some other competing three-valued notions of implication, notably Lukasiewicz implication.

*Supported by Swedish agencies STU, STUF and TFR.
Kleene’s logic has an axiomatization, but it is a sequent axiomatization. This avoids the problem that there are no “3-tautologies” to axiomatize, by axiomatizing instead the notion of entailment or semantic consequence, in a suitable three-valued sense, between formulas\(^1\).

To be precise, we define \(K_3\) to be the set of sequents \(\Gamma \Rightarrow \Delta\), containing formulas built up in the usual way using \(\neg, \land\) and \(\lor\) satisfying \(\Gamma \models_3 \Delta\), where this means that every 3-assignment which makes every formula in \(\Gamma\) take the value \(t\), also makes at least one formula in \(\Delta\) take the value \(t\)\(^2\).

Now there are no “3-tautologies” in Kleene’s strong three-valued logic, not even \(p \rightarrow_3 p\), but there are some significant 3-entailments, for example:

\[p \models_3 p, \quad p, q \models_3 q, \quad p \models_3 p, q.\]

### 1.2 A cut-free axiomatization

For classical logic it is well-known that Beth’s tableau method and its notational variants in terms of semantic trees and the like are, in a sense, equivalent to Gentzen’s sequent calculus \([14]\).

Van Benthem \([16]\) sketches how to modify the Beth tableau method so that it still works in the 3-valued or partial context. From the modified tableau method one can read off an axiomatization of \(K_3\). The version presented here is further modified (slightly) to ensure invertibility with respect to the Kleene semantics.

We now interpret the right-hand side of a Beth tableau as “not true”, i.e. \(\emptyset\) or \(u\). The usual reduction rules for conjunction and disjunction still work, and they are retained unchanged. Both of the usual reduction steps for negation are dropped. These correspond to the sequent rules:

\[
\frac{\Gamma, \alpha \Rightarrow \Delta}{\Gamma \Rightarrow \neg \alpha, \Delta} \quad \frac{\Gamma \Rightarrow \alpha, \Delta}{\Gamma, \neg \alpha \Rightarrow \Delta}
\]

The reduction step that converts a negated \(\neg \alpha\) on the right to an un-negated \(\alpha\) on the left corresponds to the first of these, the rule \(\Rightarrow \neg\). This is not even sound with respect to the three-valued semantics: consider \(p \Rightarrow p\) and \(\Rightarrow p, \neg p\). The dual Beth reduction step converts a negated \(\neg \alpha\) on the left to un-negated \(\alpha\) on the right. It corresponds to the sequent rule \(\neg \Rightarrow\), which is sound, but not invertible with respect to the Kleene semantics: consider \(\Rightarrow p, \neg p\) and \(\neg \neg p \Rightarrow p\).

When the Beth tableau approach is applied in the context of classical two-valued logic these two rules for negation ensure that all negation signs are eventually eliminated: a negated formula on one side sheds its negation sign and moves over to the other side of the tableau. Here in three-valued or partial logic, on our approach, this never happens. Negated formulas, either on the left or the

\(^1\)According to Feferman \([4]\), the first presentation of such a sequent axiomatization of Kleene’s logic is due to Wang \([17]\), but the basic idea has been re-discovered several times.

\(^2\)This notion of entailment, which is a direct simple-minded generalization of the ordinary notion of semantic consequence in two-valued logic, has evidently \([16]\) been independently formulated by Hans Kamp under the name “strong consequence.”
right side of a tableau, are simplified by having the negations "pushed inwards" until they apply only to atoms. This is brought about by using Double-Negation Elimination and De Morgan’s Laws as re-write rules:

\[ \neg \neg \alpha \leftrightarrow \alpha \quad \neg (\alpha \land \beta) \leftrightarrow \neg \alpha \lor \neg \beta \quad \neg (\alpha \lor \beta) \leftrightarrow \neg \alpha \land \neg \beta \]

The “atomic negation” approach: It is possible to build it into the definition of formula for three-valued logic that negation applies only to atoms. We can define a reduced formula to be one built up from literals in the usual way using \( \land \) and \( \lor \), then view what would ordinarily be the formulas as "syntactic sugar" standing for reduced formulas. Now the steps driving \( \neg \) inwards are not inferences, they are formally just part of the manipulation of the syntax. They can all be performed before running the tableau procedure, or they can be interspersed among tableau reduction steps.

The criterion for closure of a (sub-)tableau needs to be modified. Now a (sub-)tableau closes if it contains the same literal (atom or negated atom) on each side, or if it contains a complementary pair of literals \( p, \neg p \) on the left.

**PROPOSITION**: \( \Gamma \Rightarrow \Delta \in K_3 \iff \) a tableau starting with \( F \) on the left and \( \Delta \) on the right closes, equivalently \( \Gamma \Rightarrow \Delta \) is provable from the following sequent calculus postulates.

**Axioms** for \( p \) an atom:

\[ p \Rightarrow p \quad \neg p \Rightarrow \neg p \quad p, \neg p \Rightarrow \]

**Introduction Rules**: the usual rules for conjunction and disjunction:

\[ \frac{\Gamma, \phi, \psi \Rightarrow \Delta}{\Gamma, \phi \land \psi, \Rightarrow \Delta} \quad \frac{\Gamma \Rightarrow \Delta, \phi \quad \Gamma \Rightarrow \Delta, \psi}{\Gamma \Rightarrow \Delta, \phi \land \psi} \]

\[ \frac{\Gamma, \phi \Rightarrow \Delta \quad \Gamma, \psi \Rightarrow \Delta}{\Gamma, \phi \lor \psi \Rightarrow \Delta} \quad \frac{\Gamma \Rightarrow \phi, \psi, \Delta}{\Gamma \Rightarrow \phi \lor \psi, \Delta} \]

**Structural Rules**: Weakening and Cut:

\[ \frac{\Gamma \Rightarrow \Delta}{\Gamma, \phi \Rightarrow \psi, \Delta} \quad \frac{\Gamma, \alpha \Rightarrow \Delta}{\Gamma \Rightarrow \alpha, \Delta} \quad \frac{\Gamma \Rightarrow \alpha, \Delta}{\Gamma \Rightarrow \alpha \Rightarrow \Delta} \]

Cut Elimination holds, as for classical logic. Any sequent which is provable using Cut also has a “direct” proof that does not use Cut.

**Special rules for negation** Instead of incorporating the treatment of negation into the syntax, we can get the same effect by postulating six special rules for \( \neg \):

\[ \frac{\Gamma, \alpha \Rightarrow \Delta}{\Gamma, \neg \neg \alpha \Rightarrow \Delta} \quad \frac{\Gamma \Rightarrow \alpha, \Delta}{\Gamma \Rightarrow \neg \neg \alpha, \Delta} \]

\[ \frac{\Gamma, \neg \alpha \Rightarrow \Delta}{\Gamma, \neg \neg \alpha \Rightarrow \Delta} \quad \frac{\Gamma \Rightarrow \neg \alpha, \neg \beta, \Delta}{\Gamma \Rightarrow \neg (\alpha \land \beta), \Delta} \]

\[ \frac{\Gamma, \neg \alpha, \neg \beta \Rightarrow \Delta}{\Gamma \Rightarrow \neg (\alpha \lor \beta), \Delta} \quad \frac{\Gamma \Rightarrow \neg (\alpha \lor \beta), \Delta}{\Gamma \Rightarrow \neg \alpha, \Delta} \]

\[ \frac{\Gamma \Rightarrow \neg \alpha, \Delta}{\Gamma \Rightarrow \neg (\alpha \lor \beta), \Delta} \quad \frac{\Gamma \Rightarrow \neg (\alpha \lor \beta), \Delta}{\Gamma \Rightarrow \neg \alpha, \Delta} \]

\[ \frac{\Gamma \Rightarrow \neg (\alpha \lor \beta), \Delta}{\Gamma \Rightarrow \neg \alpha, \Delta} \]
1.3 Adding external negation

There is another notion of negation which arises naturally in the three-valued context, the external negation \( \sim \alpha \), defined to be \( t \) if \( \alpha \) is \( f \) or \( u \), and \( f \) if \( \alpha \) is \( t \). It is easy to check that \( \phi, \alpha \models_3 \psi \) holds iff \( \phi \models_3 \sim \alpha, \psi \) and also \( \phi, \sim \alpha \models_3 \psi \) holds iff \( \phi \models_3 \alpha, \psi \). Slightly more generally, we can see that the usual sequent conditions for negation, namely:

\[
\frac{\Gamma \Rightarrow \alpha, \Delta}{\Gamma, \sim \alpha \Rightarrow \Delta}
\]

\[
\frac{\Gamma, \alpha \Rightarrow \Delta}{\Gamma \Rightarrow \sim \alpha, \Delta}
\]

apply to this external negation. That is, these rules are sound when \( \Rightarrow \) is interpreted as \( \models_3 \), and they are also invertible with respect to the strong Kleene semantics.

**PROPOSITION:** In fact these two introduction rules extend the previously mentioned complete axiomatization of \( K_3 \) to a complete axiomatization of \( K_3^- \).

If we want to take the "reduced formula" approach, so that \( \sim \) strictly applies only to atoms, we have to stipulate how to interpret \( \sim \alpha \), since now reduced formulas are built from \((\sim')\)literals using \( \land, \lor \) and \( \sim \). We stipulate:

\[ \sim \alpha \triangleq \sim (\sim \alpha) \]

1.4 A natural implication

Once the external negation is available, it is natural to define

\[ \alpha \supset \beta \triangleq \sim \alpha \lor \beta \]

3 Unlike \( \rightarrow_K \), this notion of implication satisfies the "deduction theorem" relationship:

\[ \Gamma, \alpha \models_3 \beta \quad \text{holds iff} \quad \Gamma \models_3 \alpha \supset \beta. \]

More generally, the usual sequent rules for implication hold with respect to this notion of implication:

\[
\frac{\Gamma, \beta \Rightarrow \Delta}{\Gamma, \alpha \supset \beta \Rightarrow \Delta}
\]

\[
\frac{\Gamma, \alpha \Rightarrow \Delta, \beta}{\Gamma \Rightarrow \alpha \supset \beta, \Delta}
\]

are both sound for \( \models_3 \). This notion of implication is the weakest one for which this holds.

2 Łukasiewicz's three-valued logic

Kleene's three-valued tables differ only slightly from tables earlier presented by Łukasiewicz, as Kleene himself points out [6]. The tables for negation, conjunction and disjunction are identical, and so is the table for implication, except for just one case, the case where both inputs are \( u \). Whereas Kleene's strong

3 This notion of implication has also been employed by Schmitt [11].
table for implication makes $u \rightarrow_K u = u$, for Lukasiewicz implication we have instead $u \rightarrow_L u = t$. Lukasiewicz's system also contains unary operators $L$ and $M$, intended as formalizing some kind of temporal necessity and possibility. The tables are:

$$
\begin{array}{ccc}
\neg_L & t & f & u \\
 t & t & f & u \\
 f & f & t & u \\
 u & u & u & t \\
\end{array}
\quad
\begin{array}{ccc}
\neg L & t & f & u \\
 t & t & f & u \\
 f & f & t & u \\
 u & u & u & t \\
\end{array}
\quad
\begin{array}{ccc}
\alpha & L\alpha & M\alpha \\
 t & t & t \\
 f & f & f \\
 u & f & t \\
\end{array}
$$

In contrast to Kleene's logic, Lukasiewicz's system does contain some 3-tautologies, for example $p \rightarrow_L p$. The price for this is that the Lukasiewicz implication is not "regular" in Kleene's sense, a sort of non-monotonicity.

**PROPOSITION:** The Lukasiewicz implication is definable within $K_3$: 

$$
\alpha \rightarrow_L \beta := (\alpha \supset \beta) \land (\neg \beta \supset \neg \alpha).
$$

Thus $\rightarrow_L$ can be viewed as built up in two steps within $K_3$.

1. First, $\alpha \supset \beta$ i.e. $\sim \alpha \lor \beta$ is the weakest implication $\rightarrow$ given by a three-valued truth-table satisfying:

$$
\models_3 \alpha \rightarrow \beta \iff \alpha \models_3 \beta.
$$

2. Now to get an implication which satisfies contraposition,

$$
\models_3 \alpha \rightarrow \beta \quad \text{implies} \quad \models_3 \neg \beta \rightarrow \neg \alpha,
$$

we take $(\alpha \supset \beta) \land (\neg \beta \supset \neg \alpha)$.

This shows that the Lukasiewicz system $L_3$ is by no means as arbitrary and un-motivated as has been commonly alleged, for example by Urquhart [15] and Feferman [4].

## 3 Sandewall's non-monotonic three-valued logic

A new very interesting non-monotonic three-valued logic has recently been formulated by Erik Sandewall [10]. Perhaps its most interesting feature is the explicit default operator $D$. $D\alpha$ is intended to represent that $\alpha$ has been assumed by default, but $D$ is not 3-truth-functional. Sandewall presents a kind of intensional semantics for this operator, which has subsequently been modified and developed by Doherty and Lukaszewicz [2]. As well as the $D$-operator, Sandewall defines "external operators" $L$, $M$ and $N$ determined by the tables:

$$
\begin{array}{ccc}
\alpha & L\alpha & M\alpha & N\alpha \\
 t & t & t & f \\
 f & f & f & f \\
 u & f & t & t \\
\end{array}
$$
Sandewall’s L and M are actually the same as Lukasiewicz’s, and they are definable from \( \sim \), \( \neg \) and \( \land \):

\[
\begin{align*}
L\alpha &:= \neg \sim \alpha \\
M\alpha &:= \sim \neg \alpha \\
N\alpha &:= \alpha \land \sim \neg \alpha
\end{align*}
\]

### 3.1 A non-monotonic entailment relation

Instead of using the relation \( \models_3 \) as an entailment relation, Sandewall uses a non-monotonic modification of it, after the style of Shoham [13]. We write:

\[
\Gamma \models_3^\beta
\]

to express that \( \beta \) is t in every \( \subseteq \)-minimal 3-model of \( \Gamma \). Here \( \subseteq \) is the information ordering between 3-valuations, i.e. if 3-valuations or partial valuations are coded in the obvious way as sets of literals (atoms or negated atoms), the information ordering is just set inclusion. That is, we don’t consider all the 3-models of \( \Gamma \), we restrict ourselves to those that are “as undefined as possible”. For example, if \( p, q \) are distinct atoms,

\[
p \models_3^\neg \neg q
\]

holds. In the minimal 3-model for \( p \) we have \( p = t \) and \( q = u \).

Now we sketch how this non-monotonic relation \( \models_3^\beta \) can be expressed in \( K_3^\beta \) by a kind of circumscription formula. We want to find for each formula \( \alpha \) another formula \( C(\alpha) \), with the property that its models are precisely the minimal models of \( \alpha \). Then we will have the equivalence:

\[
\alpha \models_3^\beta \iff C(\alpha) \models_3 \beta.
\]

To illustrate, let us suppose that \( \alpha = \alpha(p, q, r) \) contains just the three variables \( p, q, r \). Suppose that a particular 3-assignment \( w \) is a model for \( \alpha \). Then this assignment is a minimal model for \( \alpha \) iff it is “as undefined as possible”: none of the 3-assignments which have more cases of \( u \) than this one, is a model. Now look at each atom separately. Consider the value \( w \) assigns to \( p \): if it is \( u \), then it cannot be made informationally less. But if it is defined, i.e. either \( t \) or \( f \), then if this value is changed to \( u \), the resulting assignment will no longer satisfy \( \alpha \) — if indeed the model \( w \) is minimal.

Now we can test whether \( p \) is defined by the formula \( p \lor \neg p \), and we can express that the result of replacing \( p \) by \( u \) in \( \alpha \) is not a model by \( \sim \alpha(u, q, r) \)

That is

\[
(p \lor \neg p) \supset \sim \alpha(u, q, r)
\]

Call this \( M_p(\alpha) \), and likewise define

\[
M_q(\alpha) := (q \lor \neg q) \supset \sim \alpha(p, u, r)
\]

and

\[
M_{pq}(\alpha) := [(p \lor \neg p) \land (q \lor \neg q)] \supset \sim \alpha(u, u, r).
\]
We obtain the strengthening of $C(\alpha)$ we want, to a $C(\alpha)$ which has as its models just the minimal models of $\alpha$, by taking

$$C(\alpha) := \alpha \land M_p(\alpha) \land M_q(\alpha) \land M_r(\alpha) \land M_{qr}(\alpha) \land M_{pr}(\alpha) \land M_{pq}(\alpha) \land M_{pqr}(\alpha).$$

Finally, to reduce $\alpha \models_3 \beta$ let $\bar{q}$ be the list of atoms which occur in $\beta$, but do not occur in $\alpha$. Then these should all get the value $u$ in a minimal model, so we can take the translation to be

$$C(\alpha) \land N\bar{q} \models_3 \beta.$$

4 Semantics for logic programs with negation

Shepherdson remarks that it would be desirable somehow to combine three-valued with intuitionistic logic, and he suggests that one might do this starting from a “complete and consistent deductive system for 3-valued logic, as Ebbinghaus has done for a very similar kind of 3-valued logic”, and he cites Ebbinghaus’s paper [3].

A hybrid logic of the kind he envisages could then be used to “tighten” further Kunen’s modification of Fitting’s three-valued semantics for logic programs with negation as failure, in order to get a closer fit between the three-valued declarative semantics of the (Clark completion of) a logic program with negation, and the procedural semantics given by SLDNF resolution.

Kunen’s semantics matches the behaviour of SLDNF-resolution rather well, and for propositional programs it is complete. But there are cases where the semantics is too strong, supporting answers where nothing resembling PROLOG would. Kunen [9] gives this example:

$$\begin{array}{c}
p \leftarrow \neg q(X) \\
q(c) \leftarrow \\
q(X) \leftarrow \neg r(X) \\
r(c) \leftarrow \end{array}$$

In the Clark completion $\neg p$ is equivalent to $\forall X (X = c \lor X \neq c)$. This is always t in Kunen’s semantics, so the semantics has to support a yes answer. What is more, as Kunen points out, the program itself is sufficiently well-behaved (hierarchical and strict) that the three-valued semantics for it reduces to the two-valued semantics. Yet SLDNF-resolution can’t derive indefinite answers, so here it won’t agree with the semantics.

4 This treatment presupposes of course that $u$ is a propositional constant in the language. But if it is not, just take a new atom $v$ not mentioned in $\alpha$ or $\beta$, add to $\alpha$ the condition $Nv$, and treat $v$ as though it were $u$.

5 We refer to Shepherdson’s survey article [12] for any terminology not explained here, and to the articles by Kunen [7, 8, 9] and Fitting [5].

6 Shepherdson must have been unaware of the axiomatizations of $K_3$ that exist in the literature going back to Wang [17], even though Wang’s paper is cited by Ebbinghaus.
Can the semantics be weakened? Kunen raises the possibility of letting \( \equiv \) be interpreted as any three-valued relation which makes the equality axioms in CET come out as \( t \). Then there could be a model containing an element \( a \) such that \( a = c \) is \( u \), and then \( r(a) \), \( q(a) \) and \( p \) would be \( u \) too. But the problem with this is that \( r(a) \land \lnot r(a) \) becomes \( u \) as well, so failure is not supported for the query \( \lnot r(X), \lnot r(X) \), and SDLNF-resolution would not be sound with respect to this weakened semantics.

Kunen also addresses Shepherdson's suggestion to somehow bring in intuitionistic logic. Shepherdson had shown that the original statement of soundness of SLDNF-resolution with respect to the 2-valued consequences of \( \text{Comp}(P) \) could be strengthened to the stricter notion of intuitionistic consequence, i.e. derivability: if a query \( ? - \lambda_1, \ldots, \lambda_r \) succeeds with answer \( \theta \), then \( \text{Comp}(P) \vdash_I \forall[(\lambda_1 \land \ldots \land \lambda_r)\theta] \), and if it fails, then \( \text{Comp}(P) \vdash_I \forall[-(\lambda_1 \land \ldots \land \lambda_r)] \).

Kunen points out that we can't just use intuitionistic proof theory in a semantics for SLDNF-resolution, because from the program

\[ p \leftarrow p \]

an answer no to the query \( ? - p, \lnot p \) should not be supported, whereas a semantics that took over all of intuitionistic logic would have to support this answer, as \( \vdash_I \lnot(p \land \lnot p) \). The problem here is that this is exactly the sort of example that called for three-valued logic in the first place. The PROLOG interpreter will loop, and this is represented by setting \( p \) to \( u \).

On the other hand, to go back to Kunen's first example, \( \vdash_I \) does seem to be exactly what is called for here, to represent the fact that that the interpreter can't derive the indefinite conclusion \( \forall X(X = c \lor X \neq c) \). Actually many people have remarked that PROLOG behaves rather intuitionistically. If the clauses are viewed directly as sequents in the obvious way, even though the logic is supposed to be classical, everything is happening in the intuitionistic fragment, since (definite) clauses are a particular case of intuitionistic sequents, i.e. with a single formula, actually an atom, in the succedent.

### 4.1 intuitionistic three-valued logic

The following system seems to be a reasonable way of carrying out Shepherdson's proposal to amalgamate intuitionistic and three-valued logic to get \( \vdash_{3I} \). We start with the full version of the sequent calculus for first-order logic. To be definite, let us take it to be the version in Kleene's treatise [6].

- To make the system intuitionistic, we impose the restriction that all sequents in proofs have at most one formula in the succedent.
- To make the system three-valued, we ban the use of \( \Rightarrow : \Gamma, \alpha \Rightarrow \Delta \).
- To offset the loss of \( \Rightarrow \), (partially), we retain those of the special rules for negation previously formulated that are intuitionistically correct as well. (Details omitted here because of space limitations.)

\(^7\)The three-valued treatment sketched so far extends straightforwardly to predicate logic.
- Optionnally we can postulate that double negation elimination holds for atoms by adding an axiom \( \neg\neg p(\bar{x}) \Rightarrow p(\bar{x}) \) for each atomic predicate \( p(\bar{x}) \).

This specifies the inference mechanism. My modified version of Kunen's semantics uses these rules for the "intuitionistic fragment" of \( K_3 \). The semantics is still recursively enumerable and \( \text{Comp}(P) \) is essentially unchanged, but we emphasize that:

1. The constraint that = is to be two-valued has to be expressed by the sequent 
   \( \Rightarrow \neg(\bar{x} = Y \land \bar{x} \neq Y) \), and not by \( \Rightarrow \bar{x} = Y \lor \bar{x} \neq Y \). In the context of intuitionistic logic the disjunction has a distinctive meaning, such that we can't affirm a disjunction unless we are in a position to affirm one or other of the disjuncts, and this notion would be too strong for what we want to say.

2. We interpret the disjunction in the completed definitions in \( \text{Comp}(P) \) as the intuitionistic disjunction.

This tightening of Kunen's semantics evidently satisfies soundness, and it matches the procedural behaviour of SLDNF-resolution better. Going back to Kunen's example, we can see that:

1. A yes answer to the query \( ? \neg \bar{x} \) is now not supported, since we know 
   \( \Rightarrow \bar{x} = Y \lor \bar{x} \neq Y \) is not derivable using \( \triangleright \neg \) from \( \text{Comp}(P) \), not even from \( \Rightarrow \neg(\bar{x} = Y \land \bar{x} \neq Y) \). We know this because \( \bar{x} = Y \lor \bar{x} \neq Y \) is underivable even with full intuitionistic logic \( \triangleright I \), and intuitionistically also
   \( \neg(\bar{x} = Y \land \bar{x} \neq Y) \) is an instance of a logical law.

2. Failure is supported for the query \( ? \neg r(\bar{x}), \neg r(\bar{x}) \), because \( r(\bar{x}) \) is equivalent to \( \bar{x} = c \) and \( \Rightarrow \neg(\bar{x} = c \land \bar{x} \neq c) \) is an instance of our postulated
   \( \Rightarrow \neg(\bar{x} = Y \land \bar{x} \neq Y) \).

3. On the other hand, we are not postulating \( \Rightarrow \neg(p \land \neg p) \) for all other atoms \( p \) or for all formulas, only for the equality predicate \( \bar{x} = Y \). We know that \( \Rightarrow \neg(p \land \neg p) \) is not derivable, because it isn't derivable in \( K_3 \). Thus we don't get a problem with the query \( ? \neg p, \neg p \) addressed to the program
   \( p \leftarrow p \).
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Abstract

An approach to implementing deduction systems based on semantic tableaux is described; it works by compiling a graphical representation of a fully expanded tableaux into a program that performs the search for a proof at runtime. This results in more efficient proof search, since the tableau needs not to be expanded any more, but the proof consists of determining whether it can be closed, only. It is shown how the method can be applied for compiling to the target language Prolog, although any other general purpose language can be used.

1 Introduction

The basic idea of tableau–based systems (see (Fitting, 1990) for a good introduction) is to try to prove inconsistency of a formula by failure of a systematic model–construction process: it is tried to satisfy a formula by stepwise refinement of potential models, and a proof is found if all those models can be ruled out by detecting contradictions in them. This working principle became more and more popular in automated deduction during the last years, after resolution has governed the field for two decades. Essentially, the former proof procedures offer a closer relation to semantics than resolution does. This is handy if a deduction system is supposed to be integrated into an application, rather than designed as a stand–alone prover. The interest in this steadily increases, which explains the shift of interest.

In order to apply deduction techniques, a concrete implementation method is required: the standard way of implementing tableaux-based provers is to keep an explicit datastructure representing a tableau (usually as a set of its branches) and modify it during runtime. This can be compared with an interpreter for a programming language: the tableau is a program containing statements to be executed (i.e.: formulæ to be expanded), until certain conditions are met and the program terminates (i.e.: all branches are closed). This paper shows how the proof search can be speeded up by compilation techniques. The basic idea is to compile a fully expanded tableau into a program that carries out the proof search at runtime.
The underlying idea is derived from the author's work on compilation techniques for first-order deduction with Shannon graphs (Posegga & Ludäscher, 1992; Posegga, forthcoming 1993) and works as follows: First, an arbitrary first-order formula is transformed into a graphical representation of a fully expanded tableau for it. Then, the graph is compiled into a program which shows the formula's inconsistency when it is executed. The execution reflects the proof search in semantic tableaux and tries to close every branch in the tableau. We will show how the principle works for Prolog as target language, although any other general-purpose language can be used.

The advantage of our approach is that some of the effort for the proof search (namely expanding the tableau) can be moved to a preprocessing phase that derives the graph and generates the program for it. This preprocessing is of only linear complexity in time and space w.r.t. the length of the negation normal form of the input formula. This is due to the fact that a graph instead of a tree is used for representing the fully expanded tableau; it uses structure sharing and represents multiple occurrences of subtrees in a tableau only once.

Note, that there is only a notational difference between a tableau represented as a graph and as a tree. From a theoretical point of view, trees are much handier than graphs, since we can use a linear notation and regard them simply as logical formulæ. We will refer to trees for the theoretical treatment of our method, but the reader should keep in mind that an implementation should use a graphical representation.

The paper is written from a practical point of view and assumes to be familiar with the theoretical background of semantic tableaux. When arguing on the implementation level, clarity and readability is preferred over showing how to achieve efficient code. The paper starts by discussing compilation techniques for propositional formula in Section 2. The framework is carried forward to the first-order level in Section 3; Chapter 4 draws conclusions from our research.

2 Propositional Logic

For reasons becoming clear soon, we will use a slightly unusual notation for writing down tableaux and consider them simply as logical formulæ with signed atoms; "+" and "-" serve as signs. Let $L^0$ be the language of propositional calculus defined in the usual way, and $L^0_{At}$ the atomic formulæ of $L^0$.

Definition 2.1 (Set of Fully Expanded Propositional Tableaux)

The set $\text{Tab}$ of fully expanded propositional tableaux is defined to be the smallest set such that

1. $1 \in \text{Tab}$ ("1" denotes the atomic truth value "true")
2. if $T \in \text{Tab}$ and $A \in L^0_{At}$, then $(+A) \land T$ and $(\neg A) \land T \in \text{Tab}$.
3. if $T_1, T_2 \in \text{Tab}$, then $T_1 \lor T_2 \in \text{Tab}$.

The elements of $\text{Tab}$ will be denoted by letters of the calligraphic alphabet "A, B, . . .".
The intuition behind this notation is that the formulae on a branch denote a conjunction, and that branching means disjunction. As a simple example, consider the formula \( p \land (q \lor \neg r) \); assume we start a tableau with this formula and expand it completely in the standard way.

We get: which can be written as \(+p \land ((+q \land 1) \lor (-r \land 1))\), an element of \( \mathcal{T} \).

The atom "1" is superfluous, but handy, as we will see soon. It can be regarded as a mark for the end of a branch.

Next, we will see how such a representation can be derived for a formula. The basic idea is to recursively compute fully expanded tableau for compound formulae, and to combine these according to the logical connectives. The following notation will be needed for handling conjunctions:

**Definition 2.2 (Replacement of 1-nodes)**

Let \( A, B \in \mathcal{T} \): the replacement of 1-nodes in \( A \) by \( B \) is recursively defined as:

\[
A[1^n] = \begin{cases} 
B & \text{if } A = 1 \\
A_1 \land (A_2[1^n]) & \text{if } A = A_1 \land A_2 \\
(A_1[1^n]) \lor (A_2[1^n]) & \text{if } A = A_1 \lor A_2
\end{cases}
\]

The following recursive function \( \text{conv} \) maps an arbitrary propositional formula to a fully expanded propositional tableaux for it:

**Definition 2.3**

\[
\text{conv}(F) = \begin{cases} 
(+F) \land 1 & \text{if } F \in \mathcal{L}_{A_1} \\
(-A) \land 1 & \text{if } F = \neg A, A \in \mathcal{L}_{A_1} \\
\text{conv}(F') & \text{if } F = \neg \neg F' \\
\text{conv}(\alpha_1)[\text{conv}(\alpha_1)] & \text{if } F \text{ is a } \alpha-\text{formula} \\
\text{conv}(\beta_1) \lor \text{conv}(\beta_2) & \text{if } F \text{ is a } \beta-\text{formula}
\end{cases}
\]

If we perform the replacement operation in the above definition by replacing edges to nodes, rather than replacing nodes themselves, we can derive a directed, acyclic graph. One easily verifies that, in this case, computing the mapping is of linear complexity in time and space w.r.t. the length of the input formula in negation normal form.

As a simple example, assume we want to derive a graph representing a fully expanded tableau for \((a \leftrightarrow b) \land a \land \neg b\). First, we compute the graph for \((a \leftrightarrow b)\), which is an \( \beta \)-formula with \( \beta_1 = \neg a \land \neg b \) and \( \beta_2 = a \land b \). After computing the graph for \( a \land \neg b \), we conjunctively combine both by replacing all edges to 1-nodes in the first graph by an edge to the second graph.
The numbers attached to each node in the graph will be needed later for the compilation. We will assume that the generated nodes are consecutively numbered, although it would be sufficient that they uniquely denote each node. The node “6 ∨” is just an aid for drawing the graph and means that the edge leading to it actually leads to node number 6.

Besides the fact that the tableau is represented as a graph with numbered nodes, there is no difference to a standard semantic tableau. The above formula was inconsistent, so the tableaux represented by the right graph is closed, i.e.: each branch of the tableau is contradictory. In terms of the graph this means, that both paths from the root to the 1-leaf are contradictory. Once we have derived such a graph for a propositional formula, the only thing left to do for obtaining a proof is to test this condition.

This is exactly the idea of the proposed method for compiling the proof search: we compute the graph in the above way and compile it into a program that is procedurally equivalent to the above test. Any general-purpose target language can be used, but it is particularly easy to explain the process with Prolog:

As propositional logic is decidable, we can determine whether or not the graph we consider has an open path to a 1-leaf, and therefore the tableau has an open branch. If this is the case, we have derived a model for the formula. We will generate a program that enumerates all models, i.e., it enumerates all open paths in the graph. The method to achieve this is quite straightforward: for each node in the graph a Prolog clause node/2 is generated that succeeds if an open path through this node to the 1-leaf exists. We will use the numbers of the graph nodes to distinguish the clauses for the nodes. This number is the first parameter of a node-clause\(^1\), the second is the path that has been constructed to reach the node.

There are two types of nodes in a graph:

1. binary “∨”-nodes: in this case the clause for the node succeeds if an open path can be constructed through one of the successors.

\(^1\)This is done for performance reasons, since Prolog systems usually perform indexing on the first argument of clauses.
2. unary "\wedge"-nodes labeled with a literal: here, the clause succeeds if the literal can be added to the path without yielding a contradiction, and an open path through the successor node exists. If the successor node is 1, the last condition is always true.

A minor technical problem to be solved is finding an efficient representation of paths: we easily can determine the number of different atoms in a formula during the construction of the graph, so a good solution is to use a Prolog-term of this length. Each argument in this term represents the truth value of the according atom (denoted by "+" or "-"). The following clauses "implement" the graph for the fully expanded tableau of \((a \rightarrow b) \land a \land \neg b\) above; the atom \(a\) appears at the first position in the path, and \(b\) at the second. It should be easy to see that \texttt{satisfy} succeeds with a path (a model) if there is an open branch in the tableau, and fails, otherwise:

\[
\begin{align*}
\text{node}(5, \text{Path}) & : \text{- (node}(3, \text{Path}) \land \text{node}(1, \text{Path})). \\
\text{node}(3, \text{Path}) & : \text{- arg}(1, \text{Path}, -), \text{node}(4, \text{Path}). \\
\text{node}(4, \text{Path}) & : \text{- arg}(2, \text{Path}, -), \text{node}(6, \text{Path}). \\
\text{node}(6, \text{Path}) & : \text{- arg}(1, \text{Path}, +), \text{node}(7, \text{Path}). \\
\text{node}(7, \text{Path}) & : \text{- arg}(2, \text{Path}, -). \\
\text{node}(1, \text{Path}) & : \text{- arg}(1, \text{Path}, +), \text{node}(2, \text{Path}). \\
\text{node}(2, \text{Path}) & : \text{- arg}(2, \text{Path}, +), \text{node}(6, \text{Path}). \\
\text{satisfy}(\text{Path}) & : \text{- functor}(\text{Path}, \text{path}, 2), \text{node}(5, \text{Path}). \end{align*}
\]

In the propositional case it is surprisingly easy to switch from Prolog to another target language. As we have seen, the only thing to do is to generate code that simulates descending in the graph and collects literals that form paths. This can be achieved in conventional programming languages by defining a function for each node that recursively calls functions for successor nodes after assigning a corresponding truth value to the atom of the node, if possible. Practical experiments with C and 8086 Assembler have shown, that Prolog programs of the above kind run roughly as fast as C, but about 20-30 times slower than Assembler.

3 First-order Logic

The basic difference in the proof search between propositional and first-order tableaux is that we must deal with \(\gamma\)-formulae on branches in the latter case. Such formulae have the peculiarity that they may be used more than once during the proof search. It is therefore not sufficient to determine a fully expanded tableau for a formula and try to show that it is closed. We will handle this by extending the definition of a fully expanded tableau, such that not only atoms, but also fully expanded tableaux for \(\gamma\)-formulae can appear on branches. Such a node will be called a \(\gamma\)-node; the graph inside is called a \(\gamma\)-graph.

Let \(\mathcal{L}\) be the language of first-order calculus and \(\mathcal{L}_{A}\), the atomic formulæ of \(\mathcal{L}\).

\textbf{Definition 3.1} (Set of Fully Expanded First-order Tableaux)

The set \(\text{Tab}_{\mathcal{L}}\) of fully expanded first-order tableaux is defined to be the smallest set such that
1. \( \text{Tab} \subseteq \text{Tab}_\circ \)

2. If \( T_1, T_2 \in \text{Tab}_\circ \) and \( x_1, \ldots, x_n \) are free variables in \( T_1 \), then \( ((\forall(x_1, \ldots, x_n) T_1) \land T_2) \in \text{Tab} \).

The first-order counterpart of \( \text{conv} \) will be denoted by \( \text{conv}_\circ \) and is defined as follows:

**Definition 3.2**

\[
\text{conv}_\circ (F) = \begin{cases} 
(+F) \land 1 & \text{if } F \in \mathcal{L}_{A1} \\
(-A) \land 1 & \text{if } F = \neg A, A \in \mathcal{L}_{A1} \\
\text{conv}_\circ (F') & \text{if } F = \neg \neg F' \\
\text{conv}_\circ (\alpha_1) \left[ \text{conv}_\circ (\alpha_1) \right] & \text{if } F \text{ is a } \alpha \text{-formula} \\
\left( \text{conv}_\circ (\beta_1) \right) \lor \left( \text{conv}_\circ (\beta_2) \right) & \text{if } F \text{ is a } \beta \text{-formula} \\
(\forall \bar{z} \text{ conv}_\circ (F')) \land 1 & \text{if } F \text{ is a } \gamma \text{-formula of the form } \forall \bar{z} F' \\
\left( \left\{ \begin{array}{c} f_1(\bar{y})/x_1 \\
\vdots \\
f_n(\bar{y})/x_n \end{array} \right\} \right) \land 1 & \text{if } F \text{ is a } \delta \text{-formula of the form } \exists (x_1, \ldots, x_n) F', \bar{y} \text{ are the free variables in } F', \text{ and } f_1, \ldots, f_n \text{ are new function symbols} \\
\end{cases}
\]

It is assumed that \( \bar{z} \) stands for a finite list of variables \( x_1, \ldots, x_m \). Skolemization is performed in the “liberalized \( \delta \)-rule” style described in (Hähnle & Schmitt, 1991) on “\( \exists \)”-formulae; substitutions are written in braces “\{\ldots\}”.

Figure 1 shows the graph representing a fully expanded tableau for the following problem, taken from Pelletier’s problem set (Pelletier, 1986):

**Problem 3.3** (Pelletier 30)

\[
\begin{align*}
\text{Axiom pel30.1:} & \quad \forall x (f(x) \lor g(x) \rightarrow \neg h(x)) \\
\text{Axiom pel30.2:} & \quad \forall x ((g(x) \rightarrow \neg i(x)) \rightarrow (f(x) \land h(x))) \\
\text{Axiom pel30.3:} & \quad \neg \forall x i(x)
\end{align*}
\]

The left graph represents the fully expanded tableau for the whole formula, the two graphs for the \( \gamma \)-formulae are drawn separately to the right of it.

Compiling such a graph for a fully expanded first-order tableau is slightly more complicated than in the propositional case. We will again explain the principle with Prolog as the target language. First, we must choose whether we aim at proving validity or inconsistency. In principle this does not matter, but for historical reasons the latter is usually preferred. We will stick to this, simply because “reversing” things would make them less familiar and therefore less comprehensible.

For each node a clause is generated that succeeds if the paths crossing this node are contradictory. A clause for a binary node succeeds if both clauses for its successor nodes succeed, and a clause for a unary node labeled with a literal \( L \) succeeds if either
there is a substitution σ, such that the current path and \( L \) become inconsistent under this substitution, or

the clause for the successor node succeeds.

If we cross a \( \gamma \)-node for a fully expanded tableau of a \( \gamma \)-formula, we will just note this in the path, but we will not enter the \( \gamma \)-graph, yet. If we arrive with a consistent path at a 1-leaf, one of those \( \gamma \)-tableaux in the path is selected and entered\(^2\).

The basic technical problems that must be solved for the compilation process are:

1. **Variable bindings need to be represented and passed to each clause, since Prolog clauses are by definition variable disjoint.**

   This can be solved in the following way: when constructing the graph, all variables that appear are counted. If we have \( n \) variables, their binding can be represented by an \( n \)-ary Prolog term, each argument holding the binding for the according variable.

2. **It is in general necessary to have more than one instance of an atom (since \( \gamma \)-formulae may be used multiple), so we will not know the maximal length of a path in advance.**

   For handling this we will represent a path by an open list holding signed instances of atoms\(^3\).

3. **\( \gamma \)-graphs introduce new variable bindings.**

   If variable bindings are handled as pointed out in 1, the Prolog clauses for a \( \gamma \)-graph representing a fully expanded tableau for a \( \gamma \)-formula can be "re-used" arbitrarily often, if a new binding-term is created. The slot(s) holding binding(s) for the quantified variable(s) are simply dropped and left void by inserting

\(^2\)This reflects the usual treatment of \( \gamma \)-formulae in tableaux: they are not used if the branch can be closed immediately.

\(^3\)There are of course more efficient solutions than this, but we will prefer readability over efficiency, here.
an anonymous Prolog variable. So, it is possible to re-use the tableaux for 
γ-formulae without asserting new clauses.

Table 1 shows the complete Prolog program for Problem 3.3. Recall that a clause succeeds if all paths crossing the according node are closed.

Each clause node/3 “implements” one node. The first parameter is the number of the node in the graph; the second parameter is used to implement a depth-bound on the search that controls the number of applications of γ-formulae. Paths are represented by an open list holding signed atoms, or, in the clauses “gammal” and “gammab2” the name of the clause for the top node of a γ-graph. If the end of a path (“1”) is reached without having found a contradiction, use.gamma/3 selects one of them an calls the entry clause unless a depth bound is reached. close/2 tries to find a substitution such that a path is closed. Note, that this predicate must enumerate all substitutions during backtracking.

A proof is done by calling the top node (gammal) with the empty path. proof(2) succeeds, whereas proof(1) fails.

4 Conclusion & Outlook

We have described an approach to tableaux–based theorem proving that works by translating an arbitrary first–order formula into graph representing a fully expanded tableau for it. This graph can then be compiled into a program that performs the proof search when executed. We showed how to do this with Prolog as a target language, although any other general–purpose language can be used.

The principle of compiling formulae into a general–purpose target language offers several advantages; inter alia,

• it can considerably speed up the proof search,

• it offers a flexible way for embedding deduction into applications, since the compilation can generate stand–alone subroutines that do not require a logical engine to run on.

The presented Prolog code can also be further optimized, especially the first–order version. The propositional version seems to be not very far from an optimum, apart from the fact joining clauses that have only one caller (“unfolding” the Prolog code) might result in more efficient Prolog code.

The method differs from other approaches to deduction by Horn–clause generation (e.g. (Stückel, 1988)), in that

1. the generated program has no direct logical relation to the formula that is to be proven (i.e., the Prolog clauses are not a logically equivalent variant of the formula), but that they are procedurally equivalent to the search for a model.

2. The method does not require a conjunctive normal form.
Table 1: Prolog Program for the Tableau of Figure 1
3. The cost for translating a formula to the proposed representation of a fully expanded tableau, and the compilation of the tableau are both linear (in space and time) w.r.t. the length of the input formula.

One can argue that the proof search in a tableau-based prover usually works by stepwise developing it until each branch in it is closed; therefore, it might happen that branches close with some compound formulae they are holding. Considering only fully expanded tableaux, as this approach proposes, results in a tableau proof procedure that never closes a branch in this way, but with literals only. From a theoretical point of view this might prevent finding a short proof; in practice, however, it very rarely happens that branches can indeed be closed with compound formulae. So, it seems justified to neglect this issue.

An experimental implementation of a variant of the method (see (Posegga & Ludäscher, 1992)) has shown the the speedup gained by generating a Prolog program instead of using a "traditional" approach to implementing a tableau prover (without compilation) in Prolog is around a factor of 10. Using Assembler as the target language (which has been implemented for a propositional version) results in a program that runs another 20–30 times faster than the version compiling to Prolog.
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Abstract. We present a transformation of formulae from arbitrary finitely-valued logics into a conjunctive normal form based on signed atomic formulae which can be used to syntactically characterize many-valued validity with a simple resolution rule very much like in classical logic. The transformation is always linear with relation to the size of the input, and we define a generalized concept of polarity in order to remove clauses which are not needed in the proof. The transformation rules are based on the concept of 'sets-as-signs' developed earlier by the author in the context of tableau-based deduction in many-valued logics. We claim that the approach presented here is much more efficient than existing approaches to many-valued resolution.

Introduction

With this paper we make a step toward the efficient mechanization of deduction in many-valued logics. The need for research of that kind is motivated by the recent advent of new applications for many-valued theorem proving in various subfields, for example, in formal hardware verification [5]. Other applications exist in the theory of error-correcting codes or in non-monotonic reasoning.

It is widely acknowledged that the existence of clausal normal forms for a logic can greatly improve efficiency and speed of theorem proving procedures for that logic. Resolution-based theorem provers usually rely on the input being in conjunctive normal form (CNF), but also most other proof procedures that claim high performance, employ CNF transformation as a preprocessing step. If these successful techniques are to be used in non-classical theorem proving, it is likely that some variant of CNF is required for the respective non-classical logics.

There are three main obstacles that have to be overcome when clausal normal forms are to be used in a generalized context:

1. Normal forms can become exponentially long wrt the length of the input when a naïve algorithm is used. This is not so problematic in classical logic where knowledge bases usually consist of conjunctions of relatively short formulae. In non-classical logics, however, even relatively short formulae can become quite large during this process already.
2. The normalized input bears no resemblance to the original formula. This makes it hard to explain the machine-generated proof to the user.
3. Many non-classical logics may fail to have normal forms, or at least it is non-trivial to find them.

The first two problems can principally be solved by using a structure preserving clause form translation (defined in the following section) which has the double advantage of (i) producing normal forms in linear time and space wrt to the input and (ii)
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establishing a relationship between the clauses of the normal form and the subformulae of the input formula.

As to the third problem, it is not likely that there is a uniform solution to it due to the diversity of non–classical logics. It has been shown, however, that for certain classes of non–classical logics structure preserving CNF transformations (and corresponding resolution rules) can be devised to give the desired results [7]. These include intuitionistic logic and various modal logics.

The purpose of this note is to define structure preserving clause form translations (together with a suitable definition of clauses and a resolution rule) for arbitrary finitely–valued logics, a domain where, to our best knowledge, no general results exist so far. The normal form computation will be linear wrt to the length of the input and quadratic wrt to the number of truth values in the worst case. The short CNF translation for many–valued logics proposed in the following is centered around a technique that has been developed earlier by the author [3, 4] in connection with non–clausal theorem proving with semantic tableaux. The main advantage is a relatively simple resolution procedure for finitely–valued logics which avoids the drawbacks of a non–clausal approach [11], while retaining the main advantages of resolution, notably, strategies for pruning the search space. We treat the propositional case thoroughly and give some hints how to handle the first order case. Due to space restrictions we omit proofs. These may be found in the long version of this paper which is available from the author on request.

1 Short Normal Forms in Classical Logic

In the following we denote with \#(M) the cardinality of a set M and with |s| we denote the length of a string s. We use \( \lceil x \rceil \) to denote the ceiling function on the rationals. We assume the reader is familiar with the basic notions of computational logic. Throughout the paper we will use a standard syntax for propositional and first–order logic, here and there enriched with some new unary and binary operator symbols. Clauses are considered as finite multisets of literals.

The central idea behind structure preserving clause form translations is to introduce additional atoms which serve as abbreviations for subformulae of the input. Assume we have a propositional formula \( \phi \) and we need a finite set of clauses \( X_\phi \) such that \( \models \phi \iff X_\phi \vdash \phi \).

Let \( SF(\phi) \) denote the set of subformulas of \( \phi \) (note that \( #(SF(\phi)) = |\phi| \)) and let \( m = #(SF(\phi)) \). We denote with \( L \) the complement of a literal. Now we introduce a new variable \( p_i \) for each \( \phi_i \in SF(\phi) \) which is not a literal and consider for each \( 1 \leq i \leq m \) and \( \phi_i = (\phi_j \, \mathbin{\lor} \, \phi_k) \) the formula

\[
p_i \leftarrow (p_j \, \mathbin{\lor} \, p_k)
\]

where \( \mathbin{\lor} \) is the top–most connective of \( \phi_i \) and \( p_j, p_k \) either correspond to \( \phi_j, \phi_k \) or \( \phi_i = p_i \) if \( \phi_i \) is a literal. This process is called abbreviation, definition or renaming by various authors. Let \( X_{\phi,i} \) be a CNF representation of (1). The number of clauses in \( X_{\phi,i} \) is bound by a constant depending on the type of connectives present and is at most 4; each clause contains at most 3 literals. Now we can define

\[
X_\phi = \left( \bigcup_{i} X_{\phi,i} \right) \cup \{ p_i \}
\]

where \( p_i \) is the definition of \( \phi \). It is fairly easy to see that \( X_\phi \) has indeed the desired properties, in particular, \( X_\phi \) contains at most \( 12m + 1 \) literals.
In the first-order case the $p_i$ are atomic formulae with an appropriate arity.

**Example 1.** Consider the propositional tautology $p \supset (q \supset p)$. We introduce the following renamings: $p_1 \rightarrow p \supset p_2$, $p_2 \rightarrow q \supset p$. So the formula is a tautology iff the following set of clauses is unsatisfiable:

1. $\sim p_1$
2. $\sim p_1 \vee p_2 \vee \sim p$
3. $p_1 \vee \sim p$
4. $p_1 \vee \sim p_2$
5. $\sim p_2 \vee p \vee \sim q$
6. $p_2 \vee \sim q$
7. $p_2 \vee \sim p$

A refutation of this clause set is as follows:

8. $[1, 3] \quad p$
9. $[1, 4] \quad \sim p_2$
10. $[7, 8] \quad p_3$
11. $[9, 10] \quad \Box$

Note that 2., 5. (each corresponding to one half of an equivalence) and 6. were not needed. Obviously, our CNF contains redundant clauses.

There is a rather obvious improvement of the procedure, if one observes that instead of logical equivalence in (1), depending on the polarity (cf. [10]) of $p_i$ in the original formula (i.e. in $\sim \phi$), only one direction of the implication is needed in order to characterize satisfiability. Therefore, instead of (1) we write

$$p_i \supset (p_j \text{ op } p_k) \text{ if } p_i \text{ occurs positively in } \sim \phi$$

$$\sim (p_j \text{ op } p_k) \supset p_i \text{ if } p_i \text{ occurs negatively in } \sim \phi$$

(3)

If we apply this optimization to the previous example, clauses 2. and 5. are not generated.

Further improvements are possible if not all subformulas are being renamed, for instance, conjunctions need not to be renamed. An optimal result (the clause set $\{p, \sim p, q\}$) would have been obtained using a top-down renaming algorithm [2] which takes this into account. In [2] one may also find additional references regarding structure preserving clause form for classical logic.

## 2 Many-Valued Logic

**Definition 1 Syntax, Truth Values.** Let $L$ be a propositional language with propositional variables $L_0$ and connectives $F$. Let $N = \{0, \frac{1}{n-1}, \ldots, \frac{n-2}{n-1}, 1\}$ be the set of truth values and let $n = \#(N)$.

**Definition 2 Semantics, Many-Valued Logic.** Connectives $F \in F$ are interpreted as functions with finite range and domain, in other words, if $k$ is the arity of $F$ we associate a function $f : N^k \rightarrow N$ with $F$ which we call the interpretation of $F$. Let $f$ be the family of functions over $N$ associated with connectives in $F$. Then we call $f$ an $n$-valued matrix for $L$ and the triple $(L, f, N)$ $n$-valued propositional logic.

**Definition 3 Valuation.** Let $L = (L, f, N)$ be a $n$-valued propositional logic. A valuation for $L$ is a function $v : L_0 \rightarrow N$. As usual, $v$ can be uniquely extended to a homomorphism from $L$ to $N$ via

$$v(F(\phi_1, \ldots, \phi_k)) = f(v(\phi_1), \ldots, v(\phi_k))$$

where $f$ is the interpretation of $F$.
Definition 4 S-Satisfiable, S-Tautology. For $S \subseteq N$ and a $n$-valued propositional logic $\mathcal{L}$ call a formula $\phi \in \mathcal{L}$ **S-satisfiable** iff there is a valuation such that $v(\phi) \in S$. Call $\phi$ a **S-tautology** iff $v(\phi) \in S$ for all valuations.

For some examples we refer the reader to the following section. Our task is now to find:

1. a language of clauses $C$;
2. a structure preserving linear translation $\text{tr}$ from $L \times 2^N$ into $2^C$;
3. a resolution rule on $C$, i.e. a decidable relation $R \subseteq C^{k+1}$ for some $k$

such that $\text{tr}(\phi, S) \models \square \phi$ iff $\phi$ is a $S$-tautology (where $\models$ is the reflexive and transitive closure of $R$).

### 3 A Structure Preserving Normal Form Translation for Many-Valued Logics

In [3, 4] the author introduced semantic tableau systems that can be used to implement a generic theorem prover which performs efficiently in a variety of finitely-valued logics. The key idea was to enhance the formula language in such a way that the still to be considered valuations at each step of the proof can efficiently be kept track of. The technical device was the use of truth value sets as signs or prefixes in front of the formulae. We define the set of signed formulae $L^+ = \{ S : \phi|S \subseteq N, \phi \in L \}$ with the intended meaning

$$S : \phi \text{ is satisfiable iff } v(\phi) \in S \text{ for some } v.$$  

**Example 2.** A sound and complete rule with premise $\{ \frac{1}{2} \} : \phi \vee \psi$, where $\vee$ is three-valued strong Kleene disjunction (which is defined $v(\phi \vee \psi) = \max(v(\phi), v(\psi))$) is

$$\{ \frac{1}{2} \} : \phi \vee \psi$$

$$\{ 0, \frac{1}{2} \} : \phi \quad \{ \frac{1}{2} \} : \phi$$

$$\{ 0, \frac{1}{2} \} : \psi \quad \{ \frac{1}{2} \} : \psi$$

One way to visualize rules with a premise $S : (\phi \text{ op } \psi)$ uses coverings of those entries in the truth table of op that are members of the set $S$. Each of the rule extensions corresponds to a partial covering of these entries. The union of all coverings corresponds to the collection of extensions that make up the conclusion of a rule. In Example 2 above, the left extension covers the area indicated in the following diagram on the left, while the right extension covers the area shown in the diagram on right.

```
\begin{array}{c|c|c}
\lor & 0 & 1 \\
\hline
0 & 0 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{array}
```

```
\begin{array}{c|c|c}
\lor & 0 & 1 \\
\hline
0 & 0 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1 \\
\end{array}
```

Now, tableau rules and tableaux correspond to DNF formulae, while we are interested in CNF formulae. What we need, therefore, are *inverse* tableau rules where the extensions are conjunctively connected and the extensions themselves are clauses over signed atoms. Consequently, we define the language of clauses $C$ to be the clauses over $L_3$. The $\lor$ in $C$ will be interpreted classically, i.e. two-valued (like the implicit disjunctions of tableau branches in many-valued tableaux which are also interpreted classically):
Definition 5 Satisfiability on \( C \). An atomic signed formula \( S : p \) is satisfied by \( v \) iff \( v(p) \in S \). Let \( D \in C \) and \( D = S_1 \vee \cdots \vee S_k : p_1 \cdots p_k \). \( D \) is satisfied by \( v \) iff \( v \) satisfies at least one \( S_i : p_i \) in \( D \). A clause set \( X \subseteq C \) is satisfied by \( v \) iff \( v \) satisfies simultaneously each member of \( X \). We write \( v \not\models X \) for this fact. \( X \) is satisfiable iff \( v \not\models X \) for some \( v \).

How can we compute inverse tableau rules? We can still use the technique with coverings, however, we must turn things around. Each extension (or clause) corresponds to a covering that contains at least the entries occurring in \( S \). The intersection of all coverings must contain exactly the entries occurring in \( S \).

Example 3. The inverse tableau rule with the premise of Example 2 is:

\[
\begin{array}{l}
\{ \frac{1}{2} \} : \phi \lor \psi \\
\{ 0, \frac{1}{2} \} : \phi \\
\{ 0, \frac{1}{2} \} : \psi \\
\{ \frac{1}{2} \} : \phi \\
\{ \frac{1}{2} \} : \psi
\end{array}
\]

The extensions correspond to the following coverings:

\[
\begin{array}{ccc}
\{0, 1\} & \{0, 1\} & \{0, 1\} \\
\{0, 1\} & \{0, 1\} & \{0, 1\} \\
\{0, 1\} & \{0, 1\} & \{0, 1\}
\end{array}
\]

The conclusion of the rule corresponds to the following set of \( C \)-clauses:

\[
\{ \{0, \frac{1}{2}\} : \phi, \{0, \frac{1}{2}\} : \psi, \{\frac{1}{2}\} : \phi \lor \{\frac{1}{2}\} : \psi \}
\]

We draw inverse tableau rules with double vertical bars to distinguish them from the ordinary rules.

The next step is to express logical equivalence within this framework. Consider the following definition of (strong) many-valued equivalence:

\[
v(\phi \rightarrow \psi) =
\begin{cases} 
1 & v(\phi) = v(\psi) \\
0 & \text{otherwise}
\end{cases}
\]

Let us give a formulation with \( C \)-clauses of \( \rightarrow \). It will be convenient to use the following abbreviations for signs:

Definition 6 Signs. Let \( j \in N \) be arbitrary.

\[
\begin{array}{c}
\begin{cases} \rightarrow j \end{cases} := [j, 1] \cap N \\
\begin{cases} \leftarrow j \end{cases} := [0, j] \cap N \\
\begin{cases} \downarrow j \end{cases} := [0, j) \cap N \\
\begin{cases} \uparrow j \end{cases} := [j, 1) \cap N
\end{array}
\]

Now consider the \((2n-2)\) \( C \)-clauses of the following form:

\[
\begin{array}{c}
\begin{cases} \uparrow j \end{cases} : p \lor \begin{cases} \rightarrow j \end{cases} : q \\
\begin{cases} \downarrow j \end{cases} : p \lor \begin{cases} \leftarrow j \end{cases} : q
\end{array}
\]

(4)

Let us denote this clause set with \( X .. : \) it is easy to prove that \( p \rightarrow q \) is \{1\}-satisfiable iff \( X .. : \) is satisfiable and \( p \leftarrow q \) is \{0\}-satisfiable iff \( X .. : \) is unsatisfiable.
We have now all prerequisites for mimicking the structure preserving clause form translation described in (1) and (2) in the many-valued case. We can apply the very same procedure for computing a CNF over $C$-clauses for some formula $\varphi$ as in the classical case. For each formula of the form (1) we simply expand the signed formula

$$\{1\} : (p_i \rightarrow (p_j \mathbf{op} p_k))$$

using the inverse tableau rules for $\neg$ and $\mathbf{op}$ (recall that the conclusion corresponds to a set of $C$-clauses, namely to $X_\varphi$). This process yields a set $X_\varphi$ for each non-atomic subformula $\varphi_i$ of $\varphi$. To establish $S$-satisfiability of $\varphi$ for some $S \subseteq N$ it is sufficient to show that

$$X_\varphi := \left( \bigcup_i X_{\varphi_i} \right) \cup \{ S^c : p_i \}$$

is unsatisfiable (where $p_i$ is the renaming of $\varphi$). Since the branching factor of each inverse tableau rule is at most $n$ we have:

**Corollary 7.** In every $n$-valued logic $L$ for every $S : \varphi \in L^*$ there is a $C$-CNF representation $X_\varphi$ of $\varphi$ of length $O(n^2 |\varphi|)$ such that $S : \varphi$ is valid iff $X_\varphi \models \square$.

Let us illustrate the method with an example.

**Example 4.** Consider three-valued strong Kleene logic with an extra negation $\neg^\ast$ (called SKL). For convenience we repeat the semantic definitions (which are valid for any number of truth values): $v(\neg \varphi) = 1 - v(\varphi)$, $v(\neg \neg \varphi) = 1$ (so $\neg \neg \varphi = \neg \varphi$), $v(\varphi \land \psi) = \min(v(\varphi), v(\psi))$, $v(\varphi \lor \psi) = \max(v(\varphi), v(\psi))$, $v(\varphi \supset \psi) = \max(1 - v(\varphi), v(\psi))$.

To establish that $\neg p \supset (\neg p \land \neg p)$ is a tautology (in SKL both $\frac{1}{3}$ and $1$ are designated truth values, i.e. support validity) we need to show that it is a $\{\frac{1}{3}, 1\}$-tautology which is the case iff the $C$-CNF of $\{0\} : \neg p \supset (\neg p \land \neg p)$ is unsatisfiable. To simplify things a bit we introduce no new variables for negated atoms. Thus we have

$$\begin{align*}
\{0\} : q \\
\{1\} : (q \rightarrow (\neg p \supset r)) \\
\{1\} : (r \rightarrow (\neg p \land \neg p))
\end{align*}$$

We begin to expand the second formula (cf. (4)):

$$\begin{align*}
\{1\} : (q \rightarrow (\neg p \supset r)) \\
\{0\} : q \\
\{0\} : \neg p \supset r \\
\{0\} : q \\
\{1\} : q \\
\{1\} : q
\end{align*}$$

The formula containing an implication have to be expanded further in order to yield the clause set $X_q$. Similarly, we compute the set $X_r$. Together with the first clause in (7) we arrive at the following set of signed clauses which characterizes the original problem:

| 1. | $\{0\} : q$ |
| 2. | $\{\frac{1}{3}, 1\} : q \lor \{0\} : r$ |
| 3. | $\{\frac{1}{3}, 1\} : q \lor \{0\} : p$ |
| 4. | $\{0\} : q \lor \{\frac{1}{3}, 1\} : p \lor \{\frac{1}{3}, 1\} : r$ |
| 5. | $\{\frac{1}{3}, 1\} : q \lor \{1\} : p \lor \{1\} : r$ |
| 6. | $\{1\} : q \lor \{0\} : p$ |
| 7. | $\{1\} : q \lor \{0\} : r$ |
| 8. | $\{1\} : p \lor \{\frac{1}{3}, 1\} : r$ |
| 9. | $\{0\} : p \lor \{0\} : r$ |
| 10. | $\{0\} : p \lor \{0\} : r$ |
| 11. | $\{\frac{1}{3}, 1\} : p \lor \{1\} : r$ |
4 Signed Resolution

We still have to provide a resolution rule for $C$-clauses. The following rule is one of several possibilities and very close to standard binary resolution:

$$\frac{S_1 : p \lor D_1 \quad \cdots \quad S_m : p \lor D_m}{D_1 \lor \cdots \lor D_m} \quad \text{if } S_1 \cap \cdots \cap S_m = \emptyset \quad (8)$$

For completeness we need a factoring rule due to similar reasons as in the classical case.

$$\frac{S_1 : p \lor \cdots \lor S_m : p \lor D}{(S_1 \lor \cdots \lor S_m) : p \lor D} \quad (9)$$

Soundness of rules (8) and (9) is straightforward to show. Completeness, too, is not hard to prove with a semantic tree argument that is readily generalized to more than two truth values by allowing $n$-ary semantic trees. In (8) a similar result is proved with that method and can readily be adapted to the present case.

Example 5. We continue Example 4 and show that the set of $C$-clauses generated there is unsatisfiable:

12. $[1,2] \{0\} : p$
13. $[1,3] \{0\} : p$
14. $[8,12] \{1\} : p$
15. $[13,14] \{0\}$

Note that only the input clauses 1., 2., 3., and 8. have actually been used in the derivation. We will come back to this issue in the next section.

5 Improvements

We present a simplification which parallels (3). We have already seen in Example 5 that most of the clauses were not redundant. We have to define a generalized notion of polarity in the presence of more than two truth values.

Definition 8 Many-Valued Polarity. Let $S : \phi \in L^*$ and let $T$ be a fully expanded inverted tableau for $S : \phi$. For each subformula $\psi$ of $\phi$, if the occurrences\(^2\) of $\psi$ in $T$ are $S_1 : \psi, \ldots, S_m : \psi$, we say that $\psi$ occurs with polarity $R = (S_1, \ldots, S_m)$ in $\phi$. We abbreviate this fact with $R \vdash S : \phi$.

Note that by definition of inverted tableau rules $\emptyset \not\subseteq S_i \not\subseteq N$ holds for each $S_i$ in $R$. For each polarity $R$ we define a binary connective $\Rightarrow_R$ by

$$\nu(\phi \Rightarrow_R \psi) = \begin{cases} 0 & \text{if } \nu(\psi) \not\subseteq S_i, \nu(\phi) \in S_i, \text{S_i occurs in R} \\ 1 & \text{otherwise} \end{cases}$$

We observe that in two-valued logic $\Rightarrow_{\{1\}}$ is the same connective as $\lor$ and $\Rightarrow_{\{0\}}$ is the same connective as $\land$. Moreover, $\Rightarrow_{\{0\},\{1\}}$ is the same connective as $\Rightarrow$. Now we replace (5) by

$$\{1\} : (p_k \Rightarrow_R (p_j \Theta p_k)), \text{if } R : (p_j \Theta p_k) \not\Rightarrow S : \phi. \quad (10)$$

In two-valued logic we can get rid of the signs simply by writing everywhere $p$ for $\{1\} : p$ and $\sim p$ for $\{0\} : p$. Together with the observation above (10) collapses into (3) for two-valued logic, if we associate positive polarity with (1), negative polarity with (0), and both polarities with (1).

---

\(^2\) Be aware that identical strings can be different subformulas, such as $p$ in $p \lor p$. On the other hand, the same subformula can occur multiply in the tableau, since they are copied in some rules, such as $\phi$ in Example 2.
Example 6. Let us apply Definition 8 to (7) from Example 4. Obviously, \( \neg p \supset (\neg p \land \neg \neg p) \) occurs with polarity \( \langle \{0\} \rangle \) in \( \{0\} : \neg p \supset (\neg p \land \neg \neg p) \). To see the polarity of \( \neg p \land \neg p \) we begin to compute the inverse tableau for \( \{0\} : \neg p \supset (\neg p \land \neg \neg p) \).

\[
\begin{align*}
\{0\} &: \neg p \supset (\neg p \land \neg p) \\
\{1\} &: \neg p \land \neg p
\end{align*}
\]

We see that the polarity of \( \neg p \land \neg p \) is \( \langle \{0\} \rangle \), too. Therefore, we substitute both occurrences of \( \neg \) in (7) by \( \Rightarrow \{\{0\}\} \):

\[
\begin{align*}
\{0\} &: q \\
\{1\} &: (q \Rightarrow \{\{0\}\} \ (\neg p \supset r)) \\
\{1\} &: (r \Rightarrow \{\{0\}\} \ (\neg p \land \neg p))
\end{align*}
\]

As an easy exercise the reader should verify that the clause set corresponding to
\[
\begin{align*}
\{1\} &: (q \Rightarrow \{\{0\}\} \ (\neg p \supset r)) \\
\{1\} &: (r \Rightarrow \{\{0\}\} \ (\neg p \land \neg p))
\end{align*}
\]

is\( \langle \{0\} \rangle \). The clause set corresponding to \( \{1\} \) is \( \{1, 1\} : r \lor \{1\} : p \). But these are exactly clauses 2, 3 and 8 from the old clause set (cf. Example 5) and they were exactly the ones used in the refutation. Hence we succeeded in eliminating all clauses that were redundant in Example 5.

Theorem 9. Let \( X_\circ \) be a set of \( C \)-clauses corresponding to some \( \circ \in L \) computed according to (5) and let \( X_\circ \) be a set of \( C \)-clauses computed according to (10). Then \( X_\circ \vdash \square \iff X_\circ \vdash \square \).

Unfortunately, in the worst case the number of generated clauses can still be quadratic wrt the number of truth values (use the same example as before). If, however, the maximal number of occurrences of either \( \circ \) or \( \psi \) with different signs in the conclusion of each rule with premise \( S : \circ \circ \psi \) for all signs \( \circ \) and connectives \( \circ \) in a logic is \( k \leq n \) we can replace\( O(n^2|\varphi|) \) by \( k^2|\varphi| + l \) for some \( l \) in the corollary above. In classical logic we have \( k = 1 \) if no equivalences are present and \( k = n = 2 \) otherwise. See [4] for a class of many-valued logics where \( k = 1 \).

We suspect that much of the work in [2] can be generalized to the many-valued case, in particular, it should be possible to prove the optimality of certain many-valued CNF translations under suitable restrictions on the connectives.

Other possible improvements regard the resolution rule. We state some well-known strategies from classical resolution in our many-valued setting. This strengthens our claim that signed resolution is a natural extension of two-valued resolution.

Definition 10 Subsumption. Let \( D, E \) be two \( C \)-clauses. We say that \( D \) is subsumed by \( E \) iff for each literal \( S_i : p \) in \( E \) there is a literal \( S_j : p \) in \( D \) such that \( S_i \subseteq S_j \).

Having this definition at hand, we can formulate subsumption strategies as in the classical case.

Our final point in this section is that among other strategies the set-of-support strategy, as well as a pure rule and deletion of tautologies (clauses containing a literal of the form \( N : p \)) may be formulated and proved as complete based on our notion of satisfiability just as in the two-valued case.
6 Related Work

We have seen that it is possible to compute short ((C-)CNF for finitely-valued logics in a quite efficient way using truth value sets as signs and inverse tableau rules. The resulting set of signed clauses is "flattened out" and provides no proof-theoretic insight. In [7] (for modal and intuitionistic logic) and [8] (for Łukasiewicz logic) a different view is taken: there, a logic is characterized by clause sets whose syntax does not involve signs, instead, certain additional logical connectives like necessity □ [7] or truncated sum ∨ [8] are used. The problem with this approach is that it cannot be done schematically—each new logic requires new ideas. Also a new completeness proof of the associated resolution rule has to be carried out each time.

In [1] a similar translation method and resolution rule as developed in Sections 3 and 4 can be found. It is stated in somewhat different terms and, what is more important, uses only single truth values as signs. Also the translation is not linear and does not employ polarity. Thus we conjecture that our own approach is more amenable to implementation. In [9] another variant of signed resolution is investigated.

In [11] a kind of many-valued polarity is introduced for the purpose of pruning the enormous search space in non-clausal resolution. O'Hearn & Stachniak's polarity notion is defined on unsigned formula and close to the original definition of Murray [10]. We do not see any resemblance to the polarity notion developed in this paper.

In [6] the notion of p-resolution is defined in the context of automated reasoning in paraconsistent logics. These are truth value lattice-based logics and resolving between literals involves not only mere set intersection and union as in rules (8.9), but meet and join operations on the truth value lattice. On the other hand, in the case of linear orders of truth values and restriction to signs [≥1, ≤1] p-resolution essentially coincides with rules (8.9). This fact suggests that our method can be expanded to the treatment of non-clausal paraconsistent logics ([6] assume to have the input in signed CNF).

7 First-Order Logic

We consider many-valued versions\(^3\) of ∀, ∃ which have the simplified Skolem conditions given in Table 1. Other signs than [≥1, ≤1] are handled by splitting:

\[
\begin{align*}
S_i : \phi \\
S_1 : \phi \\
\vdots \\
S_k : \phi \\
\end{align*}
\]

where \(S = S_1 \cup \cdots \cup S_k\).

Adding these expansion rules extends the translation method given in Section 3 to first-order formulae.

Soundness and completeness proofs can easily be obtained by combining the usual results on Skolemization with the results of [4].

\(^3\) Defined as \(v_δ((∀y)φ) = \min\{v_δ(φ)|u \in U\}\), \(v_δ((∃y)φ) = \max\{v_δ(φ)|u \in U\}\), where min, max are interpreted naturally on \(N\) and \(U\) is the underlying universe.
Table 1. Simplified Skolem rules for quantified formulae.

\[
\frac{\exists x: \phi(x)}{\exists f: \phi(f(x_1, \ldots, x_n))}
\]

\[
\frac{\exists x: \phi(x)}{\exists f: \phi(f(x_1, \ldots, x_n))}
\]

\[
\frac{(\forall x): \phi(x)}{\phi(x)}
\]

\[
\frac{(\forall x): \phi(x)}{\phi(x)}
\]

\[
\frac{(\exists x): \phi(x)}{\phi(x)}
\]

\[
\frac{(\exists x): \phi(x)}{\phi(x)}
\]

\[
(f \text{ is a new function symbol and } x_1, \ldots, x_n \text{ are the variables which occur freely}
\]

in the premise of the rule.)

8 Conclusion and Future Work

We presented the first steps towards an efficient resolution system for many-valued logics by specifying a way to produce sets of clauses of feasible size which characterize the original problem. The use of short normal form algorithms is not very widespread in classical logic, since they are not really necessary there for most problems. For many-valued logics, however, their use becomes essential, in particular when applications like hardware verification is aimed at, where large formulae are to be expected.

In our CNF algorithm we defined a generalized notion of polarity which allows to remove redundant clauses. This is, however, only the first part. The next step would be to translate the top-down renamings of [2] in a many-valued setting. For the resolution procedure we sketched some familiar improvements like subsumption in the many-valued version. Further work could include the investigation of successful strategies such as hyper-resolution and ordered resolution; see [1] for first steps in that direction.
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Abstract. Recently some variants of Reiter's default logic have been proposed. These variants have been defined by altering the definition of default extension and, sometimes, also the definition of default theory. Recently a uniform semantic framework has been introduced by Besnard and Schaub, in which the semantics of the various default logics is given in terms of Kripke structures.

In this paper a uniform syntactic characterization for these different default logics is presented. First, a modal default logic, called K-default logic, is introduced. This logic is defined similarly to Reiter's default logic but it is based on an underlying modal logic (instead of classical logic). We show how the different variants of default logic, like Schaub's Constrained Default Logic, Brewka's CDL and also Łukasiewicz' variant, can be reconstructed within KDL: for each variant a different modal translation of default rules is proposed. In this way, the differences among the variants are made explicit on a syntactic ground.

1. Introduction

Recently some variants of Reiter's default logic (DL) [Reiter80] have been proposed [Lucaszewicz88, Brewka91, Delgrande&Jackson91, Schaub91b], to cope with some unintuitive results classical default logic may lead to. These variants have been defined by altering the definition of default extension and, sometimes, also the definition of default theory, as in Brewka's Cumulative Default Logic (CDL). For these variants a uniform semantic framework has been introduced by Besnard and Schaub [Besnard&Schaub92] in terms of Kripke structures.

In this paper the problem of defining a uniform syntactic characterization for these different default logics is addressed. To this purpose a modal default logic, called K-default logic (KDL), is introduced. KDL is defined like Reiter's default logic with the difference that the underlying monotonic logic is not classical logic but the modal logic K. The idea is that in such a modal default logic the presence of modal operators allows to capture the differences among the variants on a syntactic level, in the way default rules are stated. While Reiter's default logic does not commit to assumptions and in the definition of DL extension no track is kept of justifications of applied defaults, in the variants mentioned above these and other additional information are recorded in constructing extensions. Accordingly, the applicability condition for
default rules is strengthened. In a modal default logic we can explicitly keep track of these additional information by making use of modal operators.

While in Section 2 KDL is defined and some of its properties are stated, in Section 3 and 4 it is shown how Schaub's Constrained default logic, Brewka's CDL and Lukaszewicz' variant, can be reconstructed within KDL: for each variant a translation from default theories to K-default theories is given. In particular, the different variants require a different modal translation of default rules. In this way, the differences among the variants are made explicit in syntactic terms.

As observed by Besnard and Schaub the notion of commitment to assumptions [Poole89] can be given a very natural interpretation in a modal setting. Indeed, the notion of commitment has also a rather simple syntactic interpretation in KDL. In Section 5 we show how this suggests an alternative variant of default logic, which is quite similar to Brewka's CLD, is cumulative but is not semimonotonic, and embodies this notion of commitment to assumptions.

2. KDL: a modal default logic

In this section we define K-default logic (KDL), a default logic whose underlying monotonic logic is the modal logic K. In K-default logic modal operators are allowed both in the set W of formulas and in the prerequisite, justification and consequent of default rules.

For simplicity, in the following we will restrict our concern to the propositional case. Let L be a propositional (non modal) language and L* the corresponding modal language in which, as usual, □ and ◻ are the universal and existential modal operators. We recall Kripke semantics for propositional K modal logic [Hughes&Cresswel68, Bowen79]. We will refer to the language containing the logical connectives ∧ and ∨.

Let A_L be the set of all propositional symbols in L*. A K-interpretation for L* is a triple M=<W,R,e,w>, where W is a set of worlds, R is a binary relation on W (the accessibility relation), e is a valuation function e: W -> P(AL) and w is a distinguished world of W. We define the satisfiability of a closed formula α of L* at a world w ε W in an K-interpretation M=M w l=K α as follows:

- M,w l=K p iff p ε e(w) (if p is in A_L)
- M,w l=K α ∧ β iff M,w l=K α and M,w l=K β
- M,w l=K α ⊃ β iff M,w l=K α or M,w l=K β
- M,w l=K ◻ α iff there is a world w' ε W such that w R w' and M,w' l=K α
- M,w l=K □ α iff for all worlds w' ε W such that w R w', M,w' l=K α.

A formula α is true in a K-interpretation M= <W,R,e,w> (written M l=K α) iff M,w l=K α. We say that α is a K-valid formula ( l=K α ) iff it is true in every K-interpretation for L*, i.e., for every K-interpretation M= <W,R,e,w>. M,w l=K α. A
formula $\alpha$ is $K$-consistent if there is a $K$-interpretation $M = <W,R,e,w>$ such that $M,w \models_K \alpha$. In the following we will denote by $\text{Th}_K(A)$, the set of logical consequences of $A$ in the logic $K$, that is:

$$\text{Th}_K(A) = \{ \alpha : \models_K A \rightarrow \alpha \}.$$ 

Let us now define the notions of $K$-default theory and $KDL$ extension.

**Definition.** A $K$-default theory is a pair $(D,W)$ where $W$ is a set of formulas of the modal language $L^*$ and $D$ is a set of default rules of the form $A:B/C$, where $A$, $B$ and $C$ are formulas of $L^*$.

**Definition.** A $KDL$ extension of a $K$-default theory $(D,W)$ is a fixpoint of the operator $F$ which, given the set of $L^*$ formulas $S$, produces the smallest set of $L^*$ formulas $S'$ such that:

1. $W \subseteq S'$,
2. $S'$ is closed wrt logical consequence in $K$, i.e., $\text{Th}_K(S')=S'$,
3. if $(A:B/C) \in D$, $A \in S'$ and $\neg B \in S$, then $C \in S'$.

Note that this definition of $KDL$ extension is exactly the same as Reiter's definition apart from the fact that $S'$ is required to be closed wrt logical consequence in $K$ and not in classical logic as usual. Hence, most of the properties of DL hold also for KDL. In particular, as usual, an equivalent quasi-inductive definition of KDL extension can be given.

**Definition.** Let $(D,W)$ be a $K$-default theory. Define $E_0=W$ and, for all $i \geq 0$,

$$E_{i+1} = \text{Th}_K(E_i) \cup \{ C \mid (A:B/C) \in D, \ A \in E_i \text{ and } \neg B \in E \}.$$ 

$E$ is a KDL extension of $(D,W)$ iff $E = \cup_{i=0}^{\infty} E_i$.

Let us now consider some examples to see how the presence of modal operators in the language provides more flexibility in writing default rules.

**Example 1:**

$$D = \{ :B/C, :\neg B/D \}, \ W = \{\}.$$ 

$(D,W)$ has a unique (Reiter) default extension $E=\text{Th}((C,D))$, which is obtained by applying both the defaults, though their justifications are mutually inconsistent. Similarly, $E' = \text{Th}_K((C,D))$ is the unique KDL extension of $(D,W)$. If we want to require joint consistency of justifications, we can rewrite the default theory above as follows:

$$D_K = \{ :\Diamond B / (C \Box C \Box B), :\Diamond \neg B / (D \land D \land \neg B) \}, \ W_K = \{\}.$$ 

The default theory $(D_K,W_K)$ has two KDL extensions $E_1=\text{Th}_K((C, \Box C, \Box B))$, obtained by applying the first default, and $E_2=\text{Th}_K((D, \Box D, \neg B))$, obtained by applying the second one. In extension $E_1$ the second default is not applicable since the condition $\neg \Diamond \neg B \in E_1$ does not hold (in fact $\Box B \notin E_1$).

In the theory $(D_K,W_K)$ the modal formulas $\Box B$ and $\neg \Box B$ introduced in the consequent of default rules are used to commit to the assumptions, i.e. to record the justifications of default rules when they are applied. Notice that, since $B$ is an
assumption underlying extension $E_1$, ◻ $B$ is in $E_1$; however, $B$ is not true in $E_1$. Hence, modal operators can be used to distinguish among the beliefs that are true in an extension (represented by non-modal formulas like $C$ in extension $E_1$) and the assumptions supporting those beliefs (represented by modal formulas like ◻ $B$ in extension $E_1$).

Of course, when a K-default theory does not contain modal operators (neither in $D$ nor in $W$) its KDL extensions are in a one to one correspondence with DL extensions. Hence, as in Reiter's default logic, also in KDL existence of extensions is not guaranteed. For instance the default theory $(D,W)$, with $D=\{A/-\ A\}$ and $W=\{\}$, has no KDL extensions. Moreover, the following propositions hold.

Proposition 1. A K-default theory $(D,W)$ has a K-inconsistent KDL extension iff $W$ is K-inconsistent.

Proposition 2. If a K-default theory $(D,W)$ has a K-inconsistent KDL extension then this is its only KDL extension.

In the next sections it will be shown how constrained default logic [Schaub91b], CDL [Brewka91], and Lukaszewicz' version of default logic [Lucaszewicz88] can all be mapped to K-default logic, while preserving their extensions. The idea underlying these mappings is that of using modal operators to record the additional information (justifications and consequents) these variants keep track of.

3. Mapping constrained default logic to KDL

Starting from the observation that Reiter's default logic lacks desirable features like "cumulativity" and "commitment to assumptions", some variants of DL have been proposed. Brewka has defined a Cumulative Default Logic (CDL) [Brewka91] in which assertions, i.e. formulas labelled with a support are introduced. In the support of a formula, the justifications and consequents of defaults used to derive the formula are recorded. In this way cumulativity is obtained and also the problem of mutually inconsistent justifications is solved.

Other cumulative variants of default logic, Constrained Default Logic [Schaub91b] and J-Default Logic [Delgrande&Jackson91], turn out to be equivalent. These variants do not make use of assertions as CDL, but (in the style of Lukaszewicz) they define extensions as pairs of sets of formulas $(E,C)$, where $C$ is the context supporting the beliefs in $E$. In spite of this difference, these logics are very similar to CDL and an equivalence result between Constrained Default Logic and CDL is given in [Schaub92].

In this section we will define an interpretation of Constrained Default Logic within KDL by giving a translation of Constrained Default Theories to K-default theories. A similar interpretation can be defined for Brewka's CDL.
In constrained default logic the language and the notion of default theory are the same as in Reiter's default logic. Let us recall the quasi-inductive definition of constrained extension in [Schaub92].

**Definition (constrained extension).** Let \((D,W)\) be a default theory. Define \(E_0=W, C_0=W\) and, for all \(i>0\),

\[
E_{i+1} = \text{Th}(E_i) \cup \{ \gamma : (\alpha : \beta / \gamma) \in D, \alpha \in E_i \text{ and } C \cup \{ \beta, \gamma \} \text{ is consistent} \}
\]

\[
C_{i+1} = \text{Th}(E_i) \cup \{ \beta \land \gamma : (\alpha : \beta / \gamma) \in D, \alpha \in E_i \text{ and } C \cup \{ \beta, \gamma \} \text{ is consistent} \}.
\]

\((E,C)\) is a constrained extension of \((D,W)\) iff \((E_i, C_i)\) for all \(i\).

In the definition above \(\text{Th}(E_i)\) denotes the deductive closure of \(E_i\) in classical logic and also the consistency of \(C \cup \{ \beta, \gamma \}\) is checked in classical logic. Notice that, to enforce commitment to assumptions, the justifications and consequents of applied defaults are recorded in the context \(C\) of the extension. Consider again Example 1.

**Example 1 (contd.:)**

\(D=\{B/C, \neg B/D\}\), \(W=\{}\).

\((D,W)\) has two constrained extensions \((\text{Th}(\{C\}), \text{Th}(\{C,B\}))\) and \((\text{Th}(\{D\}), \text{Th}(\{D, \neg B\}))\). On the contrary, we have seen in Section 2 that \((D,W)\) has a single Reiter extension in which \(C\) and \(D\) are both true.

In [Schaub91b] a notion of lemma default rule is introduced, by means of which cumulativity in constrained default logic is preserved. Moreover, constrained default logic is semi-monotonic and existence of extensions is guaranteed.

We will now give an interpretation of constrained default logic in KDL by defining a mapping from default theories to K-default theory which preserves constrained extensions. As explained above, we will make use of modal operators to keep track of the context.

**Definition (modal interpretation for constrained default logic).** Let \((D,W)\) be a default theory. An associated K-default theory \((D_S, W_S)\) can be defined as follows:

\[
W_S = W \cup \Box W \quad \text{and} \quad D_S = \{ A:\Box(B \land C) \mid (C \land \Box C \land \Box B) \downarrow (A; B/C) \in D \},
\]

where, given a set of formulas \(\Gamma\), \(\Box \Gamma = (\Box \alpha \mid \alpha \in \Gamma)\).

Note that \(\Box B\) occurs in the conclusion of the modal default rule and this allows to commit to the assumption \(B\). This is in perfect agreement with the interpretation given in [Besnard&Schaub92] to the notion of commitment, i.e. that commitments correspond to formulas whose necessity holds.

It is possible to prove that there is a one to one correspondence between the constrained extensions of a default theory \((D,W)\) and the KDL extensions of the associated K-default theory \((D_S, W_S)\).
Theorem. Let \((D,W)\) be a default theory and \((D_S,W_S)\) its associated K-default theory. Then, \((E,C)\) is a constrained extension of \((D,W)\) iff there is a KDL extension \(F\) of \((D_S,W_S)\) such that

\[
E = \{ \alpha \mid \alpha \in L \text{ and } \alpha \in F \} \quad \text{and} \quad C = \{ \alpha \mid \alpha \in L \text{ and } \Box \alpha \in F \}.
\]

The proof of this theorem can be done by making use of the quasi-inductive definitions of constrained extension and of KDL extension. Remember that \(L\) is the non modal part of the language \(L^*\), hence \(E\) contains all the non-modal formulas in \(F\) and \(C\) contains all the non-modal formulas \(\alpha\) such that \(\Box \alpha\) is in \(F\).

We have seen that the notion of KDL extension is quite similar to that of Reiter's extension and it does not involve recording justifications in a set of constraints, as in constrained default logic. To obtain the equivalence result above in the modal translation of the default theory \((D,W)\) an appropriate use of modal operators in default rules has been required to allow justifications and consequents to be recorded: the modal formulas in the KDL extension play the role of the constraint \(C\) in the constrained extension.

Notice that if a default \(A:B/C\) is in \(D\), then \(D_S\) contains a corresponding default whose justification \(\Diamond (B \land C)\) explicitly contains \(C\). This is due to the fact that in constrained default logic default rules are implicitly regarded as seminormal (i.e. of the form \(A:B \land C/C\)) and this must be made explicit in the modal translation.

A similar modal interpretation within KDI, can be given to CDL, the cumulative variant of DL proposed by Brewka [Brewka91]. In fact, as already mentioned above, there are precise results of equivalence between constrained default logic and CDL [Schaub92]. Since CDL allows assertions (i.e. formulas with a support) in the language, in order to give a modal interpretation to default theories in CDL, it suffices to find a suitable modal translation for assertions. The modal translation of default rules in CDL, instead, is the same as the one given above for constrained default logic. See [Giordano92] for details.

4. Mapping Lukasiewicz' default logic to KDL

The alternative formalization of default logic proposed in [Lucasiewicz88] is motivated by the need of having a system in which existence of extensions and semimonotonicity (i.e. monotonicity with respect to default rules) are guaranteed. This variant employs the following modified criterion of default applicability [Lucasiewicz88]: "If the prerequisite of a default is believed (its justification is consistent with what is believed), and adding its consequent to the set of beliefs neither leads to inconsistency nor contradicts the justification of this or any other already applied default, then the consequent of the default is to be believed".

Lukasiewicz defines the notion of \(m\)-extension (modified extension) of a default theory essentially as a pair \((E,J)\), in which \(E\) is concerned with beliefs derivable from
the theory, while J is used to keep track of justifications supporting those beliefs (the approach is similar to the one followed by Schaub). m-extensions can be defined in the following way (see [Lucaszewicz88]).

**Definition (m-extension).** Let \((D,W)\) be a default theory. Define \(E_0=W\), \(J_0=\emptyset\) and, for all \(i>0\),

- \(E_{i+1}= \text{Th}(E_i) \cup \{ \gamma \mid (\alpha : \beta / \gamma) \in D, \alpha \in E_i \) and, for each \(\eta \in J_i \cup \beta \) \(\cup \eta \gamma \) is consistent \}
- \(J_{i+1}= J_i \cup \{ \beta \mid (\alpha : \beta / \gamma) \in D, \alpha \in E_i \) and, for each \(\eta \in J_i \cup \beta \) \(\cup \eta \gamma \) is consistent \}

\((E,J)\) is an m-extension of \((D,W)\) iff \((E,J) = (\cup_{i=0}^{\infty} E_i, \cup_{i=0}^{\infty} J_i)\).

Notice that in m-extensions J is not deductively closed, differently from the context C in constrained extensions. Moreover, in J only justifications of applied defaults are recorded and not consequents, and justifications of applied defaults are not required to be consistent altogether; they only must be individually consistent with each consequent of applied defaults. Since consistency between justifications is not checked, the default theory of Example 1, \((D,W)\) with \(D=\{ :B/C \), :\(\neg B/\emptyset \) \} and \(W=\{\}\), has a single default extension \((\text{Th}({C,D})), \{B,\neg B\})\), which corresponds to the single Reiter extension. To see the difference between Lukaszewicz' variant and default logic, consider the following enlarged default theory.

**Example 2.**

\[D=\{ :B/C \), :\(\neg B/\emptyset \), :\(\neg D \wedge \neg C / E \}\), \(W=\{\}\).\]

\((D,W)\) has two m-extensions \((\text{Th}({C,D})), \{B,\neg B\})\), and \((\text{Th}({E})), \{\neg D \wedge \neg C\})\). However, \((D,W)\) has a single Reiter extension \((\text{Th}({C,D}))\). Notice that this theory has three constrained extensions: \((\text{Th}({C})), \{C,B\})\)), \((\text{Th}({D})), \{D,\neg B\})\)) and \((\text{Th}({E})), \{E,\neg D,\neg C\})\).

We will now define an interpretation of Lukaszewicz' default logic in KDL.

**Definition (modal interpretation for Lukaszewicz' default logic).** Let \((D,W)\) be a default theory. An associated K-default theory \((D_L,W_L)\) can be defined as follows:

- \(W_L = W \cup \Box W\) and
- \(D_L = \{ A: \Box B / (C \Box C \Box B) \mid (A:B/C) \in D \} \).

As a difference with previous mappings, in this case \(\Box B\) is put in the consequent of default rules instead of \(\Box B\). This is because in this case there is no commitment to assumptions. Hence, defaults with inconsistent justifications like \(\Box B\) and \(\Box \neg B\) can be applied together. Notice also that \(\Box C\) in the justification of default rules in \(D_L\) is needed to guarantee that C is consistent with all justifications. Consider again Example 1. Its interpretation in KDL is the following

\[D_L=\{ :\Box B \wedge \Box C / (C \Box C \Box B) \}, :\Box \neg B \wedge \Box D / (D \Box D \Box \neg B) \}\]

\(W_L=\{\}\).
(DL,WL) has a single KDL extension

\[ E = \text{Th}_K(\{C, \square C, \diamond B, D, \square D, \diamond \neg B\}) \]

corresponding to the single m-extension \( \text{Th}(\{C,D\}), \{B, \neg B\} \). Notice that \( E \) contains both \( \diamond B \) and \( \diamond \neg B \), and it is K-consistent.

Also for Łukasiewicz' variant it is possible to prove that there is a one to one correspondence between the m-extensions of a default theory \((D,W)\) and the KDL extensions of the associated K-default theory \((DL,WL)\).

**Theorem.** Let \((D,W)\) be a default theory and \((DL,WL)\) its associated K-default theory. Then, \((E,J)\) is a constrained extension of \((D,W)\) iff there is a KDL extension \(F\) of \((DL,WL)\) such that

\[ E = \{ \alpha | \alpha \in L \text{ and } \alpha \in F \} \text{ and } J = \{ \alpha | \alpha \in L, \diamond \alpha \text{ and } \diamond \alpha \text{ occurs in the justification of some } d \in GD(F) \}, \]

where \( GD(F) = \{ (A:B/C) \in DL | A \in F \text{ and } \neg B \in F \} \) is the set of generating defaults of \( F \) in \((DL,WL)\).

Hence, \( J \) contains all \( \alpha \) such that \( \diamond \alpha \) is in \( F \) and it occurs in the justification of a generating default \( d \) of \( F \).

As regards Reiter's default logic, we have mentioned in section 2 that there is a straightforward mapping of default theories to KDL which preserves Reiter's extensions. It is the identity mapping, which maps a theory \((D,W)\) to a theory \((DR,WR)=(D,W)\). Note, however, that if we modify the modal interpretation given above for Łukasiewicz' default logic, by cancelling \( \square C \) from the justification of default rules in \( DL \), we get the following alternative **modal interpretation for Reiter's DL:**

\[ WR = W \cup \square W \quad \text{and} \quad DR = \{ A; \diamond B / (C \cup \square C \cup B) | (A:B/C) \in D \}. \]

As for Łukasiewicz' variant, also in this case there is no commitment to assumptions; hence \( \diamond B \), and not \( \square B \), is put in the consequent of default rules. Differently from it, however, \( \square C \) is not included in the justification. In fact in Reiter's default logic inconsistent justifications are allowed and the consistency of default consequent is not required in order to apply a default.

Also for this second modal interpretation of Reiter's default theory it is possible to prove that there is a one to one correspondence between the Reiter's extensions of a default theory \((D,W)\) and the KDL extensions of the associated K-default theory \((DR,WR)\).

5. **Commitment to assumptions**

The modal interpretations proposed above for the different variants of default logics mainly differ as regards the interpretation of default rules. Let us summarize the
different translations. A default rule \( d = A: B/C \) can be translated into a KDL default rule in the following ways:

\[
d_{S} = d_{P} = A: \Box (B \land C) / (C \land C \land \Box B) \\
d_{T} = A: \Box B \land \Box C / (C \land C \land \Box B) \\
d_{R} = A: \Box B / (C \land C \land \Box B)
\]

Constrained default logic and CDL,

Lukaszewicz' variant,

Reiter's default logic.

We have already mentioned that, on a syntactic ground, the presence of \( \Box B \) in the consequence of the translated default is what distinguish the logics that commit to assumptions (i.e. constrained default logic and Brewka's CDL) form those that do not. Moreover, unlike DL, constrained default logic and CDL not only commit to assumptions, but also regard default rules as seminormal, since the consequence \( C \) of \( d \) also occurs in the justification of \( d_{S} \) and \( d_{P} \).

What kind of variant is obtained by committing to assumptions without regarding defaults as seminormal? Consider the following modal interpretation for the default \( d \):

\[
d_{C} = A: \Box B / (C \land C \land \Box B).
\]

This default rule allows commitment to the assumption \( B \), since \( \Box B \) is introduced in the consequent, while the consequent \( C \) is not checked for consistency.

In [Giordano&Martelli92] a cumulative variant of default logic, called CA-default logic (for commitment to assumptions default logic), has been proposed which has precisely this modal interpretations for default rules. This variant has been defined in the style of Brewka's CDL and, like CDL, it requires joint consistency of justifications. Unlike them, however, it does not consider default rules as being seminormal. Hence, it happens to be closer to Reiter's default logic than other cumulative variants. In particular, it does not guarantee existence of extensions and it is not semimonotonic. As such it allows priorities between defaults to be expressed, contrary to Brewka's CDL (see [Brewka91] section 3).

6. Conclusions

In this paper a uniform interpretation of different variants of default logics has been given by mapping them into a modal default logic KDL. KDL has the same definition as Reiter's default logic, but it is based on an underlying modal logic, K, instead of classical logic.

As mentioned in the introduction, a uniform semantical framework has been introduced by Besnard and Schaub [Besnard&Schaub92] for the variants of default logics considered in the previous sections. This semantics is defined in the same style as Etherington's default logic semantics [Etherington87] and as the semantics for CDL in [Schaub91a], but it makes use of Kripke structures. It must be noted that, for the different default logics, there is a precise correspondence between their Kripke semantics, as defined by Besnard and Schaub, and their translation within K-default logic given in the previous sections.
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Abstract. This paper introduces an admissible heuristic search algorithm - Search and Learning Algorithm (SLA*). SLA* is developed from the work presented by Korf in the Learning-Real-Time-Algorithm (LRTA*). We retain the major elements of Korf's work in LRTA*, and improve its performance by incorporating a review component to fully reflect the effect the learning of new heuristic from front states has upon the previous states. The combined strategy of search, learning, and review has enabled this algorithm to accumulate knowledge continuously through guided expansion, and to identify better search directions in any stage of nodes expansion. With the assumption of non-overestimating initial estimates for all nodes to the goal, this algorithm is able to find an optimal solution in a single problem solving trial with good efficiency. We provide a proof for the optimality of the solution.

1 Introduction

Among the optimal heuristic search algorithms for graph problems, the most well known ones are A*[1] and IDA*[2], Iterative-Deepening-A*. A* is a best-first search algorithm, where the heuristic function of a node, f(n), is the sum of the actual cost in reaching that node from the root state, g(n), and the estimated cost of reaching the goal state from that node, h(n). As soon as a node is selected for expansion, this algorithm adds all its succeeding nodes to the selection list. In any stage of state selection, all nodes in the list have to be considered. The node with the minimum heuristic estimate is selected for expansion. One of the immediate drawbacks of this algorithm is the exponential growth of memory space requirement. The IDA* was designed with the intention to reduce the space complexity of the A*. Starting with the estimated initial threshold for the root state, this algorithm tries to find the next threshold by performing a series of depth-first searches. The minimum estimated value, f(n)=g(n)+h(n), of an iteration that exceeds the current threshold becomes the new threshold for the next iteration. With the assumption of non-overestimating initial estimates and positive edge costs between nodes, this algorithm will have its threshold increased in each
iteration, and reach the optimal solution in the end. The nature of this algorithm in focusing on finding the next threshold level, with no need to remember those nodes to be visited next time, does lead to the reduction of space complexity from exponential to linear. However, the repetitive search for the next threshold from the root node will lead to the same drawback as the A* algorithm in requiring exponential time to run in practice.

Another optimal heuristic search algorithm is the LRTA*[3], Learning Real Time Algorithm. This algorithm differs from the previous two methods in that this algorithm adapts a limited search horizon before making a decision move and the heuristic estimate to the goal of the visited node may be improved as search continues. The search horizon consists of all neighbouring nodes of a front node. The justification in improving the heuristic estimate of a node is based on the fact that a node's heuristic estimate to the goal must be at least as large as the minimum of its neighbours'. With the assumption of non-overestimating initial heuristic estimates and positive edge costs between nodes, the repetitive applications of the problem solver will lead to the optimal solution as the effect of the edge costs finally prevail. This algorithm presents the obvious advantages in both space complexity and time complexity over the previous two algorithms, although there is no guarantee of optimal solution in any single solution trial, nor is there any indication of how many solving trials are needed to reached an optimal solution.

In this paper, we introduce an admissible heuristic search algorithm - Search and Learning Algorithm (SLA*). This algorithm utilises heuristic as a search vehicle as others and learns from the comparison of heuristic estimates of a node's neighbours as the LRTA*. With the introduction of a review component and the application of the combined strategy of search, learning, and review, this algorithm is able to search for a new front state, and review the validity of its previous states and their respective heuristic estimates if a learning has occurred. As a result, this algorithm is able to maintain its states and their heuristic values up-to-date to account for full effect of heuristic learning during the search process, and find an optimal solution in a single problem solving trial.

2 Search and Learning Algorithm

SLA* algorithm works with the usual assumption that initial heuristic estimate of every state to the goal is a lower bound on its actual value. At a front state, to search for the next state for expansion, it compares the heuristic values of its neighbouring states and pick the one with the minimum value, as does the LRTA*. The same rationale used in LRTA* is also adapted in determining if a front state's heuristic estimate can be improved and by how much. In case, the indication is that an improvement can be made, the review component will be invoked immediately after the adjustment is made. The front state indicator of the algorithm will then point to its immediate previous state as the new front state, and a fresh evaluation is carried out to see if the newly revised heuristic value of its
neighbour can help improve its own heuristic estimate to the goal and by how much. The same process will continue to review the previously selected states one by one in the reverse order, and stop at the first state whose heuristic estimate remains unchanged after the re-evaluation. Then, from this front state, the search part of the algorithm resumes. As a result, every time when a backtracking occurs, states with their heuristic values modified will be detached from the original path, and their new values will be used for the re-examination of their previous states. When the search part finally resumes, the algorithm may or may not choose the same states again, because some states' heuristic has been altered, and depending on the heuristic estimates of other states, the algorithm may choose to explore new search direction.

With \( k(x,y) \) representing the positive edge cost from state \( x \) to a neighbouring state \( y \), this algorithm can be implemented in the following details:

**step 0**: Apply a heuristic function to generate non-overestimating initial heuristic estimate \( h(x) \) for every state \( x \) to the goal state, and continue.

**step 1**: Put the root state on the backtrack list called OPEN, and continue.

**step 2**: Call top-most state on the OPEN list \( x \). If \( x \) is the goal state, stop; otherwise continue.

**step 3**: If \( x \) is a dead-end state, replace its \( h(x) \) with a very large value, remove \( x \) from OPEN list, and go back to step 2; otherwise continue.

**step 4**: Evaluate \( k(x,y)+h(y) \) for all neighbouring state \( y \) of \( x \), and find the state with the minimum value; break ties randomly. Call this state \( x' \), and continue.

**Step 5**: If \( h(x) \geq k(x,x')+h(x') \), then add \( x' \) to the OPEN list as the top-most state and go back to step 2; otherwise continue.

**step 6**: Replace \( h(x) \) with \( k(x,x')+h(x') \), and continue.

**step 7**: If \( x \) is not the root state, remove \( x \) from OPEN list, and continue; otherwise continue.

**step 8**: go to step 2.

Step 3 of the algorithm was designed to take care of problems with dead-end states, where the goal is not yet found and no further expansion is possible. By assigning a large value to the heuristic estimate of a dead-end state will ensure no future visit to the same state.
To demonstrate the operation of this algorithm, we use the graph in Figure 1. In the graph, a state is represented by an alphabet, and the initial heuristic estimate to the goal from a state is given by the corresponding number; the first number in case of states with multiple numbers. The multiple numbers of a state represent the updated estimates through the repeated review and updating operation. To simplify the calculation, we assume the edge cost to be 1 for all states. Assuming the current front state is state c, the detailed partial operation is given below:

Fig. 1 Graph with initial & updated heuristic estimates returned by SLA*

At c, where $h(c) = 12$, $\min\{[h(a)+1], [h(b)+1], [h(d)+1]\} = \{14, 15, 9\} = 9$. Since $9 < h(c)$, state d is selected as the new front state.

At d, where $h(d) = 8$, $\min\{[h(c)+1], [h(e)+1], [h(f)+1]\} = \{13, 9, 11\} = 9$. Since $9 > h(c)$, $h(c)$ is updated to 9, and state c becomes the new front state.

At c, where $h(c) = 12$, $\min\{[h(a)+1], [h(b)+1], [h(d)+1]\} = \{14, 15, 10\} = 10$. Since $10 < h(c)$, state d is selected as the new front state.

At d, where $h(d) = 9$, $\min\{[h(c)+1], [h(e)+1], [h(f)+1]\} = \{13, 9, 11\} = 9$. Since $9 = h(c)$, state e is selected as the new front state.

At e, where $h(e) = 8$, $\min\{[h(d)+1], [h(g)+1], [h(i)+1]\} = \{10, 11, 11\} = 10$. Since $10 > h(e)$, $h(e)$ is updated to 10, and state d becomes the new front state.

At d, where $h(d) = 9$, $\min\{[h(c)+1], [h(e)+1], [h(f)+1]\} = \{13, 11, 11\} = 11$. Since $11 > h(d)$, $h(d)$ is updated to 11, and state c becomes the new front state.

At this stage, the heuristic estimate of state d has been updated twice and once for state e, they appear to be more reasonable than before. As a result, there is no evidence to support any further improvement among states a, b, c, d, e, and f.
further improvements have to be triggered by updating of other states. Should LRTA* be applied to the same problem, its first solving trial would have improved state d to 9, and moved to state c to improve its value to 10, and then continue with states after that. It would need at least another solving trial from the root state to improve state d to 11.

3 Theorem and Proof

Theorem. For a finite problem space with positive edge cost and non-overestimating initial heuristic values, in which a goal state is reachable from the root state, the application of SLA* will find an minimum path.

Proof. Let P = X(1), X(2), ... X(n) denote the root-to-goal path returned by SLA*. Let P' = Y(1), Y(2), ... Y(t) be any other root-to-goal path. Let X(1) = Y(1) be the root state of a problem.

Let Y(m) be the first state of P' which is not on P. Thus both X(m) and Y(m) are neighbours of their previous common state X(m-1).

As indicated by step 5 and 6 of the algorithm, the following relation is always true for a state r under SLA*.

\[ H(X(r)) \geq K(X(r),X(r+1)) + H(X(r+1)) \]  
(1)

This equation can be rearranged as

\[ H(X(r)) - H(X(r+1)) \geq K(X(r),X(r+1)) \]  
(2)

By expanding and summing both sides of equation (2) over the state space of path P from m to the goal state, the following relation is obtained.

\[ H(X(m)) - H(X(n)) \geq K\{X(m),X(m+1)\} + K\{X(m+1),X(m+2)\} + \ldots + K\{X(n-1),X(n)\} \]  
(3)

With the estimation from the goal state to itself being 0, H[X(n)] = 0, equation (3) is simplified to

\[ H(X(m)) \geq K\{X(m),X(m+1)\} + K\{X(m+1),X(m+2)\} + \ldots + K\{X(n-1),X(n)\} \]  
(4)

The fact that SLA*, at state X(m-1), has preferred X(m) to Y(m), as indicated by step 4, has also led to the following relation.

\[ K\{X(m-1),Y(m)\} + H(Y(m)) \geq K\{X(m-1),X(m)\} + H(X(m)) \]  
(5)
By substituting $H(X(m))$ of relation (5) with the right hand side of relation (4), relation (5) can be expressed as following:

$$K\{X(m-1), Y(m)\} + H\{Y(m)\} \geq K\{X(m-1), X(m)\} + K\{X(m), X(m+1)\} + K\{X(m+1), X(m+2)\} + \ldots + K\{X(n-1), X(n)\}$$

(6)

It is obvious from this relation that by deviating from $P$ at any state $X(m-1)$, the estimate to the goal of the remaining path will always be greater than or equal to the true value of the corresponding path of $P$. With the non-overestimating nature of updating a state's heuristic in the algorithm, the true value of the former might even be much greater than the later. Thus, the application of SLA* will find an optimal solution.

4 Efficiency of SLA*

The fact that this algorithm needs to store the heuristic estimate for every state and remember the states on the path at any time has led to the upper bound of space requirement as $n$ plus the number of states on the path, where $n$ is the total number of states of a problem. The number of states on the list is usually only a small portion of $n$. In practice, however, the actual memory requirement could be lower, because usually there exists a function which computes the original heuristic estimates, and it is only necessary to store in memory those values which differ from those computed.

To derive time efficiency for the SLA*, we assume that all numbers used in solving a problem are positive integers. With this assumption, the worst indicative case for this algorithm is $n^s$, where $s$ is the returned actual cost from the root state to the goal state. This worst case may happen when the initial heuristic estimates to the goal for all states are zero, no information for the algorithm to learn initially, and all edge costs from one state to its neighbours are assumed to be one. The later assumption will lead to only one unit improvement in each updating process, and the $n^s$ figure is the worst case when every state has to be visited $s$ times. In reality, the actual worst case will only be a portion of this figure $n^s$, because all states except the root state will have a smaller actual cost to the goal state than $s$, they do not need to be visited as many times. For most average problems, where initial information for heuristic estimation is obtainable, and edge costs may vary from one state to another, the number of state visits required before an optimal path is found could be greatly reduced.

We have experimented both LRTA* and SLA* algorithms with square grid problems, where a state is represented by a cell, and a path from the root to the goal is represented by the connection of chosen cells. The borders between cells serve to represent edge costs. To simulate problems where some states are dead-ends, the corresponding borders can be setup as barriers to bar from crossing. With 5 different square sizes 10, 15, 20, 25, and 30, and 4 percentages of randomly
assigned barriers 15%, 25%, 35%, and 45%, a total of 20 problems were tested. The SLA* found all optimal solutions in a single problem solving trial, while LRTA* required more than one solving trial and as a result more state visits as expected. The ratios of the number of state visits to find the optimal solutions between the two algorithms range from 3.7 to 28.7. The trend is clear that the larger the size of a problem and the barrier percentage the larger this ratio becomes.

5. Conclusion

The proposed SLA* algorithm improves greatly the efficiency of the original LRTA* by incorporating a review component, which is to reflect fully the impact the heuristic estimate modification of a front state has upon the previously selected states and their heuristic values. The search is guided by the continuous accumulation of changes of heuristic values of visited states and their effects. Along the search process, this algorithm keeps tracking the "best" states at any moment. Due to the continuous effect of heuristic updating and the associated backtracking, the "best" states may be changing from time to time. Hence, a state on the final path may need to be re-visited as many times as necessary to gradually adjust its heuristic value to its actual one. In addition, depending on the initial heuristic estimates, states not on the final path may or may not be visited. Even if they are visited, they may not be visited to the extent of revealing their actual values, this represents a great advantage of SLA* over LRTA*.

In comparison, the fundamental difference between SLA* and LRTA* lies in the ability of SLA* to review its selected states and their heuristic values and make appropriate adjustments whenever a learning is encountered in changing the heuristic estimate of a front state. LRTA* does make adjustments to front states, however, it has no capability to review the appropriateness of its previous states. In effect, LRTA* uses repetitive problem solving trials to carry out the essence of the review work, which is certainly not a very efficient way. Another difference is the fact that SLA* is applicable to problems where there exists at least one path from the root state to the goal state, it is not necessary to require every state to have a path to the goal as is required by the LRTA*.
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Abstract. Expert systems are increasingly prevailing in the fields of industry, business, and defense affairs. Expert system languages are key to the development, and play a decisive role on the quality, of expert systems. Three major components are required in an expert system language: knowledge representation, control, and developing tools. Current major expert system languages have their individual pros and cons, in terms of each component. We are developing a new expert system language which combines the advantages of these languages. Knowledge are expressed in the form of facts and rules which consist of predicates, without requiring rules to be Horn clauses. Facts may include variables and patterns are matched by unification. Control of execution is characterized by the recognize-act cycle of forward-chaining to reason about and answer user questions. Rules can be added and deleted dynamically. Friendly debugging facilities are provided. An interpreter, using the rule network technique, for the new language has been constructed, and test results show that the language is effective.

1 Introduction

Expert systems are increasingly prevailing in the fields of industry, business, and defense affairs. A good expert system language may facilitate and speed up the construction, and may improve the quality, of expert systems. Therefore, the importance of developing good expert system languages cannot be overemphasized.

Three major components are required in an expert system language: knowledge representation, control, and developing tools. Current major expert system languages such as LISP, Prolog, OPS5, and CLIPS, have their individual pros and cons, in terms of each component. We are developing a new expert system language and we try to combine the advantages of these languages mentioned above and avoid their disadvantages. Knowledge are expressed in the form of facts and rules which consist of predicates, without requiring rules to be Horn clauses. Facts may include variables and patterns are matched by unification. Control of execution is characterized by the recognize-act cycle of forward-chaining to reason about and answer user questions. Rules can be added and

* Supported by National Science Council under grant NSC 81-0408-E-110-02.
deleted dynamically. Various debugging commands are provided to help programmers to investigate the behavior of their programs throughout the development process.

An interpreter for the new expert system language has been constructed. It applies the rule network technique and was written in C-Prolog [5]. Some problems have been tested and the result shows that the new language is effective.

2 Features of the New Expert System Language

The new language has the following features:

1. Each rule is expressed in the form, $LHS \implies RHS$ which is the same as in CLIPS[1].
2. A $LHS$ or a $RHS$ is a sequence of predicates, using commas or explicit ANDs to concatenate them together. A predicate is a predicate symbol followed by a number of terms. Definitions for predicates and terms are the same as those in first-order logic [2]. For example, $father(john, mary)$ is a predicate indicating that John is Mary's father. Each predicate in a $LHS$ is called a pattern, and each predicate in a $RHS$ is called an action.
3. A fact is a predicate. Variables are allowed to appear in a fact.
4. A variable is a question mark (?) followed by a sequence of alphabetic or numeric characters in which the first character is alphabetic. A constant (individual constant, function constant, or predicate constant) is a sequence of alphabetic (including -) or numeric characters.
5. Execution is controlled by forward-chaining or backward-chaining.
6. It can provide answers to user queries: why and how. That is, it can explain why a conclusion is obtained and why a certain piece of information is needed in the process of inference.
7. Rules are allowed to be added or deleted dynamically through actions in the right hand side of a rule.
8. The implementation is based on the Rete algorithm with some modifications.
9. A rich set of debugging commands are provided for programmers to develop their programs. Almost all the debugging commands in CLIPS are offered.

Therefore, the following are legal rules for the language:

- $father(?x, ?y), ancestor(?y, ?z) \implies ancestor(?x, ?z)$.
- $phase(choose\_player), player\_select(?x) \implies retract(phase(choose\_player)), retract(player\_select(?x)), assert(phase(choose\_player)), write("choose c or h.").
- $get(?LHS), get(?RHS) \implies write("Having learned a new\_rule."), assert(?LHS \implies ?RHS)$.
- $learn\_phase \implies write("Type in a rule or a fact."), read(?x), assert(?x)$.

Currently, our language interpreter provides forward-chaining only. The facilities for answering why and how are not implemented yet.

3 The Rule Network

In an expert system, matching each rule individually against all facts in each cycle would be clearly inefficient. Forgy [4] proposed the Rete algorithm to solve
this inefficiency problem, in which rules are compiled into the rule network which consists of the pattern network and the joint network. The algorithm was used in many expert system language interpreters, including OPS5 and CLIPS. In the pattern network, facts matched to patterns are stored in alpha memories, in the joint network, sequences of consistent facts matched to patterns are stored in beta memories. By maintaining the rule network, duplicate check for pattern matching and partial matches with old facts is avoided. The information contained in the rule network only needs to be recomputed when changes occur in the working memory. For example, if a set of patterns match two of three facts in one cycle, a check for pattern matching with these three facts won't be done again in the next cycle.

3.1 The Pattern Network

The process of determining which facts have matched which patterns is done in the pattern network. Tests for constant and relationship matches are done in pattern nodes, with one pattern node for each test. Each pattern is compiled into a path made of a sequence of pattern nodes in the pattern network, with an alpha memory attached at the end of the path. Different patterns may share the same pattern nodes. A pattern match occurs when a fact has satisfied a single pattern in any rule without regard to variables in other patterns. That is to say, a pattern match corresponds to a path along which a fact has traveled successfully. When a fact travels successfully along a path, it is stored in the alpha memory attached to the path. For example, suppose we have a set of patterns \{(car ford), (car ?x), (car ¬ford), (bike ?y)\} where ¬ is the negation symbol. Two pattern nodes \(N_1\) and \(N_2\) are created for the first pattern (car ford), with \(N_1\) including the following test:

the first field is equal to the constant car.

and \(N_2\) including the following test:

the second field is equal to the constant ford.

Now we compile the pattern (car ?x) and find that \(N_1\) can be shared. The variable ?x matches anything in the second field of the income objects which pass through \(N_1\) successfully. As the third pattern compiled, which shares \(N_1\) with (car ford), creates a pattern node \(N_3\) which performs the following test:

the second field is not equal to the constant ford.

Finally, a pattern node \(N_4\) is created for the pattern (bike ?y) and contains the following test:

the first field is equal to the constant bike.

Suppose we have four facts in the working memory: (car ford), (car benz), (car car), and (bike ford), denoted by f1, f2, f3, and f4 respectively. Then the content \(c\) of the alpha memory for each pattern is listed below.

- For pattern (car ford): {f1}.
- For pattern (car ?x): {f1, f2, f3}.
- For pattern (car ¬ford): {f1, f2}.
- For pattern (bike ?y): {f4}.
3.2 The Join Network

Each alpha memory node in the pattern network acts as one input to a node in the join network where comparison of variable bindings across patterns is performed to ensure that variables have consistent values. The nodes in the join network, referred as join nodes, have two inputs nodes: one from some alpha memory node and another from some join node. A join node contains matching tests for the content of an alpha memory and the set of partial matches that have matched previous patterns. A partial match for a rule is any set of facts which satisfy the rule's patterns beginning with the first pattern of the rule and up to the underlying pattern. The partial matches for a sequence of patterns are stored in the beta memory of a join node. The first join node performs tests for the first two patterns and the remaining join nodes test the partial matches in the beta memory of a previous join node and the content of the alpha memory of an additional pattern. Partial matches are stored in join nodes and passed to next join nodes for further partial matching. For example, suppose we have two rules containing the following LHSs:

LHS of Rule_1:
- pattern1: (?x allocation ?y)
- pattern2: (car ?x)
- pattern3: (bike ?x)

LHS of Rule_2:
- pattern1: (?x allocation ?y)
- pattern2: (car ?x)
- pattern3: (truck ?x)

Then the first join node of Rule_1 would perform a test like:

*The value of the 1st field of the fact bound to the 1st pattern is equal to the value of the 2nd field of the fact bound to the 2nd pattern.*

The second join node of Rule_1 would receive as input the set of partial matches from the first join node and the fact that matches the third pattern, and contains the test:

*The value of the 2nd field of the fact bound to the 3rd pattern is equal to the value of the 2nd field of the fact bound to the 2nd pattern.*

Assuming we have seven facts in working memory: (car ford), (car benz), (car car), (benz benz), (bike benz), (benz allocation germany), and (ford allocation usa), referred as f1, f2, ..., f7 respectively. Then the beta memory of the first join node of Rule_1 contains the following set of partial matches:

\{\{(ford allocation usa),(car ford)\},\{(benz allocation germany),(car benz)\}\}

or

\{\{f7, f1\}, \{f6, f2\}\}.

And the beta memory of the second join node of Rule_1 contains the following set of partial matches:

\{\{(benz allocation germany),(car benz),(bike benz)\}\}

or

\{\{f6, f2, f5\}\}.

The resulting rule network is shown in Figure 1.

A rule satisfied by facts also has a partial match of all of the patterns of the rule. Such rules are called activated rules. All the activated rules are collected in a conflict set, to which the last join node of rules are directed. One of the rules
in the conflict set is selected according to conflict resolution policies and then is fired.

4 Algorithms

In this section, we describe some major algorithms used in the construction of the interpreter which executes expert system programs written in the new language. We use C-Prolog in the project. Unification for the matching between facts and patterns is done by Prolog itself. Besides unification, the interpreter has to take care of

1. Compiling rules into the rule network;
2. Performing the recognize-act cycle;
3. Interpreting facts to match patterns in the rule network;
4. Adding new facts/rules to the rule network or deleting existing facts/rules from the rule network dynamically;
5. Keeping the knowledge contained in the rule network consistent after addition/deletion of facts or rules;
6. Maintaining activated rules in the conflict set correctly;
7. Conflict resolution.

We describe how to add and delete rules dynamically, and conflict resolution in detail below. The other operations are simple and their descriptions are omitted here.

4.1 Addition of Rules

We use the command "insert" to perform the addition of rules and facts. Once the operator $=>$ is found in the argument of an insert command, we apply the Rete algorithm to compile the new rule into the rule network. If the new rule has structural similarity with existing rules, some of the nodes/paths/memories in the rule network can be shared by this new rule. A flag is set for facts rematching on those shared memory nodes. Moreover, new nodes and paths are created for new patterns and a flag is set for facts rematching on these newly created nodes and paths. The process of adding rules can be described as follows:
Algorithm: Addition of a Rule R
begin
if R can share pattern nodes existing in the pattern network
then use these pattern nodes instead of creating new ones;
if some patterns P in R are existing in the pattern network
then use the existing paths for P;
use the existing alpha memory nodes A of these paths for P;
if paths J of R are existing in the join network
then use the paths J for R;
use the existing beta memory nodes of J for R;
else create new join paths J’ in the join network;
set a flag at A for facts rematching;
else create new pattern nodes/paths P* for R in the pattern network,
create new join nodes/paths for R in the join network;
set a flag at P’ for facts rematching;
call the procedure "facts rematching" on J’ and P’;
end.

4.2 Facts Rematching

Facts rematching starts from alpha memory or beta memory nodes, whose flag
is set, if the new rule shares memory nodes with some existing rules due to
structural similarity. All of the facts/partial matches in a alpha/beta memory
node M perform tests in node N, which is a successor node of M, with objects
coming from another predecessor node. If partial matches occur in N, the tests
in node P, which is a successor node of N, are performed on the partial matches
and the objects coming from another predecessor node of P, and so forth. The
algorithm is also called when new paths and their associated alpha memory nodes
have been created. In this case, all of the facts in working memory are interpreted
for pattern matching from the top node of the rule network along the new paths.
Facts are stored in alpha/beta memory nodes if pattern matches/partial matches
occur. Note that the new rules which have complete partial matches, during facts
rematching, cannot be put into the conflict set. The procedure can be described
as follows.

Algorithm: Facts Rematching
begin
S = {};
while a flag is set at shared node N with memory node M
S = S \cup {(N, M)};
while a flag is set at newly created alpha memory nodes
S = S \cup {(the top node of the rule network, the set of facts)};
for all elements (Start, Bank) in S do
for all elements E of Bank do
for all successors S1 of Start do
if S1 is the last join node of some rule
then return;
if pattern matches occur on the successors S1 of Start
then perform pattern matching/partial matching, by E,
on all successors of S1;
if partial matches occur on the successors S1 of Start
then perform partial matching, by E, on all successors of S1;
end;
end;
end.
4.3 Deletion of Rules

Rules can be deleted by their names dynamically. When a rule is retracted, the nodes/paths and alpha/beta memory nodes associated with this rule are removed from the rule network. Nodes in the rule network maintain two kinds of links, one pointing to its successor nodes and the other pointing to its predecessor node. Due to structural similarity, nodes in the rule network may be shared by lots of successor nodes. Therefore, they may have one or more successor links. Only one predecessor node exists in each node. When a rule $R$ is deleted from the knowledge base, the activated version of $R$ in the conflict set and the last join node $L$ of $R$ are deleted. Let $J$ be a predecessor of $L$. If $J$ has $L$ as its only successor, then $J$ is also deleted from the rule network. However, if $J$ has two or more successor links, then only the successor link pointing to $L$ is removed from $J$. The same process is performed on all of the predecessor nodes of $J$, and so forth. Here is the algorithm.

Algorithm: Deletion of a Rule $R$
begin
    $S$ = the last join node of $R$,
    $F$ = the successor node of $S$ pointing to $R$,
    if activated versions $Ra$ of $R$ exist in the conflict set
        then delete all $Ra$'s,
    while there is a node $K$ in $S$ do
        if the number of successors of $K$ is equal to 1
            then remove $K$ and its memory node,
                $S$ = $S - \{K\} \cup \{z|z$ is a predecessor node of $K\}$;
                $F$ = $K$;
                return;
        else remove the link pointing to $F$;
                return.
    end;
end.

5 Conflict Resolution

Activated rules are collected in the conflict set and only one rule is selected and fired in each cycle. There are several policies that are considered when selecting one rule to be fired:

1. Rules with the largest number of condition patterns are fired first
2. Rules with the largest number of negated condition patterns are fired first
3. Rules with the most recently matched LHSs are fired first
4. New rules are fired first

The first policy has the highest priority, and the last policy has the lowest priority. If two or more rules are left after applying these policies, then one is selected arbitrarily for firing.

6 The Interpreter

An interpreter has been constructed to execute programs written in the new expert system language. It basically performs recognize-act cycles until no rules
can be fired, like OPS5 [3]. First of all, all rules of an input program are compiled into a rule network. Then facts in the working memory are interpreted from the root node of the pattern network and matched facts are stored in different alpha or beta memory nodes. Activated rules are pushed into a conflict set. Then the following operations are iterated until no rules can be fired.

1. Select one activated rule, according to the conflict resolution policies, from the conflict set and fire it.
2. Execute the actions specified in the right hand side of the fired rule.
3. Facts and rules are added to or deleted from the knowledge base and the rule network, as specified in the actions of the fired rule.
4. Due to the addition/deletion of facts/rules, the content of the memory nodes in the rule network have to be updated, new activated rules may be added to the conflict set, and some rules in the conflict set may be deactivated.

The interpreter was written in C-Prolog and includes the following modules:

1. the rule network compiler.
2. fact interpreter.
3. conflict resolution.
4. action performing.

Figure 2 shows the block diagram of the interpreter.

Fig. 2. The block diagram of the interpreter.

7 Test and Comparison

Two examples are given in this section. The first example tests that the interpreter works correctly. The second example shows the system's capability of changing rules dynamically and consistently.

7.1 Solving the Monkey-Banana Problem

The Monkey-Banana problem is described as follows: A monkey is standing on a couch near the coordinate (5, 7). There are bananas highly allocated near the coordinate (8, 2). A light ladder is near the coordinate (2, 2). The goal is: Let
the monkey have the bananas. The problem can be translated to 8 facts and 19
rules. The rules are compiled into a rule network with 91 nodes. The solu-
tion of the problem consists of the following steps:

1. The monkey jumps off of the couch.
2. The monkey walks from [5,7] to [2,2].
3. The monkey grabs the ladder.
4. The monkey walks from [2,2] to [8,2].
5. The monkey drops the ladder.
6. The monkey climbs onto the ladder.
7. The monkey grabs the bananas.

We got the solution by our system and by CLIPS respectively on a DEC5000/125
workstation with 16MB memory.

Our system. Fifteen rules had been fired, i.e. 15 cycles had been executed,
before the problem was solved. The total cpu time is 4.41667 seconds obtained
by running C-Prolog (version 1.5) [5].

CLIPS. Twenty-three rules were fired, i.e. 23 cycles were executed. CLIPS ap-
plies only one resolution policy, requiring more cycles for this example. The total
cpu time is 0.2 seconds. Note that CLIPS ran much faster than system, partly
because the interpreter of CLIPS is written in C while our interpreter is written
in C-Prolog which is much slower.

7.2 Dynamic Addition/Deletion of Rules

For the sake of comparison with CLIPS, we present this example in CLIPS
format. Suppose we have a rule
(defrule rule001 (ford usa) (ford makes ?x) (?x good) =
    (printout t "usa " ?x "are good." crlf) (assert (?x cheap)))
and facts: (ford usa) (ford makes cars) (ford makes truck) (cars good)

Suppose we want to add the following new rule after the first rule is fired:
(defrule rule002 (ford usa) (ford makes ?x) (?x good) (?x cheap)
    (printout t "usa " ?x "are good and cheap." crlf))

Let’s see how CLIPS and our system work on this problem.

CLIPS. CLIPS does not allow us to do the insertion of the rule rule002 by
putting it in the right hand side of the rule rule001. So we have to insert rule002
either manually or by loading a file containing rule002. After the rule rule002
is inserted, obviously there is a partial match from pattern 1 to pattern 3 for
this rule since (cars cheap) has been added to the knowledge base after the rule
rule001 was fired. However, this partial match is missing. CLIPS only maintains
the partial match from pattern 1 to pattern 2 for the rule rule002. Therefore,
rule002 is neither activated nor fired. Clearly, the rule network CLIPS maintains
is not consistent.

Our system. Our system allows the problem to be described as follows:
rule(defrule rule001 (ford usa) (ford makes ?x) (?x good) =
    (printout t "usa " ?x "are good." crlf) (getname ?name)
    (insert (defrule ?name (ford usa) (ford makes ?y) (?y good) (?y cheap)))

(The rest of the text continues on the next page.)
This rule is activated and fired. Assuming ?name is bound to rule002. Then the rule rule002 in the action part of rule001 is inserted and compiled into the rule network. After the compilation, the last action of rule001 is performed and (cars cheap) is inserted into the knowledge base and the rule network is updated. We can see that rule002 has the following 3 partial matches: {(ford usa), (ford makes cars)}, {(ford usa), (ford makes cars), (cars good)}, {(ford usa), (ford makes cars), (cars good), (cars cheap)}.

Since (cars cheap) is more recent than the rule rule002, rule002 is fired. Therefore, no inconsistency exists in our rule network and it seems that our result is more desirable.

8 Conclusion

We have proposed a scheme of a new expert system language. The language is rule-based. Patterns in the left hand side and the actions in the right hand side of a rule are predicates. Facts are predicates and allow the occurrence of variables. Patterns are matched by unification. Execution is controlled by forward-chaining. Rules are allowed to be added or deleted dynamically. A rich set of debugging commands are provided for programmers to develop their programs. Unification instead of one-way matching is used for pattern matching.

An interpreter, based on the rule network, was constructed to execute programs written in this new language. The interpreter was written in C-Prolog. Rules are compiled into a rule network for efficient pattern matching. Paths/nodes are created and joined into the rule network when new rules are added to the knowledge base, and are removed from the network when rules are deleted from the knowledge base. Facts rematching is performed along newly created paths in order to keep the knowledge contained in the rule network consistent. Added/Deleted facts may cause the content of alpha/beta memories to be updated. In each cycle, one rule is selected and fired, and its action part is performed.
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Abstract. Most expert system control strategies focus on a narrow view of problem solving, with the resulting expert systems failing to accomplish a good interaction with the task environment during problem solving. Known as the pregnant man problem, such a deficient external behavior is typical of many expert systems that ask absurd questions of the user. Right interaction with the task environment has been already addressed as a verification problem. A new framework for realizing a good external behavior is presented in this paper, that consists of incorporating constraints on external behavior in the control strategy of the expert system. Called input-driven control, it cooperates with the standard control strategies of the Milord II expert system shell for realizing both a correct problem-solving behavior and an appropriate external behavior.

1 Introduction

Expert systems attempt to reproduce the intelligent problem-solving behavior exhibited by human experts in ill-defined problem domains. A sharp boundary can be drawn between two aspects of such an intelligent behavior, the one being solving problems right and the other dealing with attaining an appropriate interaction with the task environment during problem solving.

Current approaches for developing expert systems take a somewhat narrow notion of right solutions to problems. Consider for instance a diagnosis expert system. Given a set of symptoms, any hypothesis entailed by the knowledge base (enlarged with the symptoms) is taken as a right solution, no matter how the hypothesis has been proved to be a logical consequence of the (enlarged) knowledge base. The counterpart of such a notion in logic is that of entailment.

It may happen, and is most often the case, that these symptoms are not given beforehand. The expert system has to interact with the task environment in order to get the (external) data. Even when all the relevant symptoms are known beforehand, additional external data may be needed during the consultation process in order for the expert system to arrive at a diagnosis.

Right interaction with the task environment is so important from the standpoint of expert system usability and acceptability [2] [4] that failing to accomplish a good interaction with the task environment during problem solving has

* Partially supported by grant DGCltyT PB91-0334
been recognized as the pregnant man problem, typical of many expert systems that ask absurd questions of the user. Asking a question about whether the subject is a pregnant before asking a question about the sex of the subject is the classical example of bad interaction with the task environment, because the question about whether the subject is a pregnant makes no sense in the case of a male subject.

The previous discussion leads to a wider notion of right solutions to problems, namely those solutions that, besides being logical consequences of the knowledge base, have been obtained through a right interaction with the task environment. The counterpart of such a notion in logic is that of proof system.

The use of the weaker notion of solution is, in fact, rooted in a problem inherent to the self nature of the rule-based paradigm. Although the rule-based paradigm has been offered as a declarative programming tool, expert system developers have to think procedurally in order to know that the procedural reading of the knowledge base by the inference engine will consider premises in a rule in the, say, left-to-right order in which they have been written, and write therefore a rule like if female and ... and pregnant and ... then ... for getting the expert system ask a question about the sex of the subject before asking a question about whether the subject is a pregnant.

This issue becomes ever more complicated under more complex control strategies [8] [11], such as those involving the modular structure of the knowledge base, the premise ordering within each rule, the rule ordering within each module, rule certainties, rule specificities, etc. Expert system developers usually end up reasoning about the order of module calls, rule selection, premise selection, and the like. Right external behavior is only achieved, with very much effort, by trial and error: by experimentation with and modification of a prototype of the expert system until observing a right external behavior. The main problem with this approach is that it is not systematic. Even worse, it forces expert system developers to think procedurally, reasoning about the order of rule firing instead of concentrating themselves on achieving a good conceptualization of their problem domain.

Right interaction with the task environment has been already addressed as a verification problem [6] [5] [13] [14]. A new framework for realizing a good external behavior is presented in this paper, that consists of incorporating constraints on external behavior in the control strategy of the expert system.

The rest of the paper is organized as follows. The specification language being used, together with a computer-supported methodology aimed at acquiring correct and complete specifications of external behavior, is presented in section 2. The new control strategy, called input-driven control, is presented in section 3. Finally, some conclusions are drawn in section 4.

2 Problem solving and external behavior

The relationship between problem solving and external behavior can be best understood, by thinking of a consultation as a way from a state in which the
knowledge in the expert system is of a general nature (i.e. applicable to a wide
class of problems) to a state in which the knowledge has been specialized to a
particular problem —or to a more restricted class of problems— by the data
provided by the task environment. This behavior being common to all expert
system shells, it is most clear in the Milord II shell [10] [9], that uses such a
specialization principle as the only inference rule.

Consider the following rules for pneumonia treatment, adapted from [9],
where *H-Influenzae* and *Legionella-sp* are possible diagnoses and *Quinolones*
and *Co-trimoxazole* are antibiotics.

\[(R0) \text{ if } H-Influenzae \text{ then Quinolones is possible} \]
\[(R1) \text{ if female and young and pregnant and Legionella-sp then Co-}
\hspace{1em} \text{trimoxazole is slightly-possible} \]
\[(R2) \text{ if female and young and breast-feeding and Quinolones is possible}
\hspace{1em} \text{then stop-breast-feeding is definite} \]
\[(R3) \text{ if breast-feeding and Co-trimoxazole then stop-breast-feeding is}
\hspace{1em} \text{definite} \]

Consider the case of a young female patient with a diagnosis of H-Influenzae.
When the user is asked for the value of the diagnosis, suppose she answers
*very-possible*. With this information from the task environment, the expert system
specializes the knowledge base to the following.

\[(R1') \text{ if female and young and pregnant and Legionella-sp then Co-}
\hspace{1em} \text{trimoxazole is slightly-possible} \]
\[(R2') \text{ if female and young and breast-feeding then stop-breast-feeding}
\hspace{1em} \text{is definite} \]
\[(R3') \text{ if breast-feeding and Co-trimoxazole then stop-breast-feeding is}
\hspace{1em} \text{definite} \]

Next the user is asked for the sex of the patient, and answers *female*. The
specialized knowledge base follows.

\[(R1'') \text{ if young and pregnant and Legionella-sp then Co-trimoxazole is}
\hspace{1em} \text{slightly-possible} \]
\[(R2'') \text{ if young and breast-feeding then stop-breast-feeding is definite} \]
\[(R3'') \text{ if breast-feeding and Co-trimoxazole then stop-breast-feeding is}
\hspace{1em} \text{definite} \]

Finally the user is asked for the age of the patient, and answers *young*. The
resulting knowledge base follows.

\[(R1''') \text{ if pregnant and Legionella-sp then Co-trimoxazole is slightly-}
\hspace{1em} \text{possible} \]
\[(R2''') \text{ if breast-feeding then stop-breast-feeding is definite} \]
\[(R3''') \text{ if breast-feeding and Co-trimoxazole then stop-breast-feeding is}
\hspace{1em} \text{definite} \]
This knowledge base represents a specialization of the more general ones for treatment of young female patients with a diagnosis of H-Influenzae.

Now two different readings of this consultation can be made, one centered on the hypotheses being pursued and the deductions being made, and the other centered on the interaction with the task environment—the questions that are asked of the user during problem solving and the order in which they are made. It is this second reading what is known as external behavior.

The ideal relationship between problem solving and external behavior is, of course, that of cooperation. This means that all questions asked of the user during the consultation are made only when they are relevant and necessary to the current problem-solving state, and that the answers given by the user determine the number and order of questions that follow. This is just the behavior that is usually thought of as expert.

Cooperation between problem solving and external behavior can be achieved by incorporating constraints on external behavior in the control strategy of the expert system. Specification concepts for external behavior are developed in the following.

Specification of external behavior

A general framework for specifying the intended external behavior of an expert system, consisting of both domain-dependent constraints on external behavior and domain-independent criteria for question selection, is proposed here. Domain-dependent constraints are divided into order relations over questions and question-relevance constraints.

Two different order relations over questions are defined: strong data dependency and weak data dependency [13] [14]. Note that the words question and external fact are often used here as synonymous. Strictly speaking, question refers to the act of asking the value of the attribute expressed by an external fact to the user.

A question qj depends weakly on a question qi, noted qi ≺ qj, if qj cannot be asked before qi. A question qj depends strongly on a question qi, noted qi ≺ qj, if qi ≺ qj and, furthermore, qj cannot be asked unless qi has been already asked. For instance, let sex be a question about the sex of the subject and let pregnant be a question about whether the subject is a pregnant. Then sex ⊈ pregnant (and not just sex ≺ pregnant) because a question about whether the subject is a pregnant should by no means be asked unless the sex of the subject is known to be female (and this can only be known, for the sake of this example, by asking a question of the user about the sex of the subject).

Question-relevance constraints dig something deeper into question order by also considering answers (values) to questions. Similar constraints are present in some commercial expert system shells, such as the "presupposition" statement in Tecknowledge's M.1, although their evaluation may have undesirable side effects.

In the case of the Milord II shell [10] [9], question-relevance constraints are predicates of the form q unless condition where condition is a premise whose evaluation does not produce any side effect. That is, such conditions are just
tested against the current state of the execution, without originating module calls, rule firings, deductions, nor further questions asked of the user.

Returning to the previous example, a constraint like pregnant unless sex = male would be more appropriate than the strong data dependency sex < pregnant. (Discovering a data dependency in a problem domain is, however, a step in the direction of discovering a possible question-relevance constraint.)

It must be noted that the distinction made between question relevance and question order is, to a certain extent, relative, because at the very end question relevance and question order are two sides of the same coin. Pushing the notion of question relevance to the limit, an expert system that always asks the most relevant question will obviously ask all the relevant questions in the right order.

Domain-independent criteria for question selection are intended for covering those cases in which domain-dependent constraints on external behavior do not suffice for selecting one question to ask of the user next. These criteria serve therefore for further constraining the set of possible questions to be asked of the user. Typical domain-independent criteria include measures of cost, risk, etc. associated to each question (external fact) in the knowledge base, and, of course, the (lexicographical) order in which external facts have been declared in the knowledge base modules.

When confronted with the problem of defining constraints on question relevance and order for a relatively large expert system, no human expert would arrive at a complete specification without some systematic way of focusing attention on small sets of highly related questions. A methodology providing detailed step-by-step instructions for arriving at a complete (and correct) definition of the domain-dependent component of a specification of external behavior, has been developed that is based on the method of Herod and Bahill [6] [5] of question matrices, with some extensions for dealing with a large number of questions (coupling then with modular techniques underlying the base expert system language) and for defining a more comprehensive specification of external behavior. The methodology has been omitted here due to severe space limitations, and the reader is referred to [15] for a complete description.

The acquisition methodology is supported by a tool called Questionnaire, that has been implemented with a direct-manipulation interface for filling in the different question matrices. The tool can be used with knowledge bases written for the Milord II shell [10] [9] and is being applied to the development of ENS-Al [1], an expert system for assisting teachers to deal with pedagogical problems.

3 Input-driven control of rule-based expert systems

Control strategies are usually described in terms of the classical recognize-act cycle and the associated concept of conflict resolution [8] [11]. An alternative formulation, centered on question selection — and therefore more appropriate for studying external behavior aspects — replaces the recognize-act cycle by an equivalent specialize-ask cycle. (The specialize-ask cycle does not preclude the use of conflict resolution criteria, however.)
The specialize-ask cycle underlies most partial evaluation architectures, such as that of the Milord II shell [10] [9]. Specialization is achieved by applying a specialization inference rule to the knowledge base that, given a proposition $A$ with certainty value $\alpha$ and a rule of the form $if A \ and \ B \ then \ C$ with certainty value $\rho$ specializes it to a rule of the form $if B \ then \ C$ with certainty value $\rho'$, where $\rho'$ is computed by modus ponens from $\alpha$ and $\rho$ [9].

The ask step is performed following a question selection strategy. The standard question selection strategy in Milord II reproduces the conflict resolution criteria of the Milord shell [3] [7], namely rule certainty, rule specificity and (lexicographical) order of rules [12].

Question selection is called heuristic if it follows the specification of external behavior defined for the problem domain when deciding which question to ask next. Heuristic question selection has been implemented in Milord II as an input-driven control strategy that cooperates with the standard question selection strategy used in the Milord II shell.

Input-driven control requires a "constructive" interpretation of the specification of external behavior. This interpretation determines, given any intermediate problem-solving state and a set of potential questions to ask next, which question(s) satisfy the specification and can therefore be asked next. A question $q$ can be asked next in any given problem-solving state if all the following conditions are satisfied:

- The question $q$ has not been asked, i.e. it has not been assigned a value in the given problem-solving state;
- For all strong data dependencies of the form $p < q$, the question $p$ has already been asked;
- For all weak data dependencies of the form $q \prec r$, the question $r$ has not been asked yet; and
- For all question relevance constraints of the form $q$ unless condition, condition is not satisfied by the current problem-solving state.

Notice that weak data dependencies of the form $p \prec q$ do not constrain the expert system asking question $q$ next, but they would later constrain the expert system asking question $p$ if question $q$ is asked before.

The constructive interpretation of the specification of external behavior has been implemented as a cooperating component of the Milord II expert system shell [10] [9]. Cooperation is achieved as follows:

- KB specialization is performed as usual, by iterative application of the specialization inference rule until no further specialization is possible given the available external data.
- Question selection after the standard control strategy of Milord II, that ranks candidate rules according to certainties, specificities, and (lexicographical) order, prevails unless it violates the specification of external behavior. In such a case, heuristic question selection takes control for selecting the first question, according to the ranking just made by the standard control strategy, that does not violate the specification of external behavior.
The selected question is asked of the user, and the specialize-act cycle continues until reaching a stop condition.

Notice that it may happen that no question can be selected in a given problem-solving state, that has not already been asked and does not violate the specification of external behavior. These situations are, in fact, nothing more than additional stop conditions of the expert system.

Cooperation between problem solving and external behavior, as presented in this section, corresponds then to a modified ask step in the specialize-ask cycle, by which only those questions satisfying both problem-solving requirements and external behavior requirements are asked of the user.

An example

The following module excerpt, taken from the Terap-IA expert system [9], has been developed using the conventional, trial-and-error approach for achieving an appropriate external behavior. It comprises metarules (i) to avoid asking a question about whether the patient is a pregnant or a breast-feeding to a man or to an elder woman, (ii) to avoid asking a question about whether the patient is a breast-feeding to a pregnant, and (iii) to avoid asking facts that depend on pregnant or breast-feeding if pregnant or breast-feeding do not hold.

Module anam =
Begin
Import age, sex, pregnant, pregnant_term, pregnant_period, breast_feeding, neonate, premature
Export ...
Deductive Knowledge
Dictionary:
Predicates:
age = ...
sex = ...
pregnant = ...
  relation: needs sex
  relation: needs age
pregnant_term = ...
  relation: needs pregnant
pregnant_period = ...
  relation: needs pregnant
breast_feeding = ...
  relation: needs sex
  relation: needs age
  relation: needs pregnant
neonate = ...
  relation: needs breast_feeding
premature = ...
  relation: needs breast_feeding
...
Rules:

End deductive

Control knowledge

Deductive control

M001 if T(pregnant,sure) then conclude T(not(breast_feeding),sure)
M002 if is(=(sex,(male)),sure) then conclude T(not(pregnant),sure)
M003 if is(=(sex,(male)),sure) then conclude T(not(breast-feeding),sure)
M004 if is(=(sex,(female)),sure) and T(=(age,$x),sure) and lt($x,15) then conclude T(not(pregnant),sure)
M005 if is(=(sex,(female)),sure) and T(=(age,$x),sure) and lt($x,15) then conclude T(not(breast-feeding),sure)
M006 if is(=(sex,(female)),sure) and T(=(age,$x),sure) and gt($x,45) then conclude T(not(pregnant),sure)
M007 if is(=(sex,(female)),sure) and T(=(age,$x),sure) and gt($x,45) then conclude T(not(breast-feeding),sure)
M008 if T(not(pregnant),sure) then conclude T(not(pregnant_term),sure)
M009 if T(not(pregnant),sure) then conclude is(=(pregnant_period,(none)),sure)
M010 if T(not(breast-feeding),sure) then conclude T(not(premature),sure)
M011 if T(not(breast-feeding),sure) then conclude T(not(neonate),sure)

Evaluation type: lazy

End control

End

The same module excerpt, rewritten to make use of heuristic question selection as implemented in the Milord II shell, is reproduced below.

Module anam =

Begin

Import age, sex, pregnant, pregnant_term, pregnant_period, breast_feeding, neonate, premature

Export ...

Deductive Knowledge

Dictionary:

Predicates:

age = ...

relation: strong pregnant

relation: strong breast_feeding

sex = ...

relation: strong pregnant

relation: strong breast_feeding

pregnant = ...

relation: strong breast_feeding

relation: strong pregnant_term

relation: strong pregnant_period

pregnant_term = ...

pregnant_period = ...

breast_feeding = ...
Getting the right metarules for avoiding inadequate question sequences has proved to be no easy task. Leaving such methodological issues apart, the previous implementation scripts illustrate the difference between the trial-and-error approach and the disciplined approach to external behavior presented in this paper. The improvement in declarativeness is evident from the text of the scripts itself.

4 Conclusion

Input-driven control of rule-based expert systems offers both a methodological aid during expert system development and an implementation technique for achieving an appropriate external behavior. The methodological improvement rests upon an additional declarative power given to the rule-based paradigm, and allows expert system developers to concentrate on the conceptualization of the problem domain, while leaving procedural aspects to the procedural reading of the specification of external behavior made by the control strategy. Input-driven control, as implemented in the Milord II shell, supports appropriate interaction with the task environment while retaining correctness of problem solving. Internal and external behavior cooperate in this way for (re)producing correct solutions to problems through a right interaction with the task environment.
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Abstract. In this paper we describe a case-based planner (BOLERO) developed for learning the procedure of a diagnosis in a medical expert system. A diagnostic plan is build according to the most recent information known about a patient. BOLERO has been tested in a real application of pneumonia diagnosis. Results show that BOLERO is able to acquire enough strategic knowledge to perform a diagnostic procedure with a high degree of success.

1 Introduction

For some time it has been argued that keeping separate and distinct “control” knowledge from domain knowledge as represented in an expert system is convenient for expert system maintainability and for the reuse of shells on similar problems[2]. In earlier experiments in our Institute, a meta-level architecture was developed with strategic (or control) knowledge represented at the meta-level and domain knowledge being represented at the object level [5]. We also discovered while designing a medical diagnosis expert system[14], that acquiring the strategic knowledge was complicate and time-consuming for the expert and the knowledge engineer. We present in this paper an experiment in the automated acquisition of strategic knowledge for expert systems by means of a case-based approach.

In more concrete terms, strategic knowledge in the expert systems built at the IIIA was to decide upon which diseases were plausible or useful to try to prove (or disprove for dangerous illnesses), and which questions to ask that were relevant to those ends at each moment relative to the known facts. The questions should be made also in a meaningful order and the disease hypothesis should be pursued in a reasonable order, lest the physicians using the system complain about it doing silly things and acting “erratically”. In [5] strategic knowledge take the form of plans of action, i.e. a dynamically-changing scheme of the goals worth pursuing. Acquiring this knowledge was slow and based on a trial and error process, until the medical application for diagnosing pneumonia performed according to what was expected. Exploiting the modularity of this meta-level architecture and the separate representation of domain and strategic knowledge, we investigated on the possibility of automatically learning the diagnostic procedure (strategic knowledge) given (a) the domain knowledge, and (b) an expert authenticating the desired system behavior. This is the experiment reported here, where strategic knowledge, represented by
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plans, are learned using a case-based approach. Plans learned are reused to solve new problems, in such a way that BOLERO acts as the planner of a rule-based system (RBS) with scarce strategic knowledge. The structure of the paper is as follows: in the next section we introduce the metalevel architecture in which BOLERO and a RBS collaborate during problem solving, and then, in section 3 we describe BOLERO, the case-based planner. In section 4 we explain the results of BOLERO when applied to learn and build plans for pneumonia diagnosis. Finally we relate our research to other works, and we give some conclusions.

2 The BOLERO-RBS Reactive System

The BOLERO-RBS system is the result of the integration of the case-based system BOLERO and a rule-based system (RBS) within a metalevel architecture. BOLERO plays the role of the meta-level and the RBS plays the role of the object-level (figure 1). The RBS has knowledge about a specific domain in order to solve a problem while BOLERO has planning knowledge particular to that domain. The BOLERO-RBS system is a reflective system [11]: the meta-level (BOLERO) is able to modify the state of the object-level (RBS) through plans, and it is also in charge of starting and stopping the system execution.

Fig. 1. The BOLERO-RBS system.

For the sake of simplicity we will not go on details about how both systems interact (this has been the aim of the paper [10]). Essentially BOLERO builds plans according to the state of the RBS when solving a problem and plans are executed by the RBS. One action in BOLERO means in the RBS to validate a goal by chaining rules. When the RBS is validating a goal an action is being executed, and when a goal has been achieved, the action is completed. The complete execution of an action leads to some evidence about patient illness. For example, the action mycoplasma is interpreted by the RBS as the goal pneumonia-caused-by-mycoplasma; when it is known that it is quite possible that the pneumonia is caused by mycoplasma then the action is complete and some evidence about the patient illness is found. When the RBS obtains new information as a consequence of the execution of a plan, BOLERO can generate a new plan adequate to the new circumstances. Thus, the validation of any goal in the RBS can be interrupted, if BOLERO dynamically generates a new plan. In the same way, when an action a is interrupted in a given moment of the problem solving process, the action can be continued in a later moment if BOLERO builds a plan that contains a. To continue an action means to go on with the validation of the action's goal in the RBS. The generation and execution of plans is then interleaved in BOLERO-RBS, in such a way that the integrated system behaves as a reactive planner [4].
Reactive planning has been demonstrated as an useful technique to deal with uncertainty and incompleteness, a constant feature in medical applications\cite{10}. The information in medical diagnosis is incomplete because many situations cannot be fully represented since there is no way of gathering all the information needed and at the same time the information available is uncertain because lacks precision or requires subjective assessments. For example, let us suppose that a 25 year old patient with a risk factor of infection by HIV arrives at the hospital suffering from pneumonia. The physician plans a diagnostic procedure in order to find the agent causing the pneumonia. This procedure or plan consists of the following actions: take an X-ray of the thorax, do an hemography, and a gram-sputum test. Let us assume that the physician sees an interstitial pneumonia in the X-ray. With this information and taking into account the risk factor by infection by HIV, the physician considers the possibility that the patient has AIDS. Consequently he decides to give up the rest of the pending actions (i.e., hemography and gram-sputum test) and to realize some new action (like for example a broncho-alveolar enema), to determine whether Pneumocystis carinii is causing the pneumonia. Given the initial information available about a patient the physician then generates a plan $p$, and when his knowledge about the patient is enriched as a consequence of starting the execution of $p$, he produces a new different plan $p'$. BOLERO, as a reactive planner takes into account the incomplete information problem in such a way that it can generate plans dynamically, anytime some new information about a problem is available to the system.

3 The BOLERO System

In this section we explain the knowledge represented in BOLERO (section 3.1) and the components of BOLERO as a case-based planner: the learning method (section 3.2), how BOLERO builds plans (section 3.3), and the plan evaluation method (section 3.4).

3.1 Knowledge Representation

Planning knowledge in BOLERO is based in the information stored in the cases provided by the teacher. Cases determine the plan memory from which BOLERO is able to solve problems.

Cases. A case is the set of episodes observed when a teacher solves a problem (figure 2): $C = [e_0, e_1, \ldots, e_n]$. Each episode is a pair $(s, p)$ formed by a situation $s$ and a plan $p$. In the first episode, $e_0$ represents the initial state of a problem, and $p_0$ a plan containing the immediate action $a_0$ to start problem solving. The situation of the next episode, $e_1$, represents the state of the problem achieved after that $a_0$ has been applied, and $p_1$ represents the concatenation of the plan $p_0$ and a new action $a_1$ with which to continue problem solving given the new information in $e_1$. And so on until the last episode, that contains the final state $e_n$, and the plan $p_n$ that leads from $e_0$ to $e_n$. Then $p_n$ is the solution of the problem from the point of view of planning. The plan $p_{n+1}$ is called the final plan meanwhile the rest of the plans of a case are called partial plans. Each state or situation $e_i$ of a case is composed by a set of facts. A fact $f_i$ is a pair $(id_i, v_i)$ where id$_i$ is the identifier of the
fact, and \( v_i \) the value. The final state \( s'_{i,n} \) must contain the diagnosis of the patient illness or domain solution \( S'_{i,n} \). For example the domain solution of the case represented in figure 2, \( S_{g22v1} \), is: \{ (pneumococcal-pneumonia, possible), (pneumonia-by-enterobacteriacae, moderately-possible), (pneumonia-by-legionella, quite-possible), (tuberculosis, very-little-possible), (pneumonia-by-pseudomonas, unknown) \}. The domain solution comes from the result of individual actions \( a^j \in p^j \), that we note by result(\( a^j \)). For example, result(pneumococ) = \{ (pneumococcal-pneumonia, possible) \}.

\[
\delta_0: \delta_0 = \{ \}
\]
\[
p_0 = [\text{gather-information}]
\]
\[
\delta_1: \delta_1 = \{ \text{(community-acquired, yes), (state-of-patient, moderately-sensous), (establishment, sudden), (antecedents, immunodeficiency), (kind-of-immunodeficiency, advanced-cancer, treatment-with-antineoplastic-agents), (X-rays, pleural-effusion), (diabetes, no), (sample-of-pleural-liquid, yes)} \}
\]
\[
p_1 = [\text{gather-information, effusion}]
\]
\[
\delta_2: \delta_2 = \delta_1 \cup \{ \text{(exudate-effusion, unknown), (pleural-stain-made, yes), (germs-pleural-stain, yes), (empyema, certain), (germ-identification, unknown), (gram-stain, gram-positive cocci-atypical), (X-rays, pleural-effusion), (diabetes, no), (sample-of-pleural-liquid, yes)} \}
\]
\[
p_2 = [\text{gather-information, effusion, bact-atip}] \]
\[
\delta_3: \delta_3 = \delta_2 \cup \{ \text{(bacterial-pneumonia, certain), (headache, unknown), (atipical-pneumonia, unknown)} \}
\]
\[
p_3 = [\text{gather-information, effusion, bact-atip, pneumococ}] \]
\[
\delta_4: \delta_4 = \delta_3 \cup \{ \text{(pneumonia-by-pseudomonas, unknown)} \}
\]
\[
p_4 = [\text{gather-information, effusion, bact-atip, pneumococ, enterobacteria, legionella, tuberculosis, pseudomonas, Legionella}] \]

Fig. 2. Some partial plans and the final plan of case "g22v1".

Plan Memory. The plan memory is organized according to the episodes of cases. Since every initial episode \( \delta_0 \) of a case have the same start plan (i.e. \( \delta_0 = (s_0, p) \)), then it is possible to develop an hierarchy organization of cases. A node \( N^i \) is a tuple \((v^i, p^i, r^i)\) made up by a generalized situation \( v^i \), a partial plan \( p^i \), and the typicality \( r^i \) of \( p^i \). The generalized situation \( v^i \) is the result of a generalization process of all the situations \( s \) of the episodes \( \delta^k \) that contains the plan \( p^i \) (see next section). Generalized situations \( v^i \) are composed by generalizations, i.e., \( v^i = \{g^j\} \). Each generalization \( g^j \) is a tuple \((id^j, v^j, r^j, \sigma^j)\) where \( id^j \) is the identifier, \( v^j \) a value or set of values, \( \sigma^j \) the strategic relevance of the generalization, and \( r^j \) the frequency. The strategic relevance is a number defined in the unit interval and points the strength between a generalization \( g^j \) and a plan \( p^i \). A generalization \( g^j \) with a strategic relevance 0 means that the generalization has been completely irrelevant respect when building the plan \( p^i \) of the node \( N^i \). A generalization with an strategic relevance 1 is definitely relevant. Identifiers of facts are used in BOLERO to index generalizations with the same identifier, and the strategic relevance of the generalization plays an important role when recovering cases from memory. The strategic relevance is in some way the substitute of the frequency on other learning mechanisms as COWEB [3] and LAMDA [12]. The indexing mechanism of such system heavily rely on the frequency of facts but, particularly in medical domains, we detected that a fact with a relative low frequency \( \sigma \) might be very relevant. Specific data tends to be more relevant, although they are not often available.

The plan of a node \( N^i \) has one action more than the plan of its direct ancestor
$N^{i-1}$ and one action less than the plan of its direct successors $N^j$, in such a way that $p^j = p^i a_k$ where, obviously, $a_k$ is different for each successor of $N^j$. The typicality $r^j$ is the number of times that $p^j$ has been applied in the cases. A leaf node $N_i^j$ in addition to the information concerning to a node, has a set of solutions $S^i$, $N_i^j = (v^i, p^i, r^i, S^i)$. The set of solutions $S^i$ contains the domain solutions of the cases that have $p^i$ as the final plan: $S^i = \bigcup_j S^j$.

3.2 Learning Plans

BOLERO learns plans by organizing in its memory the cases, $C^0, C^1, \ldots, C^n$ of a training set. BOLERO learn plans incrementally: first of all the memory is empty and cases are incorporated one by one. The incorporation of a case in memory is based on two main methods: a generalization method and a termination conditions learning method.

**Incorporation of a Case.** A case $C^i$ is added to the memory by comparing the plan $p_j^i$ of its episode $E_j^i$ with any node of the level $j$ of the hierarchy. If there is a node $N^{j+1}_k$ in level $j+1$ that has a plan $p^k = p_j^i$, then the generalized situation $v^k$ of $N^k$ is updated (see next paragraph). The incorporation of the case follows with the next episode $E_{j+1}^i$ of the case $C^i$ and the nodes of the level $j+1$ successors of $N^k$. The incorporation method is applied in each episode of the case. If there is no node with a partial plan like $p_j^i$, then a new branch of the hierarchy is started from level $i-1$ and the rest of the episodes of the case, $E_j^i, \ldots, E_n^i$, become nodes of the new branch. The last episode of a case is stored in a leaf node where termination conditions learning takes place.

**Generalization.** When a plan has been applied to two different situations (i.e. there are two different episodes made up by the same plan and different situations) the generalization method provides a new generalized situation that covers the two original situations. Given a generalized situation $v^i$ of a node and an episode $E_j^i$ of a case, the generalization procedure consist in the following steps:

1. Perform a generalization of the values of the facts $f_1$ in $S_j^i$ and generalizations $g_j^i$ in $v^i$ with the same identifier. The generalization of two values $v_1$ and $v_2$ is the union of the two values $\{v_1\} \cup \{v_2\}$.
2. If an abstraction between a fact a generalization with different identifiers is possible, do it. Abstraction of facts is based on relations defined among the identifiers of facts (or generalizations) in the domain network (see figure 3). Given a set of fact identifiers $id_1, id_2, id_n$, abstraction produces a new identifier $id$. The new identifier $id$ has a relation with each $id_n$.
3. Otherwise, add the fact to the generalized situation $v^i$ of the node.

**Termination Conditions Learning.** One particularity that presents planning in a medical domain is that the goal specification is unknown prior the elaboration of a plan. That is, planning has been classically formulated as the process of building a sequence of operations that achieves a goal state from an initial state. Both the goal and the initial state are given as the problem statement. In medical diagnosis the initial state is given but the goal state is unknown. To know the goal state is equivalent to know the solution of the problem, i.e. the patient illness. If the goal state is not provided, BOLERO must have some method to recognize when
Fig. 3. Partial view of the domain knowledge network where different relations among types of facts are defined (belongs-to, kind-of, etc.). Facts are connected with a is-a link to the identifier.
Plan Retrieval. Let us assume we are solving the problem \( \pi' \), and that we know a set of facts or current situation \( s'_p \). The retrieval method consists on reminding generalized situations similar to \( s'_p \). Reminding occurs in a three step procedure: (1) first index the memory by the identifiers of the facts of \( s'_p \) and, using a spreading activation mechanism\( [7] \), recover generalized situations \( G = \{ \psi \} \); (2) compute the similarity between facts \( f_a \) in \( s'_p \) and generalizations \( \psi_k \) in each \( \psi \) using the function \( m_f \); and finally (3) compute the overall similarity between \( s'_p \) and each situation \( \psi \) in \( G \) using the aggregation function \( m_s \). Given a generalization \( \psi_k \) in memory and a fact \( f_a \) in \( s'_p \) with the same identifier (otherwise \( m_f(\psi_k, f_a) = 0 \)),

\[
m_f(\psi_k, f_a) =
\begin{cases}
0 & \text{if monovalued}(f_a) \land v_a \neq v_k \\
C_n(W_k) & \text{if multivalued}(f_a) \land v_a = v_k \\
\frac{w_k(1 - d(v_a, v_k))}{\text{fuzzy}(f_a)} & \text{otherwise}
\end{cases}
\]

where \( C_n \) is a disjunctive aggregation function of \( n \) evidences based on a C-norm\( [12] \). The function \( m_s \) combines the evaluation \( m_f \) for each generalization \( \psi_k \) in \( \psi \), in the following way:

\[
m_s(\psi, s_p) = \\
\frac{\sum_{\psi_k \in \psi} m_f(s'_p, f_a) + \sum_{\psi_k \in \psi} m_f(s'_p, f_a)}{|\psi|} \\
\frac{\sum_{\psi_k \in \psi} m_f(s'_p, f_a)}{|\psi|}
\]

where \( n \) is the number of generalizations in \( \psi \) that have frequency 1.0; \( \lambda \) is the number of facts in \( \psi \) that are also in \( s'_p \) and the frequency of which is less than 1; and \( |s'_p| \) is the cardinality of \( s'_p \). The \( m_s \) function computes a mean among the inclusion (first term of the numerator) and the exclusion (second term) of the facts of the current situation in a generalized situation.

Plan Adaptation. The adaptation of the plan \( p^k \) of the node \( N^k \) retrieved from memory consists on avoiding the repetition of actions already executed in the current situation \( s'_p \). That is, if an action \( a_j \) has been already performed in a given moment \( x \), assuming that situations are monotonic, for any later situation \( s'_p \) (\( s'_p < s'_p \)), \( \text{result}(a_j) \subseteq s'_p \). So, there is no sense to include again the action \( a_j \) in a plan to continue problem solving. Then, the outcome of the adaptation of the plan \( p^k \) retrieved from memory, is the new plan \( p^k \) where any action \( a_j \) of \( p^k \) belongs to \( p^k \), but \( \text{result}(a_j) \not\subseteq s'_p \). For example, let us suppose that in a given situation \( s'_p \), the plan \( p = [\text{gather-information}, \text{bact-aitp}, \text{pneumococ}, \text{enterobact}, \text{legionella}] \) has been applied and the result of all its actions are known. Let us also suppose that with in the situation \( s'_p \) a new node \( N^k \) is retrieved, whose plan is \( p^k = [\text{gather-information}, \text{bact-aitp}, \text{estafilcoc}, \text{pneumococ}, \text{enterobact}, \text{tuberculosis}] \). Then the plan generated is \( p^k = [\text{estafilcoc}, \text{enterobact}, \text{tuberculosis}] \). Actions \( \text{gather-information}, \text{bact-aitp}, \) and \( \text{pneumococ} \) of \( p^k \) are not included in \( p^k \) since they have been already completed.

Termination. There exists four possibilities to end the problem solving: (1) when there is no active node retrieved from memory; (2) when some termination condition described in \( S_e \) is satisfied in the current situation \( s'_p \); (3) when the current domain solution and a solution in a leaf node (i.e. a solution of a previous case) are similar; and (4) when there is a final plan of a node. \( N^k \) already executed in the current situation \( s_a \) and the computed overall similarity for the current retrieved node \( \psi \) is \( m_s(\psi, s_a) = \alpha \ll \beta = m_s(\psi, s_a) \) \( [9] \).
3.4 Plan Evaluation

Plan evaluation in medical diagnosis provides information about the achievement of the diagnostic of the patient, (the correctness of the plan), and about the quality of the procedure followed to achieve the diagnostic (the accuracy of plans). Evaluation requires some kind of knowledge that we call gold standard, i.e. the right solution, the wished solution. The gold standard is a model of functionality, that for plan evaluation purposes is the optimal plan. To determine a gold standard it is not an easy task as has been demonstrated elsewhere [8]. For this reason we have defined in BOLERO an approach to the gold standard that we call the evaluation standard (ES). The ES is defined for each training case C and consists on an admissible plan PAp(C) and a set of domain solutions PAd(C). On one hand, PAp is provided by a oracle. On the other hand, PAd is an approach to the ideal domain solution that we build upon the consensus of several experts. BOLERO uses the ES to determine the correctness and the accuracy of plans.

Correctness of Plans. After solving a problem, BOLERO obtains a new case C'. The plan pA' succeeds (and so the plan is correct) if all the actions required by PAp are in pA'. That condition of success of plans guarantees that at least BOLERO has found the same diagnosis than the teacher, since BOLERO has performed the same actions with the same data. It is possible that some actions performed by the teacher do not lead to know the diagnosis of the patient. However such actions should not be forgotten since in medical diagnosis it is preferable to perform additional actions than to forget or discard actions that may lead to diagnose some dangerous disease. Thus we say that BOLERO has a conservative bias. The degree of success of a plan pA' relates the number of actions of the PAp included in pA' and the total number of actions of PAp. So, a plan is correct if the degree of success is 100%.

Accuracy of Plans. Besides the degree of success of plans we have defined the degree of focus. The degree of focus is easily defined as the contrary of the degree of out-focus: degree of focus = 100 - degree of out-focus. The degree of out-focus is the percentage of actions performed that could be spared. Among all actions of a final plan that are not in PAp, we consider a unnecessary action the action the results of which are not justified by the domain experts (i.e. those not in PAd).

To illustrate with an example plan evaluation, let us suppose that BOLERO has solve the case "g24v1" with the plan p24v1 = [gather-information, bact-atip, virus, chlamydia, q-fever], and that the PAp is [gather-information, bact-atip, virus, mycoplasma, chlamydia]. The action mycoplasma is not included in p24v1, and then the plan build has a degree of success of 80%. The degree of focus is 100% because, although the action q-fever is not in PAp("g24v1"), it is contained in PAd("g24v1").

4 An Application to Medical Diagnosis

We have applied BOLERO to build plans to diagnose the agent causing pneumonia. Pneumoniae are frequent illnesses that need urgent treatment[14]. An early treatment means that the physician needs to diagnose the agent that causes the infection by taking advantage of all the information he has about the patient, and before knowing the results of some tests. Although complementary proves can be performed, the
physician does not know generally the etiology of the illness. Incomplete and uncertain information are characteristics of pneumonia diagnosis that persist along all the therapeutical process. Decisions should be taken and the experience of the physician on previous cases plays an important role in the diagnosis of the patient.

Our start point has been a set of 79 cases provided by a teacher (a physician expert in diagnosing pneumoniae) and correspond to real cases taken from 4 hospitals. We have a set of 460 facts representing the pneumonia domain. Each case has in average 88.23% of facts, and 22.87% of fact’s values are unknown. To execute the plans build by BOLER0, we have a rule-based system available, PNEUMON-IA [14] that is able to interpret and execute the plans.

We have evaluated experimentally BOLER0 by using the leave-one-out method. An experiment consist in training the system with 78 cases and testing the system with a test case C (selected randomly among the 79 cases). We have performed 10 experiments, with 10 different test cases, and changing the order of the cases in the training set. To evaluate BOLERO we have defined two measures: identification and predictiveness. Identification consist on evaluating the degree of confidence that the system shows in solving a case already in memory (i.e. a case of the training set). Predictiveness determines the degree in which BOLERO is able to solve a case not seen before (i.e. a test case). The measurements have been taken when BOLERO has n cases in memory, then n+k, then n+2k, and so on until all cases have been learned.

Results on identification show that BOLERO learns to solve the cases exactly (100%) as the teacher does. The number of cases in memory does not affect the identification of a case in memory. Results on predictiveness are given in figure 4. The behavior of the system is really good. Just with few cases in memory BOLERO is able to solve problem around the 98% of degree of success and the 80% of degree of focus. A full experimental evaluation of the system is provided in [9].

![Fig. 4. Predictive results on BOLERO.](image)

5 Conclusions

In the experiment showed in this paper, case-based planning has been proved as an useful technique to acquire strategic knowledge. Degree of success is achieved after the training of a few cases, and accuracy increases with the number of training cases. The main conclusion is that strategic knowledge can be acquired in few minutes.
automatically from the medical cases and the expert advice, while hand-coding the strategic knowledge the expert or a knowledge engineer spends many days, two weeks fulltime in the pneumonia example shown in the paper [14]. Moreover, the medical cases needed in order to learn plans were also needed in the hand-coding process to validate the strategic knowledge, so no new effort was required.

Two main case-based planners are related to our research: CHEF [6] and SMART [13]. BOLERO has an innovative approach to case-based planning fostered by the fact that BOLERO has been designed to be useful for medical diagnosis. The evaluation method, the termination condition learning method, and the capability of performing a reactive planning are characteristics of the systems that neither CHEF nor SMART have.
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Abstract:
A framework that can help users, experts and data processing personnel to be effectively involved in the development of Expert Systems is proposed and discussed. The approach taken is to evaluate the two most basic approaches used in industry today, namely, the usage of a standard methodology (SDLC) which is also used for the development of general business systems, and the well-known Knowledge Engineering Cycle approach. The proposed methodology for Expert Systems development (MethoDex) is designed to consist of a three-layered framework: activities, procedures and resources. MethoDex has been developed within a life assurance industry environment (Liberty Life Association of Africa Limited) and has already proved itself as a valuable framework for the successful development of Expert Systems within a commercial environment.

1 Introduction

It is a fact that today Expert Systems (ESs) is a fast growing and developing information technology. The programming of knowledge to create commercial applications has been made feasible with the introduction of many types of knowledge representation tools, of which the "Shell" is probably the best known. A major reason for the acceptance of this technology can be attributed to the relative ease of use that the early commercial "Shells" exhibited and their non-procedural way of representing knowledge, mostly in terms of rules. Examples are VpExpert, Level5, Exsys and Personal Consultant Plus.

Early identified knowledge representation schemes (such as rules) proved to be not functional for all types of knowledge problems 1. This fact, combined with the realization that the building of ESs is moving out of the AI Labs into the normal corporate systems development areas, 2 have led to systems development and management problems 3.

There are many references to the development and management of ESs, but they are either specific to a particular Expert System (ES) application 4 or simply address the Knowledge Engineering design and development life cycle 5. In most
cases these references include the advocating of prototyping and in many others a strong procedural approach is adopted. However, very little reference to a general systems development life cycle of an “Expert System”, or knowledge-based application, exists. This fact highlights the current nature of the project management of ESs and adds to the confusion and difficulty in the practical implementation thereof. Without a clear view and guidelines of how to manage and develop ESs, this predicament will continue, much to the detriment of the acceptance and growth of this technology.

The building of an ES has many facets, of which the engineering of knowledge is one. In principle the KE Cycle model is used as a guideline to the Knowledge Engineering process (the analysis, design, development and testing of knowledge or expertise). Knowledge Engineering can be done in many ways and is in many instances dependent on the complexity of the expertise to be represented. To represent expertise, the KE Cycle can be used successfully. In this instance the Knowledge Engineering process is based specifically on a prototyping process model as opposed to a function or data process model.

However, to base the overall methodology for development of an ES, from ES inception to ES maintenance, on the KE cycle or KE cycle in combination with the above-mentioned process models, is incomplete. It does not provide a comprehensive solution to the problems and complexities involved in the development of ESs. The first main reason for this is that certain specific activities that mark the formal initiation and finalization of a project are disregarded. The second main reason is that the KE cycle model assumes abstraction as the project development progresses. It is applied in the same way on the macro and micro level for activities and tasks. For example, Analysis (Identification and Conceptualization in the KE cycle) can imply analysis of:

a) a single expertise entity (a fact or object),
b) knowledge (e.g., a rule) or even knowledge base structuring, or
c) the total project from a management and Knowledge Engineering point of view.

Procedures in this approach thus do not refer to a series of specific steps and can overemphasize the abstract concepts inherent in the KE cycle.

The use of a conventional Systems Development Life Cycle (SDLC) approach for the development of ESs, also has shortcomings. The main shortcoming is that in a conventional SDLC the underlying basis is the programming of procedures; in an ES the underlying basis is the programming of knowledge.

This situation accounts for many ES project management problems. Management has to manage an ES project using a combination of the above approaches. This is the basis for the methodology MethoDex as proposed later in this paper.

2 DESIRED COMPONENTS IN THE EXPERT SYSTEMS DEVELOPMENT LIFE CYCLE.

Based on the Knowledge Engineering model and using a bottom up approach, the authors identified the following primitives needed in the ESs development life cycle:

1. The KE cycle, which is based on a prototyping process model, used to produce
a prototype.

2. Two development deliverables: the demonstration and production ES prototypes.
   The demonstration prototype serves as an analysis, demonstration and risk assessment vehicle.
   The operational prototype is the production version of the demonstration prototype. It is based on the same process model but with a different emphasis on certain procedures.

3. Procedural project management aspects, for example: initial actions taken to identify the ES application and to initiate the project as well as actions taken to ensure the implementation and continuous tuning and updating of the ES application.

To provide a framework to logically incorporate these primitives needed in an ESs methodology, the authors use some principles of the waterfall model as well as the "prototype and risk assessment concept" used in the Spiral model as proposed by Boehm. These principles are used to address the development life cycle components from initiation to completion.

3 MethoDex : A PROPOSED METHODOLOGY FOR THE DEVELOPMENT OF EXPERT SYSTEMS.

The design and assembly of the above desired components are built into a proposed methodology, MethoDex, an acronym for "A Methodology for Expert Systems". A high level view of MethoDex is shown in figure 1.

A conical layered approach is used to describe three important facets of MethoDex:
- The central triangular view of the model shows MethoDex activities and their dependencies on one another.
- The right-hand triangular view shows the activities in relation to the conventional systems development life cycle phases. This illustration indicated by the checkered circle on the diagram, shows that in the MethoDex case, some of these phases overlap and will be executed in parallel.
- The left triangular view of the model shows some project management components that need to be taken into account during the creation of the ES. In particular, second-level entry points to MethoDex refer to those stages in the methodology where sub-knowledge bases or totally new ESs need to be developed as a result of analysis and design criteria. When these entry points are used, MethoDex is executed again to address the sub-level of the main ES development effort. MethoDex is thus used in the same fashion (possibly with a different emphasis on some MethoDex components) for sub-level knowledge definition and creation.

A more detailed view of MethoDex is shown in figures 2a and 2b.
4 THE MECHANICS OF MethoDex.

4.1 Activities

Activities in MethoDex are logically based on the primitives that are needed in a methodology for ESs development. Activities serve as milestones or checkpoints and carry important information that is needed in the subsequent activity. Some activities produce specific deliverables that serve as reference to the management of the ES development (fig. 1, activity A4 and A7). Figures 2a and 2b show how activities are linked horizontally to one another. Linked from left to right and executed only once, this conventional SDLC approach ensure that the development of the ES does not end up in the ES prototyping trap of never ending prototyping. In the authors' opinion this is one of the very real dangers that exist in early ES development. The "one-off execution" feature ensures that the system scope is more easily adhered to and clearly defined. It also simplifies the estimation of project duration. The two most important activities in MethoDex are the Demonstration (A4) and Operational (A7) prototype construction.

4.2 Procedures

Procedures are a set of guidelines and steps that need to be performed in a certain way to create an environment in which all activities can be successfully completed (see figure 2a and 2b). In the creation of this environment, information in terms of resources and deliverables is used and created.
A set of procedures relates to a specific activity. Input or information is supplied from the procedures of previously completed activities. If an activity cannot be completed because of a shortage of information input from preceding activities, neighboring procedures can be revisited to obtain the required input. It is important to note that the development process never moves back to previous activities. When revisited procedures produce a change in information in their activities, this information change may have an influence on the next activity's procedure execution. A good example of this situation is found in activities A7, A8 and A10.

When the Maintenance team is established a knowledge change request needs to be implemented, the procedures of activities A7 and A8 are again executed. Although the activities for these procedures are termed "Building the Operational Prototype" and "Final Operational Product", the current project development activity is known as "Maintenance and Implementation". The reason for taking this approach is to ensure a controlled and structured development effort, which makes functional project management possible.

Procedures can result in deliverables such as the feasibility study (A2, p2 & p3).

4.3 Resources
Resources are those components in the methodology that are being used by procedures in an activity to allow for successful completion of the activity. These resource components form part of the domain in which MethoDex operates. Resources are classified into four basic categories namely People, Tools, Techniques and Deliverables.

5 THE COMPONENTS OF THE MethoDex METHODOLOGY
Due to the limitation in paper size to accommodate proceeding standards the discussion on the MethoDex components are narrowed down to activities A4 and A5. As MethoDex is a methodology framework it is suggested that organizations who adopt this as an ES methodology should customize it accordingly, viewing the framework from an activity point of view. The discussion to follow can serve as an example.

ACTIVITY A4: BUILDING THE DEMONSTRATION PROTOTYPE
A4 is a crucial activity in the methodology. Any of the succeeding activities are very much dependent on the completion of this activity.

The goals of the demonstration prototype are:
- To serve as a vehicle for gathering the expertise quickly and feasibly. This can be achieved by the use of a knowledge engineering tool (eg. an ES shell) which exhibits feasible prototyping (KE Cycle) capabilities. The use of such a tool maintains the momentum of the analysis and provides an interactive development environment.
- The demonstration prototype must also serve as a model of the proposed system in determining the scope and function of the total project.
The demonstration prototype serves as a model of the expertise that will be represented or programmed. The model thus assists the KE in determining the overall detailed feasibility and applicability of the proposed expert system.

The demonstration system also gives the KE an indication of what type of knowledge representation scheme and tool should be used, for example: rules, objects, frames, semantic or neural nets.

The demonstration prototype is an important tool to introduce the experts to the technology, and serves to demonstrate the extent and possibilities of this type of system.

**Procedures**

Because of the above specific characteristics of the demonstration prototype, the KE should focus on a sub-section of the expertise that is neither too difficult nor too easy to represent. This activity should have a definite and realistic time frame during which specific objectives and issues can be achieved and assessed. Some iterations of the KE Cycle will focus more on certain procedures. For example, one cycle can be used basically for testing represented knowledge that was analyzed and gathered during a previous cycle. Any analysis carried out during this activity is based on the initial analysis done in activity 3.

It is again stressed that this activity focuses on the demonstration and analysis value of the prototype. Technical issues like machine requirements, screen design, etc. take a lower priority.

**Resources.**

During this activity ES, knowledge acquisition and knowledge engineering tools are used. Management, the KE and the experts are the main parties involved.

Activity A4 is complete when the KE has enough information to establish and achieve the following deliverables:

- A demonstration of the ES capabilities.
- An analysis of the expertise in the problem domain in order to determine the knowledge representation scheme.
- A representative problem from which Knowledge Engineering tool evaluations and selections can be done.

**A5. DEMONSTRATION PROTOTYPE REVIEW**

The purpose of this activity is to analyze the scope and impact that the ES will have on two areas: firstly business issues, e.g. culture influences, and secondly technical issues, such as the Knowledge Engineering tool to be used, system interfaces, knowledge representation schemes and the like.

**Procedures.**

The KE conducts an impact study, which involves reviewing the scope and impact of the system in technical and business terms. In many instances it is found that the
initial problem definition and domain scope change and this differs from what was first perceived. This change can have a different impact on the business and technical domain than was first envisaged.

Resources

The involvement of senior management during this activity is necessary because the impact that the proposed system can have may be felt throughout the whole organization as was the case of the development of XCON 14. A report detailing the previous activities, leading to a recommendation to continue or abandon the project, is then compiled. Information like feasibility studies and duration estimates to management is crucial. With the revision of every demonstration prototype and production of every operational ES, information is produced to update the strategic plan 15, 16 for the implementation of Knowledge based or Expert Systems.

Approval to continue the ES project from senior management will be based on the strategic plan, the needs of the business, economic considerations and the reports that the KE has produced.

7 CONCLUSION.

An overview of MethoDex to develop ESs has been described. This methodology is based on the conventional SDLC (the revised waterfall model) combined with a prototyping approach (the KE cycle).

The commercial use of ESs by the normal IT corporate function is growing rapidly. The days when AI specialists "hacked" away and produced efficient but "nearly impossible to maintain" AI systems are over. Functional and efficient approaches to developing ESs jointly and separately, in a clear and manageable way, are desperately needed. A great deal regarding the method of implementing this technology still needs to be done. This will be realised through experience. MethoDex tries to address this need, to form a basis on which the commercial systems development function of an organization can build its Expert Systems.
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Abstract. This article is a presentation of the objectives and techniques of deductive databases. The deductive approach to databases aims at extending with intensional definitions other database paradigms that describe applications extensionally. We first show how constructive specifications can be expressed with deduction rules, and how normative conditions can be defined using integrity constraints. We outline the principles of bottom-up and top-down query answering procedures and present the techniques used for integrity checking. We then argue that it is often desirable to manage with a database system not only database applications, but also specifications of system components. We present such meta-level specifications and discuss their advantages over conventional approaches.

1 Introduction

Deductive Databases have been studied since more than a decade. Theoretical issues have been investigated (see e.g. [28, 29, 30, 31, 65, 21, 8, 48, 64, 17, 18, 44, 45] for an overview), and experimental deductive database management systems have been and are still implemented (e.g. [54, 9, 23, 26, 32, 34, 51, 56, 66, 33, 68, 40, 52]). Industrial products are currently developed from research prototypes (e.g. [69]). This article is informal presentation of the notions and objectives of deductive databases. Instead of emphasizing technical aspects (that are explained in a number of articles and tutorials, e.g. [28, 29, 30, 31, 65, 21, 8, 17, 18]), we prefer to insist on the goals of the deductive approach to databases.

A first part of the presentation is devoted to recall how two complementary notions are used in deductive databases for declaratively specifying an application. On the one hand, deduction rules are used for constructive definitions. On the other hand, normative specifications are expressed through integrity constraints. We informally describe how deduction rules are evaluated for answering queries (see e.g. [17, 18, 1, 2, 4, 7, 55, 57, 60, 61, 67, 13]), and how integrity constraints are checked when the database is updated (see e.g. [17, 18, 15, 25, 39, 43, 47, 49, 53, 19]).

In a second part of the presentation, we argue that it is often desirable to manage with the database system, not only an application, but also specifications of components of the database system itself, the description of an application, or various kinds of interpretations of this application. We informally introduce a few such meta-level specifications, that rely on meta-programming [58, 62, 63, 59]. Finally, we briefly mention further applications of meta-level specifications towards enhanced database management systems.
2 An Introduction to Deductive Databases

A main trend in database research is the enhancement of data modeling facilities. Deductive database techniques aim at extending conventional, non-deductive databases, in which data are extensionally specified, with intensional definitions in form of deduction rules and integrity constraints.

Database management systems historically developed from file managers, in which applications are specified in terms of records and structured according to storage and retrieval criteria. Two data models were proposed at the end of the sixties/beginning of the seventies for improving the descriptions of applications: the hierarchical and the network data models. Like a file, a hierarchical or network database consists of records. However, in contrast to files, records are structured in trees and pointers express relationships between records. Both the hierarchical and the network data models have a major drawback: The pointers these data model rely upon make the design and the querying of databases rather difficult. Database users must be aware of rather complex networks even for posing simple queries.

The relational data model, defined by Codd [24] at the end of the seventies, overcomes this difficulty in an elegant manner: no pointers are used and the conceptual links between records (called tuples) are expressed through regular data. A relational database consists in a set of relations. Relations are set of tuples. The semantical relationship between tuples are expressed through the values they contain. Thus, for example, the presence of a same character string (say, a name) in a tuple of a “salary” relation and in a tuple of an “address” relation links salaries, addresses, and employee’s names. Because they are value-based, relational databases can be interpreted in mathematics as logical theories consisting of formulas or, alternatively as logical models consisting of relations. Relational databases can be seen as more declarative than hierarchical or network databases since less knowledge of their internal structure is necessary for querying them. Indeed the knowledge of the relation’s names, the so-called database schema, and, possibly, of some values occurring in tuples, suffices for posing queries.

2.1 Deduction Rules

Deductive databases can be seen as an extension of the relational model. In a relational database, the data are specified extensionally. That is, the tuples of a relational database are explicitly defined. Deductive databases in contrast, also give rise to specifying data intensionally by means of general properties, expressed using deduction rules. Consider for example the time-table of the Lufthansa airline. The Lufthansa direct flights from Munich to Paris can be specified by the following “flight” relation:

<table>
<thead>
<tr>
<th>Day</th>
<th>Time</th>
<th>Departure</th>
<th>Flight Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monday</td>
<td>0725</td>
<td>0900</td>
<td>LH4356</td>
</tr>
<tr>
<td>Tuesday</td>
<td>0725</td>
<td>0900</td>
<td>LH4356</td>
</tr>
<tr>
<td>Wednesday</td>
<td>0725</td>
<td>0900</td>
<td>LH4356</td>
</tr>
<tr>
<td>Thursday</td>
<td>0725</td>
<td>0900</td>
<td>LH4356</td>
</tr>
<tr>
<td>Friday</td>
<td>0725</td>
<td>0900</td>
<td>LH4356</td>
</tr>
<tr>
<td>Saturday</td>
<td>0725</td>
<td>0900</td>
<td>LH4356</td>
</tr>
<tr>
<td>Day</td>
<td>Depature</td>
<td>Arrival</td>
<td>Flight</td>
</tr>
<tr>
<td>-----------</td>
<td>----------</td>
<td>---------</td>
<td>--------</td>
</tr>
<tr>
<td>Monday</td>
<td>11:10</td>
<td>12:45</td>
<td>LH4384</td>
</tr>
<tr>
<td>Tuesday</td>
<td>11:10</td>
<td>12:45</td>
<td>LH4384</td>
</tr>
<tr>
<td>Wednesday</td>
<td>11:10</td>
<td>12:45</td>
<td>LH4384</td>
</tr>
<tr>
<td>Thursday</td>
<td>11:10</td>
<td>12:45</td>
<td>LH4384</td>
</tr>
<tr>
<td>Friday</td>
<td>11:10</td>
<td>12:45</td>
<td>LH4384</td>
</tr>
</tbody>
</table>

The first attribute (column) of this relation indicates the day of the flight, the second and third are the departure and arrival times, respectively, and the last attribute is the flight number. These eleven flights could be specified by the following two deduction rules that somehow "factorize" the data common to several tuples:

- \( \text{flight}(D, 0725, 0900, 1h4356) \iff \text{day}(D), \text{not } D = \text{sunday}. \)
- \( \text{flight}(D, 1110, 1245, I14384) \iff \text{day}(D), \text{not } D = \text{saturday}, \text{not } D = \text{sunday}. \)

As usual, character strings beginning with an upper case letter (e.g. \( D \)) are used for denoting (logical) variables. The membership of a tuple (called "fact" in deductive databases) \("t\) in a relation \("r\) is expressed by the term "\(r(t)\)". We assume that "\text{day}" denotes the relation containing the seven days of the week (\text{monday}, \text{tuesday}, etc.). Lower case letters are used for distinguishing these constant values from variables. The expression "\text{day}(D)" can be thus evaluated to the facts "\text{day}(\text{monday})", "\text{day}(\text{tuesday})", etc. The meaning of the first rule is that the facts "\text{flight}(\text{monday}, 0725, 0900, 1h4356)"", "\text{flight}(\text{tuesday}, 0725, 0900, 1h4356)"", ..., "\text{flight}(\text{saturday}, 0725, 0900, 1h4356)" are derivable, i.e. are true facts in the database. In more technical terms, the variable \( D \) is (implicitly) universally quantified. The first deduction rule is thus a shorthand notation for the following formula:

\[
\forall D \ [ (\text{day}(D) \land D \neq \text{sunday}) \implies \text{flight}(D, 0725, 0900, 1h4356) ]
\]

This simple example illustrates two important advantages of deductive databases compared with relational ones: (1) they require less storage, and (2) they give rise to more natural specifications. The possible size reduction is sometimes dramatic: An analysis of the time table of the Munich public transportation shows for example a reduction factor of about 200! Database applications whose data cannot be specified according to general principles do not benefit as much of deductive techniques. Most databases nevertheless contain some data that were implied from general laws (e.g. business rules, legislation, scientific laws, etc.) and therefore can benefit from deductive database techniques.

One could object that no deductive techniques are needed for achieving the factorization described above. This is true. There are indeed, for this example, two alternative ways to avoid the undesirable duplication of data using relational data structures. The first approach consists in splitting the original relation in two distinct relations, the first one giving the day and the flight number (which obviously is a key), the second relation giving the times and the flight numbers. A join then permits ones to reconstruct the original relation at query time. The second approach consists in using codes like in the following table for expressing on which days a flight is available.

<table>
<thead>
<tr>
<th>Code</th>
<th>Time</th>
<th>Flight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xe7</td>
<td>0725</td>
<td>0900</td>
</tr>
</tbody>
</table>
In this relation, X stands for every day of the week, 6 for Saturdays, 7 for Sundays, Xe7 for every day except on Sundays, and Xe67 for every week days.\footnote{This representation is taken from the time table booklet published by Lufthansa.}

We argue that both approaches have severe drawbacks. The first approach (the split of the original relation in two distinct smaller relation) exemplifies an often criticized (although necessary) practice in relational database design: For reasons of storage (size) and coherency of the data (when updates are performed), the natural description of an application usually needs to be modified. The two rules given above as opposed achieve the same effect without compromising the natural character of the specifications. The second approach (the encoding of the days in the tuples) is very close to a specification by means of deduction rules. The difference however is that the encoding is a notation “unknown” to the database management system, while deduction rules are “understood” by a deductive database system for what they are. Such an encoding is specific to a given application and must be interpreted in the application programs, that is outside the database system. Deduction rules in contrast give rise to interpreting intensional knowledge within the database system.

Deduction rules can also be used in lieu of relational views. Views are in relational databases means for expressing predefined queries. One could for example define connecting flights using a view: A connecting flight from A to B is defined from a flight from A to C and a flight from C to B such that some conditions on the departure and arrival times in C, and on the location of the airport C are satisfied. A recursive definition give rise to specifying connections involving an indefinite number of flights. Such a definition is quite naturally expressed by the following deduction rule:

\[
\text{connection}(D, T1, T2, [Nb]) \leftarrow \text{flight}(D, T1, T2, Nb).
\]
\[
\text{connection}(D, T1, T2, [Nb | L]) \leftarrow \text{flight}(D, T1, T3, Nb),
\text{connection}(D, T3, T2, L),
\text{compatible}(Nb, L).
\]

The first rule specifies a connection consisting of one single flight. The list of flight involved in this connection ([Nb]) thus contains only one flight number. The second rule “links” a flight to a connection and extends its list of flight numbers. The predicate “compatible” is assumed to express whether times and airports are compatible in a connection. It might be specified intensionally by means of deduction rules, or extensionally by a relation. Recursive specification are important in practice for specifying several natural properties that apply on an indefinite number of object. Another example is the definition of a “bill of material”: the price of a complex object is obtained by summing up the prices of its parts, whose prices are in turn similarly defined. Like for flight connections, it is desirable to have a specification at our disposal which is not limited to a given number of components (e.g. flights or parts). It has often been observed that recursive specifications are hardly avoidable in real life applications.

Deduction rules thus are very similar to relational views. Since the first relational database systems were not capable of handling recursive views, deduction rules are
often seen as the extension of relational views to recursion. In our opinion, deduction rules are more than extended views. Views are not handled like regular data, i.e. tuples and relations, in a relational database management systems, while deduction rules should be seen as first class citizen in a deductive database system. This means that all the facilities that are provided by the system for storing, retrieving, updating, and querying extensional specifications (i.e. facts) should also be applicable to intensionally defined data (i.e. data defined by deduction rules) and to the intensional specifications themselves. The full realization of this objective is still the subject of active research.

2.2 Remarks on the Language of Deduction Rules

The deduction rules specifying connecting flights (cf. previous section) contain complex, nested terms, namely lists. It is often believed that nested terms and term constructors should be prohibited in deductive databases. We think that nested terms are needed (as in the above example). Moreover, the known techniques are (almost) sufficient to accommodate them like flat, so-called first-normal form facts. It is probably the concept of Datalog, i.e. the language of rules with flat terms and no negation, which has widespread the idea that deductive databases should only specify first-normal form tuples.

In deductive databases, the same form of negation is needed as in relational databases. This negation has been formalized in various manner and under different names (negation as failure, non-monotonic negation, negation according to the closed-world assumption, etc.). Common to these formalizations is the basic notion that an expression can be considered as false if it cannot be proved. This interpretation of negation is a rather intuitive form of reasoning. This is this way of thinking that leads us to conclude, for example, that there are no direct flights from Munich to Trondheim if we do not find any in the timetable. Although there is a general agreement on the semantics of this form of negation for relational databases, it is not always clear how to formalize it in deductive databases. Rules like the following ones are difficult to interpret, indeed:

\[
\begin{align*}
a & \leftarrow \neg b. \\
b & \leftarrow \neg a.
\end{align*}
\]

"a" should be derivable only if "b" is not derivable, and "b" should be nonderivable only "a" is also nonderivable. Various more or less complex, more or less intuitive proposals have been made for giving convincing interpretations to such examples (and to more sophisticated ones) as well as for defining query answering procedures according to (some of) these interpretations. The problem is not yet completely solved and is still investigated. There is however a general agreement on the semantics of negation in so-called stratified deductive databases (or logic programs). The basic idea of stratification is to partition hierarchically the definitions of predicates, such that no predicate definitions refers to the negation of a predicate defined in a higher strata. Since one might have to deal with incompletely, or even incorrectly specified databases – for example for debugging at design time –, it is desirable to have a semantics (and the corresponding answering procedures) at our disposal which does not impose any syntactical restrictions such as stratification.
There is however a syntactical restriction which is desirable, that of range restriction. Range restriction basically requires that any variable occurring in a negated expression in a query or in the body (i.e. the right hand side) of a rule also occurs in an unnegated, positive expression. Thus, "p(X), not q(X)" is range-restricted, but "p(X), not q(X, Y)" is not because the variable Y has no (positive) range. Since, due to the interpretation of negation, negative expressions are absent from the database, range restriction is needed for ensuring that the variables occurring in a query or in a rule body can be assigned values from subexpressions occurring in this query or rule.

2.3 Integrity Constraints

Deduction rules give rise to generating new facts from a database, i.e. deduction rules express constructive specifications. In contrast to deduction rules, integrity constraints are used for expressing non-constructive, normative specifications. Such specifications are needed for ensuring that some properties remain satisfied when data are updated. The following integrity constraint for example states that no flights are allowed to land after 23:00:

\[ \forall D T1 T2 Nb \ [ \text{flight}(D, T1, T2, Nb) \Rightarrow T2 \geq 2300 ] \]

Any attempt to specify a flight landing after 23:00 would lead to a violation of this integrity constraint. This violation would be reported to the database user who could then either modify the update, or, if it appears to be no more valid, the integrity constraint instead. An integrity constraint can thus be viewed as a yes/no query which is evaluated when the database is updated. Integrity constraints are needed not only for specifying negative properties, as in the previous example, but also for stating disjunctive or existential conditions, like in the following examples stating that at least one of two flights must be recorded (i.e. specified) in the database, and that there exists at least one day on which there is a flight, respectively:

\[ \forall D T1 T2 Nb \ [ \text{flight}(D, T1, T2, Nb) \lor \text{flight}(D, 0700, 0745, lh0345) \lor \text{flight}(D, 0735, 0810, lh0346) ] \]

\[ \exists D \ [ \text{day}(D) \land \text{flight}(D, 0700, 0745, lh0345) ] \]

Although marketed database management systems can only maintain very limited types of integrity constraints (if at all!), normative specifications are important in all kinds of database applications. Integrity constraints are expressed and maintained through application programs in current databases, that is outside the scope of the database system. This is undesirable because this makes the specification and the maintenance of integrity constraints a (generally complex) programming task. In deductive databases, this is part of the database design, for which tools should be available [16]. Integrity constraints are not declaratively specified but are expressed by means of imperative programs. Moreover these programs usually combine the specifications of the normative conditions and their efficient evaluation. In deductive databases in contrast, one only has to specify integrity constraints. Their efficient evaluation is left to the database management system (cf. Section 4 below). This is not only more convenient for the database designer. This also ensures that integrity constraints are efficiently checked. This is hardly the case when application programs
are modified for accommodating the modifications of integrity constraints that are unavoidable in any real life applications.

Range restriction is needed for integrity constraints like for deduction rules. A universal quantification $\forall X \, P(X)$ is range restricted if the expression $P(X)$ is of the form $R(X) \Rightarrow G(X)$ and if $X$ appears positively in $R$ (cf. [10] for a precise definition). Thus $\forall X \, (p(X) \Rightarrow q(X))$ is range restricted, while $\forall X \, ((\neg p(X)) \Rightarrow q(X))$ is not. An existential constraint $\exists X \, F(X)$ is range restricted if $F(X)$ is of the form $R(X) \land G(X)$ and if $X$ appears positively in $R[X]$ [10]. Range restriction ensures that only updates affecting expressions occurring in a constraint (directly or indirectly through deduction rules) might violate this constraint. This is an essential condition for an efficient integrity checking (cf. Section 4). It is worth noting that range restriction is a very natural requirement: in natural languages, it is almost impossible to express properties that are not range restricted. Moreover, formulas that are not range restricted have "semantically equivalent" counterparts that are range restricted.

2.4 Constraints as Rules

Deduction rules can be used for expressing integrity constraints in two different ways. The first one consists in expressing quantifiers by means of rules, the second approach, in rewriting the integrity constraint as special rules. The following deduction rule express a range-restricted universal quantification:

$$\forall X, R \Rightarrow F \leftarrow \neg (R, \neg F).$$

Consider for example the following universal formula: $\forall X \, p(X) \Rightarrow q(X)$. It would be expressed as "forall(X, p(X) => q(X))" using the formalism defined by the above given rule. This expression evaluates to true if and only if it is impossible to satisfy the conjunctive query "p(X), not q(X)", i.e. to find a value $X$ in the relation "p" which is not also in the relation "q". The deduction rule given above thus specifies a constructive evaluation of range restricted universally quantified expressions [12]. Existential quantifications are even easier to express in the formalism of deduction rule:

$$\exists X, F \leftarrow F.$$

Instead of relying on the above given rules for quantifiers, one can also directly rewrite the integrity constraints as rules. An integrity constraint $C$ is expressed as a rule, called denial, corresponding to "false £ not C". The examples of integrity constraints given above lead thus to the following denials:

$$false \leftarrow \text{flight}(D, T1, T2, Nb), T2 > 2200.$$
$$false \leftarrow \neg \text{flight}(\text{saturday}, 0700, 0745, lh0345),$$
$$\neg \text{flight}(\text{saturday}, 0735, 0810, lh0346).$$
$$false \leftarrow \neg (\text{day}(D), \text{flight}(D, 0700, 0745, lh0345))$$

The two approaches are in fact the two sides of a same coin. The second representation is obtained from the first by partial evaluation (or partial deduction) [42, 35, 36, 37, 41] of the rules specifying quantifiers in the integrity constraints.
3 Query Answering

Queries are usually answered against the constructive specifications contained in the database, i.e., against the facts and deduction rules. Standard query answering methods do not make use of integrity constraints. Two complementary techniques can be applied in standard query answering: bottom-up (or forward) or top-down (or backward) reasoning. Bottom-up reasoning procedures basically consist in repeating the following as long as new facts are obtained: the bodies of all rules are evaluated against the explicitly stored facts, and the corresponding facts specified by the heads (i.e., the left hand side) of the rules are added to the database (in a special area).

Consider for example the following database which can be interpreted as follows. “f(X, Y)” means that “X” is the father of “Y”; the odd (even, resp.) numbers are in a father-child relationship, and this relationship has circles on letters (“a” and “b” as well as “c” and “d” are “fathers” of each other); “g(X, Y)” means that “X” and “Y” belong to the same generation.

\[
\begin{align*}
g(X, Y) & \leftarrow f(FX, X), g(FX, FY), f(FY, Y). \\
g(1, 2) & \quad f(1, 3) \\
g(a, c) & \quad f(3, 5) \\
g(2, 4) & \quad f(4, 6) \\
g(5, 6) & \quad f(6, 8) \\
g(b, a) & \quad f(b, a) \\
g(b, d) & \quad f(c, d) \\
g(c, d) & \quad f(d, c)
\end{align*}
\]

The facts “g(1, 2)” and “g(a, c)” give rise to deriving “g(3, 4)”, “g(b, d)”, and “g(5, 6)” using the deduction rule. Bottom-up reasoning on this database leads to generating these facts in stages:

**Stage 1:**
- g(3, 4)  g(b, d)
- g(3, 4)  g(b, d)
- g(5, 6)  g(a, c)

**Stage 2:**
- g(3, 4)  g(b, d)
- g(5, 6)  g(a, c)
- g(5, 6)  g(b, d)

**Stage 3:**
- g(3, 4)  g(b, d)
- g(5, 6)  g(a, c)
- g(b, d)

The next round derives the same facts as those proven at stage 3. For restricting the repeated derivation of already proven facts, one can require that at least one of the facts produced at the previous stage is used in a proof. This refined procedure is called in the database community, the semi-naive method, while the straightforward, redundant method is called naive. The naive and semi-naive methods terminate as soon as no new facts are derived. It is not possible to completely avoid a repeated generation of some facts, for a same fact can have several distinct proofs. Using bottom-up reasoning for answering a query basically consists in generating all derivable facts from the database, and then in evaluating the query against the resulting, extended set of facts. There are methods for restricting to some extent and in some cases this “blind” generation. However, it is an inherent feature of bottom-up reasoning not to make use of the posed query in trying to answer it: bottom-up reasoning is not “goal directed”. It is worth emphasizing that the naïve and semi-naive methods compute sets at each stages and that set-oriented techniques from relational system can be applied for computing these sets. An efficient processing of quantifiers, negation, and disjunctions that are frequent in integrity constraints and deduction rules requires to refine over the traditional techniques of relational algebra [10].
Top-down reasoning procedures overcome this drawback by reasoning backward from the posed query. Consider once again the father-generation database given above and the query “g(3, X)” asking for all Xs that are in the same generation as 3. The only solution is 4, since 1 and 2 are fathers of 3 and 4, respectively and belong themselves to a same generation. Reasoning backwards from the query “g(3, X)” consists in selecting a rule whose head unifies with the query. In our case, there is only one candidate rule. The unification of its head with the query binds the variables in its body resulting in the following conjunctive subquery: f(FX, 3), g(FX, FY), f(FY, Y). The first conjunct “f(FX, 3)” has one single solution which binds the variable FX to 1.

The next conjunct (or subquery) to evaluate is “g(FX, FY)” can be answered either against the facts, or using once again the deduction rule in which case the same process is repeated.

Top-down reasoning can be formalized in terms of bottom-up reasoning by relying on the formalism of deduction rules as follows [13]:

- fact(X) ← query(X), rule(X ← Y), answer(Y).
- query(Y) ← query(X), rule(X ← Y).
- query(Y1) ← query((Y1, Y2)).
- query(Y2) ← query((Y1, Y2), answer(Y1).
- answer(X) ← query(X), fact(X).
- answer((Y1, Y2)) ← query((Y1, Y2)), answer(Y1), answer(Y1).

Assume that these rules are evaluated bottom-up and that the predicate “fact” (“rule”, respectively) range over the facts (deduction rules, resp.) stored in the database. The first rule select a deduction rule the head of which unifies with a query, and, if an “answer” (a predicate defined by other rules) is found, generates a fact. In the formalism of deduction rules used here, unification does not have to be redefined: it is already provided by this formalism. The second rule generates a (generally conjunctive) query by unifying a query with the head of a rule. The third and fourth rules split conjunctive queries; the last two rules derive conjunctive answers by conjuncting already generated answers. The query “g(3, X)” is answered as follows by processing the deduction rules given above with the semi-naïve method:

Stage 1: query( ([ZX, 3], g(ZX, ZY), f(ZY, Y)) )
Stage 2: query( ([ZX, 3] )
...
Stage 6: answer( g(3, 1) ) query( ([ZX, 1], g(ZX, ZY), f(ZY, Y)) )
Stage 7: query( ([1, ZY], f(ZY, Y)) )
...
Stage 11: answer( g(3, 4) )

The above mentioned, rule-based specification of top-down reasoning is interesting for several reasons. Firstly, since it is expressed in terms of bottom-up reasoning, it is easily amenable to set-oriented computations. This is important for the sake of efficiency in databases. Secondly, the above specified top-down procedure is complete, more precisely exhaustive: If there are finitely many answers, it computes all of them and terminates; if there are infinitely many answers (in presence of function symbols), each single answer in computed in finite time. The top-down reasoning
procedure generally used in logic programming, SLD resolution, in contrast might loop in presence of recursive deduction rules. Termination (or exhaustivity) is important in databases, for database users as opposed to programmers cannot be made responsible of termination of the queries they pose to a database. Finally, the specification given above provides with a simple formalization of the Alexander or Magic Set rewriting methods [1, 2, 57, 7, 55, 4, 21, 8]: these rewritings are obtainable from the rule-based specification given above by partial evaluation (or partial deduction) [42, 35, 36, 37, 41]. These points are discussed in more detail in [13]. [61] also shows, from a different angle, that the Alexander and Magic rewritings in fact implement top-down reasoning by means of deduction rules that are evaluated bottom-up.

We would like to conclude this section on deductive database query answering methods with some remarks. Firstly, although "goal directedness" in general is important for efficiency, there are cases where the overhead resulting from generating and managing subgoals does not pay off. In these cases, that still remain to be fully characterized, a bottom-up reasoning with the semi-naïve method is more efficient than a top-down procedure like the above specified one or Magic Set. Secondly, it is in some cases preferable to compute all derivable facts beforehand instead of generating the needed one for each query at query time. In these cases as well, bottom-up reasoning with the semi-naïve method is preferable. Finally, there has been proposals to use integrity constraints either for speeding up or for enhancing query answering (cf. e.g. [22, 46, 50, 14]). These approaches are promising. They often give rise to more informative answers than conventional query answering methods.

4 Integrity Checking

Integrity constraints can be seen as yes/no queries (cf. Section 2.3). They can therefore be evaluated like regular queries. This is however often inefficient. Integrity constraints indeed are to be checked only after updates, and updates usually do not affect the whole of a database but only a limited part of it. For the sake of efficiency, it is desirable to check only those integrity constraints that might be affected by an update. Various integrity checking methods have been proposed that all rely on similar principles. Let us illustrates the techniques common to these so-called "integrity checking" methods on an example. Consider an integrity constraint requiring that all employees working for the sales department speak English:

\[ \forall X \left( \text{emp}(X) \land \text{works-for}(X, \text{sales-dept}) \implies \text{speaks}(X, \text{english}) \right) \]

Any update to the facts and deduction rules that have no effect on the predicates occurring in this constraint cannot violate it. It is worth noting that this only holds if integrity constraints are range restricted. The insertion of any fact, say "p(a)" might violate a non range restricted constraint such as C: \( \forall X \ q(X) \). If "a" did not occur in the database before the insertion of "p(a)", C indeed does not hold after the change. Whether an update might affect the definition of a relation can be specified using deduction rules as follows:

\[ \text{potential-update}(H, \text{Sign}) \leftarrow \text{rule}(H \leftarrow B), \text{potential-update}(P \leftarrow \text{Sign}) \leftarrow \text{potential-update}(\langle C_1, C_2, \text{Sign} \rangle \leftarrow \text{potential-update}(C_1, \text{Sign})). \]
potential-update((C1, C2), Sign) ← potential-update(C2, Sign).
potential-update(not F, Opp-Sign) ← potential-update(F, Sign),
               opposite(Sign, Opp-Sign).
potential-update(F, +) ← insert(F).
potential-update(F, −) ← remove(F).

Let us comment this specification starting from the last two rules. The insertion (removal, resp.) of a fact F induces a “potential-update” on F with positive (negative, resp.) polarity. Negation changes the polarity of a potential update: For example, if “p(a)” is a potential removal, the negative information “not p(a)” is potentially inserted. The second and third rules specify that potential updates of conjuncts induce potential updates of conjunctions with same polarity. The first rule propagate potential insertions through deduction rules. Thus, if “p(a)” is inserted, the conjunction “(p(a), q(a))” is a potential insertion. In presence of a rule “r(X) ← p(X), q(X).” “r(a)” is in turn a potential insertion.

All integrity checking method rely on analyses of possible (or actual) consequences of updates similar to the computation of potential updates which is specified above by means of deduction rules. This is quite intuitive when integrity constraints are expressed as denials. Integrity checking then indeed reduces to verifying whether “false” will become derivable after an update. Denials that cannot give rise to proving “false” can be filtered out by rules like the above mentioned ones, for “false” is derivable after an update only if “potential-update(false, +)” holds.

The analyses performed by the various integrity checking methods in some cases consider, in other cases ignore the values of the attributes. They sometimes perform bottom-up, sometimes top-down reasoning on the deduction rules, or on rules used for specifying the integrity constraints (cf. e.g. [43, 25, 39, 15, 17, 18] and [19] for an overview). Some methods, e.g. [53, 25, 15], simplify the integrity constraints with respect to updates. Such simplifications can be formalized as a partial evaluation (or partial deduction) [42, 35, 36, 37, 41] of deduction rules similar to those specified above.

In the rule-based specification of potential updates which is given above, we assume that the updates are specified as sets specified by the relations “insert” and “remove”. It is worth noting that these relations can be defined intensionally by deduction rules as well as extensionally by means of facts. One could for example specify an update by the following rule:

\[
\text{insert( speaks(X, english) ) ← nationality(X, british).}
\]

This rule is rather similar to the deduction rule “speaks(X, english) ← nationality(X, british)”. The difference is that it forces the explicit storage of facts in the database, while the deduction rule for “speaks” does not. Integrity constraints can as well be defined on the predicates “insert” and “remove”. The following integrity constraint for example forbids to fire of employees who work for the sales department:

\[
\forall X [ \text{works-for}(X, \text{sales-dept}) \Rightarrow \neg \text{remove}( \text{emp}(X) ) ]
\]
5 Deduction Rules for Specifying System Components

In the previous sections, we have outlined how query answering and integrity checking procedures can be specified by means of deduction rules. The technique, which was used is known as *meta-programming*, for the variables in these deduction rules do not range, as in ordinary rules, over application data but instead over expressions (i.e. integrity constraints or rules) that describe the application data. We have pointed out that rewriting methods used for answering queries and evaluating integrity constraints can be seen as resulting from the partial evaluation (or partial deduction) of rule-based specifications. In this section, we first argue that it is beneficial to specify and implement some components of a database management system in this way. Then, we suggest further applications of this approach.

A first advantage of specifying components of a database management system using deduction rules and partial evaluation is the uniformity of the approach. Instead of implementing several rewriting methods for, say, recursive query processing (e.g. [1, 57, 2, 7, 4]), for simplifying integrity constraints (e.g. [43, 25, 15]), for query optimization (e.g. [46, 22, 10, 11]), etc. one could generate them automatically from the rule-based specifications using techniques as proposed in [58, 62, 42, 27, 35, 36, 37].

System components declaratively specified using deduction rules would probably be easier to prove correct and to maintain than conventional programs. Moreover, the very maintenance and updating tools provided by the database management system (e.g. integrity checking) could be applied to maintaining those system components that are specified in terms of deduction rules.

Specifying system components using deduction rules would in addition contribute to enhance the extensibility of the system. It is indeed easier to extend a set of deduction rules with additional rules for novel functionalities (e.g. additional query optimization strategies) than to extend a conventional program.

To which extent this approach is applicable in designing database management systems is not yet known. The approach we suggest has however already been applied, more or less consciously, in many system prototypes that have been developed during the last years, e.g. [41, 68]. From discussions we had with designers of various database system prototypes (e.g. [54, 3, 23, 26, 33, 34, 40, 66, 68, 20, 69]) we gained the impression that meta-programming techniques are rather widely applied, although often quite unconsciously, in implementing database systems. The systematic investigation of this techniques for database system design is, we think, a promising direction of research.

Deduction rules can also be used for specifying data models and query languages. This is a widespread practice in logic programming to specify an interface model or language by means of rules. This can be done in deductive databases as well either for specifying a semantic data model (e.g. a entity-relationship model), or for specifying a query language (e.g. a SQL-like language). Rules can also be used for mapping complex objects on lower level data structures. Deductive databases are often criticized for being, like relational databases, value-based, and for not providing with object identities. Identities are "logical pointers" that give rise to naming objects [5, 6]. Extending the paradigm of logic programming and deductive facilities with identities is a promising issue. We think, this is the key issue to solve for bringing closer together both paradigms of deductive and object-oriented databases.
Deduction rules can finally also be used for interpreting the data stored in a database in various manners. Rules can be specified for various forms of reasoning that can be needed for some applications (e.g. hypothetical or probabilistic queries). Non-standard query answering methods (e.g. [62, 22, 46, 14]) often have been specified using meta-programming techniques.

6 Conclusion

This article has introduced and discussed the goals and techniques of deductive databases. We outlined how deductive databases give rise to declaratively specifying both, constructive and normative aspects of an application, using deduction rules and integrity constraints, respectively.

We informally presented bottom-up and top-down, set-oriented query answering methods, and we introduced to the principles upon which integrity checking methods are based. We have shown that deduction rules are not only useful for specifying database applications, but can also serve to specify and implement components of a database management system.

We finally argued that this approach is of interest for several reasons: It gives rise to a more uniform system design, system components implemented this way are easier to maintain; system extensibility is made easier.

Finally, we suggested further applications of this approach towards enhanced database systems.
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Abstract. The formal analysis of semantic networks and frame systems led to the development of nonmonotonic inheritance networks and terminological logics. While nonmonotonic inheritance networks formalize the notion of default inheritance of typical properties, terminological logics formalize the notion of defining concepts and reasoning about definitions. Although it seems to be desirable to (re-)unify the two approaches, such an attempt has not been made until now. In this paper, we will make a first step into this direction by specifying a nonmonotonic extension of a simple terminological logic.

1 Introduction

The formal analysis of early semantic network and frame formalisms led to the development of two different families of knowledge representation formalisms, namely, nonmonotonic inheritance networks [5] and terminological logics [12]. Nonmonotonic inheritance networks formalize the idea of default inheritance of typical properties. Terminological logics aim at formalizing the idea of defining concepts and reasoning with such definitions, for instance, determining subsumption relationships between concepts and instance relationships between objects and concepts—two kinds of inferences we will collectively refer to as classification.

Although these two forms of representation and reasoning may seem to be incompatible [2], it would of course be desirable to combine them. From the point of view of nonmonotonic inheritance networks, it would be interesting to have a richer description language for specifying classes and properties and to add the ability of classifying objects as belonging to some class. From the point of view

* This work has been supported by the Swedish National Board for Technical Development (STU) under grant # 9001669, by the Swedish Research Council for Engineering Sciences under grant # 900020, by the German Ministry for Research and Technology (BMFT) under research contract ITW 8801 8, and by the European Community as part of the ESPRIT Working Group DRUMS-II.
of terminological logics, it is desirable to add forms of reasoning that deal with uncertain information. In fact, Doyle and Patil [3] argue that a representation system without such a facility is useless.

There are proposals to integrate some form of default inheritance in terminological logics since 1981 (see [14, 12]) and some terminological representation systems support forms of nonmonotonic inheritance, which appear to combine the two modes of reasoning in a “naive” way (e.g. [12]), however, leading to problems similar to the infamous “shortest path inference,” as we will see in Section 3.

An attempt to combine classificatory reasoning and nonmonotonic inheritance that avoids the latter problem has been made by Horty and Thomason [4]. Although this approach comes closest to our intention of combining nonmonotonic inheritance and classification, there are some problems, for instance, the “zombie path” problem [7], the lack of an algorithm, and the computational intractability of the approach.

More recent approaches combine classificatory and nonmonotonic reasoning by integrating default logic into terminological logics [1]—without using specificity for conflict resolution, though—or they employ a form of preference semantics [13].

We will base our combination of inheritance reasoning and classification on the nonmonotonic inheritance reasoning approach by Padgham [10], which avoids the above mentioned shortcomings. In the following sections we introduce a restricted terminological logic extended by defaults, and discuss how the inheritance theory in [10] can be extended to include classification.

2 A Common Representational Base

In order to describe our approach, we first introduce a representation formalism that can be conceived as a restricted terminological logic.

We start with a set A of atomic concepts (denoted by A, A', ...) and a set F of features (denoted by F, F', ...) that are intended to denote single-valued roles. Additionally, we assume a set V of values (denoted by v, v') that are intended to denote atomic values from some domain. Based on this, complex concept expressions (denoted by C, C') can be built:

\[ C \leftarrow T \mid \bot \mid A \mid C \cap C' \mid F: v. \]

In order to define new concepts completely or partially, terminological axioms (denoted by \( \theta \)) are used. Assertions (denoted by \( \alpha \)) are employed to specify properties of objects \( (x, y, z, \ldots \in O) \):

\[ \theta \rightarrow A \subseteq C \mid A \equiv C, \alpha \rightarrow x: C \mid F(x) \equiv v. \]

Knowledge bases are sets of such terminological axioms and assertions.

The semantics of this language is given in the usual set-theoretic way. An interpretation \( \mathcal{I} \) is a tuple \( (\mathcal{D}, \mathcal{V}, \mathcal{J}) \), where \( \mathcal{D} \) and \( \mathcal{V} \) are arbitrary non-empty sets that are disjoint, and \( \mathcal{J} \) is a function such that

\[ \mathcal{J}(A \rightarrow 2^\mathcal{D}) \cup (F \rightarrow 2^{(\mathcal{D} \times \mathcal{V})}) \cup (V \rightarrow \mathcal{V}) \cup (O \rightarrow \mathcal{D}) \]
where we assume that the relation denoted by a feature is a partial function and that values and object identifiers satisfy the unique name assumption. Interpretations are extended to complex concept expressions in the usual way, e.g., $(C \cap C')^I = C^I \cap C'^I$ and $(F: v)^I = \{ d \in D | (d, v^I) \in F^I \}$.

An interpretation is called a model of a knowledge base, if all terminological axioms and assertions are satisfied by the interpretation in the obvious way, e.g., $A^I = C^I$ for $\theta = (A \equiv C)$. The specialization relationship between concepts (also called subsumption) and the instance relationship between object identifiers and concepts are defined in the obvious way. A concept $C$ is subsumed by $C'$, written $C \leq C'$ iff $C^I \subseteq C'^I$ for all models $I$ of the knowledge base. An object $x$ is an instance of a concept $C$, written $x: C$, iff for all models $I$ it holds that $x^I \in C^I$.

In order to express that an instance of a concept $C$ typically has some additional properties, the syntax of terminological axioms is extended as follows:

$$\theta \rightarrow A \subseteq C/D_1, \ldots, D_n \mid A = C/D_1, \ldots, D_n,$$

where the $D_i$'s are again concept expressions. These "default properties" do not influence the set-theoretic interpretation of concepts, but are intended to denote that an instance of $A$ typically has the additional properties $D_i$. In terms of Padgham's [10] type model, given an axiom $A \subseteq C/D_1, \ldots, D_n$, $C$ represents the core of a type, while $C \cap D_1 \cap \ldots \cap D_n$ is the default of a type.

Using our simple representation formalism, we could classify concepts in the TBox, compute instance relationships between objects and concepts, and separately apply default inheritance in order to derive typical information about objects. In fact, this loose combination of classification and default inheritance was used profitably in a medical diagnosis application [15].

The network language we will use contains strict inheritance links "\( \Rightarrow \)", strict negative links "\( \neq \)", and default inheritance links "\( \rightarrow \)". In addition to the usual kind of nodes, depicted by a letter, we also allow for defined nodes, depicted by an encircled letter. The latter nodes are assumed to be defined by the conjunction of all nodes that are reachable by a single strict positive link. As an example let us consider the following small knowledge base (inspired by [2]):

- Elephant $\sqsubseteq$ Mammal/legs: 4, color: grey
- Hepatitis-Elephant $\equiv$ Elephant $\cap$ infected-by: Hepatitis/color: yellow
- Yellow-Elephant $\equiv$ Elephant $\cap$ color: yellow
- $x$: Elephant
- infected-by($x$) $\equiv$ Hepatitis

Using the abbreviations $M$, $E$, $H$, and $Y$ for Mammal, Elephant, Hepatitis-Elephant, and Yellow-Elephant, respectively, and $g$, $h$, $l$, $y$ for color: grey, infected-by: Hepatitis, legs: 4, and color: yellow, respectively, the network diagram corresponding to our small knowledge base would look like as in Figure 1.
3 Some Problems Combining Defaults with Classification

Using concept specificity for resolving conflicts among contradicting typical properties seems to be natural and desirable. Indeed, most proposals or already implemented systems seem to prefer this kind of conflict resolution. MacGregor, for instance, integrated a facility for "specificity-based defaults" [6, p. 393] into LOOM. The proposal by Pfahringer [12] is also an effort in this direction, employing a form of skeptical inheritance as defined in the area of nonmonotonic inheritance reasoning. From the limited descriptions of such approaches in the literature they appear to combine the two modes of reasoning in what we will call a "naive" way, which can be described as follows. Given an object $x$ an initial description $D_0$ of $x$, we first determine the set of most specialized concepts $S$ such that $x$ is an instance of all of the concepts in $S$. Based on this we determine additional typical properties of $x$ using some inheritance strategy, which gives us a new (more specialized) description $D_1$, and we start the cycle again. We stop when a fixpoint is reached, i.e., $D_i$ is equivalent to $D_{i-1}$.

The main problem with the "naive" approach is that it leads to results resembling the infamous shortest path inference. This can be illustrated by considering figure 2. If we begin by classifying $x$ we get $B$. Default reasoning then gives $b, c, d, \neg a$ and a further round of classification gives $C$. We would now want by default to believe $a$, but this is blocked because we believe $b$ and $\neg a$. However we observe that the default belief in $a$ comes from a more specific type ($S$) than the default belief in $b$ (which comes from $E$). We would therefore prefer to believe $a$ than $b$. However we have previously committed to $b$ because we reached it first.

4 A Default Inheritance Reasoning Framework

In this section we develop a formal framework for default inheritance reasoning. We will then generalize this in the following section so that it becomes a framework for combined classification and default reasoning. The framework that we develop is based on that presented in [10, 11]. The theory is very close to the skeptical inheritance theory of Horty et al [5] in terms of the conclusions reached\(^3\), but instead of working with constructible, preempted and conflicted

\(^3\) It does not however have the "zombie path" behavior criticized by Makinson and Schlechta [7].
paths, we work with notions of default assumptions, conflicting assumptions and modification of assumptions in order to resolve conflicts.

Given some initial information and an inheritance net, we first assemble all the default assumptions that may be possible, given this start point. We then find all the pairwise conflicting assumptions, and resolve the conflicts—starting with most specific nodes—by modifying one or both of the assumptions. Finally we add all our modified (and now consistent) assumptions together to obtain our set of conclusions.

Our formalization is based on an inheritance network, \( \Gamma \), which is derivable directly from terminological axioms and assertions as defined in Section 2, and labellings which are mappings from the nodes in the network (the set \( \mathcal{N}_\Gamma \)) to values in the set \( \{0, 1, -1, k\} \). The intuitive interpretation of such a labelling \( L \) is an information state concerning a hypothetical object where \( L(X) = 1 \) means that the object is an instance of the concept \( X \), \( L(X) = -1 \) means that the object is not an instance, \( L(X) = 0 \) means there is no information concerning the instance relationship and \( L(X) = k \) means there is contradictory information. The set \( \{0, 1, -1, k\} \) forms a lattice w.r.t. information content such that \( 0 < 1 < k \), and \( 0 < -1 < k \). Similarly, the set of all labellings forms a lattice based on this ordering. In particular the join of two labellings, written \( L_1 \cup L_2 \), corresponds to the combination of the information content. The special labelling \( 0 \) is the labelling with all labels \( 0 \).

A labelling \( L \) is said to be consistent if it does not contain any node with a value of \( k \). A pair of labellings is said to be compatible if their join is consistent, and weakly compatible if their join does not introduce any new inconsistency not present in one of the individual labellings.

**Definition 1** There is a strict positive path from \( X \) to \( Y \) in \( \Gamma \), written \( X \Rightarrow \sigma \Rightarrow Y \), iff there exists \( W, Z \): \((X=W \lor [X \Rightarrow \sigma \Rightarrow W] \in \Gamma) \land [Z \not\Rightarrow W] \in \Gamma \land (Y=Z \lor [Y \Rightarrow \sigma \Rightarrow W] \in \Gamma)\).

**Definition 2** There is a strict negative path from \( X \) to \( Y \) in \( \Gamma \), written \( X \not\Rightarrow \sigma \Leftarrow Y \), iff \([X \not\Rightarrow Y] \in \Gamma \lor (\exists W: [X \not\Rightarrow W] \in \Gamma \land [Y \Rightarrow \sigma \Rightarrow W] \in \Gamma)\).

We define two particular kinds of labellings—core labellings (written \( X_c \)) and default labellings (written \( X_d \)) for a node \( X \). A core labelling represents the necessary information for a node, while a default labelling for a node \( X \) represents the information typically associated with \( X \).

**Definition 3** A core labelling for \( X \) (w.r.t. \( \Gamma \)), written \( X_c \), is the minimal labelling which fulfills the following:

\[ X_c(X) \geq 1; \text{ and for all } Y \Rightarrow \sigma \Rightarrow Y \in \Gamma \Rightarrow (X_c(Y) \geq 1) \land ([X \not\Rightarrow \sigma \Leftarrow Y] \in \Gamma) \Rightarrow (X_c(Y) \geq -1) \]

**Definition 4** A default labelling for \( X \) (w.r.t. \( \Gamma \)), written \( X_d \), is the minimal labelling which fulfills the following:

\[ X_d \geq X_c; \text{ and for all } Y ([X \Leftarrow Y] \in \Gamma) \Rightarrow (X_d \geq Y) \]

The ordering over labellings is the obvious one, given the ordering over node values.
Referring back to Figure 1, the core labelling for Hepatitis-Elephant would have values of \(\{ H = 1, h = 1, E = 1, M = 1 \text{ all else } = 0\}\). Its default labelling would contain \(\{ H = 1, h = 1, E = 1, M = 1, y = 1, g = -1, \text{ all else } = 0\}\).

Referring again to Figure 1, we may wish to block that part of \(E_d\) (default elephant assumption) which concludes \(g\) (grey), but allow a modified assumption which concludes \(I\) (four legs). On the basis of default labellings we introduce the notion of modified assumption (written \(X_d\)).

We define a correct modified assumption which intuitively allows removal only of entire branches from the full default assumption. Correctness ensures both consistency w.r.t. the network and also that (potentially) dependent properties are treated together.

Figure 3 gives some examples of correct and incorrect modified assumptions.

\[\text{Figure 3: Correct and Incorrect Assumption Modifications}\]

**Definition 5** A modified assumption, \(X_d\), is correct iff the following conditions hold for all \(Y\) in \(\Gamma\):

1. \((X \rightarrow Y) \in \Gamma \rightarrow (X_d(Y) = 1) \rightarrow X_d \geq Y_e\)
2. \(X_d(Y) = 1 \rightarrow (\exists Z: [X \rightarrow Z] \in \Gamma \wedge Z_e(Y) = 1) \rightarrow X_e(Y) = 1\)
3. \(X_d(Y) = -1 \rightarrow (\exists Z: [X \rightarrow Z] \in \Gamma \wedge X_d(Z) = 1 \wedge Z_e(Y) = -1) \vee X_e(Y) = -1\).
4. \(X_d \geq X_e\).

When an assumption is modified it is always modified with respect to some other information with which it is in conflict. We thus introduce the notion of a modified assumption as a pair of labellings consisting of the default assumption labelling for the node and a preference labelling for the node (written \(P\)). The preference labelling captures all of the information which is to be preferred over the default assumption at that type. While it can in principal be an arbitrary labelling the preference labelling will for all interesting theories depend on both

---

5 The concept of correctness is further motivated and explained in [10, p. 188-189], where it is dealt with as two separate concepts - groundedness and consistency.
the type network and the initially given information. There is no constraint on the preference labelling to be consistent.

The value of the preference labelling for a node determines the modified assumption for that node. If the preference labelling for a node \( X \) is not weakly compatible with \( X_c \) (indicating preferred disbelief in the concept), then the modified assumption will be empty. Otherwise the modified assumption is a labelling between the core and the default, w.r.t. information content.

**Definition 6** A modified assumption \( X_{d'} = (X_d, P) \) is \( \emptyset \) iff \( X_c \) is not weakly-compatible with \( P \); otherwise \( X_{d'} \) is the maximal labelling that is weakly-compatible with \( P \), is a correct modification of \( X_d \) and \( X_c \leq X_{d'} \leq X_d \).

By joining a set of modified assumption labellings for a given network we can obtain a conclusion labelling for that network. We want to ensure that the preference labellings modify the default assumptions sufficiently to remove all conflicts so that we can obtain a consistent conclusion labelling. Preference labellings will be determined by the structure of the taxonomy together with the initial information, using principles such as specificity.

Each node in the network has its own preference labelling. We call this collection of preference labellings a **preference map**, written \( \Theta \). For a given network \( I \) and a given initial labelling \( \psi \), the preference map provides a preference labelling \( \Theta_X \) for each node \( X \) in \( N_I \). Different inheritance theories can be compared with respect to the characteristics of their preference map. We will first characterize what we call a **well-formed preference map**, which can then be used as a base for defining a preference map for different kinds of theories, e.g. skeptical and credulous preference maps.

The characteristics that we capture in the definition of a well-formed preference map are that initial information is always preferred over default assumptions, more specific information is always preferred over less specific, unless the more specific information is unsupported, and that only supported (or reachable) modified assumptions are non-empty.

**Definition 7** A preference map \( \Theta \) is **well-formed** for a network \( I \) and an initial labelling \( \psi \), iff the following conditions are satisfied:

1. \( \Theta_X(X) < k \), for all \( X \in N_I \),
2. \( \Theta_X \geq \psi \), for all \( X \in N_I \),
3. there exists a strict partial ordering \( \ll \) such that for all \( X \in N_I \): if \( \Theta_X(X) \leq 1 \), then \( \psi(X) = 1 \) or there is a \( Y \in N_I \) s.t. \( Y \ll X \) and \( Y_{d'}(X) = 1 \),
4. if \( X \) is more specific\(^6\) than \( Y \), then \( X_{d'} \leq \Theta_Y \).

\( \Theta^0 \) denotes the minimal well-formed preference map.\(^7\)

To characterize a skeptical preference map we require in addition to well-formedness that each pair of modified assumptions are either compatible under

\(^6\) For an exact definition of the notion of specificity used see [10, p. 142].

\(^7\) Proof of the existence of a unique minimal well-formed preference map is due to Ralph Rönnquist, and can be found in [10] (where it is called a revision function).
well-formed preference, or that the preference labelling for each includes the other (forcing modification of each w.r.t. the other).

**Definition 8** A preference map Θ is skeptical for a network Γ and an initial labelling ψ, iff it is well-formed and for all X, Y ∈ NΓ: (X, ΘX) ∪ (Y, ΘY) is consistent or (ΘX ≥ Y and ΘY ≥ X).

5 Integrating Classification into the Framework

As we saw in section 3 we should not simply interleave correct classification and correct default reasoning as this will lead to a certain arbitrariness in the results, and will give problems analogous to “shortest path” problems found in early approaches to default inheritance reasoning. We therefore take the approach of defining a single theory which includes both classificatory reasoning and default reasoning.

Condition 1 of Def. 7 for a well-formed preference map simply states that a preference labelling should not be inconsistent regarding the preference of the node for which it is a preference labelling. This is not affected by classification.

Condition 2 of Def. 7 captures that initial information should be preferred over all default assumptions. This is also a criteria which is clearly applicable to combined classificatory/default reasoning.

Condition 4 of Def. 7 says that we prefer assumptions associated with more specific, rather than less specific assumptions and also seems appropriate to retain unchanged.

The final condition of well-formedness, (condition 3) has to do with ensuring that a default assumption is empty unless we independently from it (and its results) believe in the base concept. Looking at Figure 4, and starting with information F, we clearly would not want to make any default assumptions regarding, for example, C or X.

In the default inheritance reasoning the support in the ordering of condition 3 of well-formedness, is shown by a labelling of 1 on a node in some “earlier” modified assumption. However if we include classification as a valid means of reaching a conclusion then support may come from not only single assumption(s) but from a set of assumptions, which, taken together provide the “evidence” for believing that type. In order to capture this formally, we define the notion of support.

**Definition 9** A set of labellings H supports a node X iff for some labelling L ∈ H: L(X) = 1 or for all Z ∈ Nγ: ((X, (Z) = 1 implies H supports Z) and (X, (Z) = −1 implies that for all L ∈ H: L(Z) ≤ −1)).

Note that the support required for default reasoning is simply a special case of this definition of support. We can now rewrite the third condition of well-formedness as follows:

3. there is a strict partial ordering ≺ on the nodes in Nγ such that ∀X ∈ Nγ:
   - if ΘX(X) ≤ 1, then {ψ} supports X or there exists H s.t. H supports X and for all L ∈ H there exists a node Y ∈ Nγ s.t. L = Y and Y ≺ X.
The additional criterion for a skeptical preference map ensures that any ambiguous conflicts which remain following application of specificity for conflict resolution will result in bilateral modification of the conflicting assumptions. This appears to be equally applicable to combined classification/default reasoning as it is to pure default inheritance reasoning. To illustrate the principle captured here we observe Figure 5. In the left-hand network, the default assumptions at \( E \) and \( B \) are both modified to avoid concluding \( G \) or \( F \). In the right hand network, the default assumptions at \( C \) and \( B \) are modified leading to no conclusion regarding \( D \), and consequently no classification of \( F \). However, because \( \{B, C\} \) is an ambiguous conflict, the classification \( F \) would be made in some credulous extension, and we therefore allow it to cause modification to the assumption at \( E \) regarding \( H \). Thus the conclusion for this figure will be \( A, B, C, G, E \). We note that this is different than the extension given by Horty's method which will also include \( H \) and \( \neg J \). \( H \) and \( \neg J \) are not in the intersection of credulous extensions, and thus we would argue that they should not be in the skeptical extension. This difference is a result of the different treatment of ambiguous conflict in the two methods, where our approach is what has been referred to as "ambiguity propagating" in order to avoid the oddities of "zombie paths" [7].

6 Discussion

We have shown how a minor change to a theory for default inheritance gives a theory of combined classification and default inheritance for a very restricted terminological logic. Whilst this language may be too restricted for real applications it allows us to obtain a clearer understanding of the complex interaction between default inheritance and classification. This provides a firm basis on which we can begin to experiment with the addition of some greater expressivity. It may well be necessary to limit the expressivity of terminological languages with defaults, not so much because of tractability problems as most terminological languages are already intractable [8], but because of problems with "conceptual complexity". However there are certainly some applications which require defaults but whose other requirements on expressivity are limited [15]. The approach described in this paper provides a start for investigating languages and associated reasoning mechanisms for such applications.

The theory developed here is based on a skeptical inheritance theory with a polynomial algorithm. Considering the minor nature of the change required to...
incorporate classification into this theory, the algorithm should also be directly modifiable to include classification.
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Abstract. We continue the investigations of [Ra90, Ra91, RM89] and study the automated theorem proving for reasoning about perception of reasoning agents and their consensus reaching. Using the techniques of [Ra91] and of Logic programming ([Ap90, NS93]) we develop the processing techniques for consensus programs.

1 Introduction

Investigations concerning a systematic logical approach to reasoning about knowledge of one or several intelligent agents have in recent years been developed by logicians and computer scientists. These investigations lead to a variety of different logical systems based on various paradigms. We mention here the work of Halpern and Moses ([HM84]), Fagin, Halpern, and Vardi [FHV90]). Mazer ([Ma88]), Orlowska ([Or90]) just to indicate to the reader that the issues of knowledge in the distributive environment are studied widely. TARK proceedings ([Ha86, Va, Pa90, Mo92]) include numerous papers devoted to the subject.

The authors ([RM89]) proposed an approach to reasoning about the perception and the knowledge of groups of fully communicating agents based on the point of view expressed in these principles:

1. The sharpness of agent’s perception depends on agent’s abilities.
2. Abilities of various agents may be comparable or not comparable (in the sense that one agent may be more capable in one situation, whereas other agent may be more capable in another situation).
3. Agent’s knowledge about a reality is only approximate.
4. Agent’s knowledge about a predicate (property) \( p \) can be reflected by her perception of \( p \), that is the characteristic features of \( p \) acquired in a process of collecting information, conducting research, etc.
5. Agent’s knowledge about a property \( p \) can be reflected in her abilities to recognize various features and attributes of objects. This may require access to specific recognition medium such as a database, laboratory, test etc.
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Starting with this intuition the authors ([HM89]) developed a logic with two types of connectives: perception connectives and knowledge connectives. Perception connectives correspond to the approximation connectives of predicate logic ([Ra87, Ra88, Ra90]). The knowledge connectives correspond to those of the logic of knowledge of Orlowska ([Or90]). The logics without knowledge operators, but with the perception connectives only, have been reexamined by Rasiowa ([Ra91]), under the terms of perception logics. Rasiowa ([Ra91]) established an automated theorem proving technique for such logics. A similar approach has been proposed by Fitting ([Fi92]).

In this paper we look again at the perception logics (that is we leave the knowledge part of the language unattended) and prove several results relating the ordinary resolution method of Robinson ([Re65]) and the form of the resolution discussed in [Ra91].

Our approach here is based on a different technique, much more closely connected to the current presentations of resolution. In this we follow the current texts by Apt ([Ap90]) and Nerode and Shore ([NS93]). The technique used in [Ra91] employed a variant of an argument used by Orlowska in her investigations on the resolution for multivalued logics.

The space restrictions force us to eliminate the proofs of the results of this paper. We also had to eliminate section dealing with the lifting of our results to the predicate calculus case. These results will be included in the full journal presentation.

2 Perception logics and resolution

Let $T$ be a finite set (of reasoning agents). The set $T$ is endowed with a partial ordering $\le_T$. Intuitively, $s \le_T t$ means that the agent $t$ is more perceptive that the agent $s$. This is interpreted as follows. When both the agents $s$ and $t$ are asked about a specific fact $p$, the agent $t$ will be less gullible. Her abilities are better in recognizing if the fact $p$ really happens. Specifically, $t$ can find that $p$ did not, actually, happen (whereas $s$ perceives $p$ as true). In particular, when $s \le_T t$ and $p$ is an atomic statement then, whenever $t$ perceives $p$ to be true, $s$ perceives $p$ to be true. In other words, the property $s \le_T t$ means that this sharper perception happens for all possible facts $p$. Notice, that a similar property is called “dominance” in Fitting ([Fi92]). All agents observe the same reality. This means that each agent is endowed with a valuation of the set of atoms $\mathcal{A}$ (in the propositional case) or a relational structure (with the same underlying algebra, that is with the same objects, and the same interpretation of the function symbols and the constants) — in the predicate case.

Denoting by $V_t$ the valuation assigned to the agent $t$ the requirement of better perception for a stronger agent is formally expressed as

$$w \le_T t \Rightarrow \forall_{p \in \mathcal{A}} V_t(p) \le V_w(p)$$

(1)

In the predicate case, denoting by $A_t$ the relational system assigned as the
perception of the agent $t$ we have, for every predicate letter $p$,

$$w \leq t \Rightarrow p^A_t \subseteq p^A_w$$  \hfill (2)

Formally, the language of perception logic is the language of the classical logic extended by unary modal operators $d_t$, for $t \in T$. Intuitively, $d_t \varphi$ means that the agent $t$ (and, as will turn out all the agents with weaker perception) perceives $\varphi$.

The semantics for our language is determined by the consensus interpretation. In the predicate case a $T$- reality for the underlying language is a collection of first order relational structures. The collection is indexed by the set $T$. All the structures in a $T$-reality have the same underlying algebra and the $T$-reality must satisfy Condition (2).

Analogously we define the notion of $T$-reality for a propositional case. It is a collection of valuations of the underlying set of atoms. Moreover we require (1).

Once it is clear what we mean by the realities for our language, we define the notion of satisfaction. The fact that a $T$-reality $\mathcal{M} = (A_t)_{t \in T}$ satisfies $\varphi$ means that the consensus about $\varphi$ has been reached. This, of course implies that the set of formulas true in a $T$-reality is not complete. The notion of satisfaction for formulas is defined in a roundabout way. We give the full definition of satisfaction for the predicate case. The propositional case can be easily described by an obvious modification of the clause (a) and eliminating quantifier cases (g) and (h). First we define the relation $\mathcal{M} \models d_t(\varphi)[v]$ (where $v$ is a valuation of variables).

(a) $\mathcal{M} \models d_t(p_t(x_1, \ldots, x_m))[v]$ iff $A_t \models p_t(x_1, \ldots, x_m)[v]$

(b) $\mathcal{M} \models d_t(\varphi \lor \psi)[v]$ iff $\mathcal{M} \models d_t(\varphi)[v]$ or $\mathcal{M} \models d_t(\psi)[v]$

(c) $\mathcal{M} \models d_t(\varphi \land \psi)[v]$ iff $\mathcal{M} \models d_t(\varphi)[v]$ and $\mathcal{M} \models d_t(\psi)[v]$

(d) $\mathcal{M} \models d_t(\varphi \Rightarrow \psi)[v]$ iff for all $s \leq t$, $\mathcal{M} \models d_s(\varphi)[v]$ implies $\mathcal{M} \models d_s(\psi)[v]$

(e) $\mathcal{M} \models d_t(\neg \varphi)[v]$ iff for all $s \leq t$, not ($\mathcal{M} \models d_s(\varphi)[v]$)

(f) $\mathcal{M} \models d_t(\varphi \land \psi)[v]$ iff $\mathcal{M} \models d_t(\varphi)[v]$.

(g) $\mathcal{M} \models d_t(\forall x \varphi)[v]$ iff for all $a \in M$, $\mathcal{M} \models d_t(\varphi)[v/a]\]

(h) $\mathcal{M} \models d_t(\exists x \varphi)[v]$ iff there exists $a \in M$, $\mathcal{M} \models d_t(\varphi)[v/a]\]

Next, we define the satisfaction for all formulas of the underlying language $\mathcal{L}$.

\[\mathcal{M} \models \Psi[v] \text{ if and only if } \mathcal{M} \models d_t(\Psi)[v] \text{ for all } t \in T.\]

A complete axiomatization for the relation $\models$ has been given in [RM89].

Here is a short list of fundamental properties of the satisfaction (consensus) relation for a $T$-reality $\mathcal{M}$.

\[\mathcal{M} \models \neg d_t(\varphi)[v] \text{ if not } \mathcal{M} \models d_t(\varphi)[v]\]

\[\mathcal{M} \models d_t(\neg \varphi)[v] \text{ if not } \mathcal{M} \models d_t(\varphi)[v]\]

\[\mathcal{M} \models (d_t(\varphi) \Rightarrow d_t(\psi))[v] \text{ if not } \mathcal{M} \models d_t(\varphi)[v] \text{ or } \mathcal{M} \models d_t(\psi)[v]\]

\[\forall_{u \leq t, w \leq t} \mathcal{M} \models d_t(\varphi)[v] \text{ implies } \mathcal{M} \models d_u(\varphi)[v]\]
Let us introduce the notion of D-atom. It is a formula of the form $d_t(p(s_1, \ldots, s_r))$ where $t \in T$ and $s_1, \ldots, s_r$ are terms of the language (in the propositional case no term is present). A D-literal is an D-atom or its negation. A D-clause is a disjunction of D-literals.

Summing up all properties of formulas of the form $d_t\varphi$, we quote the following result of [Ra91]

**Proposition 1.** For every formula of the form $d_t\varphi$ there is a finite set of D-clauses $S$ such that $d_t\varphi$ and $S$ are equisatisfiable. That is there is a $T$-reality $M$ satisfying $d_t\varphi$ if and only if there is a $T$-reality $M'$ such that $M'$ satisfies all the D-clauses from $S$.

Proposition suggests that we may be facing a situation similar to that encountered in automated theorem proving. A version of resolution principle may work here. Indeed it is the case. In [Ra91] Rasiowa found a variant of the resolution principle suitable for our context. We will refer to this rule as T-resolution rule. We shall denote this rule by $res_T$.

\[
\begin{array}{c}
A' \cup \{d_t(p(t_1, \ldots, t_k))\}, \\
A'' \cup \{-d_t(p(s_1, \ldots, s_k))\}
\end{array}
\quad (A' \cup A'')\Theta
\]

providing $u \leq_T t$

Notice the asymmetry of the rule $res_T$. Its applicability is restricted by the condition $w \leq_T t$. Here we assume that the parent clauses are standardized apart. $\Theta$ is a most general unifier of atoms $p(t_1, \ldots, t_k)$ and $p(s_1, \ldots, s_k)$.

As usual, by Herbrand $T$-reality we mean a $T$-reality whose underlying universe consists of ground terms of the language.

The following result is proved in [Ra91]

**Proposition 2.** Let $S$ be a set of D-clauses. Then there is a $T$-reality satisfying $S$ if and only if the closure of $S$ under $T$-resolution does not contain an empty clause.

### 3 Automated theorem proving for consensus reaching

We will prove a basic result on the relationship of the asymmetric resolution rule introduced in [Ra91] and the usual resolution rule (for best description see Nerode and Shore [NS93]).

Let $(T, \leq_T)$ be a poset, and let $At$ be a set of atoms. Recall that a D-atom is an expression of the form $d_t(p)$ where $p \in At, t \in T$. Similarly, a D-literal is a D-atom or its negation. Next, a D-clause is a finite set of D-literals. As usual, $\Box$ is the empty clause (interpreted as falsity).

In our context, the $T$-resolution rule is the following rule of proof:

\[
\begin{align*}
&\text{res}_T \\
&\quad A' \cup \{d_t(p)\}, \\
&\quad A'' \cup \{-d_u(p)\}
\end{align*}
\]

\[
A' \cup A''
\]
where \( w \leq_T t \).

The ordinary resolution rule in our setting takes this form:

\[
\text{res} \quad \frac{A' \cup \{d_t(p)\}, \quad A'' \cup \{-d_t(p)\}}{A' \cup A''}
\]

The \( T \)-resolution rule is asymmetric. We can resolve on a \( D \)-atom \( d_t(p) \) against \( \neg d_w(p) \) only if \( w \leq_T t \). Hence, \( D \)-clauses \( \{d_w(p)\} \) and \( \{-d_t(p)\} (w \leq_T t) \) do not entail \( \Box \). This agrees with our paradigm; since \( w \leq_T t \), the atom \( p \) may be perceived by the agent \( w \) as true and the agent \( t \) as false without the contradiction.

Let \( S \) be a set of \( D \)-clauses. By \( R_T(S) \) we mean the closure of the set \( S \) under the rule \( \text{res}_T \). Similarly, \( R(S) \) is the closure of \( S \) under the usual resolution rule. Notice that \( \text{res}_T \) is a generalization of the ordinary resolution rule. Indeed, every derivation using the ordinary resolution is a valid \( \text{res}_T \) reasoning. This is because the relation \( \leq_T \) is reflexive. As noticed above, the converse does not necessarily hold. That is, a refutation using \( T \)-resolution does not need to be a resolution refutation.

Denote by \( D_T \), the diagram of \( T \), the following set of \( D \)-clauses:

\[
D_T = \{ \{\neg d_t(p) \lor d_w(p)\} : \quad w \leq_T t, \quad p \in At \}
\]

A more intuitive representation for \( D_T \) is:

\[
D_T = \{d_t(p) \Rightarrow d_w(p) : \quad w \leq_T t, \quad p \in At\}
\]

The set \( D_T \) codifies our knowledge about the relationship between the agents. If the agent \( t \) is more perceptive than the agent \( w \) (which in our system is encoded by \( w \leq_T t \)), and \( t \) accepts a fact \( p \) then, certainly, \( w \) accepts the fact \( p \) - but not vice versa.

We have now the basic result on the connection between the ordinary resolution rule and the \( T \)-resolution rule. This result is fundamental for the rest of the paper. Once we prove it, we will be able to list the most of the results of ordinary automated theorem proving with resolution to the case of \( D \)-clauses and \( T \)-resolution.

**Theorem 3.** Let \( S \) be a set of \( D \)-clauses. Then \( \Box \in R_T(S) \) if and only if \( \Box \in R(S \cup D_T) \).

**Proposition 4.** Let \( S \) be a set of \( D \)-clauses. Then there is a \( T \)-reality satisfying \( S \) if and only if \( \Box \notin R(S \cup D_T) \).

**Corollary 5 [Ra91].** Let \( S \) be a set of \( D \)-clauses. Then there is a \( T \)-reality satisfying \( S \) if and only if \( \Box \notin R_T(S) \).

Let us restrict now to the case of Horn \( D \)-clauses. Here, the important observation is that all the \( D \)-clauses in the diagram of \( T \), \( D_T \), are Horn \( D \)-clauses.
Recall that a Horn D-clause is a D-clause that contains at most one positive literal. In our setting Horn D-clauses are of the form:
\[ \{ d_s(p), \neg d_{u_1}(q_1), \ldots, \neg d_{u_k}(q_k) \} \]
or of the form:
\[ \{ \neg d_{u_1}(q_1), \ldots, \neg d_{u_k}(q_k) \} \]
The D-clause \[ \{ d_s(p), \neg d_{u_1}(q_1), \ldots, \neg d_{u_k}(q_k) \} \] is called a T-program clause and usually denoted by
\[ d_s(p) \leftarrow d_{u_1}(q_1), \ldots, d_{u_k}(q_k) \]
The second type of Horn D-clause is called a goal and is denoted in the logic programming by:
\[ \neg d_{u_1}(q_1), \ldots, d_{u_k}(q_k) \]
For the notion of linear input resolution see Nerode and Shore [NS93]. We can consider the linear input resolution in our context. That is, we consider a linear tree starting with a goal and applying T-resolution instead of ordinary resolution.

The crucial observation now is that not only \( D_T \) consists of Horn clauses, but the transformations described in both parts of our Theorem 3 preserve the linear input resolution.

Specifically we have:

**Theorem 6.** Let \( S \) be a set of Horn D-clauses. Then there is no T-reality satisfying \( S \) if and only if \( S \) possesses a linear input refutation using the T-resolution rule.

**Corollary 7.** Let \( S \) be a theory consisting of Horn D-clauses. The following are equivalent:

1. \( S \) possesses a refutation using T-resolution rule.
2. \( S \) possesses a linear input refutation using T-resolution rule.
3. \( S \cup D_T \) possesses a linear input refutation using ordinary resolution rule.
4. \( S \cup D_T \) possesses a refutation using ordinary resolution rule.
5. \( S \cup D_T \) is unsatisfiable.
6. There is no T-reality satisfying \( S \).

## 4 Consensus Programs and their processing

In this section we discuss T-programs. Recall from Section 3 that a T-program clause is a D-clause of the form
\[ C = d_s(p) \leftarrow d_{u_1}(q_1), \ldots, d_{u_k}(q_k) \]
A T-program is any set of T-program clauses. Intuitively, a T-program \( P \) describes a T-reality, with various interconnections of agent perceptions. Intuitively, the T program clause \( C \) tells us that in the T-reality described by \( P \)
this happens: whenever the agent $w_1$ perceives the fact $q_1$, and the agent $w_2$ perceives the fact $q_2$, etc. then the agent $s$ perceives $p$.

The valuations of $D$-atoms can be put into a one-to-one correspondence with the subsets of $D$-atoms in the usual fashion. Therefore we will not distinguish between the valuations of $D$-atoms and sets of $D$-atoms. Also, it is obvious that $T$-realities are naturally ordered by inclusion.

**Proposition 8.** For every $T$-program $P$ there exists the least $T$-reality satisfying $P$.

We will describe now a sound and complete method of processing queries to $T$-programs.

The way we are going to process our queries is a variant of the usual processing of logic programs and will reflect precisely the difference between the usual resolution rule and the $T$-resolution rule. To set a terminology, we shall call this operation $T$-matching. Formally, a $D$-atom $d_s(p)$ $T$-matches a $T$-program clause $C = d_t(q_1), \ldots, d_{u_s}(q_k)$ if $s \leq_T t$. It should be clear that when $s = t$ then matching reduces to selection of an $D$-atom $d_t(p)$ for expansion.

The second part of the processing procedure coincides with that of ordinary logic programming. Once we have a goal $- d_{w_1}(q_1), \ldots, d_{w_s}(q_k)$ and select within it a $D$-atom $d_s(q_1)$ and the $D$-atom $d_s(q_1)$ $T$-matches a $T$-program clause

$$d_t(q_1) \leftarrow d_s(h_1), \ldots, d_s(h_n)$$

then we create a new goal

$$- d_{w_1}(q_1), \ldots, d_{w_s}(q_k), d_s(h_1), \ldots, d_s(h_n), d_{w_s+1}(q_{i+1}), \ldots, d_{w_k}(q_k)$$

this process is called expansion. Hence, the expansion process corresponds to one application of $T$-resolution between the current goal and some $T$-program clause in $P$.

Let $G$ be a goal. We say that the goal $G$ succeeds if there is a sequence of goals $G_0, \ldots, G_m$ such that $G_0 \models G$, $G_m \models \square$ and each $G_{i+1}$ arises from $G_i$ by selecting a $D$-atom in $G_i$, matching it with some $T$-program clause in $P$ and expanding.

We now have the following result.

**Proposition 9.** Let $P$ be a $T$-program. Let $G$ be a goal. Then there is no $T$-reality satisfying $P \cup \{G\}$ if and only if the goal $G$ succeeds.

Let us look at an example.

**Example 1.** Let $T$ be the partial ordering of Figure 3. Consider the following simple $T$-program

$$d_s(p) \leftarrow d_w(q), d_s(r)$$

$$d_t(r) \leftarrow$$

$$d_s(q) \leftarrow$$
Given the goal \(- \mathcal{d}_w(p)\) we notice that the \(D\)-atom in that goal \(T\)-matches the first clause in our program. It is not identical with it, just \(T\)-matches it, because \(w \leq_T u\). This creates by expansion a new goal \(- \mathcal{d}_w(q)\). The first \(D\)-atom in this goal matches the second clause in our program because \(w \leq_T u\). The expansion creates now the goal \(- \mathcal{d}_w(r)\). The \(D\)-atom in this goal matches the third clause. The result of expansion is now \(\Box\) and so the original goal succeeds.

The completeness result (Proposition 9) implies the following proposition.

**Proposition 10.** Let \(\mathcal{d}_w(p)\) be a \(D\)-atom. Let \(P\) be a \(T\)-program. Then the goal \(- \mathcal{d}_w(p)\) succeeds if and only if \(\mathcal{d}_w(p)\) belongs to the least \(T\)-reality satisfying \(P\).

The operator \(T_P\) associated to logic program can be lifted to the present situation with some modifications. The difference is that as we compute new \(D\)-atoms, we also need to add \(D\)-atoms perceived by less perceptive agents.

Specifically, given a \(T\)-program \(P\) define an operator \(S_P\) as the \(T\)-closure of the set

\[
\{ \mathcal{d}_w(p) : \text{There exists } C \in P, C = d_s(q) = d_{u_1}(q_1), \ldots, d_{u_k}(q_k) \text{, and } d_{w_1}(q_1) \in M, \ldots, d_{w_k}(q_k) \in M, w \leq_T s \}.
\]

**Proposition 11.** 1. The operator \(S_P\) is monotone and finitizable.
2. Hence, \(S_P\) possesses the least fixpoint which is equal to \(\bigcup_{s \in \mathbb{N}} S_P^s(\emptyset)\).

Similarly to the case of ordinary logic programs we have the following theorem.

**Theorem 12.** Let \(P\) be a \(T\)-program. Then
1. The least $T$-reality satisfying $P$ coincides with the least fixpoint of $S^P$.
2. The least fixpoint of $S^P$ coincides with the set of $D$-atoms $d_s(p)$ for which the goal -- $d_s(p)$ succeeds.

4.1 Processing the consensus queries

Now, it is clear how we can get a result about processing atomic queries not involving the operator $d_i$ for $T$-programs. Such query to a program $P$ is a query about consensus in the $T$-reality described by the program $P$. To get the answer to such query, say $p$ (where $p$ is an atom), we must check if all $D$-atoms $d_i(p)$ succeed. It turns out that we do not need to check all atoms $d_i(p)$. It follows immediately from the basic property (7) of $T$-realities (see Section 2) that it is enough to check if the queries $d_i(p)$ succeed for all the maximal elements $t$ of $T$. Similarly, if a query $d_s(p)$ fails for every minimal element $s$ of $T$ then the $T$-reality described by our program $P$ satisfies $\neg p$.

At a bigger cost we can now process an arbitrary consensus query. Given a propositional formula $\varphi$, the formula $\varphi$ is satisfied in the least $T$-reality $M_T$ satisfying the program $P$ if and only if all formulas $d_i(\varphi)$ are satisfied in $M_T$. Assume for a moment that $\varphi$ does not contain the implication functor, and that the negation functor appears only in front of expression of the form $d_i(\psi)$. Clearly, the formula $d_i(\varphi)$ is logically equivalent to a set of $D$-clauses. Thus we need to be able to check whether a $D$-clause is satisfied in $M_T$. But such $D$-clause $C$ is satisfied in $M_T$ if and only if one of $D$-literals in $C$ is satisfied in $M_T$. This, together with the above remarks on testing the validity of $D$-literals in $M_T$, gives a method for testing consensus for arbitrary propositional formulas.

Finally, if $\varphi$ does contain implication and unrestricted negation, then, again, we can test the consensus about $\varphi$, but now the cost is bigger. This happens because in the recursive definition of satisfaction we need to consult the perception of less perceptive agents.
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Abstract

We propose to use the logic of only knowing (OL) by Levesque [6] as a unified framework that encompasses various non-monotonic formalisms and logic programming. OL is a modal logic which can be used to formalize an agent's introspective reasoning and to answer epistemic queries to databases. The OL logic allows one to formally express the statement "a is all I know" (in symbols, Oa) and to perform inferencing based on only-knowing, which is very useful for commonsense reasoning. Another nice thing about the OL logic is that it has a clear model-theoretic semantics and a simple proof theory, which is sound for the quantificational case, and both sound and complete for the propositional case.

We establish the relations between OL and various non-monotonic logics (such as default logic, circumscription) and logic programming, thus extending the existing works relating the OL logic with other non-monotonic reasoning formalisms (e.g., Levesque showed [6] that autoepistemic logic can be embedded in OL). This is accomplished by finding the connection between OL and MBNF, the logic of Minimal Belief and Negation as Failure proposed by Lifschitz [8, 9], which is known to have close relationship with logic programming and other non-monotonic logics. Our results show that OL can be used as a unified framework to compare different non-monotonic formalisms based on the same domain.

1. Introduction

In this paper, we investigate the relationship between OL, the logic of only knowing, and default logic, circumscription, and several logic programming languages. We show that circumscription and a substantial class of default logic can be embedded in OL, and that normal logic programs and extended logic programs (with
classical negation) are also included in OL. This is done by connecting OL with the MBNF logic which is known to be a general framework for non-monotonic reasoning. The results in this paper, coupled with existing work relating OL with auto-epistemic logic and using OL to perform epistemic queries, make the case for OL as a unified framework for non-monotonic reasoning.

The logic of only knowing is proposed by Levesque [6]. The motivation for the OL logic is to show that some patterns of non-monotonic reasoning can be captured by using the classical notions of logic (satisfiability, validity, implication). To achieve that, Levesque extends the classical modal logic by formalizing the notion of "only knowing". He argued that in modeling an agent's reasoning about its own belief and knowledge, we need to formalize not only the notion that "\( \phi \) is believed" (in symbols, \( B\phi \)), but also the notion that "\( \phi \) is all that is believed" (in symbols, \( O\phi \)). Thus the OL logic has two modal operators "\( B \)" and "\( O \)". In [6], a model-theoretic semantics is defined for OL and a simple proof theory is established. The proof theory is essentially an extension of proof theory for the weak S5 modal logic (also called K4\( ^- \)). It is both sound and complete for the propositional case, and sound for the quantificational case. The nice thing about the proof theory is that with little more than standard modal logic, we can perform inferencing in OL and epistemic query-answering for non-monotonic databases. It is shown that the notion of only knowing corresponds exactly to the notion of stable expansion in autoepistemic logic (AE logic) by Moore [15] and thus autoepistemic logic can be embedded in OL.

Obviously, with the capability to express the notion of "only knowing", and a clear model-theoretic semantics, as well as a simple proof theory, the OL logic is a very attractive candidate to be a general framework for various forms of non-monotonic reasoning. However, in spite of the previous works on clarifying the relationship between OL logic and other non-monotonic formalisms [4, 6, 10, 12], the picture is still not very clear as to how OL relates with other logics and logic programming languages. In this paper, we attempt to address this issue and thus establish the link between OL and various non-monotonic logics and logic programming. This work will enhance our understanding about the nature of various non-monotonicity captured by different formalisms and it will establish OL logic as a unified framework for non-monotonic reasoning. The OL logic formulas we discuss in this paper are essentially AE logic formulas, and thus this work also clarifies the relationship between AE and other non-monotonic formalisms. As will be seen in Section 4, our approach to the relationship between AE logic and other formalisms (such as default logic and circumscription) is different from the approaches of Konolige [4], Marek and Truszcynski [12], and Lifschitz [10].

There are many recent works relating both AE logic and default logic to various forms of logic programming [2, 3, 16, 18]. Some recent works (e.g, [18]) seem to suggest that AE logic is not suitable for formalizing logic programs with classical negations whose semantics extends the stable model semantics of normal program and that default logic is the right one to do such job. However, we will show in this
paper, that the OL logic (and hence the AE logic) does include the extended logic programs under a simple translation, therefore confirming the suitability of using AE logic to formalize extended forms of logic programming. This result partially overlaps with the more recent work of Lifschitz and Schwarz [11], and that of Marek and Truszczynski [13].

Our approach to the connections between OL and other non-monotonic logics is to relate the OL logic with MBNF, the logic of minimal belief and negation as failure by Lifschitz [8,9]. Lifschitz has shown that MBNF can be used as a general logical framework in the sense that various non-monotonic formalisms such as default logic, circumscription, as well as logic programming, can be embedded in MBNF, and that epistemic query answering can also be cast in the framework of MBNF. In [1], we show that a substantial subclass of MBNF theories can be embedded in OL, which essentially forms the foundation for this paper. The advantage of using OL (instead of MBNF) as a general logical framework is that OL has a simple proof theory while MBNF does not have one.

This paper is organized as follows. In section 2, we will give basic definitions and briefly review OL and MBNF. We briefly restate the result from [1] regarding the OL and MBNF connection in Section 3. The main results will be presented in section 4, in which we establish the relations between OL and default logic, circumscription, and various logic programming systems. In this report, we focus on only the propositional logics (OL, MBNF, default, logic programming, etc.), and we leave the quantificational for future work.

2. Preliminaries

We give the basic definitions and briefly review OL and MBNF in this section. The reader is referred to [6, 8, 9] for detailed discussion about these two logics. In both OL and MBNF, we will deal with propositional languages extended by adding some modal operators ("B" and "O" in OL, "B" and "not" in MBNF). A theory is a finite set of formulas (axioms). A formula is called objective if it does not include any modal operators; it is called subjective if each occurrence of objective formula is within the scope of a modal operator. Objective theories and subjective theories are defined similarly.

The structures which define the truth/falsity of a formula φ in a modal language will be different from those used in defining the truth value of ordinary propositional formulas. Consider a theory Δ in either OL or MBNF and assume \{p_1, p_2, ..., p_n\} are all the proposition symbols occurring in Δ. An interpretation I is a set of atoms (propositions) from \{p_1, p_2, ..., p_n\}. We denote the set of all such interpretations as Ω. Clearly Ω has the cardinality \(2^n\). A structure is of the form (I, S) where I ∈ Ω is an interpretation and S ⊆ Ω is a set of interpretations. Intuitively, I represents the "real world" and S represents the set of "possible worlds" accessible from I. Notice that I need not be a member of S. Essentially, the truth value of a modal formula φ
will be determined at each structure \( (I, S) \). Let \( \Pi \) be the set of all structures and define the order relations "<" and "\( \leq \)" over \( \Pi \) as follows. Let \( (I_1, S_1), (I_2, S_2) \) be structures in \( \Pi \), define \( (I_1, S_1) < (I_2, S_2) \) if \( S_1 \subset S_2 \), define \( (I_1, S_1) \leq (I_2, S_2) \) if \( S_1 \subseteq S_2 \). The logics MBNF and OL will focus on the maximal structures which satisfy a theory in such logics.

### 2.1 The logic of Only Knowing

Levesque developed [6] a modal logic to formulate and infer about an agent's knowledge and belief. We call it the logic of only knowing (OL). A propositional OL language is obtained by adding two modal operators B and O to a propositional language. An OL theory is called basic if it does not contain any occurrence of the O operator. Given a structure \( (I, S) \) and formulas \( \phi \) and \( \psi \) in OL, we have the following truth value definitions:

1. If \( \phi \) is an atom, then \( \phi \) is true in \( (I, S) \) if and only if \( \phi \in I \).
2. \( \neg \phi \) is true in \( (I, S) \) if and only if \( \phi \) is not true in \( (I, S) \).
3. \( \phi \land \psi \) is true in \( (I, S) \) if and only if both \( \phi \) and \( \psi \) are true in \( (I, S) \).
4. \( B\phi \) is true in \( (I, S) \) if and only if for each \( J \in S \), \( \phi \) is true in \( (J, S) \).
5. \( O\phi \) is true in \( (I, S) \) if and only if \( B\phi \) is true in \( (I, S) \) and for any \( J \in \Omega \), \( \phi \) being true in \( (J, S) \) will imply \( J \in S \).

It is clear that for a structure \( (I, S) \), the truth value of an objective formula does not depend on \( S \) and the truth value of a subjective formula does not depend on \( I \). We say \( (I, S) \) satisfies a formula \( \phi \) if \( \phi \) is true in \( (I, S) \). A structure \( (I, S) \) is a model of a theory \( \Delta \) if every formula in \( \Delta \) is satisfied (true) in \( (I, S) \). Later on we can see that the notion of "only knowing" \((O\phi)\) in OL is very much similar to the notion of minimal belief \((B\phi)\) in MBNF. Intuitively, to say \( (I, S) \) satisfies \( O\phi \) means that \( (I, S) \) satisfies \( B\phi \) and that \( S \) is a maximal set of interpretations satisfying \( B\phi \).

### 2.2 Minimal Belief and Negation as Failure

Lifschitz proposed the logic of minimal belief and negation as failure (MBNF) [8, 9]. Here the presentation conforms to [9]. An MBNF language is formed by adding the modal operators "B" and "not" to a propositional language. For example, \( \Delta = (not(p) \rightarrow q, Br \lor B(s \lor not(q))) \) is a theory in MBNF. A formula or a theory is called positive if it does not contain any occurrence of the "not" operator.

The definition of a positive formula \( \phi \) being true in a structure \( (I, S) \) (i.e., \( (I, S) \) satisfies \( \phi \)) is essentially the same as the above (1) - (4) in OL logic. \( (I, S) \) is said to satisfy a positive theory \( \Delta \) if every formula in \( \Delta \) is true in \( (I, S) \). However, \( (I, S) \) is not necessarily a model of \( \Delta \), even if \( (I, S) \) satisfies \( \Delta \). To be a model of a positive theory \( \Delta \), \( (I, S) \) has to be a maximal structure which satisfies \( \Delta \).
To define the notion of a model for a general theory \( \Delta \) in MBNF, a triple of the form \( (I, S_b, S_a) \) is used, where \( I \in \Omega \), \( S_b \subseteq \Omega \) and \( S_a \subseteq \Omega \), \( S_b \) denotes the set of possible worlds used to determine the belief (formulas of the form \( B\phi \)) and \( S_a \) represents the set of worlds used to determine the negation as failure (formulas of the form \( \text{not}(\phi) \)). To be more specific, given a triple \( (I, S_b, S_a) \), and MBNF formulas \( \psi \) and \( \phi \), the definitions of \( \phi, \neg\phi, \phi \land \psi \) and \( B\phi \) being true in \( (I, S_b, S_a) \) are parallel to the (1)-(4) for the case of positive theory, with \( (I, S_b, S_a) \) in place of \( (I, S) \) and \( S_b \) in place of \( S \). In addition, \( \text{not}(\phi) \) is true in \( (I, S_b, S_a) \) if and only if there is \( J \in S_a \) such that \( \neg\phi \) is true in \( (J, S_b, S_a) \).

For a given theory \( \Delta \) and a given set of interpretations \( S \subseteq \Omega \), define \( \Gamma(\Delta, S) \) to be the set of all maximal structures \( (I, S') \) such that every formula in \( \Delta \) is true in \( (I, S') \). A structure \( (I, S) \) is a model of \( \Delta \) if \( (I, S) \in \Gamma(\Delta, S) \), i.e., if \( (I, S) \) satisfies \( \Delta \), and there is no proper superset \( S' \) of \( S \) such that \( (I, S') \) satisfies \( \Delta \) for any \( J \in \Omega \).

For an objective formula \( \psi \), we use \( \text{Mod}(\psi) \) to denote the set of interpretations which (propositionally) satisfy \( \psi \), i.e., \( \text{Mod}(\psi) \) is the set of propositional models of \( \psi \). Consider the positive theory \( \Delta_1 = \{B\psi \lor B\neg\psi \land B\phi \mid \phi \in \Delta \} \). It is not difficult to see that the models of \( \Delta_1 \) are of the form \( (I, \text{Mod}(\psi) \land \text{Mod}(\psi \land \phi)) \) and \( (I, \text{Mod}(\psi) \land \text{Mod}(\psi \land \phi)) \), where \( I \) is any interpretation. For the theory \( \Delta_2 = \{\text{not}(p) \rightarrow q\} \), the models of \( \Delta_2 \) are of the form \( (I, \Omega) \) for any \( I \in \text{Mod}(q) \). The theory \( \Delta_3 = \{\text{not}(p)\} \) has no models.

3. Between OL and MBNF

In this section, we restate the results in [1] connecting OL with MBNF. Given an MBNF or OL theory \( \Delta \) which is a finite set of formulas, we use \( \Delta \) to denote both the set and the conjunction of the formulas in the set. Thus we can talk about the formula (theory) \( \Delta A = \{B\phi \mid \phi \in \Delta \} \) in MBNF or OL. Similarly, for an OL theory \( \Delta \), we use \( \text{OA} \) to denote the formula \( \text{OA} \), where \( \Psi \) is the conjunction of all formulas in \( \Delta \). Note that \( \text{O} \{\phi_1, \phi_2\} = \text{O}[\phi_1 \land \phi_2] \neq \text{O}\phi_1 \land \text{O}\phi_2 \).

For any objective formula \( \psi \), we call formulas \( B\psi \), \( \text{not}(\psi) \), \( O\psi \) and their negations belief literals. Here \( B\phi \) and \( \neg B\phi \) are called B-literals, \( \text{not}(\phi) \) and \( \neg\text{not}(\phi) \) are called not-literals, \( O\psi \) and \( \neg O\psi \) are called O-literals. We call an MBNF theory \( \Delta \) simple if \( \Delta \) is a finite set of clauses each of which consists of a disjunction of belief literals and each is of the form

\[ C: \neg B\phi \lor \text{not}(\psi) \lor B\phi_1 \lor B\phi_2 \lor ... \lor B\phi_n \lor \neg\text{not}(\psi_1) \lor \neg\text{not}(\psi_2) \lor ... \lor \neg\text{not}(\psi_m). \]

\( \Delta \) is said to be \( X \)-simple if \( \Delta \) is simple and for each clause \( C \in \Delta \), the objective formulas \( \psi \) and \( \phi \) are conjunctions of propositional literals. \( \Delta \) is said to be \( B \)-simple if \( \Delta \) is simple and for each clause \( C \in \Delta \), \( C \) does not contain the belief literal of the form \( \neg B\phi \). Note that simple theories are all subjective. The \( X \)-simple and \( B \)-simple classes include the MBNF theories that correspond to various forms of logic programs discussed in [8, 9]. the theories that correspond to circumscription, and the theories that
correspond to a large class of default theories, etc. The following translation embeds classes of \(X\)-simple and \(B\)-simple theories into \(OL\).

**Definition** [1]. (mapping between MBNF and OL). Define the mapping \(\pi\), which maps simple theories in MBNF to OL as follows. Let \(\Delta\) be a simple theory in MBNF. The mapping \(\pi\) maps a belief literal in MBNF to a formula in OL:

\[
\pi : \begin{align*}
B\phi & \rightarrow \phi \land B\phi \\
\neg B\phi & \rightarrow \neg (\phi \land B\phi) \\
\text{not}(\phi) & \rightarrow \neg B\phi \\
\neg \text{not}(\phi) & \rightarrow B\phi
\end{align*}
\]

For a given clause \(C \in \Delta, C = L_1 \lor L_2 \lor \ldots \lor L_k\), the mapping \(\pi\) defines the corresponding formula \(C'\) in OL, which is of the form \(C' = L'_1 \lor \ldots \lor L'_k\) where each \(L'_j\) is obtained from \(L_j\) by applying the mapping \(\pi\). Let the OL theory \(\Delta' = \{C': C \in \Delta\}\). We call \(\Delta'\) the image of \(\Delta\) under \(\pi\).

Note that in the above definition for \(\pi\), the belief literal \(B\phi\) on the left hand side of the "\(-\)" is in MBNF and the formula \(\phi \land B\phi\) on the right hand side is an OL formula. Assume \(\Delta = \{\neg \text{not}(p) \lor Bq, \text{not}(r) \lor \neg Bs\}\). Then the image of \(\Delta\) is \(\Delta' = \{Bp \lor (q \land Bq), \neg Bc \lor \neg Bs \lor \neg s\}\).

**Theorem 1**. [1]. Let \(\Delta\) be an \(X\)-simple or \(B\)-simple MBNF theory and let \(\Delta'\) be its image in the OL logic. Let \(\Delta_{OL}\) be \(\Delta'\) if \((I, S)\) are models of \(\Delta\) otherwise let \(\Delta_{OL}\) be \(\Delta' \land \neg B\phi\). Then a structure \((I, S)\) is an MBNF model of \(\Delta\) if and only if it is an OL model of \(\Delta_{OL}\).

According to Theorem 1, the classes of \(X\)-simple and \(B\)-simple theories can be embedded in OL. In [1], we showed that the detection of whether structures of the form \((I, S)\) are models of \(\Delta\) is decidable, using the resolution method in [5]. Details are omitted here.

### 4. Between OL and Other Logical Formalisms

Once the relationship between OL and MBNF is clarified, we can proceed to clarify the connection of OL with various non-monotonic logics as well as logic programming, since MBNF is known [8, 9] to be closely related to those formalisms.

#### 4.1 Relations to AE logic, Default Logic and Circumscription

The AE logic was originally introduced by Moore [15]. An AE logic theory \(\Delta\) is nothing but a basic theory in OL. (Here we substitute the modal operator "\(\neg\)" in OL for the operator "\(L\)" used in the original definition of AE logic). Such a theory intends to capture an agent's self-knowledge or beliefs. The notion of stable expansion plays a central role in AE logic. Intuitively, a stable expansion \(T\) of an AE
theory A is a meaningful set of beliefs which can be held by a rational agent, who has A as initial assumptions. Given an AE theory A and an AE formula \( \phi \), the inferencing problem in AE logic is whether or not \( \phi \) is in every stable expansion of A. The link between the belief set of a model of OA and a stable expansion of \( \Delta \) (as an AE logic theory) was established by Levesque. Let \( W \subseteq \Omega \) be a set of worlds. The belief set for \( W \) is defined to be \( \text{Belief}(W) = \{ \phi \mid B\phi \text{ is true in OL logic in the structure } <w, W> \text{ for any } w \in W \} \). The following theorem shows that the inferencing problem in AE logic is straightforwardly done in OL logic - \( \phi \) is in every stable expansion of \( \Delta \) if and only if \( OA \vdash B\phi \).

**Theorem [6].** Let \( \Delta \) be an AE logic theory. A set of worlds is a model of \( OA \) if and only if \( \text{Belief}(W) \) is a stable expansion of \( \Delta \).

Default logic defined by Reiter [17] is another important non-monotonic logic. A default logic theory \( \Delta = <F, D> \) is a pair \( F \) and \( D \), where \( F \) is a propositional theory and \( D \) is a set of defaults, each of the form \( \frac{\alpha}{\beta} \). The meaning of the default \( \frac{\alpha}{\beta} \) is informally the following: If \( \alpha \) is provable and \( \beta \) is consistent with what is provable, then infer \( \gamma \). The notion of extension in default logic plays the role similar to that of stable expansion in AE logic. A set of propositional formulas \( E \) is an extension of a default theory \( \Delta \) if \( E \) is a fixed-point of some operator \( \Gamma \).

Clearly, AE logic and default logic are closely related. Konolige made the first effort [4] relating the two together. He defines a translation which maps the default \( \frac{\alpha}{\beta} \) to the AE formula \( B\alpha \land \neg B\neg \beta \rightarrow \gamma \). He showed that under this translation, each extension of the original default theory is the objective part of a stable expansion of the associated AE theory, but the converse may not be true. Marek and Truszczynski [12] improved on Konolige's results and gave a clear characterization between AE logic and default logic. They defined weak extensions of default logic, strong and robust expansions of AE logic, and showed that weak extensions correspond to precisely stable expansions and robust expansions correspond to extensions. Here we take an approach different from both [4] and [12]. We characterize a subclass of default theories and define a slightly different translation such that extensions correspond to exactly stable expansions for the subclass of default theories, under the new translation.

**Definition.** Let \( \Delta = <F, D> \) be a default theory. Define the OL translation of \( \Delta \) to be the theory \( \text{OL}(\Delta) = F \cup D' \), where \( D' = \{ \alpha \land B\alpha \land \neg B\neg \beta \rightarrow \gamma \mid \frac{\alpha}{\beta} \in D \} \).

**Theorem 2.** Let \( \Delta = <F, D> \) be a default theory such that \( F \) is consistent and \( \Delta \) satisfies one of the two conditions:
(1) Each default in D has no prerequisite, i.e., each default is of the form $\frac{\alpha}{\gamma}$.

(2) F is a conjunction of literals, and for each default $\frac{\alpha; \beta}{\gamma} \in D$, $\alpha$ and $\gamma$ are conjunctions of literals.

Let $\text{OL}(\Delta)$ be the OL translation of $\Delta$. Then any set of objective formulas $E$ is an extension of $\Delta$ if and only if $E$ is the objective part of a consistent stable expansion of $\text{OL}(\Delta)$. Consequently, an objective formula $\phi$ is in every extension of $\Delta$ if and only if $B\phi$ is true in every model of $O[\text{OL}(\Delta)]$.

Now we turn to the links between OL and circumscription. Circumscription defined by McCarthy [14] is a formalism for non-monotonic reasoning which is based on the notion of minimal models. Let $A(P)$ be a (consistent) first order theory with predicate symbol $P$ occurring in $A(P)$. The circumscription of $P$ in $A(P)$, denoted as $\text{CIRC}(A(P), P)$ is defined to be the theory whose models are precisely the models of $A(P)$ in which the extension of $P$ is minimized. Lifschitz has shown [8, 9] that for a (first order or propositional) theory $A(P)$, the circumscription of $P$ in $A(P)$, $\text{CIRC}(A(P), P)$, can be captured by the MBNF models of the theory $BA(P) \land (\text{not}(P(x)) \rightarrow B\neg P(x))$. Correspondingly, we have the following result:

**Theorem 3.** Let $A(P)$ be a propositional theory. For any objective formula $\phi$, $\phi$ is true in all models of $\text{CIRC}(A(P), P)$ if and only if $B\phi$ is true in all models of the theory $O[A(P) \land BA(P) \land (\neg BP \rightarrow \neg P \land B \neg P)]$.

### 4.2 Relation to Logic Programming

The relationship between various non-monotonic logics and logic programming has been studied by a number of researchers [2, 3, 16, 18]. The AE logic has been found to have close connection with the stable model semantics of normal programs [2]. It has been found that default logic can also provide a natural interpretation of stable model semantics. However, for the extended logic programs (say, with classical negations as defined by Gelfond and Lifschitz [3]), no existing approach gives a natural interpretation of such programs as AE theories, while there exists interpretation of the extended programs into default theories. Therefore it may appear that default logic (not the AE logic), is the one that "correctly" extends the stable semantics in logic programming to handle classical negation. Our result in this subsection shows, however, AE logic can capture the semantics of extended logic programming. This conclusion concurs with the most recent results of other researchers [11, 13].

For the sake of completeness, we also state in this subsection the (existing) result relating OL logic and stable model semantics. Recall a normal logic program is a finite set of rules of the form " $a \leftarrow b_1, b_2, ..., b_k, \text{not } c_1, \text{not } c_2, ..., \text{not } c_m$ ", where $a$, and each $b_j, c_k$ are all atoms and "not" denotes negation as failure. Define the OL theory $I(P)$ to be the set of formulas obtained by converting each above rule into the
formula "a ← b₁ \land b₂ \land ... \land bₖ \land \neg bᵋ₁ \land ... \land \neg bᵋₙ". For a given program P, we use HB(P) to denote the Herbrand Base of P, i.e., the set of all atoms appearing in P.

**Theorem 4.** Let P be a normal logic program and let I(P) be as defined above. Then a set of atoms M is a stable model of P, if and only if M = Belief(W) \cap HB(P) for a model W of O[I(P)], if and only if M = E \cap HB(P), where E is a stable expansion of I(P).

Gelfond and Lifschitz [3] proposed the extended logic programs to include classical negation in addition to negation as failure in logic programming. An extended program P is a set of extended rules each is of the form

r: l₁ | l₂ | ... | lᵣ ← lᵣ₊₁, lᵣ₊₂, ..., lₖ, not lₖ₊₁, not lₖ₊₂, ..., not lₙ.

Here each lᵢ is a propositional literal and "not" denotes negation as failure. For such extended programs, the notion of an answer-set is defined which forms the semantical foundation for question-answering. An answer-set of a program P is a set of propositional literals defined by a fixed-point operation [3]. Gelfond and Lifschitz showed that the extended disjunctive program can be embedded in default logic. They also indicated that embedding such programs into AE logic seemed to be not so straightforward. In the following, we give a simple, syntactical translation which embeds extended disjunctive logic program to OL logic (and hence to AE logic).

Let P be disjunctive logic program with classical negation. Translate the above extended rule r into the OL formula "l₁ \land B₁ \land l₂ \land B₂ \land ... \land lᵣ \land Bᵣ ← lᵣ₊₁ \land Bᵣ₊₁ \land lᵣ₊₂ \land Bᵣ₊₂ \land ... \land lₖ \land Bₖ \land \neg Bₖ₊₁ \land ... \land \neg Bₙ". Define the OL translation of P to be the theory OL(P) which consists of the all the OL formulas obtained by such translation.

**Theorem 5.** Let P be a disjunctive logic program with classical negation and let OL(P) be the associated OL theory. Then all models of O[OL(P)] are precisely structures of the form \langle w, Mod(ANS) \rangle, where ANS is an answer-set of P.
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Abstract. Although terminological logics as well as temporal reasoning has received considerable attention in the knowledge representation community in the last two years, few attempts have been made to integrate these fields. We study the combination of the temporal logic LITE and a terminological logic to obtain a temporal terminological logic. We emphasize defining a terminological logic (T-LITE) where the extensions of concepts are time-dependent in the following sense: first, the individuals belonging to a concept are appearances of objects in a temporal context; secondly, we allow concepts to be defined in terms of developments of objects. A formal semantics for T-LITE is provided.

1 Introduction

Although terminological logics as well as temporal reasoning has received considerable attention in the knowledge representation community in the last years, few attempts have been made to integrate these fields. We study the combination of LITE (Logic Involving Time and Evolution) semantics and a base terminological logic so as to extend terminological logic with concepts regarding time and evolution.

Terminological logics or concept languages are languages tailored for expressing knowledge about concepts and concept hierarchies. They are usually given a Tarski style declarative semantics (see eg. [Neb90, App A]), which allows them to be seen as sub-languages of predicate logic. One starts with primitive concepts and roles, and can use the language constructs (such as intersection, union, role quantification etc.) to define new concepts and roles. Concepts can be considered as unary predicates which are interpreted as sets of individuals whereas roles are binary predicates which are interpreted as binary relations between individuals. The basic reasoning tasks are unsatisfiability and subsumption checking. A concept is unsatisfiable if it always denotes an empty set. A concept $C$ is subsumed by a concept $D$ if the extension of $C$ is always a subset of the extension of $D$.

* This work is supported by funds from the Swedish Institute for Technical Development, under grant # 8802819P
A whole family of knowledge representation systems have been built using these languages and for most of them complexity results for the subsumption algorithm are known (e.g. KL-ONE[3], BACK[8], CLASSIC [2], KANDOR [9], KRYPTON [4], LOOM [7]).

'LITE' ([11],[12]) on the other hand, is a variation to first-order predicate logic where in particular the notion of object is revised from being an indivisible entity into being a temporal structure of versions. Each object version is then indivisible and unchanged in time, while an object changes in time by taking different appearances.

When approaching the task of mixing terminological logic with time, we observe that the idea of "temporal concept" requires some analysis. On the one hand, a concept may be time-dependent in its extension, i.e. the set of objects satisfying its definition is different at different times. This is the case usually dealt with (e.g. [13]), and it seems to be in some way a "first" or more immediate case.

A concept may also be time-dependent in its definition, whereby we mean that an object is included in or excluded from the concept extension depending on which development the object shows. For instance, the concept 'traffic-light' defined as a light cycling over being\(^2\) green, yellow, and red is such a concept.

The latter kind of concepts seems to potentially extend beyond the idea of concept languages, because the extension of a concept no longer is a set of single objects but more like a set of history fragments involving several objects in some certain development combinations. For instance, the concept of 'chess-game' denotes scenarios involving (at least) two players, a chess board, and chess pieces, where the latter move over the chess board admitting to a small set of specific rules. To cover these kinds of concepts in terms of terminological logic, one has to reify; to introduce abstract objects that denote scenarios.

Finally, a concept may also change in itself, so that its extension changes because its definition changes. For instance the concept of (legally) 'adult' may change by decreasing the required age. This kind of development is probably even more difficult to deal with within terminological logic, since for one thing, it means that subsumption relationships change.

In our study here we use the same base concept language as [13], which formally is a subset of most current terminological logics. However while the focus in [13] is on the ability to express extensional concept changes by using explicit time references, we focus on using more implicit temporal qualifications for object selection in the sense of classification\(^3\). Further we make a start in tackling the second kind of time-dependent concepts, i.e. where an object is included in or excluded from the concept extension depending on which development the object shows. In section 2 we describe the temporal logic LITE. Then we use the LITE semantics to define in section 3 the temporal terminological logic T-LITE. We conclude the paper with an example (section 4) and a discussion (section 5).

---

2 Subject to national variation.

3 It may of course be useful in practice to allow clock metrics, but in our approach, such metric is contained within the data rather than extending the representation language.
2 LITE

The LITE ([12]) logic is a first-order predicate logic with an extension allowing objects to be seen as sets of versions. The syntax of the temporal framework is the normal syntax of first-order predicate logic extended by the use of the temporal operator $\diamondsuit$. In principle, the normal first order logic semantics is also used, but over versions, rather than over objects.

Formally, a structure is a tuple $(Vs, Obj, Col, Rel, Func)$. $Vs$ is the set of distinct individuals that correspond to the appearances or versions of the objects. We have a partial time order between versions. Versions belonging to the same object which are not ordered by the partial time order are said to be parallel versions. $Obj$ is the set of objects. An object is a set of versions. All objects are pairwise disjoint. $Col$ is the set of collections. A collection is a set composed of exactly one version of each object such that all those versions are potentially contemporary (see below). The version of object $x$ in the collection $t$ is denoted by $x@t$. A collection can be seen as a possible time-slice over the objects. $Func$ is the set of functions. A function has its arguments in $Vs$ or $Col$ and its image in $Obj$. $Rel$ is the set of relations. A relation has its arguments in $Vs$ or $Col$.

A formula is interpreted with respect to a structure $S$, a collection $t$ in the structure and a binding $h$ which maps variables to objects and time variables to collections. The principle is to interpret formulas in the classical way with the exception that object references are disambiguated to versions by intersecting the object with the collection $t$.

By revising the notion of object from being an indivisible entity into being a temporal structure of versions, mixed time relations are easily expressed in LITE. A sentence like "Now, I like young Plato but I don't like old Plato" can be expressed in LITE as follows.

$$\forall t : ((\text{Young}(Plato@t) \implies \text{Like}(me@now, Plato@t)) \land$$
$$\text{(Old}(Plato@t) \implies \neg \text{Like}(me@now, Plato@t)))$$

We see that in this sentence three different tenses are at work, indicated by 'now', 'young' and 'old'. With temporal indexing on objects, 'now' qualifies 'I' while 'young' and 'old' are different qualifications for Plato.

Due to the importance of the 'collection' notion, we give the formal definition [12].

**Definition 1.** A set $u$ of one version of each object is a *collection* iff there is no object $z$ whose version $z@u$ in $u$ is succeeded by a version $a$ of $z$ that precedes the version $y@u$ of another object $y$ in $u$.

The time ordering of versions induces an ordering on the collections such that $t_1 \preceq t_2$ for collections $t_1$ and $t_2$ if for all objects $x$: $x@t_1 \preceq x@t_2$. We note that not all collections are related to each other in this way. If $t_1 \not\preceq t_2$ and $t_2 \not\preceq t_1$ then $t_1$ and $t_2$ are regarded as parallel collections. This could for instance represent different possible ways in which the world can have evolved. Let us assume for the example in figure 1 that $t_1 = \{x_1, y_1\}$, $t_2 = \{x_2, y_2\}$ and $t_3 = \{x_3, y_2\}$. 
Then we have \( t_1 \preceq t_2, t_1 \preceq t_3, \) and \( t_2 \) and \( t_3 \) are parallel collections. An interval \([t_1, t_2]\) for \( t_1 \leq t_2 \) is the set of collections \( t \) such that \( t_1 \leq t \leq t_2 \).

Fig. 1. Ordering between collections

In the rest of this paper we sometimes write "an object at time \( t \)" where we actually mean "the version of the object in collection \( t \)."

3 A Temporal Terminological Logic

In our attempt to combine the LITE semantics with terminological logic, we define a term valuation function relative to a structure so that the value of a concept is a set of pairs \((d, t)\) of objects \( d \) and collections \( t \). We call such a pair a pointer which points to the version \( d@t \).

<table>
<thead>
<tr>
<th>Concept Terms</th>
<th>Role Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>concept ::= primitive - concept</td>
<td>role ::= primitive - role</td>
</tr>
<tr>
<td></td>
<td>(and role)</td>
</tr>
<tr>
<td></td>
<td>(and role)</td>
</tr>
<tr>
<td></td>
<td>(domain concept)</td>
</tr>
<tr>
<td></td>
<td>(range concept)</td>
</tr>
<tr>
<td></td>
<td>(occurs role)</td>
</tr>
<tr>
<td></td>
<td>(prevails role)</td>
</tr>
<tr>
<td></td>
<td>(seq role)</td>
</tr>
<tr>
<td></td>
<td>(loop role)</td>
</tr>
</tbody>
</table>

Fig. 2. Definitions of concept and role terms.

A concept term is a term whose value is a set of pointers; namely the pointers satisfying the particular selection conditions of the term. A role term is a term whose value is a set of pointer pairs such that the pairs satisfy the role term definition. Our language accepts the concept and role terms shown in figure 2. Their formal semantics are defined as in figures 3 and 4.
Standard Terms

$D$ is the domain set of all pointers.

c[(and $c_1 \ldots c_n$)] = $\cap_{i=1}^{n} c[c_i]$

c[(all $r$)] = $\{(d, t) \mid \forall d', t' \exists (d', t') \in c[r] \}$

c[(always $c$)] = $\{(d, t) \mid \forall t' \exists (d', t') \in c[r] \}$

c[(sometimes $c$)] = $\{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

c[(atleast $m$)] = $\{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

where $l(d, t, r) = t$ and $l(d', t') = t'$

c[(atmost $m$)] = $\{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

where $l(d, t, r) = t$ and $l(d', t') = t'$

c[(domain $c$)] = $c[c] \times D$

c[(range $c$)] = $D \times c[c]$

Primary Temporal Terms

$\cdot$ $c[(sometimes c)] = \{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(always c)] = \{(d, t) \mid \forall t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(atleast c)] = \{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(sometimes c)] = \{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(always c)] = \{(d, t) \mid \forall t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(atleast c)] = \{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(atmost c)] = \{(d, t) \mid \exists t' \exists (d', t') \in c[r] \}$

$\cdot$ $c[(domain c)] = c[c] \times D$

$\cdot$ $c[(range c)] = D \times c[c]$

Fig. 3. Standard Terms and Primary Temporal Terms.

Secondary Temporal Terms

$\cdot$ $c[(seq r_1 \ldots r_n)] = \{(d, t), (d', t') \mid \exists t_1 \leq \ldots \leq t_n \}$

$\cdot$ $c[(loop r_1 \ldots r_n)] = \{(d, t), (d', t') \mid \exists t > t_1 \leq \ldots \leq t_n \}$

where $q(i) = (i + p \mod n) + 1$ for some constant $p \in \{0, \ldots, n - 1\}$

$\cdot$ $c[(does r)] = \{(d, t) \mid 3t', t''-t \leq t' \exists (d', t') \in c[r] \}$

Fig. 4. Secondary Temporal Terms.

Concepts and roles may also be primitive, in which case their values are directly retrievable in the structure; the concepts as sets of pointers and the roles as sets of pairs of pointers. Intuitively a primitive concept is seen as a property of an object version, and a primitive role is seen as a binary relation between object versions.

The constructs and, all, atleast, and atmost for concepts and and, domain, and range for roles are regarded as standard terms and we aim for definitions which as much as possible follow the standard definitions for these terms. We do introduce however some amount of temporal dependency; e.g. the counting of role fillers implied by atmost and atleast occurs within collections.

Although these standard terms do not seem to be time dependent in the mnemonics of the operators, they really are of course. Consider for example the following term.

(and male (atleast 1 (and child (range female))))

This term selects the males in versions at the times at which they have atleast one daughter. By associating a concept with a set of pointers, we allow a concept to select versions of objects within a temporal context.

In [8] a primitive concept is a concept for which the meaning of the concept can only be partially determined by its description. It seems to serve the same purpose in the sense that all concepts and roles are defined directly or indirectly from the primitive concepts and roles.
The constructs *sometimes*, *always*, *at*, and *when* for concepts and *occurs* and *prevails* for roles are seen as primary temporal terms. They are used for temporal qualifications based on inter-object synchronization.

The constructs (*sometimes c*) and (*always c*) are object selectors, i.e. they select all pointers for a particular object if the object belongs to the concept *c* at some time, or at all times respectively.

The (*at c*) construct is the temporal counterpart of (*sometimes c*). It selects a whole collection whenever some object in that collection satisfies *c*. The *at* term is for example most useful in connection with more explicit collection references, so that e.g. *August-1990* would be a qualification for some collections.

![Diagram of Peter repainting his car.](image)

Fig. 5. Peter repaints his car.

The concept term (*when r c*) is in principle the same as (*all r c*) but with the addition of the constraint that the role filling pointer is synchronized with the collection in which the role is filled. The difference can easily be seen in the following example. Consider an object with the name PETER. Assume then that a particular version of PETER owns a red car that changes to green and he owns no other cars (see figure 5). Then the following terms

(*all owned-car red*)
(*all owned-car green*)

do not select this particular PETER version, whereas the following terms

(*when owned-car red*)
(*when owned-car green*)

select both this particular PETER version although within different temporal context ((*PETER, t₁*) for (*when owned-car red*) and (*PETER, t₂*) for (*when owned-car green*).)

Whereas *sometimes* and *always* are object selectors with respect to concepts, *occurs* and *prevails* are version selectors with respect to roles. They

5 In the sense that it selects collections instead of object.
6 This means that we assume that PETER's appearance does not change when he sees his car changing color.
select all pointers for a particular version as first argument if the version is first argument for the role \( r \) at some time, or at all times respectively. The role term \textit{occurs} extends a contemporary role filling to a contemporary role filling over a whole version. The role term \textit{prevails} selects pairs only if the role holds for the whole version of the pointer which is first argument.

For the example in figure 5 both of the following terms

\[(\text{prevails owned-car})\]
\[(\text{occurs owned-car})\]

select \( \langle \{\text{PETER}, t_1\}, \{\text{CAR}, t_1\} \rangle \) and \( \langle \{\text{PETER}, t_2\}, \{\text{CAR}, t_2\} \rangle \).

For the example in figure 6, (\textit{prevails owned-car}) does not select any pointer pair. On the other hand (\textit{occurs owned-car}) extends the role to the whole version and selects \( \langle \{\text{PETER}, t_1\}, \{\text{CAR}, t_1\} \rangle \) as well as \( \langle \{\text{PETER}, t_2\}, \{\text{CAR}, t_2\} \rangle \).

Finally the constructs \textit{does} for concepts and \textit{seq} and \textit{loop} for roles are introduced as secondary temporal terms allowing for temporal qualification based on intra object synchronization, i.e. object development. These operators might also be called plan forming operators.

The concept term \textit{does} transforms a succession role into a selection of all the pointers over which the development appears. The outcome of a \textit{seq} term is the transition from the first to the last object versions between which the indicated development appears. An object changing color from green to yellow to red in succession could for instance be defined by the following term:

\[(\text{seq (domain green) (domain yellow) (domain red)})\]

Informally, the \textit{loop} construct recognizes a recurrent development corresponding to a succession of equal sequences.

4 Example

By this example we illustrate two specific issues in using T LITE. One thing is the ability to recognize and classify objects by means of their development in time. The other thing is the ability to recognize and classify a compound scenario by
means of how the developments of components are synchronized. Both of these are issues that emphasize the temporal aspects in a scenario classification.

An intuitively simple kind of object recognized and classified through its development is a traffic light. Informally, a traffic light is a light which continuously changes color from green to yellow to red to green. This can be formulated in T-LITE as follows. (We use ::= as a definition symbol.)

\[
\text{traffic-light} ::= (\text{and} \ \text{light} \ (\text{always} \ (\text{does} \ (\text{loop} \ (\text{domain} \ \text{green})
\quad (\text{domain} \ \text{yellow})
\quad (\text{domain} \ \text{red})))))
\]

Traffic lights are posted at the entries to an intersection so that some few lanes are controlled by each light. The intersection as a whole can then be classified through the synchronized behavior of the lights. We call an intersection ‘safe’ if the lights are synchronized so that crossing lanes never show green at the same time.

We introduce a ‘conflict point’ as an object being related to two or more lanes, that each is controlled by a traffic light. The conflict point is ‘resolved’ when there is at most one lane whose signal is green at any one time. We obtain the following:

\[
\text{resolved-point} ::= (\text{and} \ \text{conflict-point}
\quad (\text{atmost} \ 1 \ (\text{occurs} \ (\text{and} \ \text{lane} \ (\text{range} \ (\text{when} \ \text{signal} \ \text{green})))))))
\]

The appearance of the occurs term forces the cycling of green signals to be represented in the development of the resolved point. Only one lane is allowed to have a green signal per resolved point object version. Without this occurs term resolved points whose development are unrelated with respect to the green light signaling, are allowed.

A safe intersection is then defined as follows:

\[
\text{safe-intersection} ::= (\text{and} \ \text{intersection} \ (\text{all} \ \text{crossing} \ (\text{always} \ \text{resolved-point})))
\]

We note that (\text{always} \ \text{resolved-point}) stresses the fact that every version of the resolved point object is classified as a resolved-point. Without the \text{always} the intersection might have been safe only sometimes, which is not our intention.

5 Discussion

An important part of a terminological logic is a subsumption algorithm - ideally sound, complete and tractable, although this ideal must usually be compromised ([8]). However, similarly to Schmiedel ([13]), we do at this point not have a subsumption algorithm. In this report, we have concentrated on extending the syntax and semantics of a basic terminological logic to include temporal information about changing extensions of an object and concepts defined in terms of development of objects. Subsumption algorithms for T-LITE can essentially use
the algorithms for our non-temporal base language for the standard terms. This is clear as except for the extra synchronization in at least and at most, we have a one to one mapping between the terms in the base language and the standard terms by using pointers as individuals. For the temporal terms we observe that our semantics give the intended subsumption relations. For instance, (always c) is subsumed by (sometimes c) and c. Also (all r c) is subsumed by (when r c) and (seq r1 ... rn) is subsumed by (loop r1 ... rn). Also similarly to Schmiedel ([13]), we do not expect complete and tractable subsumption algorithms. We may be content however with a tractable but incomplete algorithm, or with a complete algorithm with good average behavior. Further, [10] for instance, shows that a subsumption algorithm which is not complete with respect to standard semantics, may well be complete with respect to a weakened semantics.

Schmiedel's work [13] is based on Allen's interval calculus [1] as temporal framework. Concepts are associated with functions from an interval based time domain to sets of individuals. Roles are associated with functions from this interval based time domain to sets of pairs of individuals. (This means that the extension of a concept can change over time.) The use of Allen's interval calculus in defining Schmiedel's standard semantics, implies that if we know that a concept or relation holds over an interval we do not have automatically any information regarding whether the concept or role holds during any sub-interval. This problem can be solved by allowing to associate with a concept or role Shoham's hereditary properties [14]. In our approach we define concepts and roles using pointers, i.e. objects at a specific time where the specificity directly relates to object change. One advantage is that we have exploited LITE's ability to express mixed temporal relations. Therefore roles are allowed to relate objects in different temporal contexts. Further in our approach it is the structure itself which tells us whether we can conclude information about sub-intervals.

The secondary temporal terms have some resemblance with the use of the plan description forming operators of Devanbu and Litman [5]. Their system CLASP is used to describe and classify plans. Their 'plan description forming operators' include a SEQUENCE and LOOP operator. For instance

\[(\text{SEQUENCE } a \ b \ c)\]

represents a compound plan consisting of a sequence of a plan of type \(a\), a plan of type \(b\) and a plan of type \(c\). Our seq operator works on roles. A plan could be seen as a transition function between collections (and therefore a role where a pointer in one collection is associated with a pointer in the other collection involving the same object).

\[(\text{seq } a \ b \ c)\]

would then represent all the instantiations of the compound plan as a transition function.

Recurrence is a crucial element of our common-sense notion of time. As Koomen [6] expresses:
From our earliest days we learn to perceive time as a result of two important cognitive abilities: the awareness of change in the world around us, and the ability to detect regularities in that change. Without change there is no awareness of anything, and without regularities there is awareness of chaos only.

However little work has been done on this topic. In [6] a first order axiomatization based on Allen's interval calculus [1] is proposed to reason about recurrence. By using the LITE semantics and our plan formation operators, we have made a first step in introducing reasoning about recurrence in terminological logics.
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1. Introduction

Knowledge has many components. Data, constraints, queries, rules and transactions all have to be specified and designed, stored and organized for efficient retrieval, and implemented and executed when necessary. Data is the simplest and most thoroughly studied component of knowledge. In large quantities, storage and retrieval of all components of knowledge are problematic except data. Rule based systems for example, have no efficient way of organizing a large number of rules on secondary storage devices, and many require all rules to be in the main memory. Moreover, searches through a large number of rules to find matches or inconsistencies are often sequential since no efficient indexing or modeling capabilities exist [10, 12].

Data is the only component of knowledge, that can be designed by end users, using a simple data model consisting of flat files. All other components need to be specified and designed as procedures or as logical statements, both of which require professionally trained personnel such as analysts or knowledge engineers. Data is the only component of knowledge that can be organized and structured for efficient retrieval from secondary storage devices. Moreover, all such structuring has been automated by database management systems, relieving the users from the task of designing and optimizing each individual system separately. Finally, execution of requests for data has been studied extensively, with a heavy emphasis on optimization of such requests, while such optimization is in its infancy for all other components [2, 4, 13].
Since data is the only component of knowledge that is well understood and successfully studied, representing all components of knowledge as data has significant and immediate potential in alleviating all the aforementioned problems. Most components of knowledge can be represented in terms of examples; and examples are data. As such they can be stored and structured for efficient retrieval as data. Their execution often reduces to data comparison, which is simpler than procedural execution, and much simpler than general inferencing with rules. Lastly, examples are much more intuitive for end users to understand and specify correctly than many end user languages. In the following sections major components of knowledge will be expressed as example data, and studied as data [11, 16].

2. Constraints

Database constraints are logical statements that have to be obeyed by the data at all times [1, 2, 8, 15]. We restrict ourselves to first order logic, and a closed world database where all facts not in the database are assumed false. Constraints are critical in policing the database and weeding out incorrect and inconsistent data. They are usually implemented as procedures to be executed against the database, and after each modification to the database. However, they slow down the database maintenance process considerably, and in realistic large numbers they can bring the system operations to a complete halt. Consequently, their execution is often delayed and done in batches, leading to long periods of time when the correctness and the consistency of the database cannot be guaranteed. The inefficiency of database constraints emanates from three sources:
a. The inherent difficulty of executing these complex procedures against large databases [15].

b. The need to check all constraints for every modification to the database, since there is no efficient method to structure and organize the constraints so that only a small number of relevant constraints could be identified and retrieved for testing after each database modification. The attempts to ameliorate this problem produced minor improvements. One approach involves clustering constraints with respect to the files they reference, since a transaction involving a file F can only impact the constraints that reference F [10]. Another approach involves declarative specification of constraints, and theorem proving techniques to locate the constraints that may match a term of the transaction. This approach requires all constraints to be brought into the main memory and tested for matching terms, since there is no effective storage structure for constraints to accomplish the term matching directly on the secondary storage devices [6, 14].

c. The difficulty of maintaining the constraints themselves as they change over time, since their semantics is buried within procedures, and often they can only be changed by completely rewriting them. This problem is partially overcome by declarative specification of constraints; however, both declarative specifications and procedures have to be stored as text, and
identifying and retrieving the constraints affected by a change in requirements is still a significant problem [5, 14].

Expressing constraints as example data attacks all three problems simultaneously. Examples are intuitive to end users and can be specified easily without extensive professional help; examples can be stored as data, structured into database files, and retrieved efficiently; and finally they can be enforced efficiently since enforcement reduces to data comparison between constraints as example data and the database.

Constraints can be expressed as example data that violate the integrity of the database. Given the following relational database for a university environment:

STUDENT (name, dept.)
COURSE (course#, dept.)
REG (name, course#)

containing the names and departments of students, course#, and departments of courses, and courses registered for by each student. Also given are the following database constraints:

Cl: The students who take CS100 also take CS200.
C2: All CS students take all CS courses.

They can be expressed as examples violating the database as follows:

Cl: A student x takes CS100 but not CS200.
REG(x, CS100), -REG(x, CS200)

C2: There is a CS student x who does not take a CS course y.
STUDENT(x, CS), COURSE(y, CS), -REG(x,y)
Clearly, variables such as $x$ and $y$ stand for unknown data items that would violate the integrity of the database if any data item existed to take their place.

Once the constraints are expressed as example data, they can be placed in a constraint base. The constraint base contains the same files and the same structure as the database except for a constraint# field attached to each file. Constraint# field contains a unique identifier for each constraint. The constraint base also contains negative files such as -REG; however, these negative files can be included in the positive files such as REG by merely attaching a negative sign to the constraint# of those negative records. The constraint base for the above constraints is shown below where the constraint# field is separated only for visual appeal:

<table>
<thead>
<tr>
<th>constraint#</th>
<th>name</th>
<th>dept</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$x$</td>
<td>CS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>STUDENT</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>constraint#</th>
<th>course#</th>
<th>dept</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$y$</td>
<td>CS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>COURSE</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>constraint#</th>
<th>name</th>
<th>course#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x$</td>
<td>CS100</td>
</tr>
<tr>
<td>-1</td>
<td>$x$</td>
<td>CS200</td>
</tr>
<tr>
<td>-2</td>
<td>$x$</td>
<td>$y$</td>
</tr>
<tr>
<td>REG</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
In this constraint base environment, locating and retrieving the constraints relevant to a particular database transaction is a simple database operation. One only needs to search for the constraints that match the data records involved. The only assumption needed for matching is that the variables (such as x) match all constants. In a file with m attributes and n records and assuming a binary search for each attribute, at most mlog2n records need to be checked to find a match. This number is much smaller than mn/2 checks on average, required by a sequential search, and can be improved even further by utilizing a multiattribute search technique.

Example: A transaction involving STUDENT(SMITH, CS) can only effect the constraint2 since it matches only the student record STUDENT(x, CS). A transaction involving REG(SMITH, CS100) may effect constraints 1 and 2, since it matches the REG records REG(x, CS100) and REG(x,y).

The execution of constraints involves comparing the constraint base to the database to find a match indicating a violation of the database integrity. The violations can be detected by creating a violation file V for each constraint where V contains a column for each variable in the constraint, a positive record for each match between the positive records of the constraint base and the database; and a negative record for each match between the negative records of the constraint base and the database. Subtracting negative records from the positive records leaves only the violations in the V file. Each record in the V file is a violation of the database integrity.
Example: Given the following university database:

\[
\begin{array}{cccc}
\text{SMITH} & \text{CS} \\
\text{JONES} & \text{CS} \\
\end{array}
\]

\[
\begin{array}{cccc}
\text{CS100} & \text{CS} \\
\text{CS200} & \text{CS} \\
\end{array}
\]

STUDENT | COURSE

\[
\begin{array}{cccc}
\text{SMITH} & \text{CS100} \\
\text{SMITH} & \text{CS200} \\
\text{JONES} & \text{CS100} \\
\end{array}
\]

REG

Constraint CI is REG(x, CS100), -REG(x, CS200) The corresponding V1 is:

\[
\begin{array}{cccc}
\begin{array}{cccc}
1 & \text{SMITH} \\
1 & \text{JONES} \\
-1 & \text{SMITH} \\
\end{array} & \begin{array}{cccc}
1 & \text{JONES} \\
\end{array} \\
\end{array}
\]

V1
since \( \text{REG}(x, \text{CS}100) \) matches in the database \( \text{REG}(	ext{SMITH}, \text{CS}100) \) and \( \text{REG}(	ext{JONES}, \text{CS}100) \), and \( -\text{REG}(x, \text{CS}200) \) matches in the database the record \( \text{REG}(	ext{SMITH}, \text{CS}200) \). Subtracting the negative records from the positive records, we get JONES. Intuitively, JONES is a violation of C1 since he takes CS100 but not CS200.

Similarly, constraint2 is \( \text{STUDENT}(x, \text{CS}), \text{COURSE}(y, \text{CS}), -\text{REG}(x, y) \). The corresponding \( V2 \) is:

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>y</td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td>2</td>
<td>SMITH</td>
<td>2</td>
<td>JONES</td>
</tr>
<tr>
<td>2</td>
<td>SMITH</td>
<td>2</td>
<td>SMITH</td>
</tr>
<tr>
<td>2</td>
<td>JONES</td>
<td>2</td>
<td>JONES</td>
</tr>
<tr>
<td>2</td>
<td>JONES</td>
<td>2</td>
<td>JONES</td>
</tr>
<tr>
<td>-2</td>
<td>SMITH</td>
<td>-2</td>
<td>SMITH</td>
</tr>
<tr>
<td>-2</td>
<td>SMITH</td>
<td>-2</td>
<td>SMITH</td>
</tr>
<tr>
<td>-2</td>
<td>JONES</td>
<td>-2</td>
<td>JONES</td>
</tr>
<tr>
<td></td>
<td>CS100</td>
<td></td>
<td>CS100</td>
</tr>
</tbody>
</table>

since \( \text{STUDENT}(x, \text{CS}) \) matches \( \text{STUDENT}(	ext{SMITH}, \text{CS}) \) and \( \text{STUDENT}(	ext{JONES}, \text{CS}) \), and \( \text{COURSE}(y, \text{CS}) \) matches the records \( \text{COURSE}(	ext{CS}100, \text{CS}) \) and \( \text{COURSE}(	ext{CS}200, \text{CS}) \), and \( -\text{REG}(x,y) \) matches all the records in \( \text{REG} \). Subtracting the negative records from the positive ones we get JONES CS200. Intuitively
JONES CS200 is a violation of C2 since JONES is a CS student but fails to take a
CS course, namely CS200.

In general, not all constraints need to be checked for every transaction.
Integrity can be maintained incrementally, by assuming integrity before a
transaction, and ensuring that the transaction does not violate it. Integrity
maintenance then involves two separate tasks.

a. The identification and retrieval of relevant constraints for each
transaction.

b. The execution of those constraints against the database to detect
possible integrity violations. Moreover, the execution does not
need to involve the whole database, and the identification and
retrieval of the relevant portion of the database is another possible
source of efficiency.

Both insertions and deletions of records into the database can be handled by
merely matching the records involved against the constraint base, identifying the
constraints involved. The only additional assumption is that the insertions are
required to match only the positive records, and deletions match only the negative
records. Once the relevant constraints are identified, a V file is created for each to
detect violations. The database is also restricted only to the data records involved.

Example: Given the constraints:

C1: REG(x, CS100), -REG(x, CS200)

C2: STUDENT(x, CS), COURSE(y, CS), -REG(x,y)
Insertion into REG file the record REG(DOE, CS200) fails to match any constraint records since the only records that match CS200 are negative ones. Consequently, no violations can occur. No further checks are necessary. Similarly, deleting from the STUDENT file the record (SMITH, CS) can cause no violations since -STUDENT(SMITH, CS) fails to match any constraint records. On the other hand, inserting into STUDENT the record STUDENT(DOE, CS) will cause a match with STUDENT(x, CS), and hence the constraint C2 may be violated. Restricting x=DOE, and forming V2:

\[
\begin{array}{c|c}
  x & y \\
  \hline
  2 & DOE  & CS100 \\
  2 & DOE  & CS200 \\
\end{array}
\]

V2

which indicates a violation. Intuitively, the violation follows from the fact that all CS students have to take all CS courses. DOE is a CS student, but takes neither CS 100 nor CS200. Note that V2 is a restricted V file. It does not need to be fully developed for a given transaction, but it is restricted to the matches found, x=DOE in this case, resulting in a very efficient enforcement algorithm.
Similarly, deleting the record REG(SMITH, CS100) may violate the constraint C2, since \(-\text{REG(SMITH, CS100)}\) matches \(-\text{REG}(x, y)\). Restricting \(x=\text{SMITH}\) and \(y=\text{CS100}\), and developing V2:

\[
\begin{array}{cc}
  x & y \\
  2 & \text{SMITH} & \text{CS100}
\end{array}
\]

V2 does not contain a record \(-2(\text{SMITH, CS100})\) since it has been deleted, and hence a violation results. The violation follows intuitively from the fact that a CS student (SMITH) fails to take a CS course (CS100).

3. Extensions

In the general case, a constraint language requires the power of first order logic, and that power can be acquired by extending the constraint base with negative variables such as \(-x\) meaning "no such \(x\" [7]. These constraints are less frequent in real life databases, however the constraint base can be extended to handle them for theoretical completeness.
Example: The following constraints indicate a violation of the database integrity if:

C3: There is a CS student taking no courses.

\[ \text{STUDENT}(x, \text{CS}), \text{REG}(x, -y) \]

C4: Every CS student takes at least one course (i.e. let \( x \) be a student taking no CS courses; there is no such CS student).

\[ \text{STUDENT}(\neg x, \text{CS}), \text{REG}(x, -y) \]

Such general constraints can easily be stored in a constraint base. The only additional requirement is the storage of negative variables. The constraint base containing C3 and C4 is shown below:

\[
\begin{array}{c|c}
3 & x & \text{CS} \\
4 & \neg x & \text{CS} \\
\end{array}
\]

\[
\begin{array}{c|c}
3 & x & -y \\
4 & x & -y \\
\end{array}
\]

\text{STUDENT} \\
\text{REG}
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Abstract

In the coming decade, high-speed network computing using processors that are orders of magnitude faster than the platforms available today, will enable the integration and coalescing of vast amounts of information stored in diverse databases. This will provide unprecedented new opportunities for acquiring new knowledge by applying various inferential processes against such massive databases. Meeting this challenge requires significant advances in our understanding of how to build efficient, high-performance knowledge-base systems targeted to run on a variety of parallel and distributed hardware architectures.

We address these concerns in the context of the PARADISER distributed rule processing system. We present an approach that combines statically computed restrictions on rule programs to partition the workload of rule evaluation among an arbitrary number of processing sites, and dynamic load balancing protocols that update and reorganize the distribution of workload at runtime. Finally, we analyze the dynamic load balancing protocols in terms of efficiency and scalability criteria.

1 Introduction

In the PARADISER (PARAllel and DIstributed Environment for Rules) project, we are developing a complete database rule processing environment for expert database construction in a parallel and distributed setting. PARULEL (PARallel RULE Language), the kernel language supported by this environment, has set-oriented execution semantics. It provides language features that support negation, aggregation, external functions, objects, and flexible control structures for manipulating large amounts of disk-resident data. It computes in cycles, consisting of match, programmable conflict resolution, and fire phases. PARADISER provides the infrastructure that allows PARULEL programs to be compiled.

*This work has been supported in part by the New York State Science and Technology Foundation through the Center for Advanced Technology under contract NYSSFC/01207901, and in part by NSF CISE grant CDA-90-24738.
distributed, and evaluated efficiently [Stolfo et al., 1991; Dewan et al., 1992; Wolfson et al., 1991]. Our earlier experiences on the DADO project [Stolfo, 1984; Stolfo et al., 1985] showed that under various schemes for evaluating rules in parallel, there is a large variance in runtime for the various distributed tasks. This issue has not had much treatment in the literature on parallel processing of rule programs. This paper is concerned with the details of the distributed evaluation schemes in PARADISER, and associated static and dynamic load balancing protocols.

The processing of a set of rules in a distributed expert database system may be either asynchronous or synchronous. In the asynchronous model, the sites may be viewed as independent threads of execution. When a thread interferes with another thread by removing facts used by it at an earlier inference cycle, the competing threads must be synchronized to maintain consistent operation [Dewan et al., 1992; Wolfson et al., 1991]. We have previously shown that this may be very expensive in the general case [Ohse et al., 1993]. To avoid these problems, PARADISER synchronizes the sites at each cycle boundary, exchanging new information as needed 1. Another key design decision involves whether to use a replicated or a distributed (fragmented) database. While a distributed evaluation scheme should ideally use a distributed database, this may place very high demands on the underlying communication channels due to the reorganization of the distributed database for load balancing among the sites at runtime. Moreover, the key problems can be studied in either situation. Thus, for simplicity, the current implementation uses a fully replicated database. We have, however, made substantial progress toward accommodating distributed databases, details of which constitute the subject matter of a separate report [Dewan and Stolfo, 1993].

In PARADISER, copy-and-constrain [Stolfo et al., 1985] is used for both compile-time workload distribution, as well as reorganizing the distributed computation at runtime for balanced operation. Program replicas are produced that are constrained to match smaller, disjoint subsets of the original database, reducing processing effort at each site. To alleviate the inefficiencies introduced by synchronous operation, we seek to minimize the variance in runtime among the sites at each cycle. This is achieved by keeping statistics on the distribution of data in the base relations. Initially, we partition the workload evenly by copying and constraining program replicas by using "restriction predicates", or simply "restrictions", attached to the rules. Each rule in a program replica contains a restriction on an attribute of some relation appearing on its left hand side. This attribute is called the restriction attribute (RA) for the rule. The restrictions limit the amount of data inspected by each rule, and hence by the entire program replica. The Isowright Copy-and-Constrain (ICC) algorithm, outlined in Section 4.1, makes use of compile-time statistics to derive initial restrictions for the rules. At runtime, adjustments are made to the restrictions so that they exhibit balanced operation on subsequent cycles when the initial processing allocation fails to attain a balanced load. This is achieved via the Dynamic

---

1The updates are performed using a lazy protocol, making this apparent barrier synchronization point non-strict.
Restriction Adjustment (DRA) algorithm, which is outlined in Section 1.2.

The DRA algorithm is applied as part of a dynamic load balancing (DLB) protocol for detecting and correcting an unbalanced system. This particular DLB protocol for detecting imbalance and the DRA algorithm for correcting it constitute overhead not paid in the sequential case. The former of these sources deserves attention in that as the number of sites is scaled up, the communication costs for determining imbalance of the ensemble can display fast growth and may dominate the overhead costs. Thus, the choice of DLB protocol is crucial for minimizing this overhead.

We compare various DLB protocols by analyzing their "iso-efficiency" functions. Iso-efficiency is a formalism proposed in [Kumar and Rao, 1987], and further studied in [Kumar et al., 1991], that provides a measure of scalability of an algorithm-architecture combination. The iso-efficiency analysis reported here is guiding our design decisions in the PARADISER environment.

The rest of this paper is organized as follows. Section 2 contains basic definitions. Section 3 discusses the copy-and-constrain technique and presents heuristics for choosing restriction attributes. In Section 4, we outline the ICC and DRA algorithms for database partitioning and provide an example of their application. Section 5 introduces a collection of dynamic load balancing protocols. A framework for analyzing these protocols is given in Section 6, and analysis of the protocols is given in Section 7.

2 Basic Definitions and Terminology

Rule-based expert systems typically follow the Production System (PS) model, consisting of a set of rules and a database of facts (working memory or WM). A rule consists of a left hand side (LHS), which is a conjunction of condition elements or "patterns" that may match elements of the WM. The right hand side (RHS) of a rule consists of actions that modify the database. The actions may be performed if the LHS is satisfied, thus producing a rule instance. The operational semantics of conventional rule languages such as OPS5 calls for the selection of a single instance from the set of instances by applying some selection strategy, also known as the conflict resolution method, and executing the actions associated with that instance. This procedure is carried out in a cycle consisting of the well-known match-select-act phases, until a predefined termination condition (usually a fixpoint) is reached. In the relational model, WM can be viewed as a relational database, and both the LHS and RHS of rules may be expressed as database queries. To the extent that the relational model can be mapped onto databases formed from collections of persistent objects, the same ideas apply to object-oriented databases as well. The LHS translates into joins and selections over the corresponding relations of the database that map the working memory in question [Hanson and Widom, 1992].

In rule-based systems, the stored facts define the extensional database (EDB), while the rules define the "derived" or intensional database (IDB). The IDB may be regarded as a view on the database, and this view can be either computed dynamically as needed, or stored in some fashion. The rules may refer
to any combination of EDB or IDB relations. In our work, "knowledge-base systems" refer loosely to systems consisting of a rule-based program together with an underlying database of facts about the domain. The rules encode domain knowledge, and a well-defined operational semantics enables inference of new knowledge (the IDB) from the existing body of facts (the EDB).

3 Load Distribution by Copy-and-Constrain

In PARADISE, workload is distributed by dividing the effort involved in rule matching among the processing sites through the use of the copy-and-constrain paradigm [Stolfo et al., 1985; Wolsten and Ozeri, 1990]. In practice, rules are replicated with additional constraints attached to each copy. Such restricted rules can be matched in parallel, thus providing a speedup [Stolfo et al., 1985; Pasik, 1987]. To illustrate, let rule \( r \) be:

\[
r : C_1 \land C_2 \land \ldots \land C_n \rightarrow \text{At}_1, \ldots, \text{At}_m \quad n, m \geq 1
\]

where the \( C_i, i = 1 \ldots n \) are conditions selecting a subset of WM, and \( \text{At}_j, j = 1 \ldots m \) is a set of \( m \) actions (updates to the database). Let \( R(C_i) \) denote the tuples selected by \( C_i \). The work, \( W(r) \), to process \( r \) is bounded by the size of the cross product of the tuples selected on the LHS of \( r \):

\[
W(r) \leq |R(C_1)| \times |R(C_2)| \times \ldots \times |R(C_n)|
\]

Suppose we choose to copy-and-constrain rule \( r \) on condition \( C_i \) to produce \( k \) new conditions \( \{C_{i}^{1}, C_{i}^{2}, \ldots, C_{i}^{k}\} \), and \( k \) new replicas of \( r \), \( \{r^{1}, r^{2}, \ldots, r^{k}\} \), where each replica has \( C_{i}^{l} \) replaced by \( C_{i}^{l}, l = 1 \ldots k \), on the LHS. If the new conditions are chosen such that \( |R(C_{i}^{l})| \approx \frac{|R(C_{i})|}{k}, l = 1 \ldots k \), \( \bigcap_{l=1}^{k} R(C_{i}^{l}) = \emptyset \), and \( \bigcup_{l=1}^{k} R(C_{i}^{l}) = R(C_i) \), then

\[
W(r^1) \approx \cdots \approx W(r^k) \approx |R(C_1)| \times \ldots \times \left( \frac{|R(C_{i})|}{k} \right) \times \ldots \times |R(C_n)| \approx \frac{W(r)}{k}
\]

For appropriately chosen conditions, each of the \( k \) replicas require \( \frac{1}{k} \) th the amount of work as the original rule \( r \) to process, forming the same set of instantiations. If the replicas are processed in parallel, the evaluation of \( r \) has been sped up by a factor of \( k \).

3.1 Specifying Constraints

Four principal methods may be used for deriving constraints (the \( C_i \) in our previous example) to restrict the data matched by a rule under the copy-and-constrain paradigm. In the first case, if a free variable \( x \) in a rule condition corresponds to the restriction attribute (RA), and \( x \) takes values from a finite enumerable set of constants \( D \), we may construct the replicas by restricting \( x \) to subsets of \( D \). Secondly, if there is an easily computable hash function on the RA, we can apply hash partitioning. The third method applies if the RA has a
totally ordered domain. We can then simply divide the range of the RA directly into disjoint subranges. The fourth scheme, which generalizes the preceding three, is based upon data clustering. Here, a rule is constrained by restricting it to fragments of a base relation \( R \). The fragments are constructed on the basis of a distance metric defined for the tuples of \( R \) by forming minimum distance clusters around several central tuples. For simplicity, we restrict our discussion in this paper to the case where the RA draws its values from an ordered set, either directly or through a simple mapping, allowing restrictions to be expressed as simple arithmetic predicates. However, the techniques we develop carry over to the general case as well.

### 3.2 Heuristics for Choosing Restriction Attributes

To balance the load of distributed rule processing, we need to estimate the amount of computation required to execute a rule program against a particular database. However, the database in question may not be known at compile time. For example, the IDB distribution is not known initially. In special cases, it may be possible to estimate the size of the IDB. See [Wolff et al., 1993]. Moreover, the EDB relations often cannot be exhaustively analyzed, since they may be very large. This suggests a heuristic approach for choosing RAs. The heuristic process we use for identifying the RA for a rule \( r \) proceeds in two phases. In the first phase, a set of possible RAs, called the RA Candidate Set, is identified. Suitable RA candidates are determined on the basis of the degree of uniformity of the distribution of the attribute value, as well as the size of the underlying relation. In the second phase, the candidate set is reduced to a single chosen restriction attribute. Space limitations do not permit a full description of the process in this paper. The reader is encouraged to see [Dewan and Stolfo, 1993] for details.

### 4 Dynamic Reorganization in PARADISER

In PARADISER, statistics kept in system catalogs play a key role in workload partitioning for distributed evaluation of general rule programs. The catalogs maintain the frequency distribution of tuples according to the value of the RA for a given relation. This is called the discrete frequency distribution (DFD), and is maintained as a discrete histogram. The DFD can be used to derive restriction predicates that select a subset of the tuples of a relation according to any desired workload schedule, called loading weights. A sophisticated facility creates the DFDs at compile time, and automatically maintains them using triggers as the database changes at runtime.

#### 4.1 The Isoweight Copy-and-Constrain (ICC) Algorithm

The procedure for deriving restrictions is to compute subranges such that each subrange contains a desired fraction of the total number of tuples of the relation from which the restriction attribute is drawn. This uses a technique called
Weighted Range Splitting (WRS). WRS computes subranges so that the number of tuples with respect to the DFD in each subrange is proportional to the corresponding desired loading weight. Given the loading weights \( \eta_i, i = 1 \rightarrow P \) for a set of \( P \) processors, these subranges can be computed with a single scan of a data structure that contains the DFD. In ICC, the loading weights are initially chosen to be all equal, i.e., \( \eta_i = \frac{1}{P}, i = 1 \rightarrow P \). In contrast, DRA adjusts these weights dynamically by observing the performance of individual processing sites during system operation.

4.2 The Dynamic Restriction Adjustment (DRA) Algorithm

A dynamic load-balancing protocol may consider all the sites in the ensemble of processors, or independent groups of sites from the ensemble. In general, a particular protocol may divide the ensemble into one or more groups prior to applying the strategies it encodes. Here, we outline the DRA algorithm, which computes the adjustments to the restriction predicates attached to the rules of the program versions in a group. The adjustment of the restriction predicate on a particular rule version \( r_k \) of some rule \( r \) at a site \( S \) is initiated only if the completion time of \( r_k \) differs from the average completion time of \( r \) over all sites in the group by more than some specified threshold.

In DRA, the restrictions on rule versions are adjusted using loading weights \( \eta_k \) computed at runtime for each rule \( r \) at site \( S \), to divide the DFD by way of the WRS technique. While ICC initially divides the DFD of items equally among the sites, DRA uses loading weights \( \eta_k \) that are computed from observations of runtime performance. The idea is to assign greater loading weights to faster sites, and vice versa.

4.3 An Example

As an example, consider a simple rule program \( H = \{r_1, r_2\} \), and two sites \( \{S_1, S_2\} \) over which the processing of \( H \) is to be distributed. Let the replicated database be as follows:

\[ \{A(1), A(2), A(3), A(10), A(25), B(1), B(4), D(1), D(6)\} \]

Suppose that \( x \) in relation \( A \) of both rules is chosen as the RA. Then ICC may produce the following workload partition, as evident in the restriction predicates on the LHS of the rules:

\[
(S_1)r_1 : A(x), B(y), (1 \leq x \leq 3) \rightarrow C(x,y) \\
(S_1)r_2 : A(x), D(y), (1 \leq x \leq 3) \rightarrow E(x,y) \\
(S_2)r_1 : A(x), B(y), (3 < x \leq 25) \rightarrow C(x,y) \\
(S_2)r_2 : A(x), D(y), (3 < x \leq 25) \rightarrow E(x,y)
\]

Note that each subrange specified by the restriction predicates includes the same number of tuples, and that ICC is sensitive to the nonuniformity of the distribution of the values over the domain span of \( A \cdot x \). Suppose unbalanced operation is detected by the dynamic load-balancing protocol. Consequently, DRA is applied to compute adjustments to the restrictions. Suppose that \( S_1 \) and \( S_2 \) had
5 Dynamic Load Balancing (DLB) Protocols

We now present a collection of candidate dynamic load balancing (DLB) protocols that may be used in the PARADISER runtime environment. The differences in the protocols lie in the manner in which the architecture is "logically partitioned" and the particular sites that participate and cooperate with each other to rebalance the load. We refer to the size of this "participatory collection" as the group size \( \Gamma \).

**Global Coordinator (GC) Protocol:** The *Global Coordinator (GC)* protocol makes load balancing decisions based upon global information on the state of rule program processing at all sites. Hence, the group size \( \Gamma = P \). We outline it as follows.

1. At every processing cycle, each site keeps track of its local program and rule completion times. Sites determine the globally maximum (MAX) and minimum (MIN) completion times of the program replicas among all of the \( P \) sites in \( \log(P) \) steps using a tournament selection method. At most \( \log(P) \) steps after the last site completes, the coordinator site (root of the tournament tree) receives the MAX and MIN values. This site computes the imbalance measure, \( I = |\text{MAX} - \text{MIN}| \).

2. If \( I > C \) (some threshold), the global coordinator broadcasts a BALANCE signal. All sites then send rule and program completion times to the coordinator. For each rule at each site, the coordinator computes adjustments to the restrictions using the DRA algorithm and sends these to each site, which are then incorporated into the local program replicas. The coordinator then broadcasts a CYCLE signal.

3. On receiving a broadcast CYCLE signal, each site begins a new processing cycle, beginning with the match phase.

4. Termination is detected by the coordinator when every site reaches a fixpoint.

**Round Robin (RR) Protocol:** The *Round Robin (RR)* protocol makes load balancing decisions for groups of size \( \Gamma = 2 \). Each processing site has a distinct "paired" site which changes in a cyclic fashion at each invocation of the load balancing algorithm. The imbalance is computed pairwise between a site and its paired "target," and balancing is initiated on groups of size \( \Gamma = 2 \) using the DRA algorithm. Global synchronization is still performed by a coordinator site which
uses a simple counting mechanism to determine in logarithmic time whether all sites have completed their balancing actions. The details of the protocol are omitted here due to space limitations.

**Random Probing (RP) Protocol:** As in RR, the Random Probing (RP) protocol makes load balancing decisions for groups of size \( I = 2 \). Each site has a "paired" site which changes in a random fashion at each invocation of the load balancing algorithm. In contrast, RR changes the pairing of processing sites in a deterministic fashion. In other respects, this protocol is similar to RR.

**Log\( (P) \) Nearest Neighbor (LNN) Protocol:** This protocol is similar to GC. However, each site confines its balancing actions to a group of \( \log(P) \) sites, where the total number of sites is \( P \). Thus, the group size is \( I = \log(P) \). The protocol includes a simple means of partially shuffling the members of each group in a random fashion prior to each load balancing phase. A "READY" signal is sent from one "representative" site in each group to a coordinator. The coordinator can still broadcast to every site. This protocol has lower communication overhead than GC, but the quality of load balancing may not be as high.

**Sqrt\( (P) \) Nearest Neighbor (SNN) Protocol:** This protocol is similar to LNN. However, each site confines its balancing actions to a group of \( \sqrt{P} \) sites, where the total number of sites is \( P \). Thus, the group size is \( I = \sqrt{P} \). In all other respects, it is the same as the LNN protocol.

### 6 Framework for Comparing the DLB Protocols

The relative merits of various dynamic load balancing strategies is difficult to judge, since the usual performance metrics used to evaluate such systems are sensitive to numerous parameters, e.g., network topology, CPU speed, speed of I/O channels, problem size and so on. Changing any one of these parameters tends to invalidate any conclusions that one might draw from samples of performance data. To circumvent these problems, the iso-efficiency metric was introduced in [Kumar and Rao, 1987]. This measure relates problem size to the number of processors such that the efficiency of the parallel or distributed computing ensemble remains constant. Isoefficiency analysis aims to capture the effects of a particular algorithm-architecture combination in a single expression as a measure of scalability.

A parallel algorithm is scalable if the efficiency can be maintained at some fixed value (between 0 and 1) by increasing the problem size \( W \) as some function \( f \) of the number of processors \( P \). For example, if the problem size \( W \) must grow exponentially with \( P \) to maintain a fixed value of efficiency, then the algorithm is ill-suited to that architecture, since to obtain reasonable speedups, the problem size must grow at an exponential rate with respect to the number of processors. A good measure of how well a particular algorithm performs on a given architecture is to examine how close to linear the function \( f \) is. Linear iso-efficiency functions indicate algorithms that are "highly scalable" on a given architecture. It can be shown that \( f = \Omega(P) \) is a lower bound on any
isoeficiency function. Hence, any isoeficiency function that is linear or close to linear (e.g., \( f = O(P \log^c P) \) for some integer \( c \)) are highly desirable. In the following discussion, we develop the basic framework for analyzing the dynamic load balancing protocols we presented in the previous section in terms of the scalability criterion and isoeficiency, based on the work of Kumar et al. We assume a collection of \( P \) networked workstations as the computing architecture.

**Definitions:**

1. \( W \): Problem size or the measure of computation to solve a problem instance.
2. \( P \): Number of processors in the ensemble with "identical" characteristics.
3. \( U_c \): Time taken for one unit of computational work. In the case of database rule processing, this may be taken to be a logical read of a page from disk for the purpose of matching a rule against the database using relational operations such as select, project, and join.
4. \( T_c \): Sum over all processors of the time spent in computation to solve the problem exclusive of communication and other overheads.
5. \( T_P \): Running (elapsed) time for a given problem on a \( P \) processor ensemble.
6. \( T_o \): Sum over all processors of the time spent in overhead activities such as interprocessor communication, waiting for messages, etc.
7. \( S \): The speedup, or gain in computation speed, by using \( P \) processors. It is given by \( S = \frac{T_c}{T_P} \).
8. \( E \): The efficiency of the distributed computing ensemble on a problem instance. Intuitively, it is a measure of the utilization of computing resources for the problem at hand.

\[
E = \frac{S}{P} = \frac{T_c}{T_P \cdot P} = \frac{T_c}{T_c + T_o} = \frac{1}{1 + \frac{T_o}{T_c}}
\]

In order to perform isoeficiency analysis, we proceed as follows. Observe that contributions to the overhead can come from communication among the sites, time spent in waiting for messages or responses from other sites, and in starvation. We assume that communication costs subsume all other overhead costs (which is reasonable in the presence of disk-resident data that we fundamentally presume). In order for the distributed system to meet the isoeficiency criterion, we must have \( E = \gamma \) for some constant \( \gamma \). From the definition of \( E \), this implies \( \frac{T_o}{T_P \cdot P} = \gamma \), i.e., \( T_c \propto T_P \cdot P \). Since \( T_c = U_c \cdot W \) and \( U_c \) is fixed, we must have \( W \propto P \cdot T_P \).

Our approach to establishing an expression for \( W \) as a function of \( P \) is to derive a lower bound on \( T_P \) in terms of the number of processors \( P \). In the next section we treat each of the dynamic load balancing protocols we have previously presented.
7 Isoefficiency Analysis

Global Coordinator (GC):
In this protocol \( \log(P) \) steps are needed to compute the global maximum and minimum of the completion times. In the worst case, the computed value of imbalance \( I \) would initiate load balancing actions at the end of every cycle. Then, each site communicates local information (e.g., completion times) to the coordinator. The coordinator computes adjusted range restrictions and communicates them to each site in \( O(P) \) steps. Since at least 1 message is necessary for every site. Thus, the worst case lower bound on \( T_P \), computed on the basis of the requirements imposed by the load balancing protocol, is \( O(P) \). Then we can write:
\[
W \times P \left( \log(P) + P \right) = c_1 P \log(P) + c_2 P^2
\]
where \( c_1, c_2 \) are arbitrary constants. If load balancing is seldom required, \( c_2 \) is expected to be small, and \( W = O(P \log(P)) \); otherwise, it is \( O(P^2) \).

Round Robin (RR):
For this protocol, computing the target for each source site at every cycle is a \( O(1) \) operation. Similarly, sending local completion time data to the target and receiving back the adjusted range information from the target is also done in \( O(1) \) steps. The number of sites, “\( \text{COUNT} \)”, that will enter a balancing phase can be communicated to the coordinator within \( O(\log(P)) \) steps from the time the last site has completed its match phase, using a tournament algorithm. Using the same technique, the coordinator can be informed that the last site has completed its balancing actions in \( O(\log(P)) \) steps. Thus, the coordinator waits \( O(\log(P)) \) time before it can broadcast a message signaling for the next cycle of rule processing to begin. If we assume that the sites are roughly matched, a lower bound on \( T_P \) is \( O(\log(P)) \). Hence, for some arbitrary constant \( c \),
\[
W \times P \left( \log(P) \right) = c P \log(P)
\]

Random Probing (RP):
For this protocol, computing the target for each site at every cycle requires an average case analysis for the number of random probes necessary before a probe is successful in finding a free target. It can be shown using a straightforward analysis [Kumar et al., 1991] that \( O(P \log(P)) \) probes are needed. As in the case of RR, once the target has been chosen, sending local completion time data to the target and receiving back the adjusted range information from the target can be done in \( O(1) \) steps. As in RR, the coordinator knows within \( O(\log(P)) \) steps from the time the last site has finished balancing actions that it can broadcast a signal to start a new cycle. Thus, the lower bound on \( T_P \) is given by the dominating term \( O(P \log(P)) \). Hence, for some arbitrary constant \( c \),
\[
W \times P \left( P \log(P) \right) = c P^2 \log(P)
\]

\( \log(P) \) Nearest Neighbor (LNN):
Using an analysis similar to that for GC, but using a set of \( \log(P) \) sites, we can
derive a lower bound on $T_P$ as follows. The contribution to $T_P$ from the balancing actions alone from a group of size $\log(P)$ is $O(\log(\log(P) + \log(P)))$. Ignoring the double logarithm, this contribution is $O(\log(P))$. A representative site from each group communicates the READY signal to the coordinator, which then broadcasts a message signaling the continuation of normal processing. Since there are $\frac{P}{\log(P)}$ representatives, the READY signal from all representatives can be detected by the coordinator in $O(\log(\frac{P}{\log(P)})) = O(\log(P))$ time. The broadcast of the CYCLE signal takes $O(1)$ time. Thus, the lower bound on $T_P$ is $O(\log(P))$, and for some arbitrary constant $c$, we have

\[ W \times P (\log(P)) \implies W = cP \log(P) \]

\[ \sqrt{P} \text{ Nearest Neighbor (SNN):} \]

Using an analysis similar to the one for LNN, we see that the contribution to $T_P$ from the balancing actions alone from a group of size $\sqrt{P}$ is $O(\log(\sqrt{P}) + \sqrt{P})$. Asymptotically, this contribution is $O(\sqrt{P})$. A representative site from each group communicates the READY signal to the coordinator, which then broadcasts a CYCLE signal. Since there are $\frac{P}{\sqrt{P}} = \sqrt{P}$ representatives, the READY signal from all representatives can be detected by the coordinator in $O(\log(\sqrt{P}) = O(\log(P))$ time. The broadcast of the READY signal takes $O(1)$ time. Thus, the lower bound on $T_P$ is $O(\sqrt{P})$, and for some arbitrary constant $c$, we have

\[ W \times P \sqrt{P} \implies W = cP^{1.5} \]

8 Conclusion

The analysis indicates clearly that for large numbers of processors, which we realistically assume will be commonplace in the foreseeable future, system reorganization is best implemented by either the Round Robin (RR) or Log Nearest Neighbor (LNN) protocols. In either protocol, the effect of the constant factor $c$ on scalability is clearly crucial. The frequency of imbalance is dependent upon how well the DRA algorithm behaves in practice. If DRA does a poor job of predicting the amount of computation required by a particular program replica at a processing site, or the computational load placed on a site by some external application, then dynamic reorganization will be frequent and costly. It will be therefore important to design a scalable system that minimizes these costs as much as possible. Thus, the RR or LNN protocols would be appropriate candidates for implementation.

In our future work, we aim to study the behavior of the ICC and DRA algorithms under realistic problem scenarios. The frequency of application of DRA depends upon the particular problem and the distribution of data. The heuristics employed in ICC and DRA are intended to provide a rapid decision in distributing the workload at runtime. The heuristics may not work well in certain cases. The types of problems which pose challenges for the methods we have developed will be the focus of our attention in future work.
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Abstract. There are many applications in which integrity constraints can play an important role. An example is the semantic query optimization method developed by Chakravarthy, Grant, and Minker for definite deductive databases. They use integrity constraints during query processing to prevent the exploration of search space that is bound to fail. In this paper, we generalize the semantic query optimization method to apply to negated atoms. The generalized method is referred to as semantic compilation. We show that semantic compilation provides an alternative search space for negative query literals. We also show how semantic compilation can be used to transform a disjunctive database with or without functions and denial constraints without negation into a new disjunctive database that complies with the integrity constraints.

1 Introduction

There are many applications in which integrity constraints can play an important role. For example, before expanding a database query, it is possible to incorporate the integrity constraints into the query to obtain a semantically equivalent query. The new query contains constraint information that prevents the exploration of search space that is bound to fail. In [CGM90], a semantic query optimization method is described that compiles integrity constraints into queries based on common positive literals that occur in both the constraint and the query. Database rules are optimized at compile time in order to minimize the amount of computation that must be done at run time. If queries are known at compile time, the entire query can be optimized. Otherwise, any remaining optimization is done at run time. Based on the same principles, integrity constraints can be also used to generate cooperative and informative answers and model user needs (see [MG90].

We generalize the semantic query optimization method to apply to negated atoms. The generalized method is referred to as semantic compilation. This exploration has led to two significant results. The first result affords a new method

¹ Terry Gaasterland was supported by the Office of Scientific Computing, U.S. Department of Energy, under Contract W-31-109-Eng-38, and Jorge Lobo under NSF grant #1R1-9210220.
to process negative query literals. Semantic compilation provides an alternative search space for negative query literals. Traversing the alternative search space can find answers in cases for which negation-as-finite-failure and constructive negation may not. To use the negation-as-finite-failure method to expand a negative query literal, the negative literal must be ground, and the search space of the positive ground atom must be finite. To use constructive negation effectively, the literal does not need to be ground but the search space must still be finite. Semantic compilation with negation as described in this paper allows correct answers to be found for negative literals that are neither ground nor finite. However, unless the integrity constraints completely describe all allowed states of the database, the answers for the negative literal may not be complete.

The second result applies to disjunctive deductive databases. Minker and Fernandez [FM91] noticed that there are many situations that can be represented directly with a set of disjunctive statements and a set of constraints that restrict the statements. To answer queries over such databases Fernandez and Minker generate the minimal models of the database and use the constraints to select the models that give the semantics of the database. Their algorithms work for stratified, function-free databases.

We show how for positive disjunctive deductive databases with or without functions and denial constraints without negation, semantic compilation can be adapted to avoid the construction of the minimal models. Other advantages of this approach are that minimal models do not have to be finite, and we can use any proof procedure for disjunctive databases to evaluate queries.

The next section gives background definitions. Section 3 describes and analyzes the method for handling negative literals with semantic compilation. Section 4 describes the compilation of constraints into disjunctive databases.

2 Background

Deductive databases are comprised of syntactic information and semantic information. The syntactic information consists of an intensional database (IDB) which is a set of clauses (or rules) of the form \( A_1 \lor \cdots \lor A_m \rightarrow B_1, \ldots, B_n \), \( m, n > 0 \), where each \( A_i \) is an atom and each \( B_i \) is a literal (i.e. an atom or its negation), and the extensional database (EDB) which is the set of clauses of the form \( A_1 \lor \cdots \lor A_m \rightarrow \). EDB clauses are also called rules. IDB clauses are also called facts. If all the \( B_i \)'s in the IDB rules are positive literals and \( m = 1 \), then the deductive database is called definite. If \( m \) is larger than \( 1 \) in at least one of the clauses, the database is called disjunctive. A pair of literals is said to be a pair of complementary literals if one is an atom and the other a negated atom.

The semantic information about the database consists of a set of integrity constraints (IC). The constraints considered in this paper have the form \( \neg C_1, \ldots, C_n, E_1, \ldots, E_m \) where each \( C_i \) is a literal whose predicate appears in an EDB fact or the head of an IDB rule and each \( E_i \) is an evaluable expression.

An integrity constraint restricts the states that a database can take. For example, the integrity constraint "No person can be both male and female." —
person(X), male(X), female(X), restricts people in a database from having both properties. Because the constraints on a database do not enable the deduction of new answers but rather give information about existing knowledge and answers, they are considered semantic information rather than syntactic information.

Chakravarthy, Grant, and Minker [GM90] have shown how integrity constraints can be compiled into a query to identify space that is bound to fail. We now describe their algorithm. The algorithm assumes that the EDB and IDB contain function-free definite clauses, and that the IC is a finite set of first order clauses that always hold in the theory EDB∪IDB. It is assumed that the set IC contains constraints that can be derived from other constraints in IC.

The semantic optimization process performs two preliminary steps: flattening of the IDB clauses so that all IDB clause bodies contain only EDB predicates or recursive predicates and variable substitution of the IC clauses. Flattening is performed according to [Rei78] and consists of a series of unfoldings of the rules in the IDB. A database with direct recursion can be flattened by flattening the nonrecursive predicates in the recursive rules before merging the rules with the constraints [GGL+93]. Partial flattening can be done in rules with nondirect recursion by inspecting the dependency graph associated with the rules [GGL+93]. Without loss of generality, but possibly with some loss of potential query processing efficiency at run time, the flattening process does not have to be complete. Moreover, the negative literals are not flattened.

**Background definition: Variable substitution**

A variable substituted form of an integrity constraint is a clause obtained by

1. Replacing each distinct constant in the constraint by a distinct variable and adding the fact that the constant equals the variable.
2. Replacing each variable that occurs more than once by new distinct variables, and adding equalities that represent the bindings.

After preprocessing the IDB and the IC using variable substitution, the next step in semantic optimization is to find all partial constraints that apply to each IDB clause. A residue is obtained by determining whether part of some clause in IC partially subsumes an IDB clause. If so, then the remaining part of the IC clause becomes a residue that constrains the IDB clause - the residue expresses something that must be true when the clause is true. The general form of the integrity constraints that was produced by variable substitution allows us to find all possible residues.

**Background definition: Partial subsumption**

A (variable substituted) integrity constraint I partially subsumes a rule A if a subset of I subsumes A but I does not subsume A. An integrity constraint I =— C₁,...,Cₙ partially subsumes a rule R = A — B₁, B₂,...,Bₘ, if and only if there exists a nonempty subset S of {C₁,...,Cₙ} and a substitution θ such that Sθ ⊆ {B₁,...,Bₘ}.

**Background definition: Residue**

If Cᵢ₁,...,Cᵢₖ are the literals in the constraint that are not in S, then the clause —(Cᵢ₁,...,Cᵢₖ)θ is the residue obtained from R and I.
Once a set of residues is found for an IDB clause, each residue may be incorporated into the clause. Attaching the residue to the IDB clause produces a semantically equivalent clause.

**Background definition: Semantically constrained rules**

A semantically constrained rule is defined to be of the form

$$A = B_1, \ldots, B_m, \{R_1, \ldots, R_n\}$$

Here A is the procedure head of the rule, each literal $$B_i$$ is either a regular literal or an evaluable predicate, and the $$R_j$$'s are residues obtained from the rule $$A = B_1, \ldots, B_m$$ and the integrity constraints.

**Background definition: Semantically constrained database**

Let D be a definite database and let E, I, and C be the EDB, IDB, and I's that form D. The semantically constrained database of D, $$D'$$, is the set of semantically constrained rules obtained from D.

Consider a database consisting of two IDB clauses:

- economic_ties(C1, C2) → trade(C1, Z), trade(Z, C2)
- trade(C1, C2) → friends(C1, C2)

meaning C1 has economic ties with C2 if C1 trades with some Z that trades with C2 and C1 trades with C2 if C1 is friends with C2. The variable substituted integrity constraint above partially subsumes the first IDB clause to produce the residue $$\{\exists C1 \exists Z (C1=\text{usa}, C2=\text{iraq})\}$$.

A new semantically constrained clause is produced when the residue is merged with the IDB clause

- economic_ties(C1, C2) → trade(C1, Z), trade(Z, C2), $$\{\exists C1 \exists Z (C1=\text{usa}, C2=\text{iraq})\}$$

The constrained axiom says that it is not possible for the countries C1 and C2 to have economic ties if C1 is usa and C2 is iraq.

The semantically constrained database consists of the semantically constrained clauses together with the EDB facts and the integrity constraint above.

### 3 Handling Negative Literals

The semantic optimization method [CGM90] augments queries and rules with semantic information about the search space of positive atoms in a query or the rules when those atoms occur positively in the body of one or more integrity constraints. In this section, we generalize the approach so that it provides semantic information about the search space of negative as well as positive literals in the query. The generalized method handles all cases in which literals with the same predicate occur positively or negatively in one or more constraints. Semantic information can be obtained in four cases:

1. When a predicate symbol of a positive constraint literal appears in a positive literal in the query or the rules.
2. When a predicate symbol of a negative constraint literal appears in a negative literal in the query or the rules.
3. When a predicate symbol of a negative constraint literal appears in a positive literal in the query or the rules.
4. When a predicate symbol of a positive constraint literal appears in a negative literal in the query or the rules.

Case 1 is covered in [CGM90] and forms the basis for the treatment of Cases 2, 3 and 4. Case 2 can be treated like Case 1 by temporarily renaming the negated predicates as unique new positive predicates and applying semantic compilation as in case 1. Case 3 reduces to using the integrity constraint as a deductive rule and is not particularly interesting. Case 4 is the most interesting: semantic compilation with negation provides a means to find answers for queries that contain possibly non-ground negative literals, in which case regular procedures such as SLDNF-resolution do not apply, and/or possibly an infinite number of answers, in which case approaches such as constructive negation [Cha88, Prz89b] cannot be used.

3.1 Algorithm for Generalized Semantic Compilation

Semantically compiling a set of integrity constraints with a database rule or query has two main steps: (1) obtaining partial constraints, and (2) integrating the partial constraints into the body of the query or rule. A query may be regarded as a rule of the form \(\text{Query} \rightarrow Q_1, \ldots, Q_n\). From now on, we will refer to both queries and rules as axioms. To compile an integrity constraint into an axiom based on the correspondence of a positive or negative axiom literal and a positive or negative integrity constraint literal, we define mixed partial subsumption. The term mixed refers to the fact that the correlation is done on two complementary literals, one from the constraint and one from the axiom. Since the residues produced by mixed partial subsumption contain a different type of information from the constraints found by regular partial subsumption, we call them mixed residues. We also define a merging algorithm that replaces the axiom literal with the disjunction of its mixed partial constraints.

**Definition 1. Mixed partial subsumption**

The mixed partial subsumption of an axiom \(R = A \leftarrow B_1, B_2, \ldots, B_n\) by an integrity constraint \(I = -C_1, \ldots, C_n\) can occur if and only if there exist a \(B_i\) and a \(C_j\) such that

1. \(B_i\) and \(C_j\) are complementary literals.
2. There is a substitution \(\theta\) such that \(C_j\theta \equiv -B_i\).

The clause \((-C_1, \ldots, C_{j-1}, C_{j+1}, \ldots, C_n)\theta\) is the mixed residue obtained from \(R\) and \(I\).

The integrity constraint \(-C_1, \ldots, C_n\) can be interpreted to say that it is not the case that \(C_1\) and \(C_2, \ldots, C_n\) are simultaneously true in the database. In particular, if the constraint is restricted with the substitution \(\theta\), it is not the case that the conjunction \(C_1\theta \land \cdots \land C_n\theta\) is true in the database. Hence, if the conjunction \(C_1\theta \land \cdots \land C_{j-1}\theta \land C_{j+1}\theta \land \cdots \land C_n\theta\) is true, then it is not possible for \(C_j\theta\) to be true. Since in deductive databases negation is interpreted as negation-as-failure, this is equivalent to saying that \(-C_j\theta\) is true. In other words, we can rewrite the constraint to be \((-C_j\theta \leftarrow C_1\theta, \ldots, C_{j-1}\theta, C_{j+1}\theta\).
But notice that \(-C_i \theta \equiv B_i \). Therefore, we have \((B_i \rightarrow C_i \theta, \ldots, C_{j-1} \theta, C_j \theta, \ldots, C_n \theta)\). The mixed residue obtained through mixed partial subsumption defines a search space that is an alternative to the search space of \(B_i\). This new implication deduced from the semantic information motivates the following definition of merging a rule with an integrity constraint.

**Definition 2.** Mixed merging

To merge the mixed residue \((C_i \ldots C_{j-1} \theta, C_j \theta, \ldots, C_n \theta)\) with the rule \(R\), replace the rule by the new rule:

\[
A \rightarrow B_1, \ldots, B_{j-1}, C_j \theta, \ldots, C_{j-1} \theta, C_j \theta, \ldots, C_n \theta, B_{j+1} \ldots B_m.
\]

**Algorithm 1. Semantic Compilation with Negations**

Let \(DB\) be an initial deductive database. Let \(DB'\) contain only the EDR of \(DB\). Then,

1. For each integrity constraint in the database, use mixed partial subsumption to find all mixed residues between the integrity constraint and the axiom.
2. For each literal in the axiom that has a corresponding mixed residue, use mixed merging to replace the literal with the mixed residue.
3. For each integrity constraint in the database, use partial subsumption to find residues for the new axiom and the original flattened axiom in \(DB\).
4. Add all regular residues to the new axiom and the original axiom using the usual merge definition. Add the new axioms to \(DB'\).

\(DB'\) contains the new semantically compiled database.

This algorithm performs semantic compilation for cases 1, 3, and 4 above. The following example illustrates the algorithm.

The database below describes two disjoint groups of points connected by edges (i.e., two distinct connected components of the graph). The disjointness can be described by an integrity constraint. The predicate reachable computes all ordered pairs that are connected by an edge. The predicate unreachable has a search tree with a cycle on reachable. \(IC1\) is sufficient to describe the disjoint edge groups. The database consists of the following clauses:

<table>
<thead>
<tr>
<th>group 1</th>
<th>group 2</th>
<th>reachable(X, Y) \rightarrow edge(X, Y)</th>
</tr>
</thead>
<tbody>
<tr>
<td>edge(a, b)</td>
<td>edge(c, d)</td>
<td>reachable(X, Y) \rightarrow reachable(X, Z), edge(Z, Y)</td>
</tr>
<tr>
<td>edge(b, a)</td>
<td>edge(d, c)</td>
<td>unreachable(X, Y) \rightarrow \neg reachable(X, Y)</td>
</tr>
</tbody>
</table>

\(IC1 \rightarrow \neg reachable(a, W1), \neg reachable(c, W1)\).

Variable substitution of the integrity constraint produces a new form of the constraint:

\(-reachable(A, W1), reachable(c, W2), A = a, C = c, W1 = W2\).

Mixed partial subsumption of \(IC1\) with the recursive rule for \(reachable\) produces the following set of residues:

\(-reachable(c, X2), X = a, C = c, Y = X2\), \(reachable(A, X1), X = a, Y = X1\)

Merging the residues with the rule produces the following new rule:

\(\neg reachable(X, Y) \rightarrow (\neg reachable(X, Y)) \lor reachable(c, X2), X = a, C = c, Y = X2) \lor (reachable(A, X1), A = a, X = c, Y = X1)\).

Unfolding the semantically compiled rule gives three new rules:

R1 \(\neg reachable(X, Y) \rightarrow \neg reachable(X, Y)\).

R2 \(reachable(X, Y) \rightarrow reachable(c, X2), X = a, C = c, Y = X2\).

R3 \(reachable(X, Y) \rightarrow reachable(A, X1), X = a, Y = X1\).
R2 and R3 can be reduced to the following:

\[ R_2': \text{unreachable}(a, X) \rightarrow \text{reachable}(a, Y) \quad R_3': \text{unreachable}(a, X) \rightarrow \text{reachable}(c, Y) \]

From R1, which contains a negative literal, the query \(-\text{reachable}(a, X)\) cannot be answered using a procedure such as SLDNF-resolution since the ungrounded query \(-\text{reachable}(a, X)\) has to be solved. One possibility is to extend the proof procedure with constructive negation. However, to use constructive negation, one must carefully extend SLDNF-resolution to incorporate constructive answers. Even though there is a finite number of answers for the query \(-\text{reachable}(a, X)\), a simple application of SLD-resolution to obtain the answers will result in an infinite computation. However, with R2' and R3', produced by Algorithm 1, two answer substitutions can be computed: \{X/a, Y/b\} and \{X/a, Y/c\}. Moreover, suppose the integrity constraint \(-\text{reachable}(a, W) \rightarrow \text{reachable}(a, W') \rightarrow \text{reachable}(a, W)\) is also added to the database. Then, after the compilation, the following two rules are generated:

\[ R_4: \text{unreachable}(X, Y) \rightarrow \text{reachable}(a, X) \rightarrow \text{reachable}(c, Y) \]
\[ R_5: \text{unreachable}(X, Y) \rightarrow \text{reachable}(a, X) \rightarrow \text{reachable}(c, Y) \]

From these two rules the rest of the answers for \text{unreachable}(X, Y)\ are obtained.

The following theorem formally establishes the correctness of Algorithm 1.

**Theorem 1.** Let the tuple \(DB = (IDB, EDB, IC)\) be a deductive database. Let \(DB' = (IDB, EDB, IC')\) be the database obtained after applying Algorithm 1. Let \(Q\) be a query. A substitution \(\theta\) is a correct answer substitution for \(DB\) if and only if \(\theta\) is a correct answer substitution for \(DB' \cup \{Q\}\).

### 3.2 Comparison with Constructive Negation

When a query contains a negative literal, there are two procedural methods for expanding the search space of the negative literal. Negation-as-finite-failure (NAFF), used in SLDNF-resolution, expands the entire search tree for the positive atom in the literal. If the entire tree fails finitely, then the negative atom can be considered to be true. NAFF requires the negative literal to be ground and for the positive atom's search tree to be finite. Otherwise, it can return no answers. Constructive negation eliminates the need for the negative literal to be grounded. It expands the search tree of the literal's positive atom to obtain all the answer substitutions for the variables in the atom and constructs an expression formed with equalities and inequalities that states values that the variables in the literal can take or cannot take. Basically, any set of values that make the atom in the literal true are disallowed as substitutions for the negated atom. Constructive negation still has the limitation that the search tree associated with the positive atom must be finite. Another disadvantage is that constructive negation requires all the possible answers for the positive atom before it can return the answer for the negation of the atom. This restriction can make the process very long and extremely complex, especially if a single answer suffices the user posing the query to the database.

As in constructive negation, Algorithm 1 enables a search for values of variables in nonground negative literals. It uses constraint information to identify search space that cannot co-occur with the query's negated literal. The algorithm
produces a new semantically equivalent query that covers the search space and constructs substitutions of allowed values for the variables that appear in the negative literal. Unlike constructive negation, the set of substitutions obtained using the algorithm is not necessarily complete. However, the answers that are found are correct. For example, consider the following query, constraint and residue: $Q = \neg P(X,Y,Z,\neg Y)$, $\text{IC} = P(X,Y,Z, R(X,Z))$. Residue: $\{R(X,Z)\}$

Suppose the residue $R(X,Z)$ is expanded as a query and produces the answer substitutions $\#_1 = \{a/X, b/Z\}$ and $\#_2 = \{a/X, b'/Z\}$. The constraint says that no state of the database will contain both $R(X,Z)\#_1$ and $P(X,Y,Z)\#_1$ or both $R(X,Z)\#_2$ and $P(X,Y,Z)\#_2$. Thus, any bindings that are obtained for $\#_1$ through $\#_2$ can be concatenated with the $\#_1$ and $\#_2$ to produce answer substitutions for the query. Suppose expansion of $R(X,Z)$ produces two substitutions, $\{a/X\}$ and $\{b'/Z\}$. Then the final set of answer expressions for the query is the following: $\{a/X, b'/Z\}$, $\{a/X, a'/Z\}$, $\{a'/X, b'/Z\}$, $\{a'/X, a'/Z\}$. Moreover, in a Prolog-like interpreter, the answers are given one at a time, and if only one answer is required, the computation process can be stopped after the first answer is obtained. Other answers for $R(X,Z)$ may exist.

4 Disjunctive Databases and Constraints

When a set of integrity constraints $\text{IC}$ is associated with a disjunctive database $P$, the semantics of $(P + \text{IC})$ can be described in two basic ways. We consider the set of models associated with $P$ alone:

1. If each constraint is true in each model, then the database is considered consistent with $\text{IC}$, and together the models give the meaning of the database. Otherwise, the database is considered inconsistent with $\text{IC}$, and the database has no meaning.

2. If there is some model in which all the constraints are true, then the database is considered to be consistent with $\text{IC}$. The set of models in which all constraints are true describes the meaning of the database. Otherwise, the database is considered inconsistent with $\text{IC}$, and the database has no meaning.

For definite databases, under minimal model semantics, these two cases are equivalent because only one model is associated with a database: its minimal model. However, under minimal model semantics, disjunctive databases may be inconsistent with $\text{IC}$ by the first definition yet be consistent by the second definition. This is possible because such databases have multiple minimal models.

The following disjunctive database illustrates this point:

**DB1**: $\text{covalent} b(A, B) \lor \text{double} b(A, B) \land \neg \text{carbon}(A), \text{bonded}(A, B)$

**EDB1**: $\text{carbon}(\text{tet}-\text{m})$  \  **EDB2**: $\text{hydroxyl}(\text{tet}-\text{m})$  \  **EDB3**: $\text{bond}(\text{tet}-\text{m}, \text{tet}-\text{m})$

The rule DB1 says, If some entity $A$ is a carbon atom and it is bonded to some other entity $B$, then the bond is either a covalent bond or a double bond. The facts indicate that $\text{tet}-\text{m}$ is a carbon atom, $\text{tet}-\text{m}$ is a hydroxyl group, and the two items are bonded. The database has two minimal models.
\[ M_1 \equiv \{ \text{carbon atom}, \text{hydroxyl group}, \text{b2-bond attended atom}, \text{double bond attended atom} \} \]
\[ M_2 \equiv \{ \text{carbon atom}, \text{hydroxyl group}, \text{b2-bond attended atom}, \text{double bond attended atom} \} \]

Now consider a constraint that says, *Nothing can be a hydroxyl group and be double-bonded to something else:* \( \text{b2} \rightarrow \text{double-bonded to hydroxyl group}. \) The first minimal model violates the constraint with the substitution \( (\text{b2} / \text{atm}) \). Thus, according to the integrity constraint, the first minimal model should be disregarded when answering queries to the database.

Fernandez and Minker have defined an algorithm that takes a disjunctive database without function symbols, computes its minimal models, and eliminates the models that are not consistent with the set of constraints. Answers to queries are computed over these models [FM91]. An alternative way to give answers to queries that are consistent with the integrity constraints is to transform the database into a new database that incorporates the integrity constraint information. If all of the minimal models of the new database are consistent with the constraints, then any answers obtained through any disjunctive query processing mechanism would be consistent with the constraints as well.

We modify the definition of mixed partial subsumption and mixed merging in order to describe a procedure that performs such a transformation on (not necessarily function-free) disjunctive databases and constraints without negation.

**Definition 3. Disjunctive subsumption**

The disjunctive subsumption of an axiom \( R = A_1 \lor \cdots \lor A_k \lor B_1, B_2, \ldots, B_m \) by an integrity constraint \( I = \neg C_1, \ldots, C_n \) can occur if and only if there exist a \( A_i \) and a \( C_j \) such that they unify with mgu \( \emptyset \). The clause \( \neg C_1, \ldots, C_{j-1}, C_{j+1}, \ldots, C_n \emptyset \) is the disjunctive residue obtained from \( R \) and \( I \).

**Definition 4. Disjunctive merging**

To merge the disjunctive residue \( \neg C_1, \ldots, C_{j-1}, C_{j+1}, \ldots, C_n \emptyset \) with the rule \( R \), replace the rule by the new rule \( (A_1 \lor \cdots \lor A_{j-1} \lor A_{j+1} \lor \cdots \lor A_k \lor B_1, B_2, \ldots, B_m, C_1, \ldots, C_{j-1}, C_{j+1}, \ldots, C_n) \emptyset \).

**Procedure 1. Semantic Compilation in Disjunctive Databases**

Repeat the following steps until no 1 in IC disjunctive subsumes any rule in \( P^* \):

1. Select 1 from IC; let IC be IC \{1\}.
2. Let \( P^* \) be \( P \).
3. While \( P^* \neq \emptyset \) do
   (a) Use disjunctive subsumption to obtain all disjunctive residues between 1 and the axioms in \( P^* \).
   (b) Use disjunctive merging to generate the new disjunctive rules \( NR \).
   (c) If the empty clause is in \( NR \) report that \( P \) is inconsistent with IC and stop.
   (d) Remove each rule with an empty head from \( NR \) and add it to IC.
   (e) Let \( P \) be \( P^* \cup NR \).
   (f) Let \( P^* \) be \( NR \).

Consider our disjunctive deductive database about a carbon atom and a hydroxyl group. When the procedure is applied to IC1 and EDB2, the first iteration produces the following intermediate constraint: \( \text{IC2} \rightarrow \text{double-bonded to hydroxyl group} \).
intermediate constraint is added to the database, and the procedure is applied again to produce a new IDB rule, IDB2, from IC2 and IDB1:

\[ \text{IDB2: } \text{covalent}(A, \text{item2}) \rightarrow \text{carbon}(A), \text{bond-d}(A, \text{item2}) \]

After all the interactions, the final database produced by the procedure consists of the following rules and facts (note the addition of IDB3): 

\[ \begin{align*}
\text{IDB1: } & \text{covalent}(A, B) \vee \text{double-bond}(A, B) \rightarrow \text{carbon}(A), \text{bond-d}(A, B) \\
\text{IDB2: } & \text{covalent}(A, \text{item2}) \rightarrow \text{carbon}(A), \text{bond-d}(A, \text{item2}) \\
\text{IDB3: } & \text{covalent}(A, B) \vee \text{double-bond}(A, B) \rightarrow \text{carbon}(A), \text{bond-d}(A, B), \sim \text{hydrogen}(B) \\
\text{EDR1: } & \text{carbon}(\text{item1}) \\
\text{EDR2: } & \text{hydrogen}(\text{item2}) \\
\text{IDB3: } & \text{bond-d}(\text{item1, item2}) \\
\end{align*} \]

The new database has one minimal model: \( \{ \text{carbon}(\text{item1}), \text{hydrogen}(\text{item2}), \text{bond-d}(\text{item1, item2}), \text{covalent}(\text{bond}(\text{item1, item2})) \} \). The model is consistent with IC1.

**Theorem 2.** Let \( P \) be a positive disjunctive database. Let \( I^C \) be a set of integrity constraints. Let \( P^* \) be a positive disjunctive database produced by Procedure 1 from \( P \) and \( I^C \). Then the following holds: (1) Any minimal model of \( P \) that satisfies \( I^C \) is a model for \( P^* \), and (2) Any minimal model of \( P^* \) is a model for \( P \cup I^C \).

We are not able to guarantee termination of Procedure 1 since it applies to all disjunctive databases and the question of whether or not a set of ICs is consistent with a set of disjunctive clauses is only semi-decidable. However, Procedure 1 is a step toward the extension of semantic compilation to disjunctive theories. We believe that with minor modifications, the same procedure can be used for more general constraints and databases. The modifications will depend on the semantics chosen for negation in disjunctive databases.

## 5 Conclusion

Chakravartty, Grant, and Minker [CGM90] gave an effective method to optimize queries to definite deductive databases for cases in which partial subsumption involves positive atoms. We have generalized the method to apply to negative literals in either the database axioms or the integrity constraints or both. We have studied all possible syntactic interactions between the literals in the query and the literals in the integrity constraints: positive-positive, negative-negative, and negative-positive.

The generalized method, called semantic compilation, enables answers to be found for queries with negative literals in cases for which constructive negation or SLDNF find no answers. We have shown that the answers obtained from a semantically compiled database are correct and, in some cases, complete.

When the generalized semantic compilation is applied to disjunctive databases that are inconsistent with the integrity constraints for some minimal models, a new database is produced whose minimal models are all consistent with the integrity constraints if that database exists. In this new database, queries can be answered using any procedure for disjunctive databases without requiring a special mechanism to check the constraints. It remains to be seen how semantic compilation can be applied to disjunctive databases with negation.
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Abstract. Many propositions to extend database management systems have been made in the last decade. Some of them aim at the support of a wider range of queries involving fuzzy predicates. Unfortunately, the evaluation of these queries is computationally complex and efficiency is considered in this paper. We focus on a particular subset of queries, namely those using fuzzy quantified predicates. More precisely, we will consider the case where such predicates apply to sets of elements. Based on some interesting properties of α-cuts of fuzzy sets, we are able to show that the evaluation of these queries can be significantly improved with respect to a naive strategy performing exhaustive scans of sets.

1 Introduction

The database management systems currently available are based on the relational model and they suffer several limitations regarding user or application needs. In particular, it is assumed that data are precisely known (or fully unknown) and queries are based on crisp conditions. The notion of imprecision can be introduced in such systems at two levels: for representing imprecise or uncertain data and to allow flexible queries. In this paper, we will only consider the second aspect, that is to say that the data are assumed to take their values in ordinary universes, whereas queries may contain imprecise conditions.

In the context of an extended relational language supporting imprecise querying such as SQLf [1, 2], queries are viewed as fuzzy predicates. The query is associated to a threshold α and the retrieved data are the elements of the α-cut. In such a language, it seems natural to compose fuzzy predicates and to introduce fuzzy quantifiers inside queries. Various kinds of compound fuzzy predicates have been proposed in recent years [3, 6]. Base predicates described as fuzzy sets (i.e. by means of characteristic functions) can be altered by linguistic modifiers and arranged together using connectors or aggregates in order to reach the appropriate semantics. Fuzzy quantifiers were first introduced by L.A. Zadeh [8] to generalize the existential (∃) and universal (∀) quantifiers. Few years after, R. Yager [5, 6, 7] suggested another definition for fuzzy quantifiers and a new approach, based on possibility theory, was also proposed by H. Prade [4]. In this paper, we deal with the evaluation of fuzzy quantified predicates which concern sets of tuples. More precisely, our aim is to point out some efficient strategies for the evaluation of fuzzy quantified predicates (according to Zadeh's and Yager's interpretations only), since efficiency is a key point in DBMS's.
In section 2, fuzzy quantified predicates are introduced along with their interpretation according to Zadeh and Yager and their evaluation is presented in section 3. To conclude, we summarize the main results and draw some directions for future works.

2 The Quantification of Set-Oriented Fuzzy Predicates

2.1 Set-Oriented Fuzzy Predicates

In the usual relational framework it is possible to distinguish the predicates applying to individual elements (x's) of a set X and the predicates whose argument is a set X of elements. Two typical examples of these categories in an SQL language are (over the relation UNIVERSITY(teacher, department, salary)):

"select teacher from UNIVERSITY where salary > 4000"

and

"select department from UNIVERSITY
  group by department having avg(salary) > 4000".

It is possible to extend this notion to fuzzy predicates and to define a set-oriented fuzzy predicate which gives to set X a value ranked in \([0,1]\). Thus, in this paper, we will concentrate on the evaluation of this type of query:

"select ... from R group by Y having Q are A"

where Q is a fuzzy quantifier, Y an attribute of the relation R and A a set-oriented fuzzy predicate. Mainly, the topic of this article will be the expression and evaluation of the predicate "Q x's are A" where the x's are the elements of a usual set X. An example, over the same relation UNIVERSITY, could be:

"select \(\alpha\) department from UNIVERSITY
  group by department having many are well-paid".

This query corresponds to the sentence "find the departments, satisfying many of their teachers are well-paid, with an overall degree over \(\alpha\)". Thus, for each department, we need to evaluate the set-oriented predicate "many teachers are well-paid" to determine if its value is over \(\alpha\).

2.2 Fuzzy Quantifiers According to Zadeh

Zadeh [8] distinguishes the absolute quantifiers and the relative ones. The absolute quantifiers (about 3, at least a dozen) are defined on a number (the absolute fuzzy cardinality) while the relative quantifiers (about one half, almost all) are defined on a proportion (the relative fuzzy cardinality). Thus, an absolute quantifier is represented by a function \(Q\) from \([0,n]\) to \([0,1]\) whereas a relative quantifier is represented by a function \(Q\) from \([0,1]\) to \([0,1]\). In both cases the value \(Q(j)\) is the satisfaction the user gives to the quantification if \(j\) criteria are satisfied.

If \(Q_a\) stands for an absolute quantifier, the set oriented predicate "\(Q_a\) x's are A" is then interpreted according to the formula \(Q_a(\Sigma x \mu_A(x))\) where the x's are the elements of the set X. If \(Q_r\) stands for a relative quantifier, the set oriented predicate "\(Q_r\) x's are
A" is interpreted according to the formula $Q_r(\sum x \mu_A(x)/n)$ where $n$ is the usual cardinality of the set $X$.

Let's consider the absolute quantification "About 3 x's are A" and the relative quantification "At least half x's are A":

\begin{align*}
Q_a(2, 3) &= 0.3 \\
Q_r(0.76) &= 1.
\end{align*}

The interpretation of an absolute quantifier seems very difficult to apply in all cases. This is due to the fuzzy cardinality which may be equal for two sets while these two sets are very different. As an example the set \{0.1/x_1, 0.1/x_2, 0.1/x_3\} is as "About 3" as the set \{1/x_1, 1/x_2, 1/x_3\} but, actually, according to the human appreciation of "About 3", they are very different. Thus, this paper will only deal with the evaluation of relative quantifiers according to Zadeh's interpretation.

### 2.3 Fuzzy Quantifiers According to Yager

Yager [5, 6, 7] suggests we represent proportional (equivalent to increasing monotonic) quantifiers by means of an Ordered Weighted Averaging aggregation (OWA). First of all let us recall the definition of an OWA operator:

$$\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_n) = \sum_{i=1}^{n} (w_i \cdot x_{k_i})$$

where $x_{k_i}$ is the $i^{th}$ largest value among the $x_k$'s.

A proportional quantifier $Q$ is defined as : $Q(0) = 0$, $\exists k$ such that $Q(k) = 1$ and $\forall a, b$ if $a > b$ then $Q(a) \geq Q(b)$. The interpretation of Yager is to compute the weights $w_i$'s of the aggregation from the function $Q$ describing the quantifier. In case of an absolute proportional quantifier $w_i = Q(i) - Q(i-1)$ and in case of a relative proportional one, assuming $n$ is the crisp cardinality of $X$, $w_i = Q(i/n) - Q((i-1)/n)$.

Let's consider the relative proportional quantifier "At least half " of figure 2. The fuzzy set \{0.5/x_1, 0.8/x_2, 0.7/x_3\} satisfies "At least half x's are A" with a degree given by $\text{OWA}(w_1, w_2, w_3, 0.5, 0.8, 0.7)$. We compute:

$$w_1 = Q_r(1/3) - Q_r(0) = 2/3 \\
w_2 = Q_r(2/3) - Q_r(1/3) = 1/3 \\
w_3 = Q_r(1) - Q_r(2/3) = 0$$

$$\text{OWA}(w_1, w_2, w_3, 0.5, 0.8, 0.7) = (2 / 3) \cdot 0.8 + (1/3) \cdot 0.7 = 0.76$$
3 Evaluation of Requests

3.1 Principle

Here we propose algorithms which allow us to determine whether, for a set \( X \) resulting from a partitioning, the value of truth of the predicate "Q x's are A" is greater than a given threshold \( \alpha \) (degree of satisfaction). We will assume that: i) the number \( n \) of elements of each set is known (this could be easily added in a usual index structure or implemented in a sort algorithm), ii) each set can be accessed separately but step by step as tuples are required. Our aim is to replace algorithms in \( \Theta(n) \) (based on naïve strategies) by algorithms in \( O(n) \) (based on improved strategies). Therefore, the objective is to reduce the access to tuples and by doing this, to indicate those conditions deciding whether the calculus should continue or can stop. More precisely, the calculus (mainly the loop which encompasses data access) can stop in two circumstances: i) when the set cannot reach the desired level (\( \alpha \)), ii) when it is certain that the set will reach the desired level (\( \alpha \)) and the precise value of the membership degree is not required. This reasoning is very similar to what is done in the design of "try and error" or "branch and bound" algorithms where some heuristics is searched in order to limit the search tree, i.e. the number of candidates to be examined.

3.2 Evaluation of Relative Quantifiers According to Zadeh

According to Zadeh, the evaluation of the set-oriented predicate "Q \( \tau \) x's are A" (Q\( \tau \) being a relative quantifier) for a set \( X=\{x_1, ..., x_n\} \) is \( Q_{\tau}(\sum x\mu_A(x)/n) \). By giving ourselves a threshold \( \alpha \), we revert to determining the sets \( X \) satisfying \( Q_{\tau}(\sum x\mu_A(x)/n) \geq \alpha \). According to the curve (cf fig. 3) representing the quantifier Q\( \tau \), we can consider that our problem is turned into the characterization of the sets \( X=\{x_1, ..., x_n\} \) satisfying \( a \leq \sum x\mu_A(x)/n \leq b \) (I)

![Fig. 3. An \( \alpha \)-cut](image)

\[ Q_{\tau}(\sum x\mu_A(x)/n) \geq \alpha \iff a \leq \sum x\mu_A(x)/n \leq b \]

**Naïve Algorithm.** The naïve algorithm consists in carrying out an exhaustive scan of the set \( X=\{x_1, ..., x_n\} \). Let us write \( S_k=\sum_{i=1}^{k} (\mu_A(x_i)/n) \). We are seeking to obtain and then test the value \( S_n \).
Improved Algorithm. The idea is to modify the naïve algorithm using heuristics which allow us to predict whether or not the set will confirm the double inequation (1). Let \( k \in [0, n-1] \), we have:

\[
S_n - S_k = \sum_{i=k+1}^{n} (\mu_A(x_i)/n).
\]

Now \( \forall i, \mu_A(x_i) \in [0,1] \), which implies that, \( 0 \leq S_n - S_k \leq (n-k)/n \). Thus we can write:

\[
\forall k \in [0,n-1] \ S_k \leq S_n \leq S_k + (n-k)/n.
\]

Therefore, we can conclude that there are two heuristics to stop the algorithm at step \( k \) of the iteration:

- If \( S_k \in [a,b] \) and if \( S_k + (n-k)/n \in [a,b] \) then it is certain that \( S_n \in [a,b] \). Therefore, we can stop the iteration because the set satisfies the predicate with a degree greater than or equal to the threshold (it is a success).

- If \( S_k > b \) or \( S_k + (n-k)/n < a \) then it is certain that \( S_n \in [a,b] \). Therefore, we can stop the iteration because the set satisfies the predicate with a degree smaller than the threshold (it is a failure). The improved algorithm, therefore, is:

\[
S_0 := 0;
\]

\[
\text{for } k := 1 \text{ to } n \text{ do}
\]

\[
S_k := S_{k-1} + \mu_A(x_k)/n;
\]

if \( S_k > b \) or \( S_k + (n-k)/n < a \) then exit failure endif;

if \( S_k \in [a,b] \) and \( S_k + (n-k)/n \in [a,b] \) then exit success endif;

endfor;

exit success: the set satisfies the predicate with a degree greater than (or equal to) \( \alpha \).

exit failure: the set satisfies the predicate with a degree smaller than \( \alpha \).

3.3 OWA Based Evaluation of Quantifications

We present, for a considered set \( X \), the OWA based evaluation of the predicate "\( Q x \)'s are \( A \)" assuming that \( Q \) is a monotonic quantifier. First we present a naïve algorithm to compute the OWA aggregation. Then, we recall the properties of an OWA. These properties will be used to specify an improved algorithm from the naïve one.

Naïve Algorithm. The naïve algorithm performing the calculus of the OWA aggregation is based on the exhaustive scan of the set. It is assumed that \( W \) is the
vector that describe the weight of the OWA (the W[i] are computed from Q), the x_i's are the element of the set X and GV is the result of the aggregation.

for each x_i in X do V[i] = \mu(x_i) endfor;
order the vector V giving V';
compute the vector W;
comment this calculus only needs the knowledge of n the cardinality of X
document endcomment;
GV = 0;
for i from 1 to n do GV = GV + V'[i] * W[i] endfor;
if GV ≥ α then the set X satisfies the quantification with a degree of GV greater than
or equal to α endif;

Some Properties of the OWA Operator. The OWA is a mean operator and so it has interesting properties:

\begin{align*}
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, \ldots, x_n) &\leq \text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, 1, \ldots, 1) \quad (2) \\
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, \ldots, x_n) &\leq \text{OWA}(w_1, \ldots, w_n, 1, 1, \ldots, x_i, 1, \ldots, 1) \quad (3) \\
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, \ldots, x_n) &\geq \text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, 0, \ldots, 0) \quad (4)
\end{align*}

which arise from: i) the monotonicity of any mean operator, ii) the fact that x belongs to [0,1]. From these basic properties, one can derive conditions bearing on the x_i's which are necessary for the satisfaction of the condition:

\[
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, \ldots, x_n) \geq \alpha.
\]

From (3), one can derive:

\[
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, \ldots, x_n) \geq \alpha
\]

\[
\Rightarrow \text{OWA}(w_1, \ldots, w_n, 1, \ldots, 1, x_i, 1, \ldots, 1) \geq \alpha \Leftrightarrow (\sum_{i=1}^{n-1} w_i * 1) + w_n * x_i \geq \alpha
\]

\[
\Leftrightarrow (1 - w_n) + w_n * x_i \geq \alpha
\]

and finally, we get:

\[
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, \ldots, x_n) \geq \alpha \Rightarrow \forall i, x_i \geq \frac{\alpha + w_n - 1}{w_n} \quad (5).
\]

This last formula is valid only if w_n is strictly positive, otherwise no implication can be found. Moreover, it is only profitable if (α + w_n) > 1 (otherwise, we have a condition which is trivially satisfied). From (2) and (4), we have:

\[
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, 1, \ldots, 1) < \alpha \Rightarrow \text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_n) < \alpha \quad (6)
\]

\[
\text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_i, 0, \ldots, 0) \geq \alpha \Rightarrow \text{OWA}(w_1, \ldots, w_n, x_1, \ldots, x_n) \geq \alpha \quad (7)
\]

These last two conditions will be used for partial evaluations of an OWA aggregation as we will see in the next section.
Improved Algorithm. Since \( n \) is known, the \( w_i \) can be calculated and in particular the last value \( w_n \). Thus, if the sum \( (\alpha + w_n) \) is greater than 1, we can apply the condition (5) to any tuple \( x_i \) of a set and insert the following instruction:

\[
\text{if } \mu_A(x_i) < \frac{\alpha + W[n] \cdot 1}{W[n]} \text{ then exit failure endif;}
\]

From a practical point of view, sets with a large number of elements will lead to a low value for \( w_n \) and consequently this condition will not work frequently (unless if \( \alpha \) is very close to 1). Now, let us assume that we have already accessed \( k \) tuples of a set (tuples \( x_1 \) to \( x_k \)), and the values \( v_i = \mu_A(x_i) \) for \( i \in \{1, k\} \) are known. If we assume that the \((n-k)\) missing values are \( 0 \) and the result of the OWA aggregation remains smaller than \( \alpha \), according to formula (6) we can be certain that this set will never reach the desired level \( \alpha \). We have to determine the aggregation (we recall that \( v_i \) is the \( i \)th largest value of the \( v_i \)s):

\[
\text{OWA}(w_1, ..., w_{n}, v_1, ..., v_{k}, 0, ..., 0) = \sum_{i=1}^{n-k} w_i + \sum_{i=1}^{k} (w[n+k+i] \cdot v_i)
\]

This computation requires only that the values \( V[1] \) to \( V[k] \) are sorted. In addition, the expression does not have to be calculated from scratch from step \( k \) to step \( (k + 1) \) since, for the first part, it is enough to subtract \( w[n-k] \). Thus, once again, we can specify a condition likely to stop the outer loop:

\[
\text{insert } \mu_A(x_i) \text{ into } V[i:k]; \text{ comment } V[i:k] \text{ in decreasing order endcomment;}
\]

compute \( A = \sum_{i=1}^{n-k} W[i] + \sum_{i=1}^{k} (W[n-k+i] \cdot V[i]) \);

\[
\text{if } A < \alpha \text{ then exit failure endif;}
\]

When \( k = n \) (last tuple of the set), the value of \( A \) equals precisely the value \( GV \) which is the degree tied to the set.

Finally, if the value of the membership degree of the set is not necessary, we can take advantage of formula (7). In fact, this formula states that if we have already accessed \( k \) tuples of a set (tuples \( x_1 \) to \( x_k \)) and we assume that the \((n-k)\) missing values equal \( 0 \) and the result of the OWA aggregation already exceeds \( \alpha \), then we can be sure that the set will reach the desired level \( \alpha \). We have to determine:

\[
\text{OWA}(w_1, ..., w_{n}, v_1, ..., v_{k}, 0, ..., 0) = \sum_{i=1}^{k} (w_i \cdot v_i)
\]

Here again, we only have to sort values \( V[i] \) to \( V[k] \) and we can specify a condition likely to stop the outer loop:
insert $\mu_A(x_k)$ into $V[i:k]$; \textit{comment $V[i:k]$ in decreasing order endcomment};

compute $B = \sum_{i=1}^{k} (W[i] \ast V[i])$;

\textit{if} $B \geq \alpha$ \textit{then exit success endif};

Again, when $k = n$, the value of $B$ equals that of $A$ and $GV$ is the membership degree of the current set. We can now give the final algorithm, when $n$ the number of tuples of any set is known in advance:

compute the vector $W$: \textit{comment $W[i] = w_i$ endcomment};

for each $x_k$ in $X$ do

\textit{if} $\mu_A(x_k) < \frac{\alpha + W[n] - 1}{W[n]}$ \textit{then exit failure endif};

insert $\mu_A(x_k)$ into $V[i:k]$; \textit{comment $V[i:k]$ in decreasing order endcomment};

\textit{if} $A < \alpha$ \textit{then exit failure endif};

$B = \sum_{i=1}^{k} (W[i] \ast V[i])$;

\textit{if} $B \geq \alpha$ \textit{then exit success endif};

enddo;

\textit{exit success}: the set $X$ satisfies the quantification with a degree greater than (or equal to) $\alpha$.

\textit{exit failure}: the quantification will never reach the threshold $\alpha$.

3.4 An Example

Let us consider the query: "find the departments where most of the employees are well-paid, is satisfied with a degree greater than 0.73" which is expressed in $SQLf$ as: select 0.73 dep from EMPLOYEE group by dep having most are well-paid. We examine a department (set of tuples sharing the same value for the attribute department) containing five employees e1 to e5 with the following characteristics:

<table>
<thead>
<tr>
<th>emp</th>
<th>dep</th>
<th>salary</th>
</tr>
</thead>
<tbody>
<tr>
<td>e1</td>
<td>d</td>
<td>38000</td>
</tr>
<tr>
<td>e2</td>
<td>d</td>
<td>55000</td>
</tr>
<tr>
<td>e3</td>
<td>d</td>
<td>46000</td>
</tr>
<tr>
<td>e4</td>
<td>d</td>
<td>32000</td>
</tr>
<tr>
<td>e5</td>
<td>d</td>
<td>48000</td>
</tr>
</tbody>
</table>

Fig. 4. A department

Fig. 5. A fuzzy predicate: well-paid
"Most" is represented by the function \( x \rightarrow x^2 \), "well-paid" is the membership function given in figure 5. So the fuzzy set well-paid is \( \{0.4/e1, 1/e2, 0.8/e3, 0.1/e4, 0.9/e5\} \).

**Evaluation According to Zadeh's Interpretation of Quantifiers.** "Most" is represented by the function \( x \rightarrow x^2 \) thus \( a = 0.85 \) and \( b = 1 \). (because \( x \in [0.1] \) and \( x^2 \geq 0.73 \) is equivalent to \( x \in [0.85, 1]\)). If we perform the overall calculus presented by Zadeh we get \( \left(0.4 + 0.8 + 0.1 + 0.9\right)/5 = 0.4 \); therefore this set does not match our requirement (0.73). Now, let us apply the improved algorithm presented in 3.2 assuming that the tuples are accessed according to the order depicted above:

Access to employee e1: \( \mu_{\text{well-paid}}(e1) = 0.4 \Rightarrow S_1 = 0.08 \Rightarrow S_1 + (4/5) = 0.88 \Rightarrow \) the loop goes on
Access to employee e2: \( \mu_{\text{well-paid}}(e2) = 1 \Rightarrow S_2 = 0.28 \Rightarrow S_2 + (3/5) = 0.88 \Rightarrow \) the loop goes on
Access to employee e3: \( \mu_{\text{well-paid}}(e3) = 0.8 \Rightarrow S_3 = 0.44 \Rightarrow S_3 + (2/5) = 0.84 \Rightarrow \) the loop stops because \( S_1 + 2/5 < 0.85 \).

In this case we save 2 accesses. Moreover, if e4 were the first tuple of the considered set, the loop would have stopped immediately because \( 0.1/5 + 4/5 = 0.82 \) is less than 0.85.

**Evaluation According to Yager's Interpretation of Quantifiers.** The weight vector \( W \) is: \( W[1] = 0.04, W[2] = 0.12, W[3] = 0.2, W[4] = 0.28, W[5] = 0.36 \). If we perform the overall calculus for these data (naive strategy requiring the access to the 5 tuples), we get: \( (0.04 * 1) + (0.12 * 0.9) + (0.2 * 0.8) + (0.28 * 0.4) + (0.36 * 0.1) = 0.45 \); therefore this set does not match our requirement (0.73). Now, let us apply the improved algorithm presented in 3.3 assuming that the tuples are accessed according to the order depicted above. Since \( (\alpha + W[5]) \) is greater than 1. \((\alpha + W[n] = 0.25 )\), the first condition of the algorithm is interesting (not trivially satisfied).

Access to employee e1: \( \mu_{\text{well-paid}}(e1) = 0.4 > 0.25; A = 0.78 > 0.73; B = 0.01 < 0.73 \Rightarrow \) the loop goes on
Access to employee e2: \( \mu_{\text{well-paid}}(e2) = 1 > 0.25; A = 0.78 > 0.73; B = 0.08 < 0.73 \Rightarrow \) the loop goes on
Access to employee e3: \( \mu_{\text{well-paid}}(e3) = 0.8 > 0.25; A = 0.72 > 0.73 \text{ is false} \Rightarrow \) the loop stops here

In this case, we save also 2 accesses and if e4 were the first tuple of the considered set, the loop would also have stopped immediately, since \( \mu_{\text{well-paid}}(e4) = 0.1 \) is under 0.25 and 4 data accesses would have been saved.

**4 Conclusion**

In this paper we have dealt with database management systems which support imprecise queries and in which conventional data are stored. More precisely, we have concentrated on a single type of fuzzy queries involving quantifiers and set-oriented
predicates. The evaluation of such a query leads to apply sequentially a predicate "Q elements of X are A" (assuming Q is a quantifier and A a fuzzy predicate) to several sets X resulting from a partitioning. We were interested in two interpretations of quantifiers, Yager's interpretation which can apply only to proportional (i.e. monotononic increasing) quantifiers and Zadeh's interpretation which was restricted to relative quantifiers. Both interpretations use a mean operator to accomplish their calculus.

We have designed some strategies for the evaluation of the considered quantified set-oriented fuzzy queries when a threshold for the degree of satisfaction is given by the user. Starting from a naive strategy based on the exhaustive scan of a considered set, we have pointed out some properties of the quantifiers interpretations allowing for some improvements, especially regarding data access. Where the number of elements of the considered set is known, we have shown that conditions could apply to each element of the set to decide whether or not the calculus had to be continued. These conditions are based on the mean operators' property of monotonicity which give some heuristics to determine whether or not the set would reach the specified threshold. In the near future, we will perform some simulations in order to get an idea about the benefit given by our improvements.
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Abstract. As the science of knowledge representation and automated reasoning advances, Al has the potential to radically change the artifacts, methodologies, and life cycles of software engineering. The most significant change will be when problems are formalized at the level of specifications rather than programs. This will greatly facilitate software reuse and modification. Achieving this potential requires overcoming many technical challenges, particularly the semi-automated synthesis of efficient and correct programs from specifications. The first part of this paper describes several methodologies for program synthesis and compares their ability to control the combinatorial explosion inherent in automated reasoning.

As knowledge-based software engineering matures and increasingly automates the software engineering life cycle, software engineering resources will shift toward knowledge acquisition and the automated reuse of expert knowledge for developing software artifacts. The second part of this paper describes methodologies for expanding the software life cycle to the knowledge life cycle.

1 Introduction

In the early sixties large software projects, such as those undertaken for NASA's Apollo program, forced software engineering to mature from an ad hoc endeavor practiced by small teams of programmers to a structured engineering discipline. Structured programming methodologies were developed to cope with the complexities of managing, specifying, designing, and implementing large software systems. Structured designs were captured through hand drawn diagrams depicting everything from project decomposition to data and control flow. CASE (computer-aided software engineering) emerged in the eighties when it became economically feasible to computerize structured programming by providing graphical user interfaces to manipulate these diagrams.

KBSE (knowledge-based software engineering) is a much more ambitious endeavor than current approaches to CASE. The key observation is that the current practice of modern software engineering lacks the sound mathematical basis characterizing other engineering disciplines. This limits the complexity of software systems that can be constructed with a high degree of reliability. Formal methods, the application of mathematical logic to software engineering, is just beginning to have an impact on real software engineering practice. The goal of KBSE is nothing less than the computerization of formal methods for all phases of the software life cycle [8].

KBSE addresses the essential tension between problem specification and efficient solution implementation. This tension makes it difficult to modify and reuse programs.
since efficient code incorporates constraints from all parts of a problem specification in
the optimization of individual program fragments. Hence, local incremental changes to
a problem specification often require extensive non-local changes to optimized code.
Modification of production quality code is so time consuming that maintenance costs
currently dominate software life cycle resources. Furthermore, reuse of production
good code has been difficult to achieve. Advances in programming language and
compiler technology have raised the level of programming abstractions, but have not
addressed the essential difference between optimized code suitable for efficient compu-
tation and formal problem specifications suitable for reuse and modification. The current
paradigms for programming languages cannot in principle bridge this gap, because to
guarantee compiler performance the peephole on the source code used in optimizing
machine language code must be limited.

KBSE bridges this gap by introducing a new software development paradigm:
problems are first formalized at the level of the declarative semantics of an application
domain, and then semi-automatically transformed to the operational semantics of an
efficiently compileable programming language [8]. Formal methods provide the math-
ematical basis for this transformation. Automated reasoning provides the means for
carrying out the transformation. By raising the level at which problems are formalized,
modification and reuse will be greatly facilitated. Furthermore, by introducing formal
artifacts earlier in the software life cycle, mechanized support can be provided for the full
spectrum of software engineering activities, from requirements engineering to validation
and maintenance.

Evolutionary improvements of current software engineering methodologies can be
achieved with existing KBSE technology. Particularly promising are domain-specific
program synthesis tools and re-engineering tools to modify and maintain existing code.
However, achieving the full KBSE paradigm will require many technical advances.
Foremost are search control for automated reasoning, and interactive assistance in
requirements formalization and validation.

Raising the level at which problems are formalized from the programming level to
the specification level will eliminate many conceptual and design errors. These errors can
cost over a hundred times more to fix during the testing phase than simple coding errors
[1]. This is one major motivation for applying formal methods even without computer-
aided assistance. However, even at the specification level, formalization is a difficult
process, and many of the most costly software errors can be traced back to the
transformation from informal requirements to specifications. New methods for specifi-
cation validation are needed. AI programming environments have already contributed to
one method, rapid prototyping, in which executable specifications are developed in a very
high level programming language and then validated interactively with end users. Other
AI approaches to specification validation are described in [17, 18, 24] and their
references.

This paper first describes several methodologies for program synthesis with an
emphasis on search control, drawing upon the literature and the author’s own work. It then
contrasts knowledge-based methodologies for software engineering with methodologies
based on CASE, and describes the evolution from the software engineering life cycle to
the knowledge engineering life cycle.
2 Methodologies for Program Synthesis

2.1 Constructive Theorem Proving

Soon after Robinson [27] developed resolution as the first practical means for automated theorem proving in predicate logic, it was applied to automatic program synthesis. Green [6] and Waldinger [33] demonstrated the generation of small programs such as sorting algorithms through constructive proofs from specifications of the form:

\[ \forall x \exists y \text{Precondition}(x) \rightarrow \text{Postcondition}(x, y) \]

In this specification schema \( x \) is a vector of input variables, \( y \) is a vector of output variables, and \( \text{Precondition}(x) \) is a formula constraining the input variables. A constructive proof binds \( y \) to a term which makes the specification a theorem. If this term is composed of functions in the programming language and the only variables in the term are input variables, then the term represents a functional program. The inference process is similar to logic programming: first the universally quantified variables in \( x \) are replaced by unique constants, the formula \( \text{Precondition}(x) \) is asserted over these constants, and then \( \text{Postcondition}(x, y) \) is negated and resolution is repeatedly applied until a refutation is derived. The program term is built up through unification with the output variables \( y \). Recursive and iterative constructs are derived through inductive proofs using inductive schemata or through additional inference rules. Manna and Waldinger [19] later developed an elegant nonclausal variation suitable for manually controlled derivations.

Initially it was hoped that advances in generic theorem proving strategies would sufficiently control search to enable automated derivations to scale up to large problems. While impressive progress was made during the early seventies [3], generic resolution strategies were never able to mitigate combinatorial explosion effectively. Program synthesis often requires deep reasoning; generating recursive and iterative programming constructs through inductive proofs considerably expands the combinatorial explosion. In retrospect, it is unlikely that general purpose theorem-proving strategies will ever be sufficient to control the combinatorial search inherent in automated program synthesis.

2.2 Program Transformations

An alternative approach to program synthesis is incremental transformation of specifications to implementations through program transformations, i.e., oriented rewrite rules. In its purest form, the transformational approach is formalized by the semantics of conditional equational logic. In its more restricted variants the transformational approach can greatly reduce search [23]. It is also more adaptable than theorem proving to less formal knowledge engineering approaches, and can be viewed as an extension of current compiler technology. Transformations are typically oriented from higher level specification constructs to lower level implementation constructs, thus providing an overall direction to the search. Sets of rewrite rules are characterized by properties such as termination and confluence (guaranteed termination in a unique normal form). The Knuth-Bendix completion procedure [12], given an appropriate weighting scheme for terms and a set of rewrite rules, will add rewrite rules until the set becomes confluent. The Knuth-Bendix completion procedure is not guaranteed to terminate, and generally works only on small sets of rules and for restricted kinds of weighting schemes.
Despite the well-behaved search properties for restricted variants of program transformations, obtaining the same problem solving power as constructive theorem proving ultimately requires addressing the same combinatorial search issues. One way of increasing problem solving capability is to make the conditions for applying an inference rule more complex; but as the complexity is increased the amount of inference required typically increases exponentially. Furthermore, introducing general capabilities for producing recursive and iterative constructs requires expanded capabilities such as folding [4], in which a rewrite rule is reversed to introduce the application of a function from an instance of its definition. This reversal of rewrite rule orientation leads to a combinatorial explosion of possibilities. In general, as the scope of a transformation system is expanded to encompass a larger set of possible programs as output, the search space expands drastically.

2.3 Manually Guided Program Synthesis/Verification

At the opposite extreme to totally automated search control, several early systems (e.g. [2]) had the user select each primitive step of the inference or transformation process. Initially it was hoped that this approach would be a viable means for mechanically assisted program synthesis or verification. However, the sheer number of steps required made this approach infeasible outside of research settings or in applications such as avionics requiring extreme reliability. It was far easier to develop a program by hand than guide an inference system through the large number of primitive steps.

The problems with totally automated search control using generic strategies and the other extreme of manual guidance of primitive inference/transformation rules has led to methodologies centered on human/computer partnerships and reuse. These include the intelligent assistant approach in which humans make strategic decisions while the computer carries out bounded searches, reuse of generic programs or derivations, and encoding of tactical and strategic program design knowledge. Each of these methodologies introduces interacting knowledge representation and automated reasoning issues.

2.4 Intelligent Programming Assistant

Floyd [5] presented an early vision of an intelligent programming assistant, in which the computer kept track of clerical details while the human made the important strategic decisions. A key issue is developing representations for program derivations that are human comprehensible and machine manipulable. The decision making also has to be factored to limit the search carried out by automated reasoning while presenting meaningful strategic decisions for the human user. These constraints rule out certain technologies such as clausal resolution.

The programmer's assistant project at MIT, spanning the years 1973 to 1992, was an influential effort particularly in the area of re-engineering. The main achievements in the early years were the development of the plan formalism, a language independent representation for programs and programming knowledge, and demonstration of KBEmacs, an editor for manipulating programs in this formalism.

The plan formalism represented programs as flowcharts with explicit data and control flow arcs. The main innovation of the plan formalism was support for programming clichés, which are reusable algorithmic fragments (such as enumeration over a file) that were engineered to correspond to expert human programming knowledge. Analyzers were developed for several programming languages that recognized instances of clichés
in program text. The combination of analyzers and translators between the plan formalism and program text enabled significant re-engineering capabilities, such as modification of programs at the level of programming clichés and improved translation of programs between programming languages via abstraction to the plan formalism and then reimplementation in the target programming language [34].

However, the plan formalism lacked the semantic basis to provide generality and power; reasoning was carried out by ad hoc procedures. This limited the feasibility of extending the capabilities of KBEemacs. To address these limitations Rich [25] formalized the plan formalism into the plan calculus and then developed CAKE [26], a layered automated reasoning system. CAKE is a careful integration of different automated reasoning capabilities (e.g. truth maintenance, propositional reasoning, equality, and types) that appears as an active knowledge base for software artifacts. CAKE’s automatically invoked inference procedures are constrained to run in polynomial time; user queries can invoke more time consuming reasoning procedures. Significant new capabilities for the programmer’s apprentice were implemented on top of the plan calculus and CAKE, including a debugging assistant [14] and a requirements assistant (RA) [28]. The RA is a good example of the interactive problem formalization assistance that can be provided through KBSE: the RA notified a user when it detected ambiguity, contradiction, incompleteness, or inaccuracy in an evolving requirements specification.

Several lessons can be learned from the evolution of MIT’s programmer assistant project. First, although a knowledge engineering approach is useful in the initial development of a representation meaningful to humans, achieving generality and power requires a semantically well defined formal representation with semantically well founded inference procedures. Without these, the implicit assumptions which facilitate an ad hoc approach become limitations hindering the expansion of a KBSE system. These factors will limit the expansion of current CASE systems, because of their shallow representations and ad hoc reasoning procedures. Second, developing the automated reasoning capabilities to support a formal representation requires significant engineering to avoid combinatorial explosion.

2.5 Replaying Program Derivations

An alternative to reusing high-level generic program fragments such as clichés is the reuse of program derivations. This approach spans the range from rote replay of derivations to derivational analogy [20]. Program derivation reuse is particularly appealing because it has the potential to support the incremental modification of specifications by rederiving efficient implementations through replay of the original derivation. When the replay system encounters part of the derivation which is no longer applicable, then it transfers control to the user.

Derivational analogy replay systems have been successfully applied in domains such as VLSI design where the mapping from the input of the derivation system to the output is localized; that is, each part of the output is attributable to localized parts of the input. However, as discussed earlier, optimized code must potentially incorporate constraints from all parts of a specification. For this reason, substantial parts of the original program derivation might no longer be applicable after an incremental change in specification. To date, most derivational analogy replay systems for program synthesis have operated on representations of the enablement structure of transformation or inference rules. There is typically no representation in the derivation record of the purpose for applying a transformation in meeting a performance goal for the optimized code (however, see [35]).
Thus there is insufficient information for making good analogies to other derivations when parts of the original derivation are no longer applicable. For these reasons, derivational analogy replay systems have had little more success so far than rote replay systems in program synthesis.

2.6 Design Analysis

While generic theorem proving or transformational strategies have had limited success in automating program synthesis, a more promising methodology is to develop efficient tactics for controlling automated reasoning for particular classes of software artifacts. Each tactic can be viewed in itself as a special purpose program synthesizer. However, because tactics are control programs for general purpose inference mechanisms, they can be easily combined. The following describes one methodology for developing tactics within the context of parameterized theories and algebraic specifications. The example used is the development of a tactic for synthesizing local search algorithms. More details can be found in [15].

Design analysis is a methodology for formalizing both the structural properties common to a class of software artifacts and the genetic properties common to their derivations [30]. This formalization is then used to develop a design tactic that automatically designs an artifact in this class given a specification of its behavior. Design analysis formalizes intrinsic structural properties rather than properties specific to a particular programming language or application domain. By abstracting away these particular concerns, the resulting formalization is more broadly applicable. The objective is to find a general mathematical characterization of the structure of a class while at the same time capturing the features that provide search guidance for designing artifacts in a class.

The first step of design analysis for algorithm synthesis is to study many examples of a naturally defined class of algorithms. For example, local search algorithms, also referred to as hill-climbing algorithms, are a natural class in which a feasible solution to an optimization problem is iteratively improved by searching a neighborhood of the solution for a better solution, and stopping when no neighboring solution is better. The second step of design analysis is to extract the features and structural constraints characterizing that class of algorithms. The neighborhood structure determines the properties of a local search algorithm: exact neighborhood structures guarantee that local optima are global optima, while the weaker condition of reachability guarantees that all feasible solutions for a given input are mutually reachable. Reachability is a necessary condition for variants of local search that can backtrack out of local optima, such as simulated annealing, to converge on global optima. The third step is to formalize this characterization in a theory. The theory of neighborhood structures for local search algorithms is an extension of the theory for optimization problems.

A basic problem is specified by defining a set of inputs \( D \), a set of outputs \( R \), an operation \( I \) that maps legal inputs to true, and an operation \( O \) that maps input/output pairs to true when the output is a feasible solution to the input. A basic problem specification is a tuple \( B = \langle D, R, I, O \rangle \).

An optimization problem is specified by extending a basic problem specification with an ordering relation in which all pairs of feasible solutions are comparable. All such ordering relations can be formulated as a cost function that maps feasible solutions to a totally ordered set. For most problems the cost function maps feasible solutions to the integers, rationals, or reals. The totally ordered set is denoted \( (\mathbb{R}, \leq) \), where \( \mathbb{R} \) is the set...
and \( \leq \) is the total order relation. Thus an optimization problem is specified through a tuple \( \text{Opt} = (D, I, O, \leq, \text{cost}) \).

A local search theory \( \text{LS} = (\text{Opt}, N) \) is specified by an optimization problem and a neighborhood relation. Three axioms, two being optional, constrain the neighborhood relation, which is a ternary relation between an input and two elements of the output domain. First, each feasible solution is in its own neighborhood, so that for any legal input the neighborhood relation is a reflexive relation on feasible outputs (Axiom LS1). If the neighborhood structure is exact, then the local search theory will be called exact (Axiom LS2). Likewise, if the neighborhood structure is reachable, the local search theory will be called reachable (Axiom LS3). A local search theory for a particular optimization problem is defined by a mapping from the components of abstract local search theory to definitions of objects, functions and relations in the problem domain. More formally, the mapping is a theory interpretation, which means that the abstract axioms are true when they are mapped to the problem domain theory. Abstract local search theory is defined as follows:

**Sorts**

\( D, R, \Re \)

**Operations**

\( I : D \rightarrow \text{boolean} \)

\( O : D \times R \rightarrow \text{boolean} \)

\( \text{cost} : D \times R \rightarrow \Re \)

\( \leq : \Re \times \Re \rightarrow \text{boolean} \)

\( N : D \times R \times R \rightarrow \text{boolean} \)

**Optimal**

\( \text{Optimal}(x, y) = \forall (y') O(x, y') \Rightarrow \text{cost}(x, y) \leq \text{cost}(x, y') \)

**Axioms**

**LS1: Reflexive Neighborhood**

\( \forall (x, y) I(x) \land O(x, y) \Rightarrow N(x, y, y) \)

**LS2: Exact Neighborhood**

\( \forall (x, y) I(x) \land O(x, y) \land \left[ \forall (y') O(x, y') \land N(x, y, y') \Rightarrow \text{cost}(x, y) \leq \text{cost}(x, y') \right] \)

\( \Rightarrow \text{Optimal}(x, y) \)

**LS3: Reachable Neighborhood**

\( \forall (x, y, y') I(x) \land O(x, y) \land O(x, y') \Rightarrow N^+(x, y, y') \)

where \( N^+ \) is the reflexive and transitive closure of \( N \):

\( \forall (x, y) N^0(x, y, y) = I(x) \land O(x, y) \)

\( \forall (k \in \text{Nat}; x, y, y') N^{+k}(x, y, y') = \exists (z) O(x, z) \land N^k(x, z, y') \land N(x, z, y') \)

\( \forall (x, y, y') N^+(x, y, y') = \exists (k \in \text{Nat}) N^k(x, y, y') \)

To derive a local search algorithm for a particular optimization problem, a partial mapping from this abstract local search theory to the components of an optimization problem is first created. Constraints for a suitable neighborhood relation are then derived by instantiating the abstract neighborhood axioms with these components. The main part of the design tactic is to derive the definition of a neighborhood relation from these constraints in terms of the problem domain. Once the neighborhood relation is defined,
an initial algorithm can be derived by instantiating a program schema with the components of the derived local search theory. This high-level algorithm can be further refined with optimization tactics such as partial deduction [13] and finite differencing [21].

Formalizing the structure of a class of software artifacts is by itself usually insufficient for providing mechanized design assistance; it is also necessary to formalize the structure of the derivations. In the example of local search algorithms, the axioms for reachability and exactness defined above are too general to avoid combinatorial explosion in automated reasoning. The axioms for reachability require induction over the transitive closure of neighborhoods, which can be difficult for automated theorem provers. The exact neighborhood axiom, as stated, does not provide sufficient structure for determining its satisfaction for most problems. (Typically, proofs for exact neighborhoods are done through reduction to problems with known exact neighborhoods such as linear programming, or through lemmas about convex functions.)

To provide heuristic adequacy for guiding derivations, various specializations of the general structure are derived. For local search algorithms whose neighborhoods are reachable but not necessarily exact, most neighborhoods for efficient local search algorithms can be described as natural perturbations of data structures: [The key step in deriving a local search algorithm is the] "... selection of a neighborhood or a class of neighborhoods, and this is tied to the notion of a ‘natural’ perturbation of a feasible solution" ([22] pg. 469). The theory of groups and group actions provides the mathematical basis for formalizing natural perturbations.

A natural perturbation neighborhood is defined for a data structure by a set of permutations and a group action mapping these permutations to perturbations of each instance of the data structure. Thus the neighborhoods for all instances of the data structure are similar extensionally and have the same intentional description based on the set of permutations. A permutation is any one-to-one (and hence invertible) function from some set of objects to the same set. The closure of this set of permutations under composition together with the group action defines three interrelated structures: a group of permutations, the mutually reachable data structures, and the invariant properties of mutually reachable data structures.

The specialization of reachable neighborhoods to natural perturbations entails only two restrictions on the reachable neighborhoods axiomatized in the abstract theory of local search. First, neighborhoods are required to be symmetric, that is if y is in x’s neighborhood then x is in y’s neighborhood. Most local search algorithms satisfy this condition. This condition ensures that if z is reachable from w then w is reachable from z. Second, the neighborhoods of all feasible solutions are similar; they have the same intensional description in terms of the set of permutations. These two restrictions are sufficient to enable the tools of group theory to be used in developing reachable neighborhood structures for a wide variety of optimization problems. The mathematics and proofs are fully developed in [15].

Specializing reachable neighborhoods to natural perturbation neighborhoods considerably simplifies automated reasoning. In particular, it is no longer necessary to do an inductive proof on the transitive closure of neighborhoods: reachability is ensured if and only if the invariant properties of a natural perturbation neighborhood are equivalent to the feasibility constraints for problem solutions. If the invariants are stronger than the feasibility constraints then some feasible solutions would not be reachable from other feasible solutions. If the invariants are weaker than the feasibility constraints then some feasible solutions would be mapped to infeasible solutions.
The local search design tactic developed in this approach matches a problem specification to a library theory whose invariants are equivalent or weaker than the feasibility constraints, and then specializes the library theory if the invariants are weaker. The library theories are defined for general set theoretic data structures, such as ordered sequences, as explained below. Reasoning about invariant properties and feasibility constraints provides a computationally tractable method of matching and then specializing theories in a library to problem specifications. The theorem prover does not have to reason directly about the second order reachability axioms - this has already been done by the creator of the library theories.

Library theories are based on basic neighborhoods which are the subclass of natural perturbation neighborhoods in which the permutations are restricted to be all the transpositions of some underlying set, that is, permutations in which only two elements are interchanged. For example, one basic neighborhood structure for an ordered sequence is defined by all the transpositions of the indices of the sequence. Basic neighborhoods are typically overly general for any particular problem; the design tactic first matches a problem specification to a basic neighborhood and then specializes the basic neighborhood. The current library of parameterized natural perturbation neighborhood theories consists of a half dozen basic neighborhood definitions, which include specifications of their invariants. A basic neighborhood has the following definition schema as a ternary relation, where \( y, y' \) are neighboring feasible solutions with respect to input \( x \), and \( i, j \) are the elements that are transposed:

\[
\lambda x. y, y'. \exists (i, j \in S) \ y' = \text{Action}(x, y, i, j)
\]

A local search library theory for a basic neighborhood consists of the basic neighborhood definition and definitions for the other components of a local search theory. It is presented as a mapping of the following form from abstract local search theory to a set of definitions:

\[
\begin{align*}
\text{LS - basic theory} \\
D &\mapsto \text{datatype1(\( \alpha \))} \\
R &\mapsto \text{datatype2(\( \alpha \))} \\
I &\mapsto \lambda x. \text{P}(x) \\
O &\mapsto \lambda x. y. \text{Invariant}(x, y) \\
N &\mapsto \lambda x. y, y'. \exists (i, j \in \text{F}(x)) \ y' = \text{Action}(x, y, i, j)
\end{align*}
\]

For example, the following mapping from abstract local search theory defines the basic neighborhood structure for same-sized subsets of a given finite set \( S \). The size of the subsets are a constant size \( m \), the elements which are transposed are the elements of the finite set:

\[
\begin{align*}
\text{LS - subset theory} \\
D &\mapsto \text{set}(\alpha) \times \text{integer} \\
R &\mapsto \text{set}(\alpha) \\
I &\mapsto \lambda S, m. m \leq \text{size}(S) \\
O &\mapsto \lambda S, m, y. y \subseteq S \land \text{size}(y) = m \\
N &\mapsto \lambda S, m, y, y'. \exists (i, j \in (S - y)) \land \ j \in y \land y' = (y \cup \{i\}) \setminus \{j\}
\end{align*}
\]

This theory can be matched to a wide range of problems including the class of ACS (additive cost subset) problems defined by Savage. A typical example is the minimal
spanning tree problem (MST), which is to find a minimally weighted subset of edges in a graph that span the nodes of the graph without any cycles.

Given the specification of an optimization problem, the local search design tactic first matches the problem specification to a library theory for a basic neighborhood, and then specializes the library theory by finding necessary conditions on transpositions to ensure that feasible solutions are transformed to better feasible solutions. The design tactic takes the following steps: each step is a well defined inference problem with a manageable search space; the overall effect is to replace a large search space with a sequence of smaller search spaces:

1. Retrieve and match basic neighborhood theories from the library indexed by the type of feasible solution. A theory matches a problem specification if the invariants of the theory are necessary conditions of the feasibility constraints of the specification.
2. Determine necessary preconditions on the transpositions that ensure that a feasible solution is perturbed to a feasible solution.
3. Determine necessary preconditions on the transpositions that ensure that a feasible solution is perturbed to a better feasible solution.
4. (Optional step for deriving exact local search algorithms) Determine necessary conditions for a local optimum to be a global optimum.
5. Instantiate a program schema with the components of the theory where the derived preconditions on transpositions are guards on the application of a transposition.

Proofs for the correctness of the tactic and a detailed description illustrated with the derivation of the simplex algorithm can be found in [15]. This design tactic was developed as an extension of the KIDS system [31]. A generalization of the methods for matching library theories to problem specifications is presented in [32].

### 2.7 Summary of Methodologies for Program Synthesis

The previous subsections have reviewed various methodologies for automated or semi-automated program synthesis. In order to generate production quality code from high level problem specifications, a program synthesis system should be able to incorporate constraints from all parts of a specification into each program fragment. This cannot be achieved by translation systems which restrict the window on the source code considered in optimizing the output code.

The general dilemma is that the number of possible programs that can be generated from a given specification is combinatorially explosive. General purpose methods have not been found for efficiently searching this space for efficient programs; it is unlikely any such universal method exists. However, as described above, currently there are some effective techniques for capturing the knowledge used by expert human programmers and applying it in automated fashion. Even setting aside the issue of program correctness, it is worthwhile capturing this knowledge within a formal representation with semantically well-founded inference methods. This avoids the limitations that arise when trying to generalize and expand ad hoc methods. To avoid intractable searches during automated program synthesis, it is necessary for knowledge representations and inference methods to be carefully designed in tandem to limit search spaces. It is likely that as continued progress is made in automated program synthesis, improvements in formal knowledge representations will be driven as much by considerations of making inference tractable as by theoretical considerations in mathematical logic.
3 From the Software Life Cycle to the Knowledge Life Cycle

The previous section described various methodologies for program synthesis. While automated program synthesis is necessary to raise software engineering from the programming level to the specification level, it is only one component of the KBSE paradigm. As KBSE matures and increasingly automates the software engineering life cycle, software engineering resources will increasingly shift toward knowledge acquisition and the automated reuse of knowledge for developing software artifacts. This section describes how the various components of KBSE could interact.

Knowledge, like software, has its own characteristic life cycle. The knowledge life cycle is the maturation of design knowledge for an application domain from the initial research stage to the cookbook engineering stage. Knowledge-based design tools can provide support at stages of the knowledge life cycle that are not well supported with conventional software design tools. Furthermore, knowledge-based design tools have the potential of significantly compressing the knowledge life cycle.

One principle objective of KBSE is to compress the software life cycle with knowledge-based tools. By its very nature, knowledge-based design depends on the maturity of knowledge about an application domain. As knowledge about an application domain is developed by scientists and engineers, the design process for that domain makes a transition from creative and innovative design to routine and cookbook design. Different kinds of design tools are appropriate at different stages of the knowledge life cycle. One of the main anticipated advantages of KBSE is the ability to leverage the expertise of scientists and engineers by capturing their design knowledge at all stages of the knowledge life cycle.

An example of the knowledge life cycle is the development of the theory and technology for designing parsers used in compilers and other language-processing systems. Early parsers in the late fifties were ad hoc systems. Not only was there a lack of a theory of parsing to guide their design, there was not even a theory of grammars that specified the function of a parser. Thus the design of early parsers was creative: both the structure and function were unknown and ill-defined. The development of the BNF formalism in the early sixties clarified the function of a parser: to produce a trace of the BNF rules used to generate a text string from the text string itself. At this stage the design of parsers became innovative: the function was known, but the structure of possible solutions was still unexplored.

The mid sixties to the mid seventies witnessed rapid development of the theory and technology for parsing. First, recursive descent parsing was formalized, enabling parser development to become a routine design task. While routine, the design of these early recursive descent parsers required the configuration of a set of procedures, i.e., configurational design. By the late sixties, several table-driven parsers were developed: operator precedence, LL parsing, and LR parsing. (These early parsing formalisms did not handle left recursion, which required the development of LALR parsing.) Designing a table-driven parser is now a routine parametric design process, that is, the output of a design is a set of parameters for a specialized representation. When knowledge about an application domain becomes this advanced, then automated design tools can be readily developed with conventional software technology. Hence in the late sixties and seventies, parser generators were developed that take a specification of a grammar and automatically generate the parameters for a table-driven parser.
Figure 1. Spectrum of knowledge-based tools in the knowledge life cycle.

Figure 1 shows how knowledge-based design tools fit into the spectrum from creative design to routine parametric design. The horizontal axis denotes the level of human expertise required to use the tool, while the diagonal line separates specification tools from program derivation tools. The figure illustrates that knowledge-based tools can be used much earlier in the knowledge life cycle than current CASE tools. Domain modeling tools use a formal modeling language to express knowledge about an application domain. This knowledge can be used for different operational goals throughout the software life cycle, from requirements engineering to re-engineering. Domain modeling is the first step in moving from creative design to routine design. Because domain modeling is essentially the formalization of domain knowledge it requires a high degree of expertise, both in the application domain and in knowledge representation formalisms. During the innovative phase of the knowledge life cycle, general purpose interactive program synthesis systems could be used to explore the solution space for an application domain. Many of these general purpose systems have facilities for recording, editing, and replaying derivation histories. These replay facilities might enable users with less expertise than the original designer to develop derivations for similar specifications [20]. Given domain knowledge from a domain modeling tool, formal specifications can be developed and incrementally modified with tools such as ARIES [9].

Figure 1 also illustrates that knowledge-based tools can be employed by users with lower levels of expertise than required for current CASE tools. Front end CASE tools enable designers to define and edit software abstractions like data flow diagrams during
the initial stages of system design. However, because these CASE tools lack application domain knowledge they require more expertise and provide lower levels of verification and simulation capabilities than can be provided with knowledge-based tools. A good example of a knowledge-based specification tool is the WATSON system [11], which interactively elicits and validates requirements for new telephone features (such as call waiting) from telephony engineers using domain level scenarios. Back end CASE tools such as application generators (e.g., parser generators) are currently widely used for the final stages of coding, particularly in commercial data processing. They consist of a menu driven or application language front end and a template-driven code generator back end. As such they are suitable for routine parametric design. In contrast, domain-specific program synthesis systems also can be used for routine configurational design and have a high level user interface that reduces the expertise needed by an end-user. Because systems like ELF [29] and SYNAPSE [10] combine template driven code generation with more powerful AI semantic processing techniques and transformation rules, they can tackle routine configurational design in addition to parametric design. They also produce more optimal code than an application generator.

Figure 2. Transfer and reuse of expertise in the KBSE paradigm.

Knowledge-based technology, by providing an active medium for communication of knowledge, can also potentially compress the knowledge life cycle. In the absence of major advances in machine discovery, the development of design knowledge will continue to be a human-intensive process requiring high levels of expertise. However, knowledge-based tools could assist human research scientists and engineers in the development of this knowledge. These tools could then compile and transfer this
knowledge into shells that do interactive requirements elicitation, redesign, specification acquisition, and domain-specific program synthesis.

Figure 2 illustrates this transfer of expertise using knowledge-based subsystems; a more detailed exposition can be found in [16]. The domain modeling assistant and program design assistant would be used by scientists and engineers during the creative and innovative stages of the knowledge life cycle. The specification acquisition shell would support future system analysts in developing formal system specifications, while the redesign shell would enable system developers to construct software systems rapidly by editing and replaying derivation histories developed with a program design assistant.

For end-users with low expertise, requirements elicitation shells would use domain knowledge to develop interactively formal specifications of their requirements using informal examples. Domain-specific program synthesis shells would then synthesize a system meeting these requirements. Note that while a system developer with intermediate expertise could be expected to understand and manipulate derivation histories to develop a software system, an end user with low expertise would require totally automatic program synthesis. Thus a domain specific synthesis shell would require more highly compiled control knowledge for controlling software derivation than a redesign shell, i.e., tactics or large-grained compiled transformations as opposed to interpreting and manipulating derivation histories.

4 Conclusion

Knowledge based software engineering is based on research spanning over two decades. Significant commercial applications are likely within this next decade, particularly as industrial pilot projects in domain specific program synthesis and re-engineering mature. Interest in formal methods will also spur development of the field. However, to achieve the full paradigm requires many technical advances in knowledge representation and automated reasoning. This paper has described various methodologies for making automated reasoning tractable for program synthesis. Further improvements are likely to require that knowledge representations for program design expertise be developed in tandem with automated reasoning methods.

The paradigm of the knowledge life cycle can help to clarify the role of knowledge-based software engineering tools and guide their development. Different kinds of knowledge-based tools are appropriate at different stages of the knowledge life cycle. Furthermore, knowledge-based tools can expedite the transfer of expertise from research scientists and engineers and thus compress the knowledge life cycle.
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Abstract. This paper proposes an update language for logic programming based knowledge systems. The language is built upon two basic update operators denoting insertions and deletions of positive literals (atoms), respectively. Several simple control structures have been defined by which basic updates can be combined to program complex updates. The presented approach is centered around the idea of executing a basic update operation by directly modifying the truth valuation of the (intensionally or extensionally defined) atom on which it is requested. Also the truth valuations of the atoms inductively depending on the updated one are accordingly modified. Several examples are presented which show that both deterministic and non-deterministic transformations of a logic program are easily expressed within the update language.

1 Introduction

Logic programming is today a well assessed tool for various kinds of advanced application domains of knowledge engineering including, for instance, intelligent database interfaces and expert systems. Well defined and efficient supports for query answering is surely the most important feature of a logic programming based knowledge system. However it is widely recognized that, in many applications, an adequate support to updating knowledge formalized in the logic program is needed [1, 18].

Roughly speaking, the problem of updating a logic program can be described as follows. Given a logic program \( P \) and an atom \( A \) to be inserted (resp., deleted), the task of updating is to modify the semantics of \( P \) in such a way that (1) the atom \( A \) is true (resp., false) in the modified semantics, and (2) the semantics is modified "consistently" with the rules in \( P \). The latter point requires that a suitable form of "closure" is maintained within the modified semantics w.r.t. the inferences denoted by rules in \( P \). The closure property we shall adopt is a very simple and intuitive one, and will be explained in the following.

In the recent years great attention has been paid to the problem of logic program updating (e.g., [7, 12, 13]). As a matter of fact, however, no solution to the problem of updating intensional knowledge can be found in the literature which can be regarded as being satisfactory in all applicative frameworks.

The first attempt to approach the problem of updating logic programs was made within the logic language Prolog [15]. Indeed, Prolog includes two built-in update operators, namely, \texttt{assert} and \texttt{retract}. However, these update operators have many semantic and operational faults, as lucidly pointed out by D.S. Warren in [17]. One major fault of these operators is the lack of a clear formal semantics.

To overcome these drawbacks several alternative proposals have been developed [3, 5, 6, 7, 10, 13, 14]. Most of them approach the problem of updating a logic program as a generalization of the view update problem in the relational database framework (e.g., [4]). These solutions, generally cleanly formalized, are based on "pushing-down" updates defined on intentional predicates towards base ones, because rules are regarded as certain, not updatable knowledge. However, even if there is strong evidence towards adopting the "push-down" philosophy in many
situations, there are still a number of applications for which it is not well suited. A typical case in which a "push-down" semantics fails in providing suitable meaning to update activities arises when some general rule holds at a given time, but some of its specific instances is to be invalidated afterwards.

As an example, consider a knowledge base describing some aspects of the life in a zoo. A portion of the logic program constituting the knowledge base is shown next:

\[
\begin{align*}
  r_1: & \quad \text{eats}(X,\text{banana}) \leftarrow \text{monkey}(X) & \text{bear}(\text{yogi}) \leftarrow \\
  r_2: & \quad \text{eats}(X,\text{honey}) \leftarrow \text{bear}(X) & \text{bear}(\text{bubu}) \leftarrow \\
  r_3: & \quad \text{eats}(X,\text{salmon}) \leftarrow \text{bear}(X) & \text{monkey}(\text{kon}) \leftarrow \\
  r_4: & \quad \text{happy}(X) \leftarrow \text{bear}(X), \text{eats}(X,\text{honey}), \text{eats}(X,\text{salmon}) \\
  r_5: & \quad \text{slimming}(X) \leftarrow \text{bear}(X), \text{eats}(X,\text{honey}) \\
\end{align*}
\]

The above logic program \( P_{\text{zoo}} \) describes the classification in species of the animals in the zoo, the foods each species is usually fed with and some further relationships between species, diet, happiness and weight modification of an individual animal. For instance, \( \text{yogi} \) is a bear and so he usually eats honey and salmon. Furthermore \( \text{yogi} \) is happy and he is not slimming. An exception to the ordinary diet occurs when, at some time, \( \text{yogi} \) the bear gets sick because he has eaten too much honey. In the new situation \( \text{yogi} \) is disallowed eating further honey. So we want a new semantics for the logic program in which the information that \( \text{yogi} \) can eat honey is no longer valid. In other words the atom \( \text{eats}(\text{yogi},\text{honey}) \) should not be part of the intended semantics of the logic program any longer, so that \( \text{yogi} \) is prevented eating further honey. Thus, from a semantic viewpoint, the expected result should be to make false the atom \( \text{eats}(\text{yogi},\text{honey}) \).

Moreover, some form of "consistency" w.r.t. the logic program is to be provided, as atoms which are "no longer supported" by any ground instance rule are to be made false whereas atoms which are supported by some rule, and are not true in the current semantics, are to be made true. In the zoo example at hand, the "consistency" principle implies that the atom \( \text{slimming}(\text{yogi}) \) is made true whereas the atom \( \text{happy}(\text{yogi}) \) is made false, and the truth valuations of all other atoms remain unchanged.

Following a "pushing-down" approach the effect of the update is to delete \( \text{bear}(\text{yogi}) \), which is clearly unintuitive as, even if sick, \( \text{yogi} \) is still a bear.

One could object that the expected result can be obtained, even if a "push-down" approach is assumed, by refining \( r_2 \) into:

\[
\text{eats}(X,\text{honey}) \leftarrow \text{bear}(X), \text{ate too much honey}(X)
\]

and then adding the fact \( \text{ate too much honey}(\text{yogi}) \) when needed. However, we note that, in a situation like the one we are describing here, we can have hundreds of causes determining hundreds of changing in the ordinary diet and to explicitly encode all the possibilities in the rules is obviously not convenient. It is also worth pointing out that the expected result can not be obtained by means of the Prolog retract operator, as it allows only to completely eliminate the rule \( r_2 \), henceforth enforcing all bears not to eat honey.

The Update Logic Language (ULL) presented in this paper is based on the idea that updates requested on an intensional predicate \( q \) have to be carried out by directly modifying the set of tuples on which \( q \) holds, rather than changing the extensions of base predicates on which \( q \) depends (in other words, no pushing down is performed). In order to maintain the consistency w.r.t. the implications defined in the program, along with the directly involved atoms, the truth values of atoms which are logical consequences of them have to be possibly modified as well (the atoms \( \text{happy}(\text{yogi}) \) and \( \text{slimming}(\text{yogi}) \) in the example at hand). In fact, the expected semantics of the example at hand is obtained by executing the ULL delete operation \( -\text{eats}(\text{yogi},\text{honey}) \).

ULL includes two basic update operators which are used to specify deletions (like the previous one) and insertion of atoms, respectively. Basic updates are not
expressive enough on their own, and so they are combined in ULL to form more complex updates as follows. First, several basic update operations can be sequenced by listing them one after another in the order in which they are intended to be executed. Second, it is possible to specify two conditions, each consisting of a logical goal (i.e., a possibly negated conjunction of literals), which influence the execution of an update. The former condition (precondition) is evaluated against the program semantics on which the update is requested; while the latter one (postcondition) is evaluated against the program semantics which would result from the application of the requested update operation. If both the conditions are satisfied then the update becomes persistent (i.e., the knowledge is modified according to the requested update operations). Otherwise the update is aborted and the logic program remains unchanged. Either conditions may be empty, in which case the trivial condition \textit{True} is assumed. A further role played by pre- and post-conditions is to construct substitutions which are used to execute an update (see below). We notice that our notion of pre- post- conditions is a simplified form of the state-testing conditions of dynamic logics \cite{8, 9}. Third, the programmer is given the possibility of choosing one out of three \textit{execution modalities} under which an update is to be executed. In more details, the possible forms of an ULL update are the following:

\begin{enumerate}
  \item $\exists (C_1 U C_2)$, which denotes an update with an \textit{existential execution modality} (existential update, for short);
  \item $\forall (C_1 U C_2)$, which denotes an update with a \textit{universal execution modality} (universal update, for short);
  \item $*(C_1 U C_2)$, which denotes an update with an \textit{iterated execution modality} (iterated update, for short);
\end{enumerate}

where $C_1$ and $C_2$ are (possibly empty) goals, and $U$ is an update operation of the form $u_1u_2\cdots u_n$, being $u_i$ a basic update, $1 \leq i \leq n$.

After its name, the execution modality determines the way an update is executed. Intuitively, an existential update $\exists (C_1 U C_2)$ is executed by running $U\sigma$ on the logic program at hand, where $\sigma$ is a substitution chosen non-deterministically amongst those making true the condition $C_1$ against the initial semantics and $C_2$ against the semantics obtained executing $U\sigma$. If no such substitution exists, then the existential update has a null effect. Consider universal update $\forall (C_1 U C_2)$ and let $\Sigma$ be the set of substitutions making true $C_1$ with respect to the initial semantics. The universal update has a non null effect only if for each $\sigma \in \Sigma$, $C_2\sigma$ is true with respect to the updated semantics obtained by executing $u_1\Sigma\cdots u_n\Sigma$, where $U = u_1\cdots u_n$, in which case this updated semantics is the result of the update. (note that $u_i\Sigma$ denotes the execution of all the operations $u_i\sigma$ such that $\sigma \in \Sigma$). An iterated update $*(C_1 U C_2)$ is executed by iteratively executing the existential update $\exists (C_1 U C_2)$ until the semantics resulting from two successive application of this existential update yield an identical result. (or both) is no longer satisfiable against the respective logic program.

Finally, given $k$ updates $\Psi_1\ldots\Psi_k$, it is possible to specify the execution of them in sequence. To do this, ULL includes a sequential composition operator, denoted by $\cdot$.

The rest of the paper is organized as follows. Section 2 contains a number of examples of simple update problems and their solutions with ULL which should

\footnote{Note that the correct \textit{ULL} syntax for the previous update \textit{-eats (yogi,honey)} would have been either $\exists (-eats (yogi,honey))$ or $\forall (-eats (yogi,honey))$, or $\exists (-eats (yogi,honey))$. However, as shall be apparent, the semantics of variable-free updates is independent on the execution modality. Therefore, in this case, w.l.o.g., we allow dropping the modality specifier.}
help in informally illustrating the main characteristics of our approach. Then, Section 3 provides the formal definition of the update language ULL.

2 Sample Updates

In this section we shall present a number of examples which should shed some light on the structure of the ULL language. Some of the presented problems refer to updates requested on extensional predicates. However, we recall that our approach is based on the idea of making no difference between updating extensional predicates and updating intensional ones. Therefore, in our framework, the solutions to those problems, illustrated in the following, are completely "general". Before facing more involved update problems, let us give one more example of a very simple update.

Assume that, because of his disease, yogi the bear has temporarily to eat oranges. Then the logic program of the example can be update using

\[ +eats(yogi, orange) \]

When yogi eventually recovers his health, his diet can be reset to the ordinary one. This can be accomplished by

\[ -eats(yogi, orange) +eats(yogi, honey) \]

Such an update, besides the two directly requested diet modifications (i.e., yogi does not eat oranges and he eats honey), also causes modifications of the semantics of the predicates depending on eats. In particular, yogi is again happy and not slimming. Hence, the original semantics of \( P_{\text{zo0}} \) is completely restored. We note that the previous update consists of a sequence of two operations, which are executed one after another from left to right in the order in which they appear.

As already stated, the ULL language allows to use different execution modalities for updates. Let us start with the \( \forall \) modality. For an example of it, assume that the zoo has several employees some of which look after the animals. Each employee is characterized by his name, his seniority, expressed in years, and his monthly salary, expressed in dollars. Furthermore, employees looking after bears receive an extra salary of 100 dollars per month. So, assume the following facts belong to the logic program.

\[
\begin{align*}
\text{employee}(\text{tom}, 1, 1500) & \leftarrow \\
\text{employee}(\text{john}, 2, 2000) & \leftarrow \\
\text{employee}(\text{bob}, 3, 2500) & \leftarrow \\
\text{look_after}(\text{tom}, \text{yogi}) & \leftarrow \\
\text{extra_pay}(\text{X}, 100) & \leftarrow
\end{align*}
\]

To refer to a classical database example, assume that the salary of all the employees having been working at the zoo for at least two years is to be raised by five percent. Then, a set oriented update of the logic program can be executed, which is expressed as follows in ULL:

\[
\forall (\text{employee}(X, Z, Y), Z \geq 2 \leftarrow \text{employee}(X, Z, Y) +\text{employee}(X, Z, Y \times 1.05))
\]

Intuitively, the above update works as follows: first, the set \( \Sigma \) of the substitutions satisfying the conjunction \( \text{employee}(X, Z, Y) \), \( Z \geq 2 \) is computed (i.e., the set of all employees with a working seniority greater than two years is determined); second, for each substitution in \( \Sigma \), the update operation \( +\text{employee}(X, Z, Y) \sigma \) is executed (i.e., the old employee's tuple is removed); finally, for each \( \sigma \) in \( \Sigma \), the update operation \( +\text{employee}(X, Z, Y \times 1.05) \) is executed (i.e., the new employee's tuple, including his raised salary, is inserted). Since no postcondition is present, the update succeeds and the modification becomes persistent. In order to show the use of postconditions, assume that the increase of the employees' salaries has to be executed only if it does not cause that an employee with two years of seniority earns more than 2100 dollars for his base salary. Such a constraint on the execution of the update can be imposed by simply adding the postcondition

\[ -(\text{employee}(X, 2, T), T > 2100) \]

to the previous update:
∀ (employee (X, Z, Y), Z > 2 -employee (X, Z, Y)
+employee (X, Z, Y×1.05) ←(employee (X, Z, Y), T > 2100))

Thus, in the case of a universal updates, the precondition determines the set of
substitution on which the update operation is to be executed (the employees whose
salary has to be raised, in the example at hand), whereas the postcondition deter-
nines whether the update has to be actually executed or not (it is a sort of con-
straint on the whole execution of the update). By the way, notice how naturally
and compactly ULL allows to express the above updates.

As already mentioned, ULL allows to specify iteration of tuple-oriented
updates. Iteration is necessary in order to endow the update language with a good
expressive power - we notice that we do not have recursion as, for instance the
top-down language in [12], or the bottom-up language in [2]. For an example of
an iterated update, assume that we want to level-up the salary of employees with
the same seniority. This is accomplished by the following update:

* (employee (X, Y, Z), employee (X', Y, Z'), X = X', Z < Z',
+employee (X, Z, Y))

where the single leveling-up step -employee (X, Y, Z), +employee (X, Y, Z') is
iterated while there exists a pair of employees with the same seniority Y but
different salaries. It should be clear that the execution of an iterated update can be
non-terminating. However, this is the same situation one has to handle using while
loops in conventional programming languages. In any case, some time-out mechan-
ism could be provided if necessary.

For other instances of ULL updates let us switch away from the zoo example
and consider the following logic program P_graph defining the direct graph
G_1 (shown in Figure 2.1) along with its transitive closure.

arc (c, a)← r_1:
arc (X, Y)← arc (X, Y)
tc (X, Y)← arc (X, Z),tc (Z, Y)
arc (b, a)←

\begin{align*}
\text{Fig. 2.1} & \quad \text{Fig. 2.2} & \quad \text{Fig. 2.3}
\end{align*}

Assume we want to create a "duplicate" of the node a in the graph, i.e., a node a'
which has the same sets of incoming and outgoing arcs as a. This is obtained by:

∀ (arc (a, X) + arc (a', X)); ∀ (arc (X, a) + arc (X, a'))

Note that the above update consists of two updates, ∀ (arc (a, X) + arc (a', X)) and
∀ (arc (X, a) + arc (X, a')), combined through a sequence control structure, denoted
in ULL by ";". The resulting graph is shown in Figure 2.2. It is worth pointing
out once again that, according to ULL semantics (see Section 3), the truth valuation
associated with the intensional predicate tc is consequently modified. For
instance, the atom tc (a', c) becomes true after update execution.

An "orientation" of a graph G is a maximal subgraph of G containing no pairs
of symmetric arcs. The following ULL update orients the graph G_1.

* (arc (X, Y), arc (Y, X) - arc (X, Y))

The previous update is non-deterministic. One of its results is shown in Figure
2.3.

We remark the importance of non-determinism encoded in the language. Indeed
an orientation of the graph cannot be obtained by a deterministic language not allowing "pick-up-one" choices of indistinguishable data [2].

3 The Update Logic Language

The section makes use of some basic notions concerning logic programming and well-founded semantics. For room's reasons such notions are not reported here. The reader may refer to [11, 16] for a detailed presentation of these topics.

Given a logic program P, we assume the well-founded model of P, denoted WF(P), as the intended meaning of a logic program P. Thus, given a ground positive goal G (resp., negative goal −(G)), we say that P implies G (resp., P implies −(G)), denoted P |- G (resp., P |- −(G)), if and only if G is true (resp., G is false) with respect to WF(P).

The sequel of this section formally presents both the syntax and the semantics of ULL.

3.1 Syntax

The primitive manipulations definable on a logic program are insertions and deletions of atoms. Insertions and deletions are denoted by update operators + and −, respectively. Thus, a simple update operation is a syntactic of the form ΘQ, where Θ∈ {+, −} is an update operator, and Q is an atom. If Q is ground then ΘQ is a ground simple update operation.

In particular, +Q is called insertion, while −Q is called deletion.

Simple updates are combined in sequences to express update operations involving more atoms. Let {u1,...,un} denote a group of simple updates. Then u1...un is an update operation. If {u1,...,un} are all ground then u1...un is a ground update operation.

Intuitively, the execution of the update operation u1...un corresponds to execute the simple update operation u1 first; then, u2 is fired and so on, until to the execution of the simple update un.

The above defined update operations are the basic primitives for modifying the meaning of a program. However, many real world situations require that an update is executed only if some conditions are verified. The general updates that we define next allows us to deal with such situations by specifying a precondition and a postcondition to the update execution. In order to endow our language with a good flexibility and expressibility, we introduce three different types of updates along with a composition operator which allows to execute updates in sequence.

Definition. Let C1, C2 denote two goals, and U be an update operation. Then

1. ∃(C1 U C2) is a general update (called existential update);
2. ∀(C1 U C2) is a general update (called universal update);
3. *(C1 U C2) is a general update (called iterated update);
4. Ψ1;Ψ2 is a general update (called compound update) if Ψ1 and Ψ2 are general updates.

3.2 Formal Semantics

The core idea of our approach can be rephrased as follows:

i. the insertion +Q of a ground atom Q modifies the semantics of P by adding to its well-founded model WF(P) the atom Q along with its logical consequences (according to P);

ii. the deletion −Q of a ground atom Q discards from WF(P) the atom Q and all those atoms which have been inductively inferred from Q.
Since the semantics of a logic program is completely determined by its instantiation, we regard an update on P as a transformation of ground(P). Indeed it is easily seen that for each program P, WF(P) = WF(ground(P)). Then, the meaning of the program after the execution of the update will be the well-founded model of its transformed instantiation. Thus, the semantics of updates will be given by specifying a mapping \( \Phi \) which takes a ground program ground(P) and a general update \( \Psi \) as the operands and returns the (ground) program resulting from updating ground(P) by \( \Psi \). The transformation \( \Phi \) is defined in terms of another function \( \tau \) which takes a ground program ground(P), an update operation \( \mathcal{U} \) and a family \( \mathcal{I} \) of substitutions as its operands and returns a resulting (ground) program \( \tau(\text{ground}(P), \mathcal{U}, \mathcal{I}) \).

From now on, and throughout this section, we assume that a logic program \( P \) has been fixed and we denote its instantiation ground(P) by \( P \). The mapping \( \Phi \) is inductively defined as follows.

- if \( \mathcal{U} = +Q \), then \( \tau(P, +Q, \mathcal{I}) = P \cup \{ \sigma(Q) \mid \sigma \in \mathcal{I} \} \);
- if \( \mathcal{U} = -Q \), then \( \tau(P, -Q, \mathcal{I}) = P - \{ r \in P \mid \exists \sigma \in \mathcal{I} \text{ s.t. } \mathcal{U}(r) = \sigma(Q) \} \);
- if \( \mathcal{U} = \mathcal{O}_1 \mathcal{Q}_1 \cdots \mathcal{O}_k \mathcal{Q}_k \) \( (k \geq 2) \), then

\[
\tau(P, \mathcal{O}_1 \mathcal{Q}_1 \cdots \mathcal{O}_k \mathcal{Q}_k, \mathcal{I}) = \tau(\tau(P, \mathcal{O}_1 \mathcal{Q}_1, \mathcal{I}), \mathcal{O}_2 \mathcal{Q}_2 \cdots \mathcal{O}_k \mathcal{Q}_k, \mathcal{I}).
\]

Now, we can define the semantics of updates. The first update we consider is the existential one.

**Definition.** An existential update \( \exists (C_1 \cup C_2) \) is applicable if there exists a substitution \( \sigma \) such that: (i) \( P \models \sigma(C_1) \), and (ii) \( \tau(P, \mathcal{U}, \{\sigma\}) \models \sigma(C_2) \).

If \( \exists (C_1 \cup C_2) \) is applicable then \( \Phi(\exists (C_1 \cup C_2)) = \tau(P, \mathcal{U}, \{\sigma\}) \), where \( \sigma \) is any substitution verifying the conditions (i) and (ii) above; otherwise, \( \Phi(\exists (C_1 \cup C_2)) = P \). \( \Box \)

Thus, the execution of an existential update, say, \( \exists (C_1 \cup C_2) \), corresponds to the execution of the ground update operation \( \mathcal{O} \mathcal{U} \), where \( \sigma \) is a substitution such that the precondition \( \sigma C_1 \) is verified in \( P \), and the postcondition \( \sigma C_2 \) is true in the program transformed by the update operation \( \sigma \mathcal{U} \). It is worth noting that \( \sigma \) is non-deterministically chosen in the set of substitutions satisfying such conditions. We notice that in the case either of the conditions is empty, the trivial condition True is assumed. Therefore, if \( C_1 \) is empty, the update is executed along with any substitution satisfying \( C_2 \) in the resulting program. If \( C_2 \) is empty, then the update is executed along with any substitution satisfying \( C_1 \) in the logic program.

The examples of this section will refer to the logic program \( P_{\text{graph}} \), defining the direct graph \( G_1 \), introduced in Section 2.

**Example** To eliminate one of the arcs ending at a node \( Y \) such that the arc \( (b, Y) \) is in the graph, we execute the general update:

\[ \exists (\text{arc}(b, Y), \text{arc}(X, Y), \neg \text{arc}(X, Y)). \]

Here, the substitutions verifying the requested precondition are \( \sigma_1 = \{ Y/a, X/c \} \), \( \sigma_2 = \{ Y/c, X/b \} \), and \( \sigma_3 = \{ Y/a, X/b \} \). Since no postcondition has to be verified, then all such substitutions are eligible for instantiating the update operation. Hence, the possible values of

\[ \Phi(\text{ground}(P_{\text{graph}}), \exists (\text{arc}(b, Y), \text{arc}(X, Y), \neg \text{arc}(X, Y))) \]

which represents the result of the execution of the above update on ground\((P_{\text{graph}})\) are:

\[ P_1 = \{ \text{arc}(a, b), \text{arc}(b, a), \text{arc}(c, a) \} \cup TC, \]
\[ P_2 = \{ \text{arc}(a, b), \text{arc}(b, a), \text{arc}(c, a) \} \cup TC, \]

Note that, even if a substitution is a mapping from \( V \) to \( B_P \), we have specified only the assignments of the variables appearing in the update, as the values assigned to the other variables does not affect the semantics of the update.
\[
\bar{P}_3 = \{ \text{arc}(a, b), \text{arc}(b, c), \text{arc}(c, a) \} \cup TC
\]

where \( TC \) is the set of all ground instances of the two rules defining the predicate symbol \( tc \) (which remains unchanged).

If one wishes to avoid deleting the arcs starting from the node \( b \) he has simply to add the condition \( X \neq b \) in the precondition. In this case the execution is deterministic, as the only applicable substitution is \( \sigma_1 \); so, the result of the execution yields \( P_1 \). On the other hand, if one wants that, after the execution of the update, some arc must still reach the node \( c \), then the general update can be modified by adding the postcondition \( \text{arc}(Z, c) \):

\[
\exists (\text{arc}(b, Y), \text{arc}(X, Y) - \text{arc}(X, Y)) \text{arc}(Z, c).
\]

In this case the substitution \( \sigma_2 \) is not applicable; thus the result of the execution is either \( P_1 \) or \( P_2 \).

Now, let us turn our attention to universal updates. Given an universal update

\[
\forall (C_1 U C_2)
\]

we denote by \( \Sigma_{C_1} \) the family of all substitutions satisfying \( C_1 \), i.e.,

\[
\Sigma_{C_1} = \{ \sigma \mid \sigma \text{ is a substitution and } P \vdash \sigma(C_1) \}.
\]

**Definition.** An universal update \( \forall (C_1 U C_2) \) is applicable if, for each \( \sigma \in \Sigma_{C_1} \),

\[
\tau(\bar{P}, U, \Sigma_{C_2}) \vdash \sigma(C_2).
\]

If \( \forall (C_1 U C_2) \) is applicable then \( \phi(\bar{P}, \forall (C_1 U C_2)) = \tau(\bar{P}, U, \Sigma_{C_2}) \); otherwise, \( \phi(\bar{P}, \forall (C_1 U C_2)) = \bar{P} \).

Hence, in case of an universal update, say, \( \forall (C_1 U C_2) \), the update operation \( \sigma U \) is executed for each substitution \( \sigma \) such that \( \sigma C_1 \) is verified in \( P \). However, if, for some substitution \( \sigma \in \Sigma_{C_2} \), \( \sigma C_2 \) is not true in the obtained program, then the whole execution of the update is aborted (i.e., the update produces a null effect).

**Example** Let consider the 'universal version' of the update shown in the previous example:

\[
\forall (\text{arc}(b, Y), \text{arc}(X, Y) - \text{arc}(X, Y)),
\]

which means: delete all arcs ending at a node \( Y \) such that the arc \( (b, Y) \) is in the graph. The substitutions verifying the applicability condition are the same as in the previous case: \( \sigma_1 = \{ Y/a, X/c \}, \sigma_2 = \{ Y/c, X/b \} \), and \( \sigma_3 = \{ Y/a, X/b \} \). Hence, \( \Sigma_{\text{arc}(b, Y), \text{arc}(X, Y)} = \{ \sigma_1, \sigma_2, \sigma_3 \} \). Since a universal execution modality has been specified, the update operation \( \text{arc}(X, Y) \sigma \) is executed on each \( \sigma \in \Sigma_{\text{arc}(b, Y), \text{arc}(X, Y)} \) Thus, the result \( \phi(\text{ground}(P_{\text{graph}}), \forall (\text{arc}(b, Y), \text{arc}(X, Y) - \text{arc}(X, Y))) \) of the update is \( \{ \text{arc}(a, b) \} \cup TC \), which agrees with the given intuition. As we already pointed out in Section 2, in a universal update the postcondition plays the role of a constraint which, if not satisfied, invalidates the whole update execution. For instance, let us add to the previous update the postcondition \( tc(a, a) \) by which we are requesting that, after the execution of the update, the node \( a \) is in a cycle:

\[
\forall (\text{arc}(b, Y), \text{arc}(X, Y) - \text{arc}(X, Y)) \text{tc}(a, a).
\]

Now, the set \( \Sigma_{\text{arc}(b, Y), \text{arc}(X, Y)} \text{tc}(a, a) \) is again \( \{ \sigma_1, \sigma_2, \sigma_3 \} \). Thus, \( \tau(\text{ground}(P_{\text{graph}}), \text{tc}(a, a)) \) is \( P_2 = \{ \text{arc}(a, b) \} \cup TC \) as before. However, the postcondition \( \text{tc}(a, a) \) is not satisfied in \( P_2 \). Hence, the update is aborted and

\[
\phi(\text{ground}(P_{\text{graph}}), \forall (\text{arc}(b, Y), \text{arc}(X, Y) - \text{arc}(X, Y)) \text{tc}(a, a)))
\]

is \( \text{ground}(P_{\text{graph}}) \), i.e., the program remains unchanged. Finally it is worth noting that, in a universal update, the range of the variables is determined by the precondition; so, a variable appearing only in the postcondition is universally quantified. For instance if we change \( \text{tc}(a, a) \) into \( \text{tc}(a, Z) \) in the previous update, then the postcondition express the requirement that \( \text{tc}(a, Z) \) is true for each \( Z \), with \( Z \) ranging in the Herbrand Universe. On the contrary, since the variable \( X \) appears also
in the precondition, a postcondition \( tc(a, X) \) would require only the truth of \( tc(a, b) \) and \( tc(a, c) \), as \( b \) and \( c \) are the values for \( X \) in \( \sigma_1, \sigma_2 \) and \( \sigma_3 \).

Finally, let us consider the iterated update.

**Definition.** An iterated update \( *(C_1 U C_2) \) is applicable if there exists a substitution \( \sigma \) such that: (i) \( P \vdash \sigma(C_1) \), (ii) \( \tau(P, U, [\sigma]) \vdash \sigma(C_2) \), and, (iii) \( \tau(P, U, [\sigma]) \ast \tau(P, U, [\sigma]) \) is applicable, then

\[ \phi(P, *(C_1 U C_2)) = \phi(\tau(P, U, [\sigma]), *(C_1 U C_2)) \]

where \( \phi \) is any substitution verifying the conditions (i), (ii), and (iii) above; otherwise, \( \phi(P, *(C_1 U C_2)) = P \).

Thus, executing an iterated update \( *(C_1 U C_2) \) corresponds to repeatedly applying the existential update \( A(C_1 U C_2) \) until it becomes not applicable. The further condition (iii) on applicability discards those substitutions which, though making the pre- and post-conditions true, do not actually cause the program to be modified.

**Example.** Let consider the iterated update, discussed in Section 2, which orients the graph of program \( P_{\text{graph}} \):

\[ *(\text{arc}(X, Y), \text{arc}(Y, X) - \text{arc}(X, Y)) \]

It is easy to recognize that the only applicable substitutions are \( \sigma_1 = \{X/a, Y/b\} \) and \( \sigma_2 = \{Y/a, X/b\} \). Hence, the effect of the first iteration is to delete either the arc \( (a, b) \) or the arc \( (b, a) \) from the graph. Then, in either case no substitution is applicable at the second round (i.e., on the modified program), so the execution terminates. Formally, let \( P_1 = \text{ground}(P_{\text{graph}}) - \{\text{arc}(a,b)\} \) and \( P_2 = \text{ground}(P_{\text{graph}}) - \{\text{arc}(b,a)\} \), then there are two possible values for \( \phi(\text{ground}(P_{\text{graph}}), *(\text{arc}(X, Y), \text{arc}(Y, X) - \text{arc}(X, Y))) \):

- either the chosen substitution is \( \sigma_1 \), then
  \[ \phi(\text{ground}(P_{\text{graph}}), *(\text{arc}(X, Y), \text{arc}(Y, X) - \text{arc}(X, Y))) = \phi(P_1, *(\text{arc}(X, Y), \text{arc}(Y, X) - \text{arc}(X, Y))) = P_1 \]
  or the chosen substitution is \( \sigma_2 \), then
  \[ \phi(\text{ground}(P_{\text{graph}}), *(\text{arc}(X, Y), \text{arc}(Y, X) - \text{arc}(X, Y))) = \phi(P_2, *(\text{arc}(X, Y), \text{arc}(Y, X) - \text{arc}(X, Y))) = P_2 \]

As already mentioned, in general, we are not guaranteed that the execution of an iterated update terminates in any case.

**Example.** The update \( *(\text{arc}(X,Y), -\text{arc}(X, f(Y)) + \text{arc}(X, f(Y)) \) goes on adding new nodes and arcs to the example graph never terminating.

For ground updates, we have the following:

**Proposition.** Let \( P \) be a logic program, \( U \) be a ground update operation, and, \( G_1 \) and \( G_2 \) be two ground goals. Then

\[ \phi(\text{ground}(P), \exists(G_1 U G_2)) = \phi(\text{ground}(P), \forall(G_1 U G_2)) = \phi(\text{ground}(P), *(G_1 U G_2)) \]

The above result justifies dropping the modality specifier for variable free general updates, as we have often done in the previous sections.

We have described how the execution of a single general update affects a ground program. It is easily recognized that the approach immediately extends to sequences of general updates. Indeed, the \( \phi \) function yields programs, and therefore it can be reapplied on its results. As a consequence, the semantics of a sequence of \( n \) general updates is given by applying the \( \phi \) function \( n \) times. More formally, a sequence of general updates to be applied on a program \( P \) is seen as a unique compound update whose semantics is defined next.

**Definition.** Given a logic program \( P \), let \( \Psi_1; \ldots; \Psi_n \) be a compound general update. Then

\[ \phi(\text{ground}(P), \Psi_1; \ldots; \Psi_n) = \phi(\phi(\text{ground}(P)), \Psi_1), \Psi_2; \ldots; \Psi_n) \]

Obviously, if one of the general updates composing the sequence is an iterated
update and it goes in a never ending loop, also the entire sequence loops indefinitely.

We are finally in the position of giving the definition of the semantics of an updated program against which to perform query answering.

**Definition.** Let $P$ be a logic program and let $\Psi = \Psi_1 \ldots \Psi_n$ be a list of general updates to be executed on $P$. The semantics $S_{P,\Psi}$ of the program obtained updating $P$ by $\Psi$ is defined as the well founded model of $\phi(\text{ground}(P), \Psi)$ if $\phi(\text{ground}(P), \Psi)$ is defined, and it is undefined, otherwise.

**References**

Abstract

Requirements capture is a term used in software engineering, referring to the process of obtaining a problem description—a high level account of the problem which a user wants to solve. This description is then used to control the generation of a program appropriate to the solution of this problem. Reliable requirements capture is seen as a key component of future automated program construction systems, since even small amounts of information about the type of problem being tackled can often vastly reduce the space of appropriate application programs. Many special purpose requirements capture systems exist but few of these are logic based and all of them operate in tightly constrained domains. This paper introduces a formal language for requirements capture which bridges the gap between an order sorted logic of problem description and the Prolog programming language. An extended version of this paper appears in [4].

1 Introduction

Previous work on requirements capture, described in [5], attempted to control the generation of Prolog programs by applying domain knowledge from a problem description supplied by the user. This approach is attractive because it buffers users from part of the programming task. However, there is a tension between the demands of users for a notation to which they can relate and the need for computational sophistication in their application programs. This tends to create a conceptual gap between the languages of problem description and application. The trade-offs which were made in attempting to bridge this gap are discussed in [6] but the end-result is normally that the language used for problem description is different from the language used to describe the application program. This can become a serious problem if the means by which the two languages interact during program generation is not well understood.

One way to tackle these problems is to devise a language which can be used for problem description but also has a straightforward translation to an application programming language. This language has to be expressive but it must also be easy to use. In addition, it should be capable of describing a programming problem in general terms or in greater detail, depending on users' preferences. Previous work by Bundy and Uschold ([1]) has attempted to provide this sort of uniform language based on typed lambda calculus but they have yet to implement these ideas in a working system and the complexity of the mathematics involved makes it difficult to see how users without specialist training could feel confident about using it. A solution to this problem would be to “dress up"
the mathematics in a form which is more easily understood. Unfortunately, it is often difficult to make an inherently complex notation appear simple. An alternative, which we adopt in this paper, is to start with comparatively simple underlying principles and to manipulate these to obtain complex programs. A good source of ideas for this approach is in logic programming, which (in the form of pure Prolog programs) embodies a simple but powerful programming paradigm. A second source of inspiration is to be found in recent set-based specification languages. In particular we have drawn upon ideas from the COR system of refinements ([2]).

The core of the requirements capture language depends on representing a lattice of sets of results of predicates. This constitutes our problem description language. Section 2 introduces this notion in the context of Prolog\(^1\). This is followed, in Section 3 by a description of the way in which expressions in the language may be translated into Prolog. Since this is intended to be a high level language, not all of the axioms translate directly into Prolog and some are used, with the aid of proof rules, to control problem description. In Section 4 we describe some of the proof rules which we use later, in Section 5, to provide guidance in defining set lattices. Finally, in Section 6, we describe how programs (at differing levels of detail) may be extracted from our lattices.

2 Denoting Argument Sets

It is conventional to define the meaning of a logic program to be the set of ground unit goals deducible from that program. This gives a form of "global" meaning for a predicate in terms of all its arguments but it is possible to define more local interpretations in terms of stipulated arguments. We shall use the notation \( V : P \) to denote the set of instances for the variable \( V \) which can be obtained from the goal \( P \). In order sorted logics, it is normal to restrict the range of objects over which variables in formulae are permitted to range. We can achieve this effect using our notation by permitting the variables inside the goal expression to be restricted using the ':' operator. This permits any predicate to be applied over sets of objects, rather than over individuals as would be the case in standard first-order predicate calculus. The interpretation of a predicate argument applied in this way is defined as the set of results for the variables on the left of the ':' operator, given the application of the predicate to every combination of elements in the sets denoted in its arguments. Since all of our terms represent sets of objects we can introduce some standard set operators as follows:

Definition 1 If \( A \) and \( B \) are set expressions then \( A \cap B \) is the intersection of \( A \) and \( B \); \( A \cup B \) is the union of \( A \) and \( B \); and \( A \supseteq B \) denotes that \( B \) is a subset of \( A \).

\(^1\)Throughout this paper we shall be using "pure" Prolog, without complicating features such as cut or side-effecting predicates.
The use of the $\supset$ operator allows us to arrange our set expressions into a lattice. To provide a "top" and "bottom" to this lattice we shall use the symbol $T$ to denote the entire universe of discourse and $\bot$ to denote the empty set of objects. The full syntax of refinement expressions appears below:

**Definition 2** A refinement formula is of the form $H \supset B$, where:

- $H$ is the head of the refinement and is a primitive set expression.
- $B$ is the body of the refinement and can be any set expression.
- A primitive set expression is of the form $V : P$, where $V$ is a variable appearing in $P$ and $P$ is one of the following:
  - A Prolog goal.
  - A term of the form $Q(A_1, \ldots, A_N)$, where $Q$ is a predicate name and each $A_i$ is either a variable, constant or set expression.
- A set expression is of the form $V : E$, where $V$ is a variable appearing in $E$ and $E$ is one of the following:
  - A primitive set expression.
  - A union of set expressions, $V_1 : E_1 \cup V_2 : E_2$
  - An intersection of set expressions, $V_1 : E_1 \cap V_2 : E_2$
  - The difference between two set expressions, $V_1 : E_1 - V_2 : E_2$

$V$ is said to be restricted by the expression $E$. Any variable which is not restricted in this way is said to be unrestricted.

- Any unrestricted variable in the head of a refinement formula must appear in the body of that formula.

The next section will make more clear why the restrictions on syntax supplied in definition 2 are needed. It is worth noting in passing that set expressions for first order predicate calculus have also been introduced in [3] but in a different form and for different purposes.

### 3 Mapping Prolog to the Refinement Language

Section 2 introduced the basic notation for the refinement language. The purpose of this section is to show how the language can be understood in terms of Prolog. To simplify our explanation, we shall demonstrate the correspondence for unary predicates but the same principles apply to predicates of any arity. The $\supset$, $\cap$, and $\cup$ operators can be interpreted straightforwardly in terms of the logical connectives for implication (→), conjunction (\&) and disjunction (v). The correspondences are as shown below:
Any nested variable restrictions (using the ':' operator) within terms must be converted into preconditions for logical rules. Thus, if we have an expression of the form:

\[ V_1 : P(V_1) \supseteq V_2 : Q(V_2) \]

we would rewrite it to the expression:

\[ P(V) \leftarrow A(V_3) \land Q(V_3, V) \]  

It is important to remember that not all the refinement formulae are intended to translate directly into Prolog. In general, the refinement relation is more "permissive" than standard implication and with it we can represent a wide variety of information, only part of which is sufficiently precise to constitute a Prolog program. In particular, it is not always possible to translate from refinements which have restricted variables in the head but these variables do not appear in the body. Since our refinement language is, in this sense, very flexible we must be careful which axioms are allowed to be translated into Prolog. However, provided such checks are in place, we can benefit from the extra flexibility during problem description. For this, we need to use some standard proof rules, which are the topic of the next section.

### 4 Refinement Proof Rules

Since all the expressions in the language refer to sets, we can use proof rules from set theory to perform many of the operations necessary during requirements capture. This section describes some of the proof rules which we currently use and we anticipate that further, derived rules will be added to the collection as the system matures - for instance, rules describing the preservation of unions and intersections of predicates and a full set of rules for the set difference operator. In subsequent sections we shall show some of these rules in operation. In the proof rules which follow, the symbols \(A\), \(B\) and \(C\) denote set expressions; \(T\) denotes the universal set; and \(\bot\) denotes the empty set.

**Proof rule 1** \( \vdash T \supseteq A \)

**Proof rule 2** \( \vdash A \supseteq \bot \)

**Proof rule 3** \( \vdash A \supseteq A \)

**Proof rule 4** \( A \supseteq B, B \supseteq C \vdash A \supseteq C \)

**Proof rule 5** \( C \supseteq A, C \supseteq B \vdash C \supseteq A \cup B \)
Proof rule 6 \( \vdash A \cup B \supseteq A \) and \( \vdash A \cup B \supseteq B \)

Proof rule 7 \( \vdash A \supseteq A \cap B \) and \( \vdash B \supseteq A \cap B \)

Proof rule 8 \( B \supseteq A, C \supseteq A \cap B \cap C \supseteq A \)

Proof rule 9 \( \vdash (A \cap B) \cup (A \cap C) \supseteq A \cap (B \cup C) \)

Proof rule 10 \( A \supseteq A' \vdash V : P(A) \supseteq V' : P(A') \)

5 Defining a Refinement Lattice

It would be possible to define complete programs entirely within the refinement language. However, this doesn’t seem to us to be the most advantageous use of the language, since it merely replicates a standard logic program. In defining refinement lattices a key idea is that people should be allowed to “rise above” the level of the application program in the initial stages of refinement. When performing this task, it is common to want to combine existing refinements in order to be more specific about the way in which they apply. To support this process we permit users to restrict the size of a refinement expression on either (or both) the left or right sides. Since this could result in an overdefined expression—for example by over-restricting the left-hand side of the refinement—we must also apply a test for overdefinition to the resulting expression (described in [4]).

Definition 3 A refinement of the form \( A \supseteq B \) is an extension of the refinement lattice \( \mathcal{H} \) if \( A' \supseteq B' \in \mathcal{H} \) and \( A' \supseteq A \) and \( B' \supseteq B \).

For example, we might have added the information that locations of fish include aquatic habitats; that aquatic habitats include rivers and that Carp are fish:

\[
\begin{align*}
H : & \text{aquatic\_habitat}(H) \supseteq L : \text{location}(F : \text{fish}(F), L) \quad (3) \\
H : & \text{aquatic\_habitat}(H) \supseteq R : \text{river}(R) \quad (4) \\
F : & \text{fish}(F) \supseteq C : \text{carp}(C) \quad (5)
\end{align*}
\]

Now if we add the information that the locations of Carp include rivers:

\[
R : \text{river}(R) \supseteq L : \text{location}(C : \text{carp}(C), L) \quad (6)
\]

we can show that this is a valid extension as follows:

- By definition 3 using axiom 3, we have an extension if:
  \( L : \text{location}(F : \text{fish}(F), L) \supseteq L : \text{location}(C : \text{carp}(C), L) \) and
  \( H : \text{aquatic\_habitat}(H) \supseteq R : \text{river}(R) \)

- By proof rule 8 we can establish that:
  \( L : \text{location}(F : \text{fish}(F), L) \supseteq L : \text{location}(C : \text{carp}(C), L) \) if
  \( F : \text{fish}(F) \supseteq C : \text{carp}(C) \).
\( F : fish(F) \supseteq C : carp(C) \) by proof rule 4 using axiom 5.

\( H : aquatic\_habitat(H) \supseteq R : river(R) \) by proof rule 4 using axiom 1.

We would like, as far as possible, to protect users against including refinements which are overdefined within the existing lattice. We use the symbol, \( \bot \), as the empty set expression and assume that all new sets added will be (potentially) larger than \( \bot \). Therefore:

**Definition 4** A refinement, \( A \supseteq B \) is overdefined if, in conjunction with the other axioms of the existing refinement lattice, \( A \supseteq B + \bot \supseteq B \).

One of the main purposes of this definition is in limiting the ways in which set expressions can be refined, thus reducing the range of choices available to users when constructing the lattice. For example, it is sometimes useful to be able to define a predicate which can range over only particular sets of arguments but not others. For example, we might want to say that spiders only eat living things. We can express this using the axiom:

\[
X : living(X) \supseteq X1 : eats(S : spider(S), X1)
\]  

(7)

If we also add the constraint that nothing is both living and dead:

\[
\bot \supseteq X1 : living(X1) \cap X2 : dead(X2)
\]  

(8)

then we can protect against generalisation of the \( eats/2 \) predicate. For example, if we try to add the axiom:

\[
X : eats(S : spider(S), X) \supseteq X1 : dead(X1)
\]  

(9)

we can prove that this is overdefined as follows:

- By proof rule 4, \( \bot \supseteq X : dead(X) \) if:
  \( \bot \supseteq X1 : living(X1) \cap X2 : dead(X2) \) (Axiom 8) and
  \( X1 : living(X1) \cap X2 : dead(X2) \supseteq X : dead(X) \)

- By proof rule 8, \( X1 : living(X1) \cap X2 : dead(X2) \supseteq X : dead(X) \) if:
  \( X1 : living(X1) \supseteq X : dead(X) \) and
  \( X2 : dead(X2) \supseteq X : dead(X) \)

- By proof rule 4, \( X1 : living(X1) \supseteq X : dead(X) \) if:
  \( X1 : living(X1) \supseteq X2 : eats(S : spider(S), X2) \) (Axiom 7) and
  \( X2 : eats(S : spider(S), X2) \supseteq X : dead(X) \) (Axiom 9)

- By proof rule 3, \( X2 : dead(X2) \supseteq X : dead(X) \)
5.1 A Simple Example

Having defined mechanisms for creating and extending refinements we introduce, in this section, a short example to demonstrate the way in which the language may be used to develop incrementally a requirements specification. We shall use a (somewhat contrived) biological example, in which we wish to represent populations of wolves and deer which have different probabilities of survival depending on their location. A larger example can be found in [4]. To begin, we can introduce the concept of probabilities using the refinement:

\[ T \supseteq P : \text{probability}(P) \quad (10) \]

We could then go on to provide more specific information pertaining to probabilities. In particular, we could say that a more restricted type of probability is the survival factor of animals:

\[ P : \text{probability}(P) \supseteq S : \text{survival}(A: \text{animal}(A), S) \quad (11) \]

At this point, we have introduced, as part of expression 11, a requirement for animal/1 to be placed in the lattice. This is flagged as one of the gaps in the requirement specification and we plug this gap by adding animal/1 below T. At the same time, it is convenient to add wolf/1 and deer/1, as refinements of animal/1, and red.deer/1 as a refinement of deer/1:

\[ T \supseteq A : \text{animal}(A) \quad (12) \]
\[ A : \text{animal}(A) \supseteq W : \text{wolf}(W) \quad (13) \]
\[ A : \text{animal}(A) \supseteq D : \text{deer}(D) \quad (14) \]
\[ D : \text{deer}(D) \supseteq R : \text{red.deer}(R) \quad (15) \]

We might then decide to introduce a refinement of survival which is dependent on the location of the animals:

\[ S : \text{survival}(A : \text{animal}(A), S) \supseteq \quad (16) \]
\[ F : fl(L : \text{location}(A : \text{animal}(A), L), B : \text{animal}(B), F) \]

This again introduces a gap in the specification, for location/2, which we first introduce below T and then define using two axioms:

\[ T \supseteq L : \text{location}(A : \text{animal}(A), L) \quad (17) \]
\[ L : \text{location}(A : \text{animal}(A), L) \supseteq H : \text{hill}(H) \quad (18) \]
\[ L : \text{location}(A : \text{animal}(A), L) \supseteq P : \text{pasture}(P) \quad (19) \]

We might now decide to be more specific about the types of results which we would expect to obtain from fl/3. For example, we could stipulate that the results in the third argument for deer on hills might be the integers between 50 and 100, while the same argument for wolves on hills might be the integers between 40 and 60.
Finally, we could be more specific about the locations of particular groups of animals. For example, we could give possible locations for red\_deer to be hills.

\[
L : \text{location}(A: \text{red\_deer}(A), L) \supseteq H : \text{hill}(H) \]  

### 6 Extracting a Program

In Section 5 we demonstrated how a lattice of refinements could be constructed. This lattice is capable of describing a large number of different programs, which vary on two dimensions:

- The level of detail at which a program in the lattice is described will vary depending on the depth to which we descend through the chains of refinement. The further we travel towards the bottom of the lattice the more detailed our programs become.

- There may be more than one possible refinement of a set expression at any given point in the lattice. These produce choice points in the extraction of program details.

Bearing the above considerations in mind, the method used to extract a program from the refinement lattice is based on a simple principle. Recall the mapping between refinements and implication which has been shown in Section 3. Using this mapping, if we take any sequence of refinements down through the lattice from some top level set expression then by translating the refinements of that sequence into axioms of Prolog we shall have produced a partial program the results of which are included in the top-level set expression. Some additional complexity is introduced into the algorithm because we permit nesting of set expressions. This means that when we are finding sequences of refinements we need to do more than simply match the left and right sides of the appropriate refinements – we also need to ensure that set expressions contained in the matching expressions can be coerced toward a non-empty intersection. The full refinement algorithm is given below. Note the recursive use of the algorithm when unifying set expressions and also the need to propagate the set intersections from unification through the right hand side of the smaller of the refinement expressions.

**Algorithm 1** We write \textit{refinement}(\(T_1, T_2, P\)) to denote that \(T_2\) is a valid refinement of \(T_1\) producing axiom \(P\), given refinement lattice \(H\). The algorithm for this is as follows:

- \textit{refinement}(\(T_1, T_2, P\)) if \textit{refinement}(\(T_1, T_2, \{\}, P\))
• refinement\( (T, T, P, P) \)

• refinement\( (V : A, V : B, P, P') \) if
  
  - \( (V : A' \supseteq V : B') \in \mathcal{H} \) and
  
  - unify\( (A, A', A_u, P, P') \) and
  
  - propagate.bindings\( (A_u, B, B_u) \) and
  
  - refinement\( (V : B_u, V : B, P', P'') \)

• refinement\( (P(A_1, \ldots, A_n), P(A'_1, \ldots, A'_n), P, P') \) if
  
  - For each \( A_i \) and \( A'_i \): refinement\( (A_i, A'_i, P_i) \) and \( P' = \bigcup P_i \cup P \)

• refinement\( (V : A, V : B_1 \cap B_2, P, P'') \) and refinement\( (V : A, V : B_2, P', P'') \)

Algorithm 2 We write unify\( (A, A', A_u, P) \) to denote that set expressions \( A \) and \( A' \) have a shared subset defined by set expression \( A_u \), yielding axiom set, \( P \). The algorithm for this is as follows:

• unify\( (A, A', A_u, P) \) if unify\( (A, A', A_u, \{\}, P) \)

• unify\( (A, A', A_u, P, P') \) if
  
  - refinement\( (A, A_u, P, P') \) and refinement\( (A', A_u, P', P'') \)

Algorithm 3 The procedure, propagate.bindings\( (A, B, B') \) takes each term of the form \( V : X \) contained in \( A \) and replaces every occurrence of \( V : X \) in \( B \) with \( V : X \), yielding the new term, \( B' \).

Using this refinement algorithm, in combination with axioms 10 to 22 from Section 5.1, we can extract a variety of sets of refinements from the refinement lattice, including the one below:

\[
\begin{align*}
D &: \text{deer}(D) & D &: \text{red.deer}(D) \\
D &: \text{animal}(D) & D &: \text{deer}(D) \\
L &: \text{location}(D : \text{red.deer}(D), L) & L &: \text{hill}(L) \\
S &: \text{fl}(L : \text{hill}(L), D : \text{red.deer}(D), S) & S &: \text{between}(50, 100, S) \\
S &: \text{survival}(D : \text{red.deer}(D), S) & S &: \text{fl}(L : \text{location}(D : \text{red.deer}(D), L), \\
& & D : \text{red.deer}(D), S) 
\end{align*}
\]

Applying the translation algorithm to these refinements gives the partial program:

\[
\begin{align*}
\text{deer}(D) & \leftarrow \text{red.deer}(D) \\
\text{animal}(D) & \leftarrow \text{deer}(D) \\
\text{location}(D, L) & \leftarrow \text{red.deer}(D) \& \text{hill}(L) \\
\text{fl}(L, D, S) & \leftarrow \text{hill}(L) \& \text{red.deer}(D) \& \text{between}(50, 100, S) \\
\text{survival}(D, S) & \leftarrow \text{red.deer}(D) \& \text{location}(D, L) \& \text{fl}(L, D, S)
\end{align*}
\]
7 Conclusions

The language introduced in this paper embodies what we claim to be a novel approach to requirements capture. It has the following features:

- The space of requirements is described using a lattice of refinements between sets of potential results from Prolog programs.
- Construction of a Prolog program can be achieved by searching this requirement space, having delimited the upper and lower bounds within which the completed (partial) program must lie.
- Guidance during the construction of the refinement lattice is obtained by the application of logically consistent set-theoretic proof rules.
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Abstract: This paper presents a method for deriving logical consequences of first-order formulas based on resolution and a novel unskolemization algorithm. In general, it is not possible to derive certain logical consequences of a first-order formula by resolution without using tautologies or unskolemization. Therefore, if a formula \( H \) implies a formula \( W \), we will not attempt to derive \( W \) from \( H \); instead, we derive a formula \( F \) such that \( H \) implies \( F \) and \( F \) implies \( W \), and such that \( F \) is "close" to \( W \). A measure of closeness is defined such that the number of formulas \( F \) "close" to any given formula \( W \) is finite. A number of interesting applications are discussed, including a method for mechanically generating loop invariants for program verification, and a technique for learning characteristic descriptions of objects.

1. Objective and Motivation

In this paper, we will develop a method for finding logical consequences of first-order formulas. Suppose we are given a first-order formula \( H \), and we want to find a certain consequence \( W \) of \( H \), which is unknown. It may not be possible to derive \( W \) from \( H \) by resolution [9] without using tautologies and unskolemization, as will be shown in Section 2.1. Since the use of tautologies is undesirable (due to the enormous increase in search space that it creates), we will not attempt to derive \( W \) from \( H \), but instead will try to derive a formula \( F \) with the property that

\[
H \Rightarrow F \Rightarrow W.
\]

(where \( \Rightarrow \) denotes logical implication). However, if this is the only constraint on \( F \), then why not take \( F = H \)? One obvious reason is that \( H \) may be infinite. Also, we want \( F \) to be as "close" as possible to \( W \). To define the concept of "closeness", we will define a relation "more general than" on first-order formulas and will derive a formula \( F \) from \( H \) such that \( H \Rightarrow F \Rightarrow W \) and such that \( F \) is "more general than" \( W \). The relation "more general than" is defined in such a way that the number of first-order formulas \( F \) which satisfy a given syntactic condition and are more general than a given first-order formula \( W \) is finite up to variants. Thus we can only derive a finite number of formulas \( F \) satisfying both the following conditions:

(i) \( H \Rightarrow F \Rightarrow W \)
(ii) \( F \) is more general than \( W \).

Of course, if \( H \) is more general than \( W \), then we could get \( F=H \). We will show that this method is complete, i.e. that for any two formulas \( H \) and \( W \), it is possible to derive \( F \) from \( H \) by our method such that (i) and (ii) above hold.

This paper is structured as follows. In the next section, we show why certain logical consequences of first-order formulas cannot be derived without using tautologies or unskolemization, and describe an unskolemization algorithm. The algorithm is analyzed in Section 3, where we define the relation "more

* Ritu Chadha may be contacted at the following address: Bell Communications Research, MRE 2A-246, 445 South Street, Morristown, NJ 07962-1910.
general than". Several applications for the methods developed in this paper are described in Section 4. Section 5 concludes with a brief summary.

2. The Unskolemization Process

2.1 Preliminaries

Unskolemization has been defined as the process of eliminating Skolem functions from a formula without quantifiers, replacing them with new existentially quantified variables, and transforming the resulting formula into a closed formula with quantifiers (for details about skolemization, see [2,7]). McCune [8] presents an algorithm to solve the following problem: given a set $S$ of clauses and a set $F$ of constant and function symbols that occur in the clauses of $S$, obtain a fully quantified (closed) formula $S'$ from $S$ by replacing expressions starting with symbols in $F$ with existentially quantified variables. McCune's algorithm is sound but not complete. Cox and Pietrzykowski [3] present an algorithm for unskolemization, but their algorithm is applicable only to literals.

We expand the meaning of unskolemization slightly. In our definition, function symbols can also be "unskolemized" by treating them as if they were Skolem functions. Thus, a function symbol may be replaced by an existentially quantified variable during unskolemization. To illustrate, suppose we want to unskolemize the formula $\forall x (P(f(x)) \lor Q(g(a), x))$ where $f$ and $a$ are (non-Skolem) function symbols, and suppose we want to treat $f$ and $a$ as if they were Skolem functions. The resulting formula would be $\exists z \forall x \exists y (P(y) \lor Q(g(z), x))$. Note that skolemizing $\exists z \forall x \exists y (P(y) \lor Q(g(z), x))$ yields the original formula (up to names of Skolem functions). In practice, the situation may be more complicated, since the formula being unskolemized may not be the skolemized form of any formula. Our algorithm shows how to cope with such situations.

We motivate the development of the unskolemization algorithm by the following example. Suppose we want to derive an unknown logical consequence $B$ of $A$. Denote the Skolem form of a formula $F$ by "Sk($F$)". Since $A \Rightarrow B$, $A \land \neg B$ is unsatisfiable, so Sk($A \land \neg B$) is unsatisfiable (since skolemization preserves unsatisfiability), i.e. Sk($A$) $\land$ Sk($\neg B$) is unsatisfiable. Therefore we can derive the empty clause from Sk($A$) $\land$ Sk($\neg B$). Now, $B$ is unknown, and we want to derive it from Sk($A$). It may not be possible to derive $B$ from Sk($A$) without using tautologies or unskolemization, as demonstrated below:

(i) Suppose $A = P$ and $B = P \lor Q \lor R$. Clearly $A \Rightarrow B$. But the only way to derive $B$ from $A$ by resolution is by resolving $A$ with the tautology $\neg P \lor P \lor Q \lor R$.

(ii) Suppose $A = P(a)$ and $B = \exists x P(x)$. Then $B$ (or even Sk($B$)) cannot be derived from $A$ by resolution. Obtaining $B$ from $A$ requires unskolemizing $A$ by replacing "a" by an existentially quantified variable. Unskolemizing $P(a)$ results in $\exists x P(x)$. In practice, some function symbols in $A$ may have to be replaced by existential quantifiers and some may not. This explains why our unskolemization algorithm will be nondeterministic.

In order to address the above issues formally, we present an unskolemization algorithm $U$ with the following specifications:

INPUT: a first-order formula $H$

OUTPUT: set $\mathcal{L}$ of formulas such that for any logical consequence $W$ of $H$, algorithm $U$ can produce a formula $F$ in $\mathcal{L}$ such that

(i) $H \Rightarrow F \Rightarrow W$

(ii) $F$ is more general than $W$
where "more general than" is a relation that will be defined later with the property that \( \{ F : F \text{ is more general than } W \} \) is finite up to variants under certain syntactic constraints.

The algorithm \( U \) unskolemizes a set of clauses \( D \) derived by resolution from \( \text{Sk}(H) \) to give a set of formulas \( L \). Briefly, the objective of unskolemizing \( D \) is to replace function symbols of \( D \) that do not occur in \( W \) by existentially quantified variables. That is, if for some literal \( L \) in \( D \), an argument \( d \) of \( L \) has a function symbol that does not appear in \( W \), then that function symbol of \( d \) is unskolemized, yielding a set \( L \) of new formulas. Thus any \( F \in L \) will contain a new existentially quantified variable in place of \( d \). Since \( W \) is unknown, this procedure will have to be carried out nondeterministically. This process will make the unskolemized formula "more general than" \( W \).

**Notes.**

1. The following algorithm makes use of the guarded command for conditional statements [5]. Briefly, the general form of a conditional statement is "if \( B_1 \rightarrow S_1 \ [B_2 \rightarrow S_2 \ ... \ [B_n \rightarrow S_n \] fi" , where \( n \geq 0 \) and each \( B_i \rightarrow S_i \) is a guarded command. Each \( S_i \) can be any statement. The command is executed as follows. If any guard \( B_i \) is not well-defined, or if none of the guards is true, abortion occurs; if at least one guard is true, then one guarded command \( B_i \rightarrow S_i \) with true guard \( B_i \) is chosen and \( S_i \) is executed. If more than one guard is true, then one of the guarded commands \( B_i \rightarrow S_i \) with true guard \( B_i \) is chosen arbitrarily and \( S_i \) is executed. Thus the execution of such a statement can be nondeterministic.

2. The following notation is used:

(i) \( L = \text{SIGN}(L) P(a_1, \ldots, a_n) \) is a literal whose sign (negated or unnegated) is represented by "\( \text{SIGN}(L) \)"; e.g. \( \text{SIGN}(Q(a)) = "\neg" \), \( \text{SIGN}(\neg Q(a)) = "\neg\neg" \).

(ii) Let \( X \) be a term. \( \text{FUNC}(X) \) is defined to be the function symbol of \( X \) if \( X \) is not a variable, and is defined to be \( X \) otherwise. For example, \( \text{FUNC}(f(x, y)) = f \); \( \text{FUNC}(a) = a \); \( \text{FUNC}(x) = x \), where \( x \) is a variable.

2.2 The Unskolemization Algorithm

**ALGORITHM U**

**Step 1.** Skolemize the input formula \( H \). Let \( SK \) be the set of all the Skolem symbols in \( \text{Sk}(H) \). Derive a set \( D \) of clauses by resolution from \( \text{Sk}(H) \).

**Step 2.** Make \( i_k \) copies of every clause \( C_k \) of \( D \), where \( i_k \) is some integer (chosen nondeterministically), and rename variables in all clauses so that no two clauses have any variable in common. Call the resulting bag of clauses \( \text{M.CLAUSES} \).

**Comment:** We may need multiple copies of clauses because multiple instances of a clause may be needed to derive the empty clause from \( \text{Sk}(H \land \neg W) \). \( i_k \) can be bounded by the number of resolutions performed when deriving the empty clause from \( \text{Sk}(H \land \neg W) \). In actual practice, for each \( k \), we can try setting \( i_k \) to 1, then 2, and so on, and eventually \( i_k \) will become large enough.

**Step 3.** For every literal \( L \) in every clause of \( \text{M.CLAUSES} \), process the arguments of \( L \) as follows. Suppose \( L = \text{SIGN}(L) P(d_1, d_2, \ldots, d_s) \). For each \( i, 1 \leq i \leq s \), perform the following:

- \( \text{if} \ (\text{FUNC}(d_i) \not\in \text{SK}) \rightarrow \text{replace} \ d_i \text{ by } X \leftarrow d_i \text{, for some fresh variable } X; \)
- \( \ [\ (\text{FUNC}(d_i) \not\in \text{SK} \land d_i \text{ is not a variable}) \rightarrow \text{replace} \ d_i \text{ by } X \leftarrow d_i \text{, for some fresh variable } X; \)
- \( \ [\ (\text{FUNC}(d_i) \not\in \text{SK} \land d_i \text{ is not a variable}) \rightarrow \text{skip}; \)
- \( \ [\ (d_i \text{ is a variable}) \rightarrow \text{skip} \)
Call the resulting set of processed clauses MARK.

Comment: Replacing $d_i$ by $X \leftarrow d_i$ is just a way of marking $d_i$ with a variable name. Any argument of the form $X \leftarrow d_i$ is called a marked argument.

Step 4. For every pair of marked arguments $X \leftarrow \alpha$, $Y \leftarrow \beta$ in MARK do
- if $\alpha, \beta$ are unifiable $\rightarrow$ unify all occurrences of $X$ and $Y$;
- if $\alpha, \beta$ are not unifiable $\rightarrow$ skip;
- if $\alpha, \beta$ are unifiable $\rightarrow$ skip

Comment: In the next step, $C$ is the set of constraints on the ordering of new existential quantifiers relative to universal quantifiers which will be introduced in Step 6. The presence of an ordered pair $(y, z)$ in $C$ signifies that $\exists z$ must come after $\forall y$ in the quantifier string of the unskolemized formula.

Step 5. Let $C$ be a set which is initially empty, and let $Q$ be an initially empty quantifier string. Let FREE be the set of all free variables in MARK (this does not include marked arguments). For every marked argument $X \leftarrow \alpha$ do
- Collect all marked arguments with the same variable on the left-hand side of the $\leftarrow$ sign. Suppose these are $X \leftarrow \alpha_1, X \leftarrow \alpha_2, ..., X \leftarrow \alpha_n$.
- Let $\{y_1, y_2, ..., y_r\}$ be the set of all the variables occurring in $\alpha_1, \alpha_2, ..., \alpha_n$. Then replace $X \leftarrow \alpha_i$, for $1 \leq i \leq n$, everywhere by a new variable $z$ (say) and add the $r$ ordered pairs $(y_i, z)$ to $C$. If $r = 0$, place $\exists z$ at the head of the partially completed quantifier string $Q$.

Step 6. (i) For every $y$ in FREE, define $\text{DEP}(y) = \{z|(y, z) \in C\}$. This is the set of all variables $z$ such that $\exists z$ must come after $\forall y$. Define the partial order $\text{PO}$ on the set $\text{FREE}$ as follows: $(x, y) \in \text{PO}$ iff $\text{DEP}(x) \supseteq \text{DEP}(y)$.

(ii) Extend the partial order $\text{PO}$ to a linear order on $\text{FREE}$ in all possible ways, yielding a set $\text{LIN}$ of linear orders.

(iii) Let $\text{QUANT}$ be an initially empty set of quantifier strings. For every linear order $O$ in $\text{LIN}$ do
- $\{P := O; add universal quantifiers for every variable in $\text{FREE}$ to $P$ in the order prescribed by $O$ (i.e. if $x < y$ in $O$, then $\forall x$ precedes $\forall y$ in $P$). These quantifiers come after any existential quantifiers already present in $P$.
- $\text{QUANT} := \text{QUANT} \cup \{P\}$

(iv) Let $L$ be an initially empty set. For every $Q$ in $\text{QUANT}$ do
- Insert an existential quantifier for every $z$ such that $(y, z) \in C$ (for some $y$) as far forward in $Q$ as possible, subject to the constraint that $\exists z$ comes after $\forall y$ for every $y$ such that $(y, z) \in C$;
- Rewrite MARK in conjunctive normal form;
- Add the formula $Q \text{ MARK}$ to the set $L$.

Example 1. Let

$H = \forall x \forall y \forall u \forall v \forall t((P(y) \lor L(b, y, t)) \land \neg Q(g(t)) \land L(g(t), a, t) \land (R(x, g(t)) \lor \neg P(x, g(t))) \land (\neg P(w, z) \lor \neg D(w, z)))$,

$W = \forall s \exists u \exists v (L(b, u, s) \land L(u, a, s) \land (\neg P(v, u) \lor \neg D(v, u) \lor M(a)))$.

It is easy to see that $H \Rightarrow W$. We will show how algorithm U derives a formula $F$ from $H$ such that $H \Rightarrow F \Rightarrow W$. We have,

$\neg W = \exists s \forall u \exists v (\neg L(b, u, s) \lor \neg L(u, a, s) \lor P(v, u)) \land (\neg L(b, u, s) \lor \neg L(u, a, s) \lor D(v, u)) \land (\neg L(b, u, s) \lor \neg L(u, a, s) \lor \neg M(a)))$.
\[ \text{Sk}(\neg W) = \{ \neg L(b, u, c), \neg L(u, a, c), P(f(u), u) \}, \{ \neg L(b, u, c), \neg L(u, a, c), D(f(u), u) \} \]

In \text{Sk}(\neg W), f and c are Skolem functions replacing the existentially quantified variables \( v \) and \( s \) of \( \neg W \), respectively. A sequence of resolutions that derives the empty clause from \text{Sk}(H) \land \text{Sk}(\neg W) \) is depicted pictorially in Figure 1. Notice that resolutions among clauses of \text{Sk}(H) \) were performed first and then some of these clauses were used during the remainder of the resolution process. We will define the set \( \mathcal{D} \subseteq \text{Sk}(H) \) to consist of the three clauses \( \{ L(b, g(t), t) \}, \{ L(g(t), a, t) \}, \{ \neg P(x, g(t)), \neg D(x, g(t)) \} \) which were obtained from \text{Sk}(H) \) and were used to derive the empty clause from \text{Sk}(H) \land \text{Sk}(\neg W) \). These clauses are enclosed in boxes in Figure 1.

**INPUT:** The formula \( H \) given above.

**Step 1:** We define the set \( \mathcal{D} \) to consist of the following three clauses, as explained above: \( \{ L(b, g(t), t) \}, \{ L(g(t), a, t) \}, \{ \neg P(x, g(t)), \neg D(x, g(t)) \} \).

**Step 2:** Since the clauses \( \{ L(b, g(t), t) \} \) and \( \{ L(g(t), a, t) \} \) are both used twice during the resolution in Figure 1, we make two copies each of these clauses, and make one copy of the clause \( \{ \neg P(x, g(t)), \neg D(x, g(t)) \} \). We now have the bag of clauses \( \mathcal{M} \) consisting of the following five clauses: \( \{ L(b, g(t), t) \}, \{ L(b, g(t), t) \}, \{ L(g(t), a, t) \}, \{ L(g(t), a, t) \}, \{ \neg P(x, g(t)), \neg D(x, g(t)) \} \).

**Step 3:** Now "mark" arguments of \( \mathcal{M} \) as follows. Look at which literal of \( \text{Sk}(\neg W) \) each of the above literals resolves against in Figure 1. Pairs of literals of \( \mathcal{D} \) and \( \text{Sk}(\neg W) \) that resolve against each other are linked by dotted lines in the figure. We see that \( L(b, g(t), t) \) resolves against \( \neg L(b, w, c) \); \( L(b, g(t), t) \) resolves against \( \neg L(b, u, c) \); \( L(g(t), a, t) \) resolves against \( \neg L(u, a, c) \); \( L(g(t), a, t) \) resolves against \( \neg L(u, a, c) \); \( \neg P(x, g(t)) \) resolves against \( P(f(u), u) \); and \( \neg D(x, g(t)) \) resolves against \( D(f(w), w) \).
Note: By looking at (for instance) the resolution between clauses 3 and 11, which yields clause 13, it appears that \( L(g(t), a, t) \) (from clause 3) resolves against \( \neg L(g(c), a, c) \) (from clause 11). However, the literal \( \neg L(g(c), a, c) \) in clause 11 is an instance of the literal \( \neg L(w, a, c) \) in clause 7. Clause 7 belongs to \( \text{Sk}(\neg W) \) (and clause 11 doesn't). Thus the literal in \( \text{Sk}(\neg W) \) that \( L(g(t), a, t) \) resolves against is \( \neg L(w, a, c) \) in this case.

For any function symbol \( F \) in a literal of \( M\text{-CLAUSES} \) which resolves against a variable \( X \) in \( \text{Sk}(\neg W) \), mark it by replacing \( F \) by "\( X - F \)". This yields the following set of marked clauses \( \text{MARK} : \{ \{L(b, w \leftarrow g(t), t)\}, \{L(b, u \leftarrow g(t), t)\}, \{L(u \leftarrow g(t), a, t)\}, \{\neg P(x, u \leftarrow g(t)), \neg D(x, w \leftarrow g(t))\}\} \).

Step 4: We unify some of the variables on the left hand side of the "\( \leftarrow \)" in marked arguments. To decide which variables will be unified, we look at variables in unmarked arguments of \( \text{MARK} \). There are two such variables, namely \( x \) and \( t \). These variables were unified with \{\{f(u), f(w)\} and \{c\}\} respectively (see the preceding analysis). Since \( x \) was unified with both \( f(u) \) and \( f(w) \), we unify \( f(u) \) with \( f(w) \). \( \text{MARK} \) now contains the five clauses \{\{L(b, u \leftarrow g(t), t)\}, \{L(b, u \leftarrow g(t), t)\}, \{L(u \leftarrow g(t), a, t)\}, \{\neg P(x, u \leftarrow g(t)), \neg D(x, u \leftarrow g(t))\}\}.

Since the first and second clauses are identical, and so are the third and fourth clauses, we can drop the duplicate clauses. \( \text{MARK} \) now consists of the three clauses : \{\{L(b, u \leftarrow g(t), t)\}, \{L(u \leftarrow g(t), a, t)\}, \{\neg P(x, u \leftarrow g(t)), \neg D(x, u \leftarrow g(t))\}\}.

Step 5: Here \( \text{FREE} = \{t, x\} \). The marked arguments in \( \text{MARK} \) are "\( u \leftarrow g(t) \)". We replace these arguments by a fresh variable \( Z \), and add the pair \( (t, Z) \) to \( \text{C} \). This yields \( \text{C} = \{(t, Z)\} \) and \( \text{MARK} \) consists of the clauses \{\{L(b, Z, t)\}, \{L(Z, a, t)\}, \{\neg P(x, Z), \neg D(x, Z)\}\}.

Step 6: (i) Here \( \text{DEP}(t) = \{Z\} \), \( \text{DEP}(x) = \{\} \).

Since \( \text{DEP}(t) \supseteq \text{DEP}(x) \), \( \text{PO} = \{(t, x)\} \).

(ii) The partial order \( \text{PO} \) is a linear order on \( \text{FREE} \); thus \( \text{LIN} = \{\text{PO}\} \).

(iii) \( \text{QUANT} = \{\forall \forall \} \)

(iv) The existential quantifier for \( Z \) must be placed after \( \forall t \), as far forward as possible; thus \( \text{QUANT} = \{\forall \exists \forall \} \), and the resulting set of formulas is \( \mathcal{L} = \{\forall \exists \forall \forall \forall \} \).

Thus there is only one formula in the set \( \mathcal{L} \) for this example; call it \( F \). It can easily be verified that \( H \Rightarrow F \Rightarrow W \).

3. Analysis of the Unskolemization Algorithm

This section defines the "more general than" relation and lists some theorems which prove that algorithm \( U \) satisfies its specification. Proofs for the theorems in this section can be found in [1].

**Theorem 1.** Let \( H, W \) be formulas such that \( H \Rightarrow W \). If the right non deterministic choices are made, given \( H \) as input, algorithm \( U \) produces a set \( \mathcal{L} \) of formulas such that for any formula \( F \) in \( \mathcal{L} \), for any literal \( L = \text{SIGN}(L) P(d_1, d_2, ..., d_s) \) of \( \text{Sk}(F) \), there exists a literal \( M \) of \( W \) such that \( M = \text{SIGN}(M) P(b_1, b_2, ..., b_s) \), \( \text{SIGN}(M) = \text{SIGN}(L) \), and such that for all \( i, 1 \leq i \leq s \),

(i) If \( d_i \) is a Skolem function, then \( b_i \) is existentially quantified in \( W \).

(ii) If \( d_i \) is a non-Skolem function, then one of the following holds:

(a) \( b_i \) is the same function, and (i) and (ii) here hold recursively for each corresponding argument of \( d_i \) and \( b_i \).
(b) $b_i$ is existentially quantified and the function symbol of $d_i$ (with the same arity as $d_i$) appears in $W$. 

Intuitively, we are trying to say that Skolem symbols in $D$ (where $D$ is as specified in Step 1 of algorithm U) are replaced by existentially quantified variables in $W$ (as in the theorem statement), and non-Skolem function symbols in $D$ which do not appear in $W$ are also replaced by existentially quantified variables. Thus any non-Skolem function symbol that remains in an unskolemized formula $F$ must appear somewhere in $W$ (as in the theorem statement). This is crucial because it allows us to define a relation "more general than" such that the number of formulas more general than a given formula is finite under certain syntactic constraints. Also, the fact that every literal $L$ in Sk$(F)$ has a corresponding literal $M$ in $W$ with the same predicate, arity, and sign shows that formula $F$ is similar to $W$ in the predicates that it contains.

Motivated by Theorem 1, we introduce the following definition.

**Definition.** A formula $F$ is more general than a formula $W$ if for every literal $L$ of $F$, there exists a literal $M$ of $W$ such that if $L = \text{SIGN}(L)P(a_1, a_2, \ldots, a_s)$, then $M = \text{SIGN}(M)P(b_1, b_2, \ldots, b_s)$, where $\text{SIGN}(L) = \text{SIGN}(M)$, and for all $i$ such that $1 \leq i \leq s$,

(i) If $a_i$ is an existentially quantified variable, then so is $b_i$.

(ii) If $a_i$ is a function symbol followed by $u$ arguments $e_1, e_2, \ldots, e_u$, then

(a) $b_i$ is the same function symbol followed by the same number of arguments, say $f_1, f_2, \ldots, f_u$, and conditions (i) and (ii) hold for every pair of arguments $e_k$ and $f_k$, $1 \leq k \leq u$, or

(b) $b_i$ is an existentially quantified variable and $a_i$ has a function symbol that occurs in $W$.

Note the similarity between the statement of Theorem 1 and this definition. The definition of "more general than" given above does not allow function symbols that do not appear in $W$ to appear in $F$ if $F$ is more general than $W$.

**Corollary to Theorem 1.** For every $F \in \mathcal{L}$, $F$ is more general than $W$.

**Definition.** Let $F, W$ be two first-order formulas. We say that $F \preceq W$ iff

(i) $F$ is more general than $W$

(ii) $F = W$.

**Example 3.** We illustrate the meaning of "more general than".

(i) $F = \forall x \exists y \forall z(P(x, y) \land Q(y, z))$, $W = \forall u \exists v P(u, v)$.

$F$ is not more general than $W$ because for the literal $Q(y, z)$ in $F$, there is no literal in $W$ with the specified properties, since $W$ does not even have a literal with predicate symbol $Q$.

(ii) $F = \forall x \exists y \forall z(P(x, y) \land Q(y, z))$, $W = \forall u \exists v(P(u, v) \land Q(v, v))$.

Here $F$ is more general than $W$, because for $P(x, y)$ in $F$, there is a corresponding literal $P(u, v)$ in $W$ with the specified properties; similarly, for $Q(y, z)$ in $F$, there is a corresponding literal $Q(v, v)$ in $W$ with the specified properties.

Also, $F \Rightarrow W$; therefore $F \preceq W$.

(iii) $F = \forall x \exists y \forall z(P(x, y) \lor Q(y, z))$, $W = \forall u \exists v(P(u, v) \land Q(v, v))$.

As in (ii), $F$ is more general than $W$. However, $F \not\Rightarrow W$; therefore $F \not\preceq W$.

**Theorem 2.** \{ $F|F \preceq W$ \} is finite up to variants, assuming that if $F$ is written in conjunctive normal form, then no two disjunctions of $F$ are identical, and no disjunction of $F$ contains more than one occurrence of the same literal.
Theorem 3. For every $F \in \mathcal{L}$, $H \Rightarrow F$, where $\mathcal{L}$ is the set of formulas obtained by unskolemizing a formula $H$ according to algorithm U.

Theorem 4. Given formulas $H$, $W$ such that $H \Rightarrow W$, there exists $F \in \mathcal{L}$ such that $F \Rightarrow W$, where $H$ and $\mathcal{L}$ are the input and output of algorithm U respectively.

Corollary to Theorem 4: There exists $F \in \mathcal{L}$ such that $F \preceq W$.

4. Applications

The unskolemization algorithm discussed in this paper was originally developed as part of a mechanism for deriving loop invariants for program loops, with a view to automatically proving the partial correctness of programs. In Floyd's inductive assertions method for proving the partial correctness of programs [4], the user is required to supply loop invariants for every loop in the program. Although some attempts have been made in the past to mechanize the derivation of loop invariants, most of the methods developed are heuristic in nature (for two basic heuristic approaches, see [6,10]). We can describe the problem of generating loop invariants as one of generating logical consequences of an infinite number of formulas. To see this, suppose that $W$ is a loop invariant for a program loop at the entry to the loop. Let $A_i$ be the formula which holds before the $i^{th}$ iteration of the loop. Then $A_i \Rightarrow W$ for all $i$ such that $i \geq 1$. We have, $A_1 \Rightarrow W$, $A_2 \Rightarrow W$, $A_3 \Rightarrow W$, ..., and so on, i.e. $W$ is a logical consequence of each $A_i$, for all $i$ such that $i \geq 1$. Thus the method described in this paper for deriving logical consequences can be used for deriving $W$.

As a quick and simple example, consider the program in Figure 2, which multiplies two numbers by successive addition. Suppose we are trying to find a loop invariant for the loop of this program, which would always be true at point B. The input and output assertions for this program are attached at points A and C respectively. Using the preceding terminology, if $W$ is a loop invariant for the program at point B, then the formulas $A_1, A_2, ...$, are:

$A_1 \equiv b \geq 0 \land x = 0 \land y = b$
$A_2 \equiv b \geq 0 \land x = a \land y = b - 1$
$A_3 \equiv b \geq 0 \land x = 2 \cdot a \land y = b - 2$
$A_4 \equiv b \geq 0 \land x = 3 \cdot a \land y = b - 3$

![Figure 2. Multiply by successive addition](image_url)
and so on. Let us unskolemize $A_4$ by replacing the (non-Skolem) symbol "3" by an existentially quantified variable. We get

$$\exists m\,(b \geq 0 \land x = m \land a \land y = b - m)$$

which is a loop invariant for this loop which can be used to prove the partial correctness of this program. We hope that the simplicity of this example does not obscure its intent, which is to illustrate the need for unskolemization in situations like the above. The algorithm which we have developed for deriving loop invariants provides guidance to the unskolemization algorithm for deciding which symbols should be unskolemized. A complete description of this algorithm can be found in [1]. We have developed a complete algorithm for deriving loop invariants within the framework of first-order logic; in other words, if a loop invariant can be expressed in F-\^{\text{\#}}\text{\textlog} order logic, then our algorithm can generate a loop invariant, using resolution and unskolemization, which can be used to prove the partial correctness of the program. A proof of this is included in [1]. This proof rests on the crucial fact that the set \{F|F \leq W\} is finite as described in Theorem 2; thus if an algorithm for deriving loop invariants continually generates approximations F for a loop invariant W such that F ≤ W, then since only a finite number of such F's exist, the algorithm converges and finds a suitable loop invariant.

The method for deriving logical consequences described here has also been applied to learning characteristic descriptions from examples. A characteristic description is a description of a collection of objects, situations or events which states facts that are true of all objects in the class. More formally, a statement S is a description of objects $O_1, O_2, O_3, \ldots$ if $O_1 \Rightarrow S, O_2 \Rightarrow S, O_3 \Rightarrow S, \ldots$ and so on. This provides a straightforward application of the method described in this paper, since the statement S to be derived is a logical consequence of $O_1, O_2, O_3, \ldots$, and another very simple example to illustrate the use of unskolemization is the following: consider the two sets of objects depicted in Figure 3.

The objects in each set can be described in first-order logic as:

- $SET_1 \equiv \text{blank}(a) \land \text{small}(a) \land \text{square}(a) \land \text{blank}(b) \land \text{large}(b) \land \text{circle}(b)$
- $SET_2 \equiv \text{blank}(c) \land \text{small}(c) \land \text{circle}(c) \land \text{shaded}(d) \land \text{large}(d) \land \text{circle}(d)$

Our learning algorithm then uses a maximum-matching algorithm for bipartite graphs to determine which clauses and symbols should be unskolemized. The resulting formula, in this case, is:

$$\exists x\exists y(\text{blank}(x) \land \text{small}(x) \land \text{large}(y) \land \text{circle}(y))$$

In other words, in each set of objects, there is a small blank object and a large circle. A description of a learning algorithm which makes use of the unskolemization algorithm is given in [1]. This learning algorithm builds on the work of this paper, since it provides a means of eliminating some of the nondeterminism of the unskolemization algorithm by finding structural similarities between examples.

Finally, we have applied our method for deriving logical consequences to
the mechanization of mathematical induction in first-order logic theorem provers. The principle of mathematical induction cannot be expressed in first-order logic; therefore, in order to enable first-order logic theorem provers to prove theorems requiring the use of the induction principle, it is necessary to provide the provers with the necessary inductive hypotheses which they will need in order to prove a theorem. These hypotheses can be derived as negations of logical consequences of AXIOMS A-T, where AXIOMS is a set of axioms for the domain involved, and T is the theorem to be proved. Thus our method for deriving logical consequences can be used for this task. The method is described in [1].

5. Summary

This paper has presented a method for deriving logical consequences of first-order formulas based on resolution and unskolemization. A number of applications (such as those described in the previous section) require the generation of logical consequences of first-order formulas. It was shown that it is impossible to generate all possible logical consequences of a first-order formula without using tautologies or unskolemization. We therefore presented an unskolemization algorithm that, given a first-order formula H, can derive formulas F which are "close" to logical consequences W of H. A measure of closeness is defined using a "more general than" relation. The suitability of our measure is demonstrated by proving that only a finite number of formulas are "close" to any particular formula, by our definition. We would like to point out that although the algorithm contains some nondeterminism, much of this nondeterminism is removed when the algorithm is used for the applications described in Section 4. The nondeterminism of the algorithm gives it the generality to be taken and applied in a variety of different ways.

References

Controlled Explanation Systems

Arcot Rajasekar

Department of Computer Science, University of Kentucky, Lexington, KY 40506

Abstract. In this paper we extend the definition of explanations to controlled explanations. Traditionally, given a set of facts and a theory, a set of explanations are generated which can be used to infer the facts. When the number of such explanations are more than one, then some criteria of minimality or preference is adapted to select some of the explanations. Most of these selection criteria are syntactic based and are domain-independent. In this paper, we define a system, where the selection can be made using some domain-dependent criteria. We motivate and define controlled explanations, show some of their properties and provide a procedure which generates minimal controlled explanations.

1 Introduction

Explanation systems form the heart of several artificial intelligence systems such as truth maintenance systems [3, 1], abductive reasoning systems [7], diagnostic systems [8, 2] and expert systems. The underlying theme of all these systems is to explain a set of facts using a subset of a given theory. In most cases, such as circuit-fault diagnosis, it is normal to use the explanation system to explain an abnormal set of observations in terms of defective (or abnormal) parts in the system. In some cases, such as abductive reasoning used in medical diagnosis, the aim is to find a set of diseases which can explain an observed set of symptoms. In some other cases, such as a calculus tutoring system, it is required to find all methods of solving a given problem. In either case, one normally is interested not just in every explanation possible, the number may be overwhelming, but only in a small set of explanations which have some preference property. There are two distinct methods used in selecting explanations. The first method of preference is based on some probabilistic criteria such as confidence factors. The second method of selection is based on set-theoretic criteria such as cardinality-minimal explanations (as in generalized set covering (GCS) explanations [7]) or set-minimal explanations (as in minimal diagnosis of [8]). Both these methods have their advantages and disadvantages: the probabilistic preference systems provide semantic selection, but they have problems with transitivity and in providing numeric confidence factors. The set-theoretic criteria are syntactic and do not use any semantic information for ordering their explanations; the user is left to choose among the final set.

In this paper, we are interested in semantic-based domain-dependent criteria which can be used in conjunction with set-theoretic criteria to reduce the number of explanations that are generated. This semantic information which controls the production of explanations is provided by the user in addition to the facts
that need to be explained. The semantic information is either about what should be part of an explanation or about what cannot be part of an explanation. The first type can be termed as coercion and the second as restriction. Both of them control the explanation generation process. The controlled explanation approach can be illustrated as follows: Consider that a doctor is examining a patient and finds the symptoms of headache and runny nose. He also finds that the patient does not have any chest congestion. Now there are a number of causes for headache and runny nose: common-cold, migraine, influenza, sinusitis, pneumonia, etc. Of these only migraine and sinus headaches do not have any chest congestion which can lead to a runny nose. Hence, the doctor would factor in the fact that the patient does not have any chest congestion in his analysis to eliminate all other explanations, except for migraine and sinus. Logically, one can look at the situation as follows. There are three rules for runny noses (in our databases) and one of them is inapplicable. Hence any explanation based on that rule is bound to be wrong and should not be generated. Hence the data of no chest congestion is a restriction condition to reduce our set of explanations.

Further, assume that the patient says that the headache is throbbing. This additional factor can be used by the doctor to prefer an explanation which uses this fact over others: possibly sinusitis over migraine. Note that the fact of the headache being throbbing is not an important one, i.e. not important enough to form part of the symptoms list, but if the explanation uses this fact then that explanation is all the more preferable. Logically, throbbing headache is a kind of headache. Just using throbbing headache instead of headache as part of the symptoms might shut out a lot of explanations, (for example, a headache due to influenza may or may not be throbbing, and using the symptom throbbing headache may shut out this diagnosis, even if it is supported by other symptoms). Hence using throbbing headache to prefer a particular diagnosis can be seen as the use of coercion to find a preferable diagnosis.

In this paper we develop a syntax and semantics for controlled explanations. We restrict our attention to the restriction type of control and provide a proof procedure for obtaining such explanations. The extension of the system to coercion type control is discussed elsewhere [6]. In the next section we develop the syntax and semantics for restriction-controlled explanations. In Section 3, we provide a proof procedure for obtaining such explanations. We conclude our paper with a discussion in Section 4.

2 Controlled Explanation - Definition and Properties

In this paper we develop a theory behind controlled explanation based on the logic programming framework. But the approach is general enough that it can be adapted for other types of explanation systems such as cause-effect systems [7], default theory based systems [5], and other diagnostic systems [8, 2].
We assume that the theory $T$ which is the basis for generating explanations is made of normal Horn clauses [4] (with negation in the body, which are treated as a non-classical negation). We also assume that the reasoning mechanism uses first order inference axioms augmented with some meta-rule for treating negation (e.g., the closed world assumption (or one its extended forms) may be an appropriate mechanism for treating negation.) The consequences of $T$ under some reasoning model (mechanism) $R$ is denoted as $Cn_R(T)$. That is, $Cn_R(T) = \{ m : T \models_R m \}$, where the mechanism $\models_R$ depends upon the underlying theory and axiom schema being used. If $L$ is propositional, then the axioms of propositional calculus provides one such mechanism. In this paper, since we are concerned with theories which are made of Horn programs, the mechanism of $\models_R$ is given by the declarative semantics of various classes of logic programs, such as the least model semantics for Horn programs, supported model for stratified programs, perfect model semantics for locally stratified programs, stable model semantics or well-founded semantics for normal logic programs. The definition of a controlled explanation is general enough to apply for many types of theories.

We also have a notion opposite to that of consequences; that of non sequiturs. We denote non sequiturs of $T$ under $R$ by $Ns_R(T)$. That is, $Ns_R(T) = \{ m : T \not\models_R m \}$. The twin concepts of consequences and non-sequiturs provide a basis for developing a theory for explanations. We first require the notion of an inference pair. An inference pair is a two-tuple, $<s, u>$, where $s$ (resp. $u$) is a subset of $C$ and is called the consequence part (resp. non-sequitur part) that needs to be explained. Any explanation $S$ for the inference pair $<s, u>$ is a subset of a larger theory $T$ such that $s$ is in $Cn_R(S)$ and $u$ is in $Ns_R(S)$. In the case of normal Horn programs, $Cn_R(T)$ consists of a sets of atoms and $Ns_R(T)$ consist of set of atoms and negated atoms. Whenever one needs to explain a phenomenon or observation (say $p$), then $p$ should be in the consequence part of the inference pair and whenever one needs the explanation to refrain from using another phenomenon (say $q$) in the explanation, then $q$ should be in the non-sequitur part of the inference pair. For example, the patient with the headache example of the previous section, we can use the inference pair $<\{\text{headache, runny nose}\}, \{\text{chest congestion}\}>$.

The non-sequitur part of an inference pair serves an important purpose. The inclusion of $q$ as a non-sequitur is very different in semantics to $\neg q$ being part of the consequence. The later requires that there be an explanation for $\neg q$ whereas the former implies that a given explanation should not infer $q$. Consider that the doctor notices that a patient does not have a high body temperature and he or she includes non-high body temperature in the consequence set to be explained. This implies that the doctor needs an explicit explanation for the temperature being not high, which may be impossible to explain (since there are too many cases where the temperature need not be high). Including high body temperature as a non-sequitur avoids this need to explain non-high body temperature but making sure that high body temperature is not inferred from the diagnosis. The concept of non-sequitur is helpful in two ways: first, in avoiding explanation of the obvious as in the above example, and second, in constraining
explanations. For example, if one wants to find a path from point a to point b, but not through point c, then having \( \text{path}(a, b) \) as part of consequence and \( \text{path}(a, c) \) as part of non-sequitur constrains any plan (or explanation) generated to avoid going through c.

The consequence and the non-sequitur parts of an inference pair \( <s, u> \) have semantically different meaning with respect to a theory \( T \). Let \( S \) be an explanation for \( <s, u> \). Whenever \( p \in s \), then the explanation for \( p \) in \( S \) should be consistent with \( T \). That is, if \( S \) infers \( p \) then \( T \) also should infer \( p \). Moreover, if \( S \) uses a ‘line of reasoning’ to infer \( p \), then the same line of reasoning should also be usable in \( T \) to explain \( p \). On the other hand, whenever \( q \in u \), \( S \) does not infer \( q \), and it is possible that \( T \) infers \( q \). That is, the lack of inference for \( q \) in \( S \) need not be consistent with \( T \). In the example about path from point a to point b, it is possible that there are paths from a to c in the graph under consideration, but our plan (explanation) does not contain those paths.

Next, we make precise the definition of an explanation of an inference pair. (We do not include the subscript \( R \) in \( \models \)). We begin with the definition of a weak explanation. A weak explanation for an inference pair \( (s, u) \), can be seen as any subset of \( T \) which explains \( s \) and does not explain \( u \), but any other positive inferences made from the explanation may not be consistent with theory \( T \).

**Definition 1** A weak explanation \( e \) for an inference pair \( (s, u) \) from a theory \( T \) is defined as follows:
1) \( e \subseteq T \),
2) \( e \models s \),
3) \( \forall b \in u, e \not\models b \),
4) \( \forall k((e \cup k \models s) \Rightarrow (T \not\models k)) \) where \( k \) is a set of atoms.

The set of weak explanations for a pair \( (s, u) \) from a theory \( T \) is denoted as \( E^T_w(s, u) \).

When \( E^T_w(s, u) \) is empty it implies that the pair \( (s, u) \) is not explainable from \( T \). Item (1) states that explanations are going to be formed from the initial theory. That is no other external facts are part of an explanation. Items (2) and (3) states that the explanations should conform to what it explains. That is, the explanation should derive \( s \) and should not derive \( u \). Item (4) states that \( e \) is a consistent explanation for \( s \) from the underlying theory \( T \). Items (1) and (4) are vital and make sure that the explanation for \( s \) is consistent with \( T \). Item (4) makes sure that whenever a negation of an atom needs to hold in \( e \) for the proof of \( s \), then that negation also holds in \( T \). Item (1) makes sure that axioms used in the derivation of \( s \) occur in \( T \) also. Items (1) and (4) together make sure that the derivation of \( s \) in \( e \) can be mimicked in \( T \). The purpose of (4) can be seen from the following example and Lemma 1.

**Example 1** Consider a theory \( T = \{a \rightarrow b, \neg c; a \rightarrow b, \neg d; k \rightarrow \neg c; b; c\} \) and the pair \( (\{a\}, \emptyset) \). Consider that the reasoning model is given as in logic programming, i.e., SLDNF-resolution. Then if (4) is ignored in Definition 1 then we can see \( \{a \rightarrow b, \neg c; b\} \) is a possible explanation for \( (\{a\}, \emptyset) \), but it is inconsistent with \( T \). Since there is no SLDNF-resolution for \( a \) using \( a \rightarrow b, \neg c \) and \( b \).
since \( c \) is provable in \( T \). By including Item (4) of the derivation, this inconsistent explanation is avoided.

Note that the definition of weak explanation does not avoid inferring other information which may be inconsistent with \( T \). In the above example, \( \{a \leftarrow b, \neg d; k \leftarrow \neg c; b\} \) is a weak explanation for \( \{(a), \emptyset\} \). The atom \( k \) is derivable from the explanation using SLDNF-resolution, whereas \( k \) is not similarly derivable from \( T \). The derivation of inconsistent results from an explanation can be avoided using the following definition of a strong explanation.

**Definition 2** A strong explanation \( e \) for an inference pair \( (s, u) \) from a theory \( T \) is defined as follows:

1. through 4) are as given in Definition 1
2. 5) \( \forall t(e \models t \Rightarrow T \models t) \) where \( t \) is any arbitrary set of positive inferences.

The set of strong explanations for a pair \( (s, u) \) from a theory \( T \) is denoted as \( E^T_T(s, u) \).

The strengthening by Item (5) makes the definition of strong explanation biased towards positive inferences and against negation. Even though a strong explanation has an attractive property that all positive inferences made from it are consistent with \( T \), the construction of all strong explanations is more complicated compared to construction of all weak explanations. But, in practical cases, we are interested in constructing only a subset of the explanations and particularly minimal explanations, and such explanations are strong. Note that a strong explanation is also a weak explanation but not vice versa. Next we study some properties of weak explanations which are also inherited by strong explanation. The proofs of these properties can be found in [6].

**Lemma 1** If \( e \) is a weak explanation for an inference pair \( (s, u) \) from a theory \( T \) then \( T \models s \).

When a theory \( T \) is consistent then, if there is an explanation for a fact from \( T \), then there is no explanation for its negation. (We define \( \neg s = \{\neg C \mid C \in s\} \).)

**Lemma 2** Let \( T \) be a consistent theory and let \( (s, u) \) be a pair. Then, \( E^T_T(s, u) \neq \emptyset \Rightarrow E^T_T(\neg s, \emptyset) = \emptyset \).

Any explanation for a given inference pair should not be affected by reducing theory \( T \) to a limited extent. Also whenever an inference pair is expanded to a limited extent, it should not affect the explanation. These robustness properties of an explanation are captured by the following lemma:

**Lemma 3** Let \( T \) be a theory. Let \( (s, u) \) be a pair and \( e \in E^T_T(s, u) \). Then the following hold:

1. If \( e \subseteq T' \subseteq T \) then \( e \in E^T_T(s, u) \).
2. If \( e \not\models a \) then \( e \in E^T_T(s, u \cup \{a\}) \).

Note that \( e \models t \) does not imply \( e \in E^T_T(s \cup t, u) \). But for strong explanations we trivially have:
Lemma 4: Let $T$ be a theory. Let $(s, u)$ be a pair and $e \in E^T(s, u)$. If $e \models t$ then $e \in E^T(s \cup t, u)$.

Next we derive some useful results concerning the non-existence of an explanation. In the case of explanations which do not have the non-sequitur counterpart (as in traditional explanations), if $T$ proves the set of facts that need to be explained then there is an explanation for the set of facts. This does not hold in the case of controlled explanation, since if every explanation from $T$ is constrained by some atom in the non-sequitur then there can be no controlled explanation possible.

Lemma 5: Let $T$ be a theory and let $(s, u)$ be a pair. Then $E^T_w(s, u) = \emptyset \iff (\forall T' \subseteq T. (T' \models s \Rightarrow \exists b \in u(T' \models \{b\})))$

The following shows when there is no effect of the the constraining action of $u$.

Corollary 1 If $T \not\models b, \forall b \in u$ then
1) $(T \models s \Rightarrow E^T_w(s, u) \neq \emptyset)$
2) $(T \models s \Rightarrow T \in E^T_w(s, u) \text{ and } T \in E^T(s, u)$

3 Selection of Explanations

Even though the use of constraints restricts the number of explanations that are generated, one can still arrive at more than one explanation for a given phenomenon. In such cases, we adapt the techniques which are traditionally used for ordering the explanations and preferring some over others. In this section, we define two such types of explanations, set-minimal controlled explanations and cardinality-minimal controlled explanations. In [6] we develop other types of selection criteria.

One of the main issues in explanation generation is that of generating minimal explanations; that is explanations which use the smallest possible extent of the theory to explain an inference pair. The rationale behind the criteria of minimality is that one prefers the simplest explanation possible; the principle of "Occam's Razor". There are several ways of defining minimality. We start with one such definition:

Definition 3 Let $T$ be a theory and let $(s, u)$ be an inference pair. Let $t \in E^T_w(s, u)$. Then $t$ is called a set-minimal explanation for $(s, u)$ using $T$ if there are no other explanation $t' \in E^T_w(s, u)$ such that $t' \subset t$.

For a given inference pair, there can be more than one set-minimal explanation and we refer to the set of set-minimal explanations for $(s, u)$ using $T$ as $E^T_{sm}(s, u)$. It can be seen that $E^T_{sm}(s, u) \subseteq E^T_w(s, u)$

Example 2 Consider the theory $T$ given as
1) pavement_wet -- rained
2) grass_wet -- rained
3) grass_wet -- sprinkler_on
We want to explain the inference pair \((s, u) = (\{\text{grass\_wet}\}, \emptyset)\) using \(T\). The following explanations are set-minimal:
\[
e_1 = \{(2), (4)\}
\]
\[
e_2 = \{(3), (5)\}
\]
Whereas, the following explanation is not set-minimal:
\[
e_3 = \{(1), (2), (4)\}
\]
In fact, there are 14 explanations for \((s, u)\) using \(T\), but only \(e_1\) and \(e_2\) are set-minimal.

Necessary and sufficient condition for the non-existence of a set-minimal controlled explanation is provided by the following lemma.

**Lemma 6** Let \(T\) be theory and let \((s, u)\) be an inference pair.

Then \(E^T_{\text{min}}(s, u) = \emptyset\) if and only if \(E^T_w(s, u) = \emptyset\).

The following theorem shows that a set-minimal explanation is also a strong explanation.

**Theorem 1** Let \(T\) be a theory and let \((s, u)\) be an inference pair.

If \(e \in E^T_{\text{min}}(s, u)\) then \(e \in E^T_s(s, u)\).

Next we provide the definition for cardinality-minimal controlled explanation.

**Definition 4** Let \(T\) be theory, let \((s, u)\) be an inference pair and let \(t \in E^T_{\text{c}}(s, u)\). Then \(t\) is called a size-minimal explanation (or cardinality-minimal explanation) for \((s, u)\) using \(T\) if there are no other explanation \(t' \in E^T_{\text{c}}(s, u)\) such that \(|t'| < |t|\).

For a given inference pair, there can be more than one size-minimal explanation and we refer to the set of size-minimal (or cardinality-minimal) explanations for \((s, u)\) using \(T\) as \(E^T_{\text{c}}(s, u)\). In Example 2, the explanations \(e_1\) and \(e_2\) are also size-minimal explanations for \((s, u)\) using \(T\), since all other explanations have a higher cardinality. The following lemma shows the relationship between set-minimal and size-minimal explanations.

**Lemma 7** Let \(T\) be a theory and let \((s, u)\) be an inference pair.

Then, \(E^T_{\text{c}}(s, u) \subseteq E^T_{\text{min}}(s, u)\).

**4 Minimal Explanation Systems**

In the previous sections we saw the definition for weak, strong, set-minimal and cardinality minimal controlled explanations. In this section, we provide a procedure for generating set-minimal controlled explanations. In [6] we provide a procedure for generating weak explanations and cardinality-minimal explanations.
We restrict our attention in this section to propositional Horn theories. This restriction can be lifted without affecting the soundness and completeness of the procedure. But the simplification helps in keeping our algorithms and proofs simple without any substitutions or unifiers being involved in them. We also consider that $T$ is body-minimal which is defined as follows:

**Definition 5** Let $T$ be a propositional Horn theory. Then, $T$ is body-minimal if there are no two rules $R_1 = A \leftarrow B_1, \ldots, B_n$ and $R_2 = A' \leftarrow C_1, \ldots, C_m$ in $T$ such that $A = A'$ and $\{B_1, \ldots, B_n\} \subseteq \{C_1, \ldots, C_m\}$.

If a theory is not body-minimal, it can easily be converted into one by deleting appropriate rules. In the rest of the paper, we consider only theories that are body-minimal propositional Horn theories. We begin with a notion of an exp-goal.

**Definition 6** An exp-goal is a function of the form $\exp(T, s, u, t)$ where $T$ is a body-minimal propositional Horn theory, $t \subseteq T$, $s$ is a set of literals, $u$ is a set of atoms and $s \cap u = \emptyset$. When $s = \emptyset$ then the exp-goal is called an empty exp-goal.

An esmin-derivation constructs a minimal explanation for a given inference pair. It operates on exp-goals.

**Definition 7** Let $T$ be a body-minimal propositional Horn theory, $(s, u)$ an inference pair. Then an esmin-derivation for $(s, u)$ from $T$ is a sequence of exp-goals $G_0 = \exp(T, s, u, 0), G_1, \ldots$ where each $G_{i+1}$ is derived from $G_i$ (for $i > 0$), as follows: Let $G_i = \exp(T, s \cup \{L\}, u, t)$ be an exp-goal where $L$ is a literal, called the selected literal. Then the exp-goal $G_{i+1}$ is e-derived from $G_i$ as follows:

1. **Case 1:** $L = A$ is an atom and $A \leftarrow B_1, \ldots, B_n$ is a rule in $T$ such that $V_i, 1 \leq i \leq n, (B_i \notin u \land B_i \notin A \land B_i \leftarrow C_1, \ldots, C_r \in t)$: $G_{i+1} = \exp(T, s \cup \{B_1, \ldots, B_n\}, u \cup \{A \leftarrow B_1, \ldots, B_n\})$

2. **Case 2:** $L = \neg B$ and every esmin-derivation from $\exp(T, \{B\}, \emptyset, 0)$ fails: $G_{i+1} = \exp(T, s, u, t)$

**Definition 8** Let $T$ be a body-minimal propositional Horn theory and let $(s, u)$ be an inference pair. Then a failed esmin-derivation from $G_0 = \exp(T, s, u, 0)$ is an esmin-derivation which ends in an exp-goal $G_j = \exp(T, s', u', t)$ where $s'$ is non-empty and where neither of the two cases is applicable to the selected literal.

**Definition 9** Let $T$ be a body-minimal propositional Horn theory and let $(s, u)$ be an inference pair. Then an esmin-derived explanation $t$ for $(s, u)$ from $T$ is given by a finite e-derivation of an empty exp-goal $\exp(T, \emptyset, u, t)$ from $G_0 = \exp(T, s, u, 0)$. If $G_n = \exp(T, \emptyset, u, t)$ we say that the derivation has length $n$.

The explanation generated by Definition 7 is sound and complete with respect to the set-minimal explanation defined in Definition 3. The soundness is shown by first showing that an esmin-refutation provides a weak-explanation and then by showing that the explanation derived is minimal. The proofs for the following theorems are given in [6].
Theorem 2 (Soundness Theorem) Let $T$ be a body-minimal propositional Horn theory and let $(s, u)$ be an inference pair. Let $t$ be an esmin-derived explanation. Then $t \in E^T_U(s, u)$.

Theorem 3 (Minimality Theorem) Let $T$ be a body-minimal propositional Horn theory and let $(s, u)$ be an inference pair. Let $t$ be an esmin-derived explanation. Then $t \in E^T_{smin}(s, u)$.

Theorem 4 Let $T$ be a body-minimal propositional Horn theory, and let $(s, u)$ be an inference pair. Let $t \in E^T_{smin}(s, u)$. Then there is an esmin-derivation $G_0 = \exp(T, s, u, \emptyset), \ldots, G_n = \exp(T, \emptyset, u, t)$ for some finite $n$.

5 Discussion

The controlled explanation defined in this paper provides an additional method for restricting explanations generated by a system. One is interested in finding what is the effect of the constraint on the explanations; i.e., the effect of $u$ in the inference pair $< s, u >$ on the generation of strong, weak and minimal explanations. The following lemma holds.

Lemma 8 Let $T$ be a theory and let $(s, u)$ be a pair. Then
1) $E^T_U(s, u) \subseteq E^T_U(s, \emptyset)$.
2) $E^T_{smin}(s, u) \subseteq E^T_{smin}(s, \emptyset)$.

The property does not hold for either set-minimal or size-minimal explanations. The reason being that one can define a set $u$ such that every minimal explanation in $E^T_{smin}(s, \emptyset)$ is not in $E^T_{smin}(s, u)$. Hence, the set of set-minimal controlled explanation need not be a subset of uncontrolled set-minimal explanations. The same also holds for size-minimal explanations.

The following figure shows the relationship between various types of explanations defined in this paper.

Acknowledgement: We wish to express our appreciation to the National Science Foundation for their support of our work under grant number CCR-9110721.
Appendix

Consider the theory $T$ given as

1. pavement_wet $\rightarrow$ rained  
2. pavement_wet $\rightarrow$ overflow  
3. grass_wet $\rightarrow$ rained  
4. grass_wet $\rightarrow$ sprinkler_on, tap_on  
5. rained $\rightarrow$ cloudy_earlier  
6. tap_on $\rightarrow$ ~tap_off  
7. overflow $\rightarrow$ sprinkler_on  
8. cloudy_earlier  
9. sprinkler_on

The above theory provides rules for pavement and grass being wet. No information about the tap being off is provided in the theory and hence can be assumed to be false by the closed world assumption. Now consider that you want an explanation for the grass and the pavement being wet. Also assume that you have noticed that it was not cloudy earlier in the day. Hence you want to circumscribe your explanations not to include this information as part of the explanation. This can be done using the inference pair $(s, u) = < \{\text{grass_wet}, \text{pavement_wet}\}, \{\text{cloudy_earlier}\} >$ which needs to be explained using $T$. The following is an esmin-derivation providing a set-minimal explanation.

\[
G_0 = \text{exp}(T, \{\text{grass_wet}, \text{pavement_wet}\}, \{\text{cloudy_earlier}\}, \emptyset)
\]

\[
G_1 = \text{exp}(T, \{\text{pavement_wet}, \text{sprinkler_on}, \text{tap_on}\}, \{\text{cloudy_earlier}\}, \{(4)\})
\]

\[
G_2 = \text{exp}(T, \{\text{overflow}, \text{sprinkler_on}, \text{tap_on}\}, \{\text{cloudy_earlier}\}, \{(4), (2)\})
\]

\[
G_3 = \text{exp}(T, \{\text{sprinkler_on}, \text{tap_on}\}, \{\text{cloudy_earlier}\}, \{(4), (2), (7)\})
\]

\[
G_4 = \text{exp}(T, \{\text{sprinkler_on}, \text{~tap_off}\}, \{\text{cloudy_earlier}\}, \{(4), (2), (7), (6)\})
\]

\[
G_5 = \text{exp}(T, \{\text{sprinkler_on}\}, \{\text{cloudy_earlier}\}, \{(4), (2), (7), (6)\})
\]

\[
G_6 = \text{exp}(T, \emptyset, \{\text{cloudy_earlier}\}, \{(4), (2), (7), (6), (9)\})
\]

Hence $\{(4), (2), (7), (6), (9)\}$ is a minimal explanation for the query.
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Signed Formulas: A Liftable Meta-Logic for Multiple-Valued Logics
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ABSTRACT. We consider means for adapting classical deduction techniques to multiple-valued logics. Some recent work in this area, including our own, utilizes signs (subsets of the set of truth values). In this paper we develop a language of signed formulas that may be interpreted as a meta-level logic. Questions not expressible in the underlying logic are easily expressed in the meta logic, and they may be answered with classical techniques because the logic is classical in nature.

We illustrate the applicability of classical techniques by specifically developing resolution for signed formulas. The meta logic admits a version of Herbrand's Theorem; as a result, these results extend naturally to the first order case. The fact that path resolution, path dissolution, and analytic tableaux are easily adapted to signed formulas, and that annotated logics are a special case of signed formulas is briefly discussed.

1. Introduction

In recent years a number of researchers have studied a variety of non-standard logics ([1,2,3,4,5,7,8,9,10,14,15,16,17,18,22], for example), largely as tools for investigating areas such as modeling uncertainty or natural language processing. These applications require computational deductive techniques. One that several authors have adapted is resolution [2,4,9,10,15,16,22]; others [1,3,5,7,8,14,18] have found the tableau method suitable, largely because it can produce lists of models. Our path dissolution rule [12,13], which generalizes the tableau method, also produces lists of models, and we have been able to adapt it to a class of multiple-valued logics (MVL's). In this paper we describe methods for applying these techniques to a much wider class of logics.

One feature common to much of this work, including our own, is the use of signs (subsets of the set of truth values). An adaptation of standard tableau signs for MVL's was first proposed by Surma [21] at the Int. Symp. on Multi-Valued Logics in 1974 and by Suchon [20] that same year. In 1987 Carielli extended Surma's work to a wider class of logics [1]. In 1990 Doherty [3] developed a tableau system for a variant of a three-valued logic developed by Sandewall [17]. The notion of a set of truth values as a sign is present in both Suchon's and Doherty's work, but only implicitly. The explicit and formal development of sets-as-signs was introduced independently by Háhne [7,8] and by the authors [14]. (Gabbay's labeled deductive systems [6] are quite related philosophically, but not technically.)
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This approach allows the utilization of classical techniques for the analysis of non-standard logics. This is appealing since, at the meta-level, human reasoning is essentially classical. That is, regardless of the set of truth values associated with the logic, at the meta-level humans interpret statements about the logic to be either true or false. Consider, for example, a logic with three truth values, $\{0, \frac{1}{2}, 1\}$. We may wish to determine whether a formula $\mathcal{F}$ is satisfiable; i.e., whether it can evaluate to 1. Alternatively, one may be interested in whether $\mathcal{F}$ can evaluate to other than false, i.e., to $\frac{1}{2}$ or 1. These queries are captured by the signed formulas $\{1\}: \mathcal{F}$ and $\{\frac{1}{2}, 1\}: \mathcal{F}$. The answer to such queries is yes or no; that is, either the formula can so evaluate or not. Observe that both the queries and the answers are at the meta-level; observe also that these questions cannot even be formulated at the object-level.

When the underlying logic is classical, the distinction between meta- and object-levels becomes blurred because both employ what would appear to be the same set of truth values. Of course, true at the meta-level is a positive answer to a query about theoremhood or satisfiability, whereas, at the object-level, true is just one element of the boolean domain.

In this paper, we formalize the notion of signed formulas and their relationship to the base logic from which they are built. Given an MVL $\Lambda$, we introduce a new logic $\Lambda_s$, whose atoms are signed formulas. The advantage of working with $\Lambda_s$ is twofold: First, a variety of meta-level questions about those truth values to which formulas in $\Lambda$ can evaluate are directly expressible in $\Lambda_s$. Secondly, many standard inference techniques can easily be adapted to apply to signed formulas.

In the next section the broad class of MVL’s to be considered is formally defined, and a formal basis is provided for $\Lambda_s$, the language of signed formulas. We also show how $\Lambda_s$ extends naturally to the first order case. In Section 3, we show how a very general version of the standard resolution rule applies to signed formulas. We conclude by summarizing how the annotated logics of da Costa, Henschen, Lu, and Subrahmanian [2] and of Kifer and Subrahmanian [9], may be regarded as special cases of signed formulas. We also indicate how other techniques such as the tableau method [19] and path dissolution [12,13] can be adapted to $\Lambda_s$.

2. Multiple-Valued Logics and Signed Formulas

We assume a (propositional) language $\Lambda$ consisting of logical formulas built in the usual way from a set $A$ of atoms, a set $F$ of connectives, and a set $X$ of logical constants. For the sake of completeness, we precisely define a formula in $\Lambda$ as follows:

1. Atoms are formulas.
2. If $\Theta$ is a connective of arity $n$ and if $\mathcal{F}_1,\mathcal{F}_2,\ldots,\mathcal{F}_n$ are formulas, then so is $\Theta(\mathcal{F}_1,\mathcal{F}_2,\ldots,\mathcal{F}_n)$.

Associated with $\Lambda$ is a set $\Delta$ of truth values, and an interpretation for $\Lambda$ is a function from $A$ to $\Delta$; i.e., an assignment of truth values to every atom in $\Lambda$. A connective $\Theta$ of arity $n$ denotes a function $\Theta: \Delta^n \rightarrow \Delta$. Interpretations are extended in the usual way to mappings from formulas to $\Delta$. Alternatively, a formula $\mathcal{F}$ of $\Lambda$ can be thought of as denoting a mapping from interpretations to $\Delta$.

Many authors are concerned with logics in which there is considerably more structure. For example, a common requirement is that the domain of truth values $\Delta$ be a complete distributive lattice in which $0 = \text{glb}(\Delta)$ and $1 = \text{lub}(\Delta)$, and that the meet and join operations play the roles of conjunction and disjunction, respectively. The results in this paper do not depend on any such restrictions.

We use the term sign for any (expression that denotes a) subset of $\Delta$. We define a signed formula to be an expression of the form $S: \mathcal{F}$, where $S$ is a sign and $\mathcal{F}$ is a formula in $\Lambda$. We are interested in signed formulas because they represent queries of the form, "Are there interpretations under which $\mathcal{F}$ evaluates to a truth.
value in \( S \)? In a refutational theorem proving setting for classical logic, the query is typically \([\text{true}] 
abla \mathcal{F}\), where \( \mathcal{F} \) is the negation of a goal or conclusion, conjoined with some axioms and hypotheses; the answer hoped for is no. To answer arbitrary queries, we map formulas in \( \Lambda \) to formulas in a classical propositional logic \( \Lambda_s \).

We call \( \Lambda_s \) the \textit{language of signed formulas} and define it as follows: The atoms are signed formulas and the connectives are (classical) conjunction and disjunction. We emphasize that a signed formula \( S: \mathcal{F} \) is an atom in \( \Lambda_s \) regardless of the size or complexity of \( \mathcal{F} \) and thus has no component parts in the language \( \Lambda_s \). The set of truth values is of course \{true, false\}.

2.1. \( \Lambda \)-Consistent Interpretations

An arbitrary interpretation for \( \Lambda_s \) may make an assignment of true or false to any signed formula (i.e., to any atom) in the usual way. Our goal is to focus attention only on those interpretations that relate to the sign in a signed formula. To accomplish this we define a \textit{\( \Lambda \)-consistent interpretation} \( I_s \) for \( \Lambda_s \) to be an interpretation for which there exists an interpretation \( I \) for \( \Lambda \) such that for each atom \( S: \mathcal{F} \), \( \mathcal{F} \) is true under \( I_s \) if and only if the formula \( \mathcal{F} \) in \( \Lambda \) is mapped into \( S \) by \( I \). Intuitively, \( \Lambda \)-consistent means an assignment of true to all signed formulas whose signs are simultaneously achievable via some interpretation over the original language. If \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are formulas in \( \Lambda_s \), we write \( I_s (\mathcal{F}_1) \equiv_{\Lambda_s} \mathcal{F}_2 \) if whenever \( I_s \) is a \( \Lambda \)-consistent interpretation and \( I_s (\mathcal{F}_1) = \text{true} \), then \( I_s (\mathcal{F}_2) = \text{true} \).

The following lemma is immediate since each interpretation in \( \Lambda \) maps a formula to exactly one element of \( \Delta \).

\textbf{Lemma 1.} Let \( I_s \) be a \( \Lambda \)-consistent interpretation, let \( \Lambda \) be an atom and \( \mathcal{F} \) a formula in \( \Lambda_s \), and let \( S_1 \) and \( S_2 \) be signs. Then:

i) \( I_s (\emptyset : \mathcal{F}) = \text{false} \);

ii) \( I_s (\Delta : \mathcal{F}) = \text{true} \);

iii) \( S_1 \subset S_2 \) if and only if \( S_1 : \mathcal{F} \equiv_{\Lambda_s} S_2 : \mathcal{F} \) for all formulas \( \mathcal{F} \);

iv) There is exactly one \( \delta \in \Delta \) such that \( I_s ([\delta] : \Lambda) = \text{true} \).  \( \Box \)

Although we feel that the focus on \( \Lambda \)-consistent interpretations is intuitive, it can also be motivated by the following technical observation: The formulas under consideration in \( \Lambda_s \) do not have any occurrences of negation; only \( \land \) and \( \lor \) appear as classical interpreted symbols. Whether or not such formulas are satisfiable with respect to \( \Lambda \)-consistent interpretations, they are trivially satisfiable with respect to arbitrary interpretations.

2.2. \( \Lambda \)-Atomic Formulas

Many classical inference rules begin with links (complementary pairs of literals). Such rules typically deal only with formulas in which all negations are at the atomic level. Similarly, the inference techniques that we wish to develop here require that signs be at the "atomic level." To that end, we call a formula \( \Lambda \)-atomic if it has the property that whenever \( S: \Lambda \) is an atom in the formula, then \( \Lambda \) is an atom in \( \Lambda \); we call it \textit{elementary} if whenever \( S: \Lambda \) is an atom, \( S \) is a singleton. Lemma 2 describes a method for driving signs inward for a restricted class of MVL's; repeated applications eventually produces a \( \Lambda \)-atomic formula. The lemma is immediate since the right side of the equation amounts to an enumeration of the interpretations that map the formula on the left side into \( S \).

\textbf{Lemma 2.} Suppose that the truth domain \( \Delta \) of an MVL \( \Lambda \) is finite. Let \( \Theta \) be a connective in \( \Lambda \) of arity \( n \), let \( \mathcal{F}_1, \mathcal{F}_2, \ldots, \mathcal{F}_n \) be formulas in \( \Lambda_s \), and let \( S \) be a sign. Then if \( I_s \) is any \( \Lambda \)-consistent interpretation,

\[ I_s (S : \Theta(\mathcal{F}_1, \mathcal{F}_2, \ldots, \mathcal{F}_n)) = I_s \left( \bigvee_{S \subseteq \delta \in \Delta} \left( \bigwedge_{i=1}^n (\{\delta\} : \mathcal{F}_i) \right) \right). \]  \( \Box \)
Observe that the end product of repeated applications of the lemma will be elementary; this may be undesirable because this representation may be unnecessarily large. The Reduction Lemma in Section 3 may yield a more efficient representation, and knowledge of the connective \( \Theta \) (for a particular logic) may help to drive the sign inward in a more efficient manner. When \( \Delta \) is infinite, unless some equivalent of Lemma 2 is available, attention must be restricted to \( \Lambda \)-atomic formulas. These questions are discussed in greater detail in Section 3.

**Remark:** There is a natural one-to-one correspondence between interpretations over \( \Lambda \) and \( \Lambda \)-consistent interpretations over \( \Lambda \) as follows: Given an interpretation \( I \) over \( \Lambda \), define the interpretation \( I_\Lambda \) over \( \Lambda \) by \( I_\Lambda (\delta \cdot A) = \text{true} \) if \( \delta = I(A) \). Since connectives in \( \Lambda \) are functions, \( I_\Lambda \) uniquely extends to an interpretation over all atoms of \( \Lambda \). Conversely, by part iv of Lemma 1, the value of a \( \Lambda \)-consistent interpretation on elementary atoms determines a unique interpretation over \( \Lambda \).

### 2.3. First Order Considerations

It is straightforward to introduce variable, constant, and function symbols into \( \Lambda \) with their usual meaning. We assume a non-empty domain of discourse \( \mathcal{D} \). There appears to be no natural way to introduce quantifiers into \( \Lambda \) while preserving full generality. Consider, for example, the expression \( \forall x P(x) \) in predicate calculus. It may be viewed as implicitly containing a sign, i.e., the quantified expression is true only if \( P \) maps all domain elements into \( \{ \text{true} \} \). The implicit sign in essence designates a subset of truth values that must contain the range of \( P(x) \) in order that the quantified expression denote true. We can generalize this notion by introducing the quantifiers \( \forall^S \) and \( \exists^S \): \( \forall^S x P(x) \) denotes true only if \( P \) maps all domain elements into \( S \), and \( \exists^S x P(x) \) denotes true only if \( P \) maps some domain element into \( S \). But these quantifiers denote true or false, not arbitrary elements of \( \Delta \), and hence fall more naturally within \( \Lambda_\mathcal{D} \).

We may instead view the predicate calculus expression \( \forall x P(x) \) as denoting the greatest lower bound of the range of \( P(x) \) (where the boolean domain is the obvious two element lattice). This does not require the concept of sign, and does generalize to \( \Lambda \). Thus we may define quantifiers \( \forall \) and \( \exists \) as the *infimum* and *supremum*, respectively, of the denotations of their quantifiers; of course, this is possible only if \( \Delta \) is a lattice. We leave a more thorough exploration of these issues to a later paper.

If we do restrict quantifiers to \( \Lambda_\mathcal{D} \), then all variable occurrences in \( \Lambda \) are free. Formulas having \( n \) free variables then denote functions from \( \mathcal{D}^n \) to \( \Delta \).

It is easy to see that for an arbitrary interpretation over any domain of discourse \( \mathcal{D} \) and any truth domain \( \Delta \), a corresponding Herbrand interpretation can be constructed over the Herbrand Universe defined in the usual way. Ground atoms are simply partitioned according to their denotations in \( \Delta \). As a result, the notion of a \( \Lambda \)-consistent interpretation is still meaningful if we extend \( \Lambda_\mathcal{D} \) to include the quantifiers \( \forall \) and \( \exists \). In classical logic, Herbrand's Theorem can be proved by applying König's Lemma to semantic trees, and it goes through in the same way in \( \Lambda_\mathcal{D} \) with respect to \( \Lambda \)-consistent interpretations.

Since extending \( \Lambda_\mathcal{D} \) to be a classical first order logic raises no truly new issues, we restrict discussion to the ground case for the remainder of the paper.

### 3. Signed Inference

In this section, we adapt resolution to produce an inference rule for \( \Lambda_\mathcal{D} \). The techniques developed in [14] and in [15] for dealing with signed formulas from a fairly specialized class of logics also apply to \( \Lambda \)-atomic formulas. The basic idea is the next lemma, which follows immediately from part iv of Lemma 1. First, we say that two formulas \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) in \( \Lambda_\mathcal{D} \) are \( \Lambda \)-equivalent if \( I_\Lambda (\mathcal{F}_1) = I_\Lambda (\mathcal{F}_2) \) for any \( \Lambda \)-consistent interpretation \( I_\Lambda \); we write \( \mathcal{F}_1 \equiv_\Lambda \mathcal{F}_2 \).
Lemma 3 (The Reduction Lemma). Let $S_1:A$ and $S_2:A$ be $A$-atomic atoms in $\Lambda_1$; then $S_1:A \land S_2:A \equiv \Lambda (S_1 \cap S_2):A$ and $S_1:A \lor S_2:A \equiv \Lambda (S_1 \cup S_2):A$.

3.1. Notation

The formulas in $\Lambda_1$ that we are interested in are in negation normal form (NNF). The only connectives used are conjunction and disjunction. (NNF also requires that negations must reside at the atomic level. This is irrelevant here since negation is absent altogether from the formulas we are considering.) Conjunctive and disjunctive normal forms (CNF and DNF) are special cases of NNF; considerable time and space may be required to put NNF formulas into CNF or DNF.

We have found that NNF formulas naturally lend themselves to a two-dimensional representation. For example, in Figure 1 below, the formula on the left is displayed graphically on the right:

\[
\begin{array}{c}
\bar{A} \\
\land \\
\lor \\
D \\
A \\
\end{array} =
\begin{array}{c}
(\neg C \land A) \lor D \\
\land \\
(\neg A \lor (B \land C)) \\
\end{array} =
\begin{array}{c}
\bar{A} \\
\lor \\
\land \\
B \\
C \\
A \\
\end{array}
\]

Figure 1.

Disjunctions are displayed horizontally, conjunctions vertically. A formula so represented is called a semantic graph; for a detailed exposition, see [11].

Since conjunction (and disjunction) are commutative and associative, when viewed as a graph, their arguments are called fundamental subgraphs. The fundamental subgraphs of the upper disjunction in the graph above are $\neg \land$ and the literal $D$. The graph above contains four $c$-paths (maximal conjunctions of literal occurrences): $\{C, A, A\}, \{C, A, B, C\}, \{D, A\}, \{D, B, C\}$. We say that two literal occurrences are $c$-connected if they are both in some $c$-path. With respect to arbitrary interpretations, a semantic graph is unsatisfiable if and only if every $c$-path is unsatisfiable, and a $c$-path is unsatisfiable if and only if it contains a link. The formulas we study in $\Lambda_1$ have no links in the classical sense, but, as we shall see, the notion of link can be redefined with respect to signs in a meaningful way.

3.2. Signed resolution

In this section we generalize the resolution inference rule for classical logic. Combined with the Reduction Lemma, this generalization will lead naturally to an inference rule for $\Lambda_1$.

Let $\mathcal{F}$ be a conjunction of disjunctions in a classical logic. We use the term clause for the disjunctions even though we do not assume them to be disjunctions of literals. Let two of the clauses be $C = Q_C \lor \bigvee_{j=1}^{m_C} J_j$ and $D = Q_D \lor \bigvee_{j=1}^{m_D} K_j$. Then we may resolve clauses $C$ and $D$ and infer

\[
\begin{array}{c}
Q_C \\
\land \\
\lor \\
J_j \\
Q_D \\
\end{array} \lor
\begin{array}{c}
\bigvee_{j=1}^{m_C} J_j \\
\lor \\
\bigvee_{j=1}^{m_D} K_j \\
\end{array}.
\]
Soundness follows from noting that if \( C \land D \) is true, but none of the \( J \)'s and none of the \( K \)'s are, then \( Q_C \) and \( Q_D \) must both be true. Observe that when \( C \) and \( D \) are clauses of literals and \( Q_C \) are \( Q_D \) are complimentary, this rule reduces to standard binary resolution.

Consider now a \( \Lambda \)-atomic formula \( \mathcal{F} \) in \( \Lambda \), that is in conjunctive normal form (CNF). As such, the clauses of \( \mathcal{F} \) are sets of literals. Let \( C_j, 1 \leq j \leq r \), be clauses in \( \mathcal{F} \) that contain, respectively, \( \Lambda \)-atomic atoms \( \{S_j: A\} \). Thus we may write \( C_j = K_j \cup \{S_j: A\} \). Then the resolvent \( R \) of the \( C_j \)'s is defined to be the clause \( \bigcap_j K_j \cup \bigcap_j \{S_j: A\} \); this definition is the one given above, generalized to \( n \) clauses and specialized to \( \Lambda \)-consistent interpretations via the Reduction Lemma.

We must augment this definition with the following obvious simplification rules that also stem from the Reduction Lemma. First, if \( \bigcap_j S_j \) is empty, then \( \bigcap_j (S_j: A) \) is false and may simply be deleted from \( R \). Secondly, whenever \( S_1: B \) and \( S_2: B \) are in \( R \), we replace them by \( (S_1 \cup S_2): B \); if \( S_1 \cup S_2 = A \), then \( R \) is a tautology and may be deleted from \( \mathcal{F} \).

The classical notion of subsumption also generalizes to \( \Lambda \); clause \( C \) subsumes clause \( D \) if, for every literal \( S: A \in C \), there is a literal \( S': A \in D \) such that \( S \subseteq S' \).

### 3.3. An example

Consider the logic \( \Lambda \) based on the three-valued domain \( \{0, u, 1\} \), ordered so that \( 0 < 1 \) and \( u < 1 \), but \( 0 \) and \( u \) are not comparable. There are two unary connectives, \( \neg \) and \( \neg \), and two binary connectives \( \otimes \) and \( \oplus \); their truth tables are shown below.

<table>
<thead>
<tr>
<th>( \neg )</th>
<th>( \neg )</th>
<th>( \otimes )</th>
<th>( \oplus )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>u</td>
<td>1</td>
<td>u</td>
<td>u</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>u</td>
<td>1</td>
</tr>
</tbody>
</table>

Observe that although the two binary connectives are "and-like" and "or-like", \( \Lambda \) is not a lattice.

Consider the formula

\[
\mathcal{F} = (\neg (A \otimes B) \otimes \neg (A \oplus B))
\]

We may ask if \( \mathcal{F} \) is "satisfiable," i.e., if it can possibly evaluate to 1, by considering the formula \( \{1\}: \mathcal{F} \) in \( \Lambda \). If \( \{1\}: \mathcal{F} \) does indeed have \( \Lambda \)-consistent models, we may be interested in knowing them; this situation favors the use of analytic tableaux or path dissolution in the analysis, since these methods can effectively determine satisfying interpretations. Alternatively, if we suspect that \( \mathcal{F} \) always evaluates to 1, then a refutation procedure such as resolution could be employed on a \( \Lambda \)-equivalent of \( \{0, u\}: \mathcal{F} \).

For our example, we use the signed formula \( \{1\}: \mathcal{F} \).

\[
\{1\} : \mathcal{F} = \{1\} : (\neg (A \otimes B) \otimes \neg (A \oplus B))
\]

Since \( \otimes^{-1}(1) = \{<1, 1>\} \), Lemma 2 gives us:

\[
\{1\} : (\neg (A \otimes B))
\]

\[
\{1\} : \neg (A \oplus B)
\]
Direct application of Lemma 2 on both conjuncts of the above formula leads to the (not yet \( \Lambda \)-atomic) formula of Figure 2 below:

\[
\{1\} :- A \quad \{1\} :- A \quad \{1\} :- A \quad \{u\} :- A \quad \{0\} :- A \quad \{u\} :- A
\]
\[
\wedge \quad \vee \quad \wedge \quad \vee \quad \wedge \quad \vee \quad \wedge
\]
\[
\{1\} : B \quad \{u\} : B \quad \{0\} : B \quad \{1\} : B \quad \{1\} : B \quad \{u\} : B
\]
\[
\wedge
\]
\[
\{0\} : (A \oplus B) \quad \vee \quad \{u\} : (A \oplus B)
\]

Figure 2.

The careful reader will have noticed that the formula above can be simplified. Factoring the leftmost three disjuncts in the upper half of the graph on the atom \( \{1\} :- A \) results in the formula \( \{1\} :- A \wedge (\{0\} : B \vee \{u\} : B \vee \{1\} : B) \). This is just \( \{1\} :- A \wedge \Delta : B \) by the Reduction Lemma, and, by part ii of Lemma 1, it reduces further to \( \{1\} :- A \). Similarly, the three disjuncts containing \( \{1\} : B \) (using a copy of the leftmost disjunct) reduce to \( \{1\} : B \).

From the discussion above, and from the application of Lemma 2 to the lower half of Figure 2, the formula in Figure 3 results:

\[
\{1\} :- A \quad \vee \quad \{1\} : B \quad \vee \quad \{u\} :- A
\]
\[
\wedge
\]
\[
\{0\} : A \quad \{0\} : A \quad \{u\} : A
\]
\[
\wedge \quad \vee \quad \wedge \quad \wedge
\]
\[
\{0\} : B \quad \{u\} : B \quad \{0\} : B
\]

Figure 3.

By applying Lemmas 2 and 3 to the upper part of Figure 3, then factoring (on \( \{0\} : A \), \( \{u\} : A \), and finally on \( \{0,u\} : B \)) and applying Lemma 3 to the lower part, Figure 4 is produced:

\[
\{0,u\} : A \quad \vee \quad \{1\} : B \quad \vee \quad \{u\} : A
\]
\[
\wedge
\]
\[
\{0\} : A \quad \{u\} : A
\]
\[
\wedge \quad \vee \quad \wedge
\]
\[
\{0,u\} : B \quad \{0\} : B
\]

Figure 4.

The formula in Figure 4 is a conjunction but is not in CNF. We may convert the upper conjunct into the two clauses \( \{0,u\} : A, \{1\} : B, \{1\} : A \) and \( \{0,u\} : A, \{1\} : B, \{u\} : B \), which are \( \Lambda \)-equivalent to true and \( \{0,u\} : A, \{u,1\} : B \), respectively. Similarly, \( \{0,u\} : B \) is one of the clauses obtainable from the lower conjunct. As an example of a resolution step, resolving \( \{0,u\} : A, \{u,1\} : B \) and \( \{0,u\} : B \) produces \( \{0,u\} : A, \{u\} : B \). Note that in this simple example, however,
the clause \{0,u\}:A, also obtainable from the lower conjunct, subsumes
\{0,u\}:A, \{u,1\}:B; in effect, the upper conjunct itself is subsumed and could be
dropped.

The example illustrates the explosive growth that can occur with applications
of Lemma 2. Lemmas 1 and 3 can be used to reduce the size of the formula, but the
process of applying Lemma 2 and then condensing the result is likely to be expen-
sive. For a given connective in a given logic \(\Lambda\), the simplifications available from
the Lemmas may be pre-computable, producing rules that directly yield the more
condensed formulas. Consider, for example, the truth table for \(\otimes\). It is easy to see
that the following rule is valid:

\[
\{1\}: (A \otimes B) \equiv \Lambda (\{1\}: A \lor (\{1\}: B \lor ((\{u\}: A \land \{u\}: B)).
\]

Even this rule can lead to exponential growth, but this is analogous to the cost of
putting a classical formula into CNF.

More generally, the expense of driving signs inward depends on the efficiency
of such rules. Lemma 1 is a very inefficient means of accomplishing this task; the
above rule is more reasonable. With some connectives in some logics it may not be
possible to develop efficient rules, but such cases are likely to reflect the inherent
complexity of the base logic.

3.4. Completeness

The resolution rule presented above was introduced in [15] for a class of multiple-
valued logics. There, the truth value domains were assumed to obey rather severe
restrictions, and all queries had the form: Can a formula evaluate to \(\top\) (the maximal
element of a truth value lattice)? Refutation completeness was proven using a
modified semantic tree argument in which interpretations over the MVL were
represented.

In this paper, we are dealing with a much wider class of MVL’s and are
allowing more general queries about the formulas in those MVL’s. The resolution
rule and the signed formulas on which it operates, however, are defined in a classical
logic. In this setting, completeness is not a statement about what formulas in \(\Lambda\)
can be proved inconsistent; rather, completeness means that we can answer certain
queries about formulas in \(\Lambda\) by deriving the empty clause in \(\Lambda\). Nevertheless, the
semantic tree construction in [15] can be adapted to produce a completeness argu-
ment for \(\Lambda\).

**Theorem 1.** Let \(\mathcal{F}\) be a formula in \(\Lambda\), and let \(\mathcal{S}\) be a subset of \(\Delta\) such that no
interpretation maps \(\mathcal{F}\) into \(\mathcal{S}\). Then there is a derivation of the empty clause from
any \(\Lambda\)-atomic equivalent of \(\mathcal{S}\) using signed resolution. 

4. Conclusions

Signed resolution appears to provide a unifying framework for most adaptations of
resolution to MVL’s. For example, the annotated logics (also called *paraharmonic*
logics) introduced by da Costa, Henschen, Lu, and Subrahmanian [2], and by Kifer
and Subrahmanian [9] employ two inference rules, *p-resolution* and *reduction*
(sometimes referred to as *mega-resolution* and *cloning*). Both rules are special cases
of signed resolution. A question worthy of investigation is whether signed resolution
yields some form of linear resolution for these logics.

The technique developed for applying resolution to MVL’s via signed formu-
las works with most classical inference techniques. For example, *path resolution*, a
generalization of resolution that permits resolving on sets of links in formulas in
NNT, can easily be adapted to \(\Lambda\). Hähnle’s work [7,8] with tableaux does this for
the method of analytic tableaux, and path dissolution, of which the tableau method is
one special case, was similarly adapted in [15]. Space does not permit a detailed
description in this paper, but the adaptations are quite straightforward because the
logic of signed formulas is a classical logic.

Our approach in this paper is very general in that there are no requirements on
the structure of the domain of truth values; logical connectives are similarly unres-
stricted. However, when $\Delta$ is infinite, we must begin with $\Lambda$-atomic formulas; for
finite $\Delta$, arbitrary formulas in $\Lambda$, can in principle be handled, but this can lead to
explosive growth when Lemma 2 is employed directly. It would be useful to inves-
tigate the relationship between conditions placed on $\Delta$ and on the connectives, and
the resulting rules for deriving $\Lambda$-atomic formulas. Hähnle [8] has investigated this
issue from the standpoint of analytic tableau procedures. It would also be useful to
discover a class of logics for which $\Delta$ is infinite and for which some technique
(analogous to Lemma 2) for driving signs inward can be developed.
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Abstract. A fuzzy natural language communication system called the Fuzzy Lingual System (FLINS) is currently under development at the Laboratory for International Fuzzy Engineering Research (LIFE). The final goal of the FLINS project is to create a lingual computer, that is, a domain-independent teach, question, and answer (TQA) system. In this paper, we propose two new design concepts, text-based architecture and fuzzy-centered architecture, to realize our goal. Two experimental systems were built to determine the feasibility of those approaches before the development of FLINS. One is a text-based natural language understanding system, called the AB-System. The other is a fuzzy expert system called FOREX, which predicts exchange rate trends according to fuzzy rules and fuzzy data.

1. Introduction

Even though computer systems have great computing power and can contain a great amount of information, current user interfaces are so rigid and unfriendly that only specialists can make full use of these systems. We at the Laboratory for International Fuzzy Engineering Research (LIFE) are developing a natural language communication system called FLINS, which is short for Fuzzy Lingual System to overcome this barrier. Our ultimate goal is to create a lingual computer that functions as a domain-independent teach, question, and answer (TQA) system. It is an old problem, but still alive.

FLINS is based on two new design concepts, text-based architecture and fuzzy-centered architecture. The former was directly derived from the problems associated with conventional natural language understanding systems, and can be viewed as an AI-related problem. The latter concept is a little different and may be quite new to people in the AI community.

2. Motivation and Basic Approach

2.1 Motivation

Our final goal is a lingual computer that facilitates the interaction between users and computer systems. The fundamental features are:

Communication by means of natural language
A user and system should be able to communicate by means of natural language.

Teaching by means of natural language
A user should be able to teach the system new knowledge by means of natural language. The new knowledge includes meta-knowledge for control of the system itself, rule-type knowledge, and simple factual information.

Learning by means of natural language
The system should be able to store all interaction between a user and the system in a knowledge base (which we call a text base because all interactions use text). The system should be able to manage unknown situations by using this text as case data.
2.2 Basic Approach

Our basic approach is to combine the three key technologies, knowledge engineering, natural language processing and fuzzy engineering. Here's a brief analysis of the successes and failures of the technologies.

(1) Knowledge Engineering

The key idea in knowledge engineering (KE) is "knowledge is power", and a new architecture for an intelligent system based on this idea was proposed. While the divided knowledge base and inference mechanism architecture has proven to be useful, the difficulty of knowledge representation prevents it from being used extensively.

(2) Natural Language Processing

SHRDLU is the most famous natural language processing system. It worked quite well in a block world. But the system was not generalized.

A number of machine translation systems are currently in use[7]. Although their translation capability is limited, they can transform most text into a case-based structure[3], and they accept an almost unlimited range of text. Moreover, these machine translation systems use very similar sets of "cases". This demonstrates that methodologies have been established almost up to the "case structure" level.

(3) Fuzzy Engineering

Fuzzy theory was proposed by L.A. Zadeh in 1965[12]. At first this theory was ignored but as the number of successful practical applications increased, especially in the area of a fuzzy control, this situation changed rapidly. It was originally proposed to deal with the fuzziness found in such natural language. So it provides us with a good framework for coping with fuzziness in natural language.

3. Problems with Conventional Systems [e.g., 1, 5, 9].

(1) Closed Nature

Actually, it is impossible to provide natural language understanding systems with every piece of knowledge, such as knowledge about the target field and meta-knowledge, as well as word definitions and sentence structure knowledge, as inherent knowledge. Therefore, it is very important that users can change what the system already knows and can teach the system what it does not know through natural language.

Such extensibility is a key attribute for a true natural language understanding system. However, most conventional systems do not allow users to use natural language to teach and change knowledge. Although a few systems that can accept knowledge in natural language exist, they can only accept simple knowledge and their treatment of the knowledge is ad hoc.

(2) Implicit and Inherent Knowledge Represented in a Special Form

Most systems have implicit and inherent knowledge represented in a special form, such as program source code (e.g., LISP code), frames and scripts. In some cases, special tricks are hidden in this manner.

The big problem with implicit knowledge is that the system loses transparency. Thus most natural language understanding systems work only for specific fields and are never applied in other fields. Furthermore the more intelligent the system, the more likely important knowledge is represented in a specific form as implicit knowledge (tricks). The problem with representing knowledge in special form is that it is almost impossible for users who are not familiar with the special form to make changes in the knowledge or add new knowledge.

Note that we do not deny the effectiveness of representations such as rules and frames. We only insist that a user should be able to access the important knowledge, so it has
to be accessible by means of natural language instead of the special form. It is no problem that it is represented in a special form as long as it can be accessed by means of natural language.

(3) Using Deep Structure to Represent Meanings

Most natural language understanding systems adopt knowledge representation that is based on deep structures, such as CD [8] or logical forms [1]. In this representation, the meaning of the text is represented using deep semantic primitives. For example, "to give" is transformed into "to transfer the ownership to others". Of course, this representation is sound and is suitable for manipulation of the meaning, because it is a sort of canonical form of the meaning. However, there is one inherent problem with this type of representation. To transform text into a deep structure, the system must completely understand the meaning of the text, which is very difficult even for humans. Moreover, defining such complete and domain-independent sets of deep semantic primitives and the rules for transformation from text to deep structures is actually impossible.

We think this is the reason most existing natural language understanding systems can never be applied outside of a fixed field or the limited situations they were originally designed to handle. From the theoretical point of view, the concept of deep structure is attractive, but it is not powerful enough to devise a natural language understanding system that is applicable to various real fields.

(4) Ignorance of Fuzziness

One essential characteristic of natural language is fuzziness. This fuzziness ranges from the ambiguity caused by multiple parse trees for one sentence or multiple meanings for one word to the fuzziness of the meaning itself. Although the former type of fuzziness has been thoroughly studied for disambiguation algorithms, the latter type has not. It has been ignored in studies of natural language processing so far.

4. New Design Concepts

4.1 Text-Based Architecture

The basic concept of the text-based architecture is that all knowledge should be presented as text. "All knowledge" includes linguistic knowledge (i.e., word definitions and knowledge of sentence structure), knowledge of the target field (i.e., domain-dependent rules and data), and meta-knowledge (i.e., how to use the knowledge itself and how to control the system with it). We refer to this collection of knowledge as a text base rather than as a knowledge base to express clearly that all knowledge is represented as text.

The system uses only a basic pattern matcher that is controlled by a schema described by text to process all knowledge. This feature allows the user to use text to teach even meta-knowledge because the process of problem solving is controlled by text.

The following four subconcepts make a text-based architecture feasible. They are indispensable to implementation of the text-based architecture. In other words, the text-based architecture mentioned above is a principal and the following four subconcepts are methodologies for implementing the principal.

(1) Combination of Case-based Structure and the Text Base

Current machine translation systems have limited translation capability, but they can transform most text into a case-based structure with almost no constraints on the input text. Moreover, these machine translation systems use very similar sets of cases, so it is quite natural to use a case-based structure for general knowledge representation. The problem in doing so, however, is that the case-based structure is too sensitive to vocabulary and sentence structure, because words in the input text appear in the case-
based structure directly and the sentence structure sometimes affects the result. Therefore even if the meaning of two texts is the same, their case-based representations may differ. However, if the system can accept linguistic knowledge, the problem of case-based representation can be solved. This is because if the system accepts linguistic knowledge as well as domain-dependent knowledge, it can infer the meaning of a text by using the linguistic knowledge in exactly the same way that domain-dependent knowledge is used for problem solving. The more linguistic knowledge a user teaches the system, the more deeply the system can understand a text. The combination of case-based structure and linguistic knowledge is a nice alternative to deep structure. In the case of the deep semantic structure, text is transformed into a certain structure at the fixed depth of meaning and is used in problem solving as indicated by the dotted line shown in Fig. 1. For combined case-based structure and text base, the depth of meaning is not fixed at all, rather it changes according to the progress of problem solving.

(2) Semantic and Procedural Primitives
All a text-based system knows initially are semantic and procedural primitives. Note that our semantic primitives are completely different from those of CD theory[8]. Semantic primitives are words that have a special role in inference. For example, "imply", "if" and "when" are semantic primitives. They are evaluated through inference when paraphrasing a text or making a new goal event. Procedural primitives are connected subroutines and execute primitive functions, such as inference pattern matching and database calls. Words like "system-call" and "event-match" are examples of procedural primitives. If these procedural primitives are evaluated under certain conditions, the procedure is called automatically. Inference can be controlled by activating a procedural primitive. This means that a user can use procedural primitives to specify how to infer or how to answer. This feature enables the user to teach even meta-knowledge by using text. Moreover, it enables the system to explain its own behavior because the status of processing is also represented by case-based structure that can easily be transformed into natural language. The inherent knowledge of the system represented in special form consists of only these two types of primitives. All other knowledge acquired through interaction with users is represented as text.

(3) Network Inference
All knowledge in a text-based system is represented in a case-based structure, which looks like an extended semantic network. The basic function of inference in network inference is modeled as an interaction among the networks. Inference patterns include direct matching, paraphrase matching, and deductive matching. As mentioned above, all knowledge is represented as text. If texts in the text base are not combined into one network but rather exist as separate networks, the inference mechanism has to combine the text every time an input occurs, which could be a serious problem. The text in a text base should thus be combined into one network. This operation is equivalent to the precomputation of inference or a partial computation.
(4) Non-hierarchical Wondering Inference

The text base can be seen as shown in Fig. 2. The primitive layer includes words which have special meaning either semantically or procedurally. In the word layer, linguistic knowledge is stored. For example, Fig. 2 shows that the word "beheaded" is a form of the word "executed". It is possible to specify the constraints on the relation. For example, "to execute a person implies to kill a person" specifies that the object of each verb should be a person. This layer can be seen as a word dictionary. Domain-specific knowledge is stored in the knowledge layer and meta-knowledge is stored in the meta-knowledge layer.

<table>
<thead>
<tr>
<th>Semantic Primitives</th>
<th>Procedural Primitives</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primitive Layer</td>
<td></td>
</tr>
<tr>
<td>imply</td>
<td>system-call</td>
</tr>
<tr>
<td>if</td>
<td>event-matcher</td>
</tr>
<tr>
<td>Word Layer</td>
<td></td>
</tr>
<tr>
<td>imply</td>
<td>if</td>
</tr>
<tr>
<td>object</td>
<td>be killed</td>
</tr>
<tr>
<td>be beheaded</td>
<td>die</td>
</tr>
<tr>
<td>be executed</td>
<td></td>
</tr>
<tr>
<td>Knowledge Layer</td>
<td></td>
</tr>
<tr>
<td>if</td>
<td></td>
</tr>
<tr>
<td>actor</td>
<td>time</td>
</tr>
<tr>
<td>unknown</td>
<td>Louis 16</td>
</tr>
<tr>
<td>Knowledge Layer</td>
<td></td>
</tr>
<tr>
<td>display</td>
<td></td>
</tr>
<tr>
<td>system-call</td>
<td>when</td>
</tr>
<tr>
<td>when</td>
<td>event-matcher</td>
</tr>
<tr>
<td>Meta-knowledge Layer</td>
<td></td>
</tr>
<tr>
<td>display</td>
<td></td>
</tr>
<tr>
<td>system-call</td>
<td></td>
</tr>
<tr>
<td>when</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2 Illusion of Knowledge Hierarchy

However, it is easy to see that the categorization is meaningless from the viewpoint of knowledge representation because there is no difference among the knowledge representations. All knowledge is represented in the case-based structure. Let's consider the sentence, "If a user asks a question, the system must answer the question". The sentence should be treated as meta-knowledge for reacting to the user's query and should be treated as simple factual knowledge for answering the question, "What do you do if a user asks a question?". Therefore, there are no differences among the various types of knowledge. This characteristic causes a problem in inference control.

In the conventional KE tool, meta-knowledge is represented in a special form and is processed by a supervisor inference unit. This separation of ordinal knowledge and meta-knowledge enables the system to control the system's behavior by using the meta-knowledge prior to the ordinal knowledge. However, the mechanism cannot be adopted because all knowledge in a text base is uniformly represented. Even if an item of knowledge looks like ordinal knowledge (e.g., domain-dependent know-how), the knowledge may be used as meta-knowledge by the fuzzy CBR. Since the fuzzy CBR tends to interpret the meaning of the sentence widely, the applicable range of the sentence is greatly extended.
We designed a new inference mechanism which wonders "What should I do?" every time an inference proceeds one step. All knowledge is used as meta-knowledge in the wondering phase. For example, the knowledge "if a user asks a question, the system must answer the question" is used as meta-knowledge during the wondering "what should I do?" that follows the user's inquiry. The truly essential points are to embed the meaning of "should", "I", and "do" as semantic or procedural primitives and to evoke the wondering every time an inference proceeds one step.

4.2 Fuzzy-centered Architecture (Positive Use of Fuzziness)

One of the inherent characteristics of natural language is fuzziness. This fuzziness varies from the ambiguity that exists in multiple parse trees for one sentence and multiple meanings for one word to the fuzziness of the meaning itself. Disambiguation algorithms have been developed to cope with the former type of fuzziness, but the latter type has not been considered in studies of natural language understanding systems.

The basic concept of fuzzy-centered architecture (positive use of fuzziness) is not a concrete architecture but a philosophy. It insists that fuzziness is not a bad feature of natural language but rather a very good feature. In disambiguation, fuzziness is handled as something bad, but disambiguation is not the only way to deal with the fuzziness of natural language. In natural language, fuzziness often has an important meaning, so in a truly human-friendly system, fuzziness cannot be ignored.

There are many area which fuzziness can play an important role in natural language processing. We focused on problem solving and learning which make best use of the fuzziness in natural language, as the first attempt toward implementing the fuzzy-centered architecture.

(1) Fuzziness of Meaning in Natural Language

What kind of fuzziness is there in natural language? Examples are fuzzy predicates (e.g., "tall", "old"), fuzzy modifiers (e.g., "very", "more or less"), fuzzy modality (e.g., "most of", "usually"), and fuzzy inference (e.g., generalized modus ponens[12], gradual rules[2]).

Fuzziness can be roughly categorized as shown in the table in Fig. 3. Basically, fuzziness can be divided into ambiguity and fuzziness of meaning. For example, the ambiguous word "execute" can mean "start a program" or "kill a person". A sentence is ambiguous when it has multiple parse trees. For example, "A girl saw the boy with a telescope" can be interpreted in two ways, depending on who has the telescope.

<table>
<thead>
<tr>
<th>Ambiguity</th>
<th>Word</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multi-meaning</td>
<td>&quot;tall&quot;</td>
<td>&quot;the more, the more&quot;</td>
</tr>
<tr>
<td>Multi-structure</td>
<td>well-structured universe of discourse</td>
<td>proverbs</td>
</tr>
<tr>
<td>Fuzziness of Meaning</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple</td>
<td>&quot;handsome&quot;</td>
<td>unknown universe of discourse</td>
</tr>
<tr>
<td>Complex</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3 Classification of fuzziness

Fuzziness in the meaning of a word can be classified as simple or complex. Simple fuzziness can be represented with a well-structured universe of discourse. For example, "tall" can be defined on a height axis. The universe of discourse for "height" is the continuous real number system. On the other hand, it's quite difficult to define such a universe of discourse for a word like "handsome".
Similarly, fuzziness in the meaning of a sentence can also be classified as simple or complex. An example of a simple fuzzy sentence is "the more xxx, the more yyy". In this sentence, the relationship between xxx and yyy is fuzzy. In other words, "the more ... the more ..." is a fuzzy sentence structure. A more complex sentence, such as a proverb, exhibits complex fuzziness.

The table in Fig. 4 shows the corresponding fuzzy theories that can be applied to the types of fuzziness listed in Fig. 3. For example, the simple fuzziness of a word can be processed by fuzzy set or fuzzy symbol theory. Generalized modus ponens[12] and gradual inference[2] are applicable for the simple fuzziness of a sentence. We can see that fuzzy theory provides us with ample methods for coping with the various types of fuzziness found in natural language.

<table>
<thead>
<tr>
<th>Word</th>
<th>Sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambiguity</td>
<td>disambiguation by world knowledge and user interaction</td>
</tr>
<tr>
<td>Fuzziness of Meaning Simple</td>
<td>Fuzzy Set</td>
</tr>
<tr>
<td></td>
<td>Fuzzy Symbol</td>
</tr>
<tr>
<td>Complex</td>
<td>Fuzzy Rule</td>
</tr>
</tbody>
</table>

Fig. 4 Application of fuzzy theory

(2) 3-Layered Fuzzy Inference Mechanism

Figure 5 shows our 3-layered fuzzy inference architecture for dealing with the fuzziness in Figs. 3 and 4 as a constituent of the fuzzy-centered architecture. In this 3-layered hierarchy of fuzzy inference, the basic inference mechanism is ordinary (non-fuzzy) inference, that is regular modus ponens. In this base layer, text symbols are treated simply as labels.

The second layer is fuzzy inference on a fuzzy set or fuzzy symbol. In this layer, a symbol is treated as either a fuzzy set (i.e., a sort of distribution over a universe of discourse) or a fuzzy symbol (i.e., words that can be calculated). A typical example for this level is deduction for result "the apple is very ripe" from the gradual rule "the more an apple is red, the more the apple is ripe." and the information "the apple is very red." Since this can be formalizes as \( (A \rightarrow B, A') \Rightarrow B' \), where \( A' \) and \( B' \) are similar to \( A \) and \( B \), this inference is a type of case-based reasoning. Current CBR methodology gives only a vague outline of the inference method, but the generalized modus ponens in fuzzy theory provides a concrete algorithm for executing a type of CBR having the formalism \( (A \rightarrow B, A') \Rightarrow B' \). The top layer is fuzzy case-based reasoning. It is CBR extended by fuzzy theory, which tries to match two cases (which are also represented as text) on the basis of their fuzzy relationship. This can be formalized as \( (A \rightarrow B, C) \Rightarrow D \), where \( C \) and \( D \) are different from \( A \) and \( B \). In the problem solving phase, this mechanism is used in bottom to top manner, i.e. ordinary inference, fuzzy inference and fuzzy CBR are evoked in order. The learning phase, on the contrary, is a top to bottom process. This fuzzy CBR can be applied to the control of conversation by treating the conversation history as case data.

![Fig. 5 Hierarchy of Fuzzy Inference](image-url)
5. Two Experimental Systems

Here's a very short summary of the experimental systems. See [10,11] for detail.

5.1 A Text-based Natural Language System: AB-System[10]

An experimental text-based system, called the AB-System, was developed at Carnegie Mellon University to demonstrate the feasibility of using a text-based architecture.

System Architecture

Figure 6 shows the system architecture. The Generalized LR Parser/Compiler Version 8.4 and Generation Kit were used to implement the NL Parser and Generator. Common Lisp was used to implement the pattern matcher. The AB-System is currently running on an IBM-RT.

Knowledge Representation

The AB-System uses only eight cases: Actor, Purpose, Object, Cause, Instrument, Location, Time, and Unknown, but, "Event-Modify" and "Describe" are added to represent complex meanings.

Pattern Matcher

The AB-System only knows about semantic primitives and procedural primitives. The number of these primitives is quite limited, so the AB-System derives most of its power from the text base and the pattern matcher. The key part of the pattern matcher is the event matcher, which tries to unify two events.

In a pattern matcher, a new goal is sometimes generated for backward reasoning although the basic inference mechanism is forward reasoning (propagation of an input text in the text base network). The generated goal is represented in a case-based structure in order to handle this goal in the same way as a user inquiry. Moreover, all knowledge, including meta-knowledge, is represented in a case-based structure, so the status of network inference is represented as a case-based structure. This means that the system can always explain its own activity to provide the text generator with the inference status represented in the case-based structure.

Example of Communication

AB-system works in a mixed situation, i.e., QA about the French Revolution, knowledge debugging and computer front-end. When a user inputs a text, the AB-system transforms it into a case-based structure and checks whether or not the knowledge is already known. If the knowledge is unknown, it stores the text in a text base, transforms it back to natural language and displays "Okay. I understood." followed by the generated text. Examples of the inputs are listed below.

"The French Revolution occurred in 1789 in France."
"Robespierre suspended the constitution and assumed the dictatorial powers."
"The article describes the person, if a person is described in an article."
"AB system calls vi with the file in order to display a file, if the file is long."
"When was the 'Queen Antoinette' executed, if 'to be beheaded' means 'to be executed'?"
"Show all knowledge about 'Queen Antoinette'."
"Display the article that describes the person who was executed in 1793."

Fig. 7 Examples of the inputs
5.2 A Fuzzy Expert System: FOREX [4,11]

We have built a fuzzy expert system that predicts the exchange rate trends of the yen against the dollar based on 5000 fuzzy rules and 300 fuzzy frames. It makes full use of fuzzy theory, i.e. fuzzy set theory, fuzzy logic, fuzzy measures and fuzzy integrals[6].

Overview of FOREX

FOREX consists of a state recognition part and a scenario evaluation part. First, numerical data and news data are entered into the state recognition part and each data item is converted into one or a collection of fuzzy qualitative linguistic values. Several important indexes which strongly influence the foreign exchange market are deduced as inputs to the scenario evaluation part. Second, the important indexes are used to select the most suitable scenario that describes possible future changes in the exchange rate. The special features are:

Separation of State Recognition Part and Scenario Evaluation Part

In the state recognition part, numerical data and news are analyzed and synthesized into fuzzy qualitative indicators. Then, in the scenario evaluation part, the fuzzy qualitative indicators are used to choose the most likely scenario stored in FOREX.

Four-layered State Recognition

The state recognition part is divided into four levels, 0 to 3, the highest of which presents the highest degree of abstraction. Raw numerical data in level 0 is evaluated and translated into fuzzy data. Level 2 looks like a state transition network in which each state stands for an aspect of economic fundamentals. News is given in level 2 directly. The state of the network is summarized into a few dozen indicators in level 3 for use by the scenario evaluation part. The state recognition part corresponds to the middle part of 3-layered fuzzy inference mechanism.

State Representation by 3x3 Fuzzy Linguistic Qualitative Values

All states in levels 1 to 3 are represented by 3x3 linguistic fuzzy variables, i.e. combinations of past/current/future and level/differential/quadratic differentials.

Scenario Evaluation by Fuzzy Integral

The conditions of the scenario are given as fuzzy measures on the state values in level 3. Each scenario is evaluated by fuzzy integrals and sorted by fuzzy ranking.

Treatment of Fuzziness

Although FOREX uses various fuzzy methods, we found that the most effective methods are fuzzification of fuzzy "words" and generalized modus ponens, especially gradual inference.

Fuzzification of Words

Most of the state values that need to be represented in FOREX are mainly of the type summed up by the statement: "Roughly somewhat about here, but I'm not sure exactly where". Such data are transformed into possibility distributions (fuzzy set). For example, "US-short-term-interest is somewhat high" can be represented by a triangular possibility distribution with a value of one on the linguistic label "high" and a value of less than one on other labels ("very high", "more-or-less high", and so on). All linguistic statements and numerical data are converted to possibility distributions over the linguistic label. This transformation reflects the feeling that the word "high" does not mean "strict high" but "vague high".

Generalized Modus Ponens

One of the most important features of fuzzy logic is that it can represent the fuzziness in the relation between a condition and a consequent. When an expert says "If FF-rate is high then US-short-term-interest is high", it is often equivalent to "The more FF-rate is high, the more US-short-term-interest is high". That is the gradual nature of the rule structure.
6. Summary
We proposed two new design concepts, text-based architecture and fuzzy-centered architecture (positive use of fuzziness), to overcome problems and limitations of conventional natural language understanding systems, including (1) the closed nature of systems, (2) the fact that implicit and inherent knowledge is represented in a special form, (3) deep structure representation of meaning, and (4) neglect of the fuzziness of meaning.

The text-based architecture was directly derived from problems (1), (2) and (3). The four subconcepts, (1) combination of case-based structure and text base, (2) semantic and procedural primitives, (3) network inference, and (4) non-hierarchical wondering inference, are proposed to make a text-based architecture feasible.

The fuzzy-centered architecture is derived from the fact that most natural language understanding systems can only cope with ambiguity, even though the fuzziness of the meaning itself is quite important. The 3-layered hierarchy of fuzzy inference was presented as a possible inference mechanism. The hierarchy consists of (1) ordinary (non-fuzzy) inference, (2) fuzzy inference on fuzzy sets or fuzzy symbols, and (3) fuzzy case-based reasoning.

Two experimental systems, the AB-System and FOREX, demonstrate the feasibility of new design concepts, although they do not cover the full range of the new concepts. We are now doing fundamental research on the problems discussed above to fully implement FLINS based on the two new design concepts.
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Abstract. In the paper we investigate the generation problem of optimal decision rules with some certainty coefficients based on belief [7] and rough membership functions [6]. We show that the problems of optimal rules generation can be solved by boolean reasoning [2].

1 Introduction

In the paper we discuss the problem of optimal decision rules generation. Decision rules have the following form: \( \tau \Rightarrow \tau' \) where \( \tau, \tau' \) are boolean combinations of descriptors built from conditions and a decision approximating the expert decision [9], respectively. The decision rules are generated with some certainty coefficients expressed by the basic functions of evidence theory (basic probability assignments, belief and plausibility functions) and rough membership functions computable from a given decision table. These coefficients can be used in the decision making. The method of rules generation is based on a construction of appropriate boolean functions from modified discernibility matrices [10]. The optimal forms of the rules with respect to the number of attributes occurring in them are obtained from prime implicants of those functions. Two kinds of optimal decision rules are considered: locally optimal rules and globally optimal rules. We show that our method can be applied also for construction of decision rules based on \( \beta \)-lower and \( \beta \)-upper approximations of sets [12].

2 Information Systems and Rough Sets

Information systems [4,5] are used for representing knowledge suitable for appropriate decision making.

Rough sets have been introduced [4,5] as a tool to deal with inexact, uncertain or vague knowledge in artificial intelligence applications, like for example knowledge based systems in medicine, natural language processing, pattern recognition, decision systems, approximate reasoning.

In this section we recall some basic notions related to information systems and rough sets.

An information system is a pair \( \mathcal{A} = (U, A) \), where \( U \) is a non-empty, finite set called the universe and \( A \) – a non-empty, finite set of attributes, i.e. \( a : U \rightarrow V_a \) for \( a \in A \), where \( V_a \) is called the value set of \( a \).
Elements of $U$ are called objects and interpreted as, e.g. cases, states, processes, patients, observations. Attributes are interpreted as features, variables, characteristic conditions etc.

We consider a special case of information systems called decision tables. A decision table is any information system of the form $\mathcal{A} = (U, A \cup \{d\})$, where $d \notin A$ is a distinguished attribute called decision. The elements of $A$ are called conditions.

It is enough to consider decision tables with one decision because always by simple coding one can transform any decision table with more than one decision into a decision table with exactly one decision. One can interpret a decision attribute as a kind of classification of the universe of objects given by an expert decision-maker, operator, physician, etc.

The cardinality of the image $\Theta_d = \{k : d(s) = k \text{ for some } s \in U\}$ is called the rank of $d$ and is denoted by $r(d)$. We assume, without loss of the generality, that the set $V_d$ of values of the decision $d$ is equal to $\{1, \ldots, r(d)\}$.

Let us observe that the decision $d$ determines the partition $\text{CLASS}_d(d) = \{X_1, \ldots, X_{r(d)}\}$ of the universe $U$, where $X_k = d^{-1}(\{k\})$ for $1 \leq k \leq r(d)$. $\text{CLASS}_d(d)$ will be called the classification of objects in $\mathcal{A}$ determined by the decision $d$.

Let $\mathcal{A} = (U, A)$ be an information system. With every subset of attributes $B \subseteq A$, an equivalence relation, denoted by $\text{IND}_d(B)$ (or $\text{IND}(B)$) called the $B$-indiscernibility relation, is associated and defined as follows:

$$\text{IND}(B) = \{(s, s') \in U^2 : \text{ for every } a \in B, a(s) = a(s')\}$$

Objects $s, s'$ satisfying the relation $\text{IND}(B)$ are indiscernible by attributes from $B$.

Let $\mathcal{A}$ be an information system with $n$ objects. By $M(\mathcal{A})$ [10] we denote an $n \times n$ matrix $(c_{ij})$, called the discernibility matrix of $\mathcal{A}$ such that

$$c_{ij} = \{a \in A : a(x_i) \neq a(x_j)\} \text{ for } i, j = 1, \ldots, n.$$  

A discernibility function $f(\mathcal{A})$ for an information system $\mathcal{A}$ is a boolean function of $m$ boolean variables $\bar{a}_1, \ldots, \bar{a}_m$ corresponding to the attributes $a_1, \ldots, a_m$ respectively, and defined as follows:

$$f(\mathcal{A})(\bar{a}_1, \ldots, \bar{a}_m) = \bigwedge \{\bigvee \bar{c}_{ij} : 1 \leq j < i \leq n, c_{ij} \neq \emptyset\}$$

where $\bar{c}_{ij} = \{\bar{a} : a \in c_{ij}\}$

It can be shown [10] that the set of all prime implicants of $f(\mathcal{A})$ determines the set of all reducts of $\mathcal{A}$. Here we apply an analogous method for the decision rules generation by a generalization of the discernibility matrix notion. The modified discernibility matrix $M^G(\mathcal{A})$ is a subset of $\mathcal{P}(A) \times \{1, \ldots, n\} \times \{1, \ldots, n\}$ computable from $M(\mathcal{A})$ (where by $\mathcal{P}(A)$ we denote the power set of $A$). By $f_{MG}(\mathcal{A})$ we denote a boolean function constructed from $M^G(\mathcal{A})$ in an analogous way as $f(\mathcal{A})$ from $M(\mathcal{A})$. Different forms of decision rules are obtained from different constructions of sets $M^G(\mathcal{A})$ (see Section 4).
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If \( \mathcal{A} = (U, A) \) is an information system, \( B \subseteq A \) is a set of attributes and \( X \subseteq U \) is a set of objects then the sets

\[
\{ s \in U : [s]_B \subseteq X \} \quad \text{and} \quad \{ s \in U : [s]_B \cap X \neq \emptyset \}
\]

are called **B-lower** and **B-upper approximation** of \( X \) in \( \mathcal{A} \), and they are denoted by \( \overline{B}X \) and \( \underline{B}X \), respectively.

The set \( B_{NB}(X) = \overline{B}X - \underline{B}X \) will be called the **B-boundary** of \( X \). When \( B = A \) we write also \( B_{NA}(X) \) instead of \( B_{NA}(X) \).

Sets which are unions of some classes of the indiscernibility relation \( IND(B) \) are called **definable** by \( B \). Some subsets (categories) of objects in an information system cannot be expressed exactly by employing available attributes but they can be roughly defined. The set \( X \) is **B-definable** if \( \overline{B}X = \underline{B}X \).

The set \( \overline{B}X \) is the set of all elements of \( U \) which can be with certainty classified as elements of \( X \), having the knowledge represented by attributes from \( B \); \( \underline{B}X \) is the set of elements of \( U \) which can be classified as elements possibly belonging to \( X \), employing the knowledge represented by attributes from \( B \); set \( B_{NB}(X) \) is the set of elements which cannot be classified either to \( X \) or to \( -X \) having knowledge \( B \).

Every information system \( \mathcal{A} = (U, A) \) determines an **information function**

\[ \text{Inf}_{\mathcal{A}} : U \rightarrow \mathcal{P}(A \times \bigcup_{a \in A} V_a) \]

defined as: \( \text{Inf}_{\mathcal{A}}(x) = \{(a, a(x)) : a \in A\} \). The set \( \{\text{Inf}_{\mathcal{A}}(x) : x \in U\} \) is called the **\( \mathcal{A} \)-information set** and it is denoted by \( \text{INF}(\mathcal{A}) \).

Let \( \mathcal{A} = (U, A) \) be an information system and let \( \emptyset \neq X \subseteq U \). The rough \( \mathcal{A} \)-**membership function** of the set \( X \) (or **rm-function**, for short), denoted by \( \mu^\mathcal{A}_X \), is defined as:

\[ \mu^\mathcal{A}_X(x) = \frac{[x]_A \cap X}{[x]_A} \quad \text{for} \quad x \in U \]

One can observe that this is a generalization of the set characteristic function. Properties of rm-functions are discussed in [6].

For every \( X \subseteq U \) the rough \( \mathcal{A} \)-information function, \( \hat{\mu}^\mathcal{A}_X \), is defined by:

\[ \hat{\mu}^\mathcal{A}_X(u) = \mu^\mathcal{A}_X(x), \quad \text{where} \quad u \in \text{INF}(\mathcal{A}) \quad \text{and} \quad \text{Inf}_{\mathcal{A}}(x) = u \]

3 Rough Set Interpretation of the Basic Functions of the Evidence Theory

The classification problems are central for the rough set approach [5] as well as for the evidence theoretic approach [7].

The fundamental assumption in the rough set approach is the following one: the objects from the universe are perceived only through the accessible information about them, i.e. the values of attributes which can be evaluated on these objects. Objects with the same information are indiscernible. In the consequence
the classification of objects is based on the accessible information about them, not on objects themselves. Together with the information about objects from a finite set of objects the classification of them delivered by an expert is given. The classification problem in this case is related to the question in what extent it is possible to reflect by accessible (condition) attributes the classification done by expert.

In the evidence theory [7] the information about sets creating a partition is embedded directly in some numerical functions whereas in the case of rough set approach the information about classified sets and objects is included in a decision table. The evidence theory approach is based on the idea of placing a number from the interval \([0, 1]\), given e.g. by an expert, to indicate a degree of belief for a given proposition on the basis of a given evidence.

We show [9] how to compute the basic functions of evidence theory from a given decision table. First we recall some basic notions of evidence theory [7].

A frame of discernment \(\Theta\) is a finite non-empty set.

The basic probability assignment (bpa) on \(\Theta\) is any function \(m : \mathcal{P}(\Theta) \to \mathbb{R}_+\), where \(\mathbb{R}_+\) is the set of nonnegative reals, satisfying the following two conditions:

\[ m(\emptyset) = 0 \quad \text{and} \quad \sum_{\Delta \subseteq \Theta} m(\Delta) = 1 \]

For a given bpa \(m\) two functions are defined.

A function \(Bel : \mathcal{P}(\Theta) \to \mathbb{R}_+\) is called the belief function over \(\Theta\) (generated by \(m\)) iff for any \(\emptyset \subseteq \Theta\)

\[ Bel(\emptyset) = \sum_{\Delta \subseteq \Theta} m(\Delta) \]

A function \(Pl : \mathcal{P}(\Theta) \to \mathbb{R}_+\) is called the plausibility function over \(\Theta\) (generated by \(m\)) iff for any \(\emptyset \subseteq \Theta\)

\[ Pl(\emptyset) = \sum_{\Delta \subseteq \Theta} m(\Delta) \]

Let us observe that the inequality \(Bel(\emptyset) + Bel(\Theta - \emptyset) \leq 1\) can not be in general reduced to the equality \(Bel(\emptyset) + Bel(\Theta - \emptyset) = 1\) (\(Pl(\emptyset) + Pl(\Theta - \emptyset) = 1\) for any probability function on \(\mathcal{P}(\Theta)\)). This allows to take into account ignorance, e.g. if we have no evidence at all, for or against \(\emptyset\) then \(Bel(\emptyset) = Bel(\Theta - \emptyset) = 0\).

The plausibility function \(Pl\) is definable by the belief function, namely: \(Pl(\emptyset) = 1 - Bel(\Theta - \emptyset)\) for \(\emptyset \subseteq \Theta\).

Now we will describe how these functions can be defined and interpreted on a basis of rough set approach. For a given decision table one can define a new objects classification approximating the classification given by the decision attribute. The approximation is constructed on the basis of conditions in decision table.

The set \(\Theta_\Delta = \{1, \ldots, r(d)\}\) determined by the decision \(d\) in \(\Delta = (U, A \cup \{d\})\) is called the frame of discernment defined by \(d\) in \(\Delta\).

We say that the frame of discernment \(\Theta\) is compatible with \(\Delta\) if \(r(d) = |\Theta|\). If \(\Theta = \{\theta_1, \ldots, \theta_k\}\) is compatible with \(\Theta_\Delta\) then \(\chi\) denotes the bijection between
\( \Theta \) and \( \Theta_\kappa \) defined by: \( \chi(\theta_i) = i \) for \( i = 1, \ldots, k \) extended on subsets of \( \Theta \) by \( \chi(\theta) = \{ i : \theta_i \in \theta \} \), where \( \theta \subseteq \Theta \).

The objects from the universe \( U \) of \( \kappa \) can be classified employing the knowledge represented by conditions from \( A \). This allows to decide that either an object belongs into the lower approximation of a given set \( X \subseteq U \) or it is in the complement of the upper approximation of \( X \) or belongs to the boundary region corresponding to \( X \). Moreover, one can, in some sense, better classify objects from the boundary regions. This is based on the following observation [9]:

**Proposition 3.1** Let \( \kappa = (U, A \cup \{d\}) \) be a decision table. The family of all non-empty sets from

\[
\{AX_1, \ldots, AX_r(d)\} \cup \{Bd_\kappa(\theta) : \theta \subseteq \Theta_\kappa \text{ and } |\theta| > 1\}
\]

(where \( Bd_\kappa(\theta) = \bigcap_{i \in \theta} BN_A(X_i) \cap \bigcap_{i \in \Theta \setminus \theta} -BN_A(X_i) \)) is a partition of the universe \( U \). Moreover the following equality holds:

\[
\bigcup_{i \in \theta} AX_i \cup \bigcup_{\Delta \subseteq \Theta, |\Delta| > 1} Bd_\kappa(\Delta) = \bigcup_{i \in \theta} AX_i \text{ for } \theta \subseteq \Theta_\kappa \text{ with } |\theta| > 1.
\]

The classification (partition) of the universe \( U \) described in Proposition 3.1 is called the **standard classification of \( U \) approximating in \( \kappa \) the classification** \( CLASS_\kappa(d) \) (given by expert).

By \( APP.CLA\kappaSS_\kappa(d) \) we denote the family:

\[
\{AX_1, \ldots, AX_r(d)\} \cup \{Bd_\kappa(\theta) : \theta \subseteq \Theta_\kappa \text{ and } |\theta| > 1\}
\]

We have a clear interpretation of the new classification. An object from the universe \( U \) of \( \kappa \) is represented by an information (from \( INF(\kappa) \)) described in the rows of \( \kappa \). This object can be classified exactly on the basis of that information only when the category (i.e. the equivalence class of the indiscernibility relation \( IND_\kappa(A) \)) corresponding to that information is included in \( X_i \) for some \( i \). Otherwise, that category is included in a boundary region of the form \( Bd_\kappa(\theta) \), for some \( \theta \). Then the considered object from \( U \) represented by a given information can be classified to the boundary region of all sets \( X_i \), where \( i \in \theta \) (i.e. it can be classified into the union \( \bigcup_{i \in \theta} X_i \) but there is no enough information to decide either in which of the sets \( X_i \) it is or to eliminate some hypotheses from \( \{X_i : i \in \theta\} \).

There is a natural correspondence between subsets of \( \Theta_\kappa \) and elements of \( APP.CLA\kappaSS_\kappa(d) \), which can be expressed by the following function:

\[
F_\kappa(\theta) = \begin{cases} 
AX_i & \text{if } \theta = \{i\} \text{ for some } i (1 \leq i \leq r(d)) \\
\emptyset & \text{if } \theta = \emptyset \\
Bd_\kappa(\theta) & \text{if } |\theta| > 1
\end{cases}
\]
Now we can define the injection \( \partial_k : U \rightarrow \mathcal{P}(\Theta_k) \) such that \( \partial_k(s) \) is the unique subset \( \theta \) of \( \Theta_k \) such that \( s \in F_k(\theta) \). The function \( \partial_k \) can be treated as a new decision attribute (defined by conditions in \( k \)) approximating the decision \( d \).

Let \( \Theta = \{ \theta_1, \ldots, \theta_k \} \) be a frame of discernment compatible with \( k \) and let \( \chi : \Theta \rightarrow \Theta_k \) be the standard bijection between \( \Theta \) and \( \Theta_k \) i.e. \( \chi(\theta_i) = i \) for \( i = 1, \ldots, k \). The function \( m_k : \mathcal{P}(\Theta) \rightarrow \mathbb{R}_+ \), called the standard basic probability assignment (defined by \( \Theta, k \) and \( \chi \)) is defined as:

\[
m_k(\theta) = \frac{|F_k(\chi(\theta))|}{|U|}, \text{ for any } \theta \subseteq \Theta.
\]

**Proposition 3.2** [9] The function \( m_k \) defined above is a basic probability assignment (in the sense of evidence theory).

The belief function \( \text{Bel}_k \) for the frame of discernment \( \Theta \) and decision table \( k \) compatible with \( \Theta \) is defined as:

\[
\text{Bel}_k(\theta) = \sum_{\Delta \subseteq \theta} m_k(\Delta)
\]

where \( \theta \subseteq \Theta \) and \( m_k \) is the standard probability assignment for \( \Theta \) and \( k \).

**Theorem 3.3** Let \( \Theta \) be a frame of discernment compatible with the decision table \( k = (U, A \cup \{d\}) \) and let \( \chi \) be the standard bijection between \( \Theta \) and \( \Theta_k \). For any \( \theta \subseteq \Theta \) the following equality holds:

\[
\text{Bel}_k(\theta) = \frac{|A \cup_{i \in \chi(\theta)} X_i|}{|U|}
\]

The belief function \( \text{Bel}_k \) is Bayesian iff all sets from \( \text{CLASS}_k(d) \) are definable by the set \( A \) of conditions. In particular the belief function \( \text{Bel}_{k'} \), where \( k' = (U, A \cup \{\partial_k\}) \), is Bayesian.

**Corollary 3.4** Let \( \Theta \) be a frame of discernment compatible with the decision table \( k = (U, A \cup \{d\}) \). For any \( \theta \subseteq \Theta \) the following equality holds:

\[
\text{Pl}_k(\theta) = \frac{|A \cup_{i \in \chi(\theta)} X_i|}{|U|}
\]
4 Decision Rules Generation

In this section we investigate different types of decision rules (for a given decision table) with some certainty coefficients. These coefficients are computable from a given decision table and can be used in the decision making.

Let \( \mathbb{A} = (U, A \cup \{d\}) \) be a decision table and let \( V = \bigcup_{a \in A} V_a \cup V_d \).

The atomic formulas over \( B \subseteq A \cup \{d\} \) and \( V \) are expressions of the form \( a = v \), called descriptors over \( B \), where \( a \in B \) and \( v \in V_a \). The set \( \mathbb{F}(B, V) \) of formulas over \( B \) is the least set containing all atomic formulas over \( B \) and closed with respect to the classical propositional connectives \( \lor \) (disjunction), \( \land \) (conjunction) and \( \neg \) (negation).

Let \( \tau \in \mathbb{F}(B, V) \) (where \( B \subseteq A \cup \{d\} \)) then by \( \tau^\mathbb{A} \) we denote the meaning of \( \tau \) in the decision table \( \mathbb{A} \), i.e. the set of all objects in \( U \) with property \( \tau \), defined inductively as follows:

1. if \( \tau \) is of the form \( a = v \) then \( \tau^\mathbb{A} = \{ s \in U : a(s) = v \} \);
2. \( (\tau \land \tau')^\mathbb{A} = \tau^\mathbb{A} \cap \tau'^\mathbb{A} \); \( (\tau \lor \tau')^\mathbb{A} = \tau^\mathbb{A} \cup \tau'^\mathbb{A} \); \( (\neg \tau)^\mathbb{A} = U - \tau^\mathbb{A} \).

The set \( \mathbb{C}(A, V) \) is called the set of condition formulas in \( \mathbb{A} \) and is denoted by \( \mathbb{C}_\mathbb{A} \). The set \( \mathbb{D}(\{\emptyset\}, V') \), where \( V' = (V - V_d) \cup V_{\emptyset} \) is called the set of decision formulas in \( \mathbb{A}^* = (U, A \cup \{0\}) \) and is denoted by \( \mathbb{D}_\mathbb{A} \).

If \( u = \{(a = v_1), \ldots, (a_r = v_r)\} \) then by \( \tau_u \) we denote the conjunction \( (a_1 = v_1) \land \ldots \land (a_r = v_r) \). By \( A(\tau) \) we denote the set of attributes occurring in the formula \( \tau \) or corresponding to boolean variables occurring in the formula \( \tau \).

A decision rule for \( \mathbb{A} \) is any expression of the form \( \tau \Rightarrow \tau' \) where \( \tau \in \mathbb{C}_\mathbb{A} \) and \( \tau' \in \mathbb{D}_\mathbb{A} \).

The decision rule \( \tau \Rightarrow \tau' \) for \( \mathbb{A} \) is true in \( \mathbb{A} \) if \( \tau^\mathbb{A} \subseteq \tau'^\mathbb{A} \); if \( \tau^\mathbb{A} = \tau'^\mathbb{A} \) then we say that the rule is \( k \)-exact.

We are looking for two optimal forms of those rules with respect to the number of attributes on the left hand side. The \( k \)-exact rule \( \tau \Rightarrow \tau' \) is \( k \)-locally optimal if there is no \( k \)-exact rule \( \tau'' \Rightarrow \tau' \) such that \( A(\tau'') \subseteq A(\tau) \). The \( k \)-exact rule \( \tau \Rightarrow \tau' \) is \( k \)-globally optimal if \( |A(\tau)| \leq |A(\tau'')| \) for any \( k \)-exact rule \( \tau'' \Rightarrow \tau' \).

The optimal rules we obtain applying the mentioned in Section 2 method based on the modified discernibility matrices.

Decision rules of the first type have the following form:

\( \tau \Rightarrow \partial_\mathbb{A} = \Delta, \) where \( \Delta \subseteq \{1, \ldots, r(d)\} \) and \( \tau \in \mathbb{C}_\mathbb{A} \)

One can prove the following theorem:

**Theorem 4.1** Let \( \mathbb{A} = (U, A \cup \{d\}) \) be a decision table, \( \Delta \subseteq \{1, \ldots, r(d)\} \) and let the modified discernibility matrix \( MG_1(\mathbb{A}) \) (for a given \( \Delta \)) be equal to \( \{c_{ij} - \{d\} : c_{ij} \in M(\mathbb{A}) \land (\partial_\mathbb{A}(x_i) = \Delta \lor \partial_\mathbb{A}(x_j) = \Delta)\} \)

Then for any prime implicant \( t \) of \( f_{MG_1(\mathbb{A})} \) we have:
1. \((\partial_{\Delta} = \Delta)_{A^*} = (\bigvee \{\tau_u : u \in INF_1(A(t), \Delta, A^*)\})_{A^*}\)
where \(INF_1(A(t), \Delta, A^*) = \{(a, a(x)) : a \in A(t)\} : \partial_{A^*}(x) = \Delta \in x \in U\).

2. \(\bigvee \{\tau_u : u \in INF_1(A(t), \Delta, A^*)\} \Rightarrow \partial_{A^*} = \Delta\) is the \(k\)-locally optimal decision rule. If the set \(A(t)\) of attributes occurring in the prime
implicant \(t\) has the minimal number of attributes (among all prime implicants
of \(f_{MG_1(A)}\)) then the rule is \(k\)-globally optimal.

3. \(m_{A^*}(\chi^{-1}(\Delta)) = \frac{|\{x \in U : \partial_{A^*}(x) = \Delta\}|}{|U|}\).

Condition 1 states that the set defined by \(\Delta\) in \(A^*\) is definable by the "trace" in \(A^*\) of any prime implicant of \(f_{MG_1(A)}\). Hence the decision rule described in Condition 2 is true in \(A^*\). The rule describes information on the basis of which it is possible to classify objects into the union \(\cup_{i \in \Delta} X_i\) without a possibility to eliminate any hypothesis from \(\{X_i : i \in \Delta\}\). The value \(m_{A^*}(\chi^{-1}(\Delta))\) describes a "chance" that an object chosen from \(A^*\) is classified by \(\partial_{A^*}\) into \(\Delta\) (Condition 3).

Decision rules of the second type have the following form:
\[
\tau \Rightarrow \bigvee \{\partial_{\Delta} = \theta : \theta \subseteq \Delta\}, \text{ where } \Delta \subseteq \{1, \ldots, r(d)\} \text{ and } \tau \in C_{A^*}.
\]

One can prove the following theorem:

**Theorem 4.2** Let \(A = (U, A \cup \{d\})\) be a decision table, \(\Delta \subseteq \{1, \ldots, r(d)\}\) and
let the modified discernibility matrix \(M_{G_2}(A)\) (for a given \(\Delta\)) be equal to
\[
\{c_{ij} - d : c_{ij} \in M(A) \land (\partial_{A^*}(x) \subseteq \Delta \lor \partial_{A^*}(x) \subseteq \Delta)\}
\]
Then for any prime implicant \(t\) of \(f_{MG_2}(A)\) we have:

1. \((\bigvee \{\partial_{\Delta} = \theta : \theta \subseteq \Delta\})_{A^*} = (\bigvee \{\tau_u : u \in INF_2(A(t), \Delta, A^*)\})_{A^*}\)
where \(INF_2(A(t), \Delta, A^*) = \{(a, a(x)) : a \in A(t)\} : \partial_{A^*}(x) = \Delta \in x \in U\};

2. \(\bigvee \{\tau_u : u \in INF_2(A(t), \Delta, A^*)\} \Rightarrow \bigvee \{\partial_{A^*} = \theta : \theta \subseteq \Delta\}\)
is the \(k\)-locally optimal decision rule. If the set \(A(t)\) of attributes occurring
in the prime implicant \(t\) has the minimal number of attributes (among all
prime implicants of \(f_{MG_2(A)}\)) then the rule is \(k\)-globally optimal.

3. \(Bel_{A^*}(\chi^{-1}(\Delta)) = \frac{|\{x \in U : \partial_{A^*}(x) \subseteq \Delta\}|}{|U|}\).

Again Condition 1 states that the set defined by \(\bigvee \{\partial_{\Delta} = \theta : \theta \subseteq \Delta\}\) in \(A^*\) is definable by the "trace" in \(A^*\) of any prime implicant of \(f_{MG_2(A)}\) in \(A^*\). Hence the decision rule described in Condition 2 is true in \(A^*\). The rule describes conditions on the basis of which it is possible to classify objects with certainty into the union \(\cup_{i \in \Delta} X_i\), i.e. to \(\Delta \cup_{i \in \Delta} X_i\). The value \(Bel_{A^*}(\chi^{-1}(\Delta))\) describes a "chance" that an object chosen from \(A^*\) is classified with certainty into the union
\(\cup_{i \in \Delta} X_i\) (Condition 3 and Theorem 3.3).

Decision rules of the third type have the following form:
\[
\tau \Rightarrow \bigvee \{\partial_{\Delta} = \theta : \theta \cap \Delta \neq \emptyset\}, \text{ where } \Delta \subseteq \{1, \ldots, r(d)\} \text{ and } \tau \in C_{A^*}.
\]

One can prove the following theorem:
Theorem 4.3 Let $A = (U, A \cup \{d\})$ be a decision table, $\Delta \subseteq \{1, \ldots, r(d)\}$ and let the modified discernibility matrix $MG_3(A)$ (for a given $\Delta$) be equal

$$\{c_{ij} - \{d\} : c_{ij} \in M(A) \land (\partial_A(x_i) \cap \Delta = \emptyset) \lor (\partial_A(x_j) \cap \Delta = \emptyset)\}$$

Then for any prime implicant $t$ of $f_{MG_3(A)}$ we have:

1. $(\forall \partial_A = \partial : \theta \cap \Delta \neq \emptyset)_{A^*} = (\forall \{\tau_u : u \in INF_3(A(t), \Delta, \Delta^*)\})_{A^*}$
   where $INF_3(A(t), \Delta, \Delta^*) = \{(a, a(x)) : a \in A(t) : \partial_A(x) \cap \Delta \neq \emptyset \land x \in U\}$;
2. $\forall \{\tau_u : u \in INF_3(A(t), \Delta, \Delta^*)\} \Rightarrow (\forall \partial_A = \partial : \theta \cap \Delta \neq \emptyset)$
   is the $k$-locally optimal decision rule. If the set $A(t)$ of attributes occurring in the prime implicant $t$ has the minimal number of attributes (among all prime implicants of $f_{MG_3(A)}$) then the rule is $k$-globally optimal.
3. $P_{A^*}(\chi^{-1}(\Delta)) = \left\lfloor \frac{\{x \in U : \partial_A(x) \cap \Delta \neq \emptyset\}}{|U|} \right\rfloor$.

Again Condition 1 states that the set defined by $(\forall \partial_A = \partial : \theta \cap \Delta \neq \emptyset)_{A^*}$ is definable by the "trace" in $A^*$ of any prime implicant of $f_{MG_3(A)}$ in $A$. Hence the decision rule described in Condition 2 is true in $A^*$. The rule describes information about conditions from $A$ on the basis of which one can classify objects as possibly belonging to $\bigcup_{i \in \Delta} X_i$. The value $P_{A^*}(\chi^{-1}(\Delta))$ describes a "chance" that an object chosen from $A$ is classified as possibly belonging to $\bigcup_{i \in \Delta} X_i$ (Condition 3 and Corollary 3.4).

From above facts follows that the certainty coefficients computed as the values of the basic probability assignments, belief or plausibility functions can be important in the decision making. The rough membership functions can be also used with the same purpose. For example, in the case of decision rules of first type a distribution of objects satisfying disjuncts $\tau_u$ (occurring on the left hand side of rules) on the sets from $\{X_i : i \in \Delta\}$ can be characterized by $\mu_A X(u)$, where $u \in INF_1(A(t), \Delta, \Delta^*)$, $X \in CLASS (d)$, $\Delta = (U, A(t))$, and $t$ is a prime implicant $f_{MG_3(A)}$.

Let us observe that the introduced certainty coefficients are computable from a given decision table. The problem of globally optimal decision rule generation is $NP$-hard (the proof is analogous as for the minimal reduct problem [10]) but it is possible to construct efficient heuristics generating decision rules in a form "near" to globally optimal.

In [12], $\beta$-lower and $\beta$-upper approximations of sets are defined for $0 \leq \beta < 0.5$ (the classical case [5] is obtained when $\beta = 0$). One can extend our method of optimal decision rules generation to this case. It is enough to consider instead of $\partial_A$ a new decision attribute $\partial_A^\beta$ and next to follow presented above procedures. The decision $\partial_A^\beta$ is defined as follows:

if $\mu_A X(s) \geq 1 - \beta$ for some $i$
then $\partial_A^\beta(s) = \{i\}$
else if $\{i : \beta < \mu_A X(s) < 1 - \beta\} = \emptyset$
The discussed methods of decision rules generation are implemented in a system for classifying objects.

Conclusions

In the paper we have proposed a method for optimal decision rules generation with certainty coefficients. Our method can be applied also for generation of decision rules with minimal number of descriptors in each disjunct on the left hand side of rules.

At the end we would like to suggest some topics for further investigations.

Our procedures can in some cases generate a rule with many disjuncts on the left hand side of the decision rule. Moreover, each disjunct can be supported only by a few examples. In this case the attributes chosen for decision taking are inappropriate, namely they are not suitable for expressing the characteristic properties of the decision classes and a searching process for some new, more appropriate, attributes (classifiers) is necessary. In [11] is suggested a method searching for classifiers based on some multi-modal logics. The logic application for classifiers searching is an exciting research area.

We would like also to investigate logics with belief functions. The semantics of these logics is based on the, so called, decision table maps. They are Kripke models with worlds indexed by information vectors defined by a given decision table $A$, the accessibility relation between worlds defined by the information inclusion relation and with special structures attached to any information vector. Any such structure is defined by a restriction of $A$, to the information labelling that structure and contains restricted to that table belief functions. We investigate this kind of logics as candidates for expressing new classifiers, in particular we would like to verify a hypothesis that formulas of those logics are often suitable for expressing characteristic properties of object classes.

The well known rule of evidence combination from independent sources of information is the Dempster-Shafer rule [7]. In general, the combination rule should be based not only on the bpa functions but also on properties of knowledge embedded in both sources. An interesting problem arises to investigate an appropriate logic for this kind of reasoning.
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Abstract. This paper uses the compatible probability functions to define the notion of upper entropy and lower entropy of a belief function as a generalization of the Shannon entropy. The upper entropy measures the amount of information conveyed by the evidence currently available. The lower entropy measures the maximum possible amount of information that can be obtained if further evidence becomes available. This paper also analyzes the different characteristics of these entropies and the computational aspect. The study demonstrates usefulness of compatible probability functions to apply various notions from the probability theory to the theory of belief functions.

1 Introduction

The concepts of belief functions were originally derived from the upper and lower probabilities using a multivalued mapping [3] or a compatibility relation [14]. Compatibility relations can be used to develop a class of compatible probability functions for a given belief function [2, 5, 10]. The Bayesian theory of probability contains important concepts such as the Bayes rule of conditionalization and various information measures that are useful for making numeric judgments. This study illustrates how compatible probability functions can be used to apply similar concepts in the theory of belief functions.

The measurement of information contained in a belief structure is an important issue in any theory of partial belief [13]. Shannon [15] introduced the entropy function to measure the information contained in a Bayesian probability function. The Shannon entropy has been found useful in a variety of applications [6, 12]. In order to adopt Shafer's theory for similar applications, it is necessary to introduce an appropriate information measure for the belief functions. Shafer used the weight of evidence to estimate the information contained in a class of belief functions called the separable support functions. Unfortunately, Shafer's measure cannot be used for other categories of belief functions. Yager [19] proposed the entropy and specificity like measures which can be applied to all categories of belief functions. The entropy like measure provides an indication of the internal conflict in the given evidence, while specificity measures the non-specific uncertainty. These two measures are said to complement each other, but the relationship between them is not clearly described. It is also not very clear how one can use the measures suggested by Yager or its variations [4, 9, 16] to represent the amount of information contained in a belief function.
This study introduces the notion of upper and lower bounds of entropy of a belief function using compatible probability functions. The upper and lower entropies provide an objective criterion for measuring the information contained in a belief function. The upper entropy measures the information conveyed by the belief function based on existing evidence. The lower entropy, on the other hand, represents the maximum possible information that can be obtained by accumulation of evidence. Both the upper and lower entropies converge to the Shannon entropy for a Bayesian belief function. Thus, they provide a generalization of the concept of entropy for probability functions.

2 Brief Review

For completeness, we summarize here some of the basic notions in the theory of belief functions [13]. Some earlier work on information measures is also briefly reviewed.

2.1 Belief Functions

Based on an evidence, let $\Theta = \{\theta_1, \ldots, \theta_n\}$ denote the finite set of all possible answers to a question. We refer to $\Theta$ as the frame of discernment or simply the frame defined by this question. The power set of $\Theta$, written $2^\Theta$, represents the set of all propositions discerned by $\Theta$.

The belief functions introduced by Shafer [13] were originally derived from the concepts of upper and lower probabilities [3] which are useful for transferring the probability from one frame $E$ to another frame $\Theta$ by using a multivalued mapping or a compatibility relation.

Definition 2.1:
Consider two frames of discernment $E$ and $\Theta$. An element $e_j \in E$ is compatible with an element $\theta_i \in \Theta$, written $e_j C \theta_i$, if the answer $e_j$ to the question which defines $E$ does not exclude the possibility that $\theta_i$ is an answer to the question which defines $\Theta$. If an element $e_j \in E$ is not compatible with an element $\theta_i \in \Theta$, it is written as $e_j C^* \theta_i$.

Compatibility is symmetric: $e_j C \theta_i$ if and only if $\theta_i C e_j$. The compatibility relationship can be used to define the notion of implication between propositions from two different frames of discernment [11].

Definition 2.2:
A proposition $A \in 2^E$ is said to imply another proposition $B \in 2^\Theta$, written $A \implies B$, if any element $\theta_i$ of $\Theta$ compatible with some $e_j \in A$ exists in $B$.

Definition 2.3:
A proposition $A \in 2^E$ is said to exactly imply another proposition $B \in 2^\Theta$, written $A \equiv B$, if $A$ implies $B$ but it does not imply any proper subset of $B$. Every $A \in 2^E$ exactly implies one and only one $B \in 2^\Theta$. 
Consider a frame $\Theta$ which denotes the set of possible answers to a question. We are interested in obtaining a probability function $P : 2^\Theta \rightarrow [0, 1]$ based on the given evidence. Suppose it is not possible to construct such a probability function directly, but from the given evidence we can define a frame - the evidence frame $E$. Moreover, let us assume that based on the evidence a probability function $P : 2^E \rightarrow [0, 1]$ on frame $E$ is known, and for simplicity let every $e_j \in E$ be compatible with at least one $\theta_i \in \Theta$. The issue here is how to use this knowledge about the evidence frame $E$ to determine the degrees of belief in the propositions discerned by $\Theta$.

In principle, the probability function $P$ on frame $\Theta$ can be constructed from the probability function on frame $E$ using the Bayes rule of conditionalization:

$$P(\{e_j\}) = \sum_{\theta_i \in \Theta} P(\{\theta_i\}) \times P(\{e_j\}|\{\theta_i\}), \quad (1)$$

where $P(\{\theta_i\}|\{e_j\})$ are the conditional probabilities. Note that the expression $P(\{e_j\}) \times P(\{\theta_i\}|\{e_j\})$ is in fact equivalent to the joint probability $P(\{\theta_i, e_j\})$ defined on the frame $\Theta \times E$, i.e.,

$$P(\{\theta_i, e_j\}) = P(\{e_j\}) \times P(\{\theta_i\}|\{e_j\}). \quad (2)$$

In practice it is not always possible to provide an accurate estimation of the required conditional probabilities in the Bayes rule. In such situations, one may not be able to compute the probability $P(\{\theta_i\})$ from the Bayes rule as defined by equation 1. However, one may construct belief functions instead to estimate the degrees of belief in the propositions of $2^\Theta$ as follows.

Given the probability function $P : 2^E \rightarrow [0, 1]$ on the evidence frame $E$, we can define a function $m_E : 2^E \rightarrow [0, 1]$ for any proposition $F \in 2^E$ as:

$$m_E(F) = \sum_{\{e_j\} \in F} P(\{e_j\}). \quad (3)$$

The value $m_E(F)$ is the portion of the probability mass that is attributed to the union of those propositions in $2^E$ which exactly imply the proposition $F \in 2^\Theta$. A proposition $F$ is called a focal element of the bpa if $m_E(F) > 0$. The value $m_E(F)$ measures the belief that $\Theta$ commits exactly to the proposition $F$. The total belief committed to a proposition $A$ is given by:

$$Bel_E(A) = \sum_{F \subseteq A} m_E(F). \quad (4)$$

$Bel_E : 2^\Theta \rightarrow [0, 1]$ is called a belief function. Another quantity referred to as the plausibility, written $Pl$, is defined by:

$$Pl(A) = 1 - Bel(\neg A), \quad (5)$$

where $\neg A$ denotes the negation of $A$.

In many instances the information about the evidence may be so vague that it is not even possible to explicitly construct the evidence frame. However, when...
a basic probability assignment $m_E$ defined on the propositions in $2^\Theta$ is known, it is always possible to construct an abstract evidence frame $E$ as follows. Let $F_1, \ldots, F_j$ be the focal elements of $m_E$. For every focal element $F_j$ of $m_E$ we assume that there is a unique $e_j \in E$ such that $\{e_j\} \Rightarrow F_j$, that is, $e_j \cap \theta_i$ for all $\theta_i \in F_j$ and $e_j \cap \theta_i$ for all $\theta_i \notin F_j$. This means that the number of elements in the abstract frame $E$ will be the same as the number of focal elements of $m_E$. Thus the known bpa $m_E$ can be viewed as a probability function defined on the abstract evidence frame $E$ as:

$$P(\{e_j\}) = m_E(F_j).$$  \hspace{1cm} (6)

Hereafter we will represent a belief function on a frame $\Theta$ in terms of an underlying probability function $P$ defined on a distinct frame $E$ and a compatibility relation $C$ between frames $E$ and $\Theta$. It is understood that both the frame $E$ and the compatibility relation $C$ could be abstract constructs defined above, which may lack any semantics due to insufficient information.

One important feature in any theory of partial belief is the rule for combining evidence from different knowledge sources. The theory of belief functions uses the Dempster rule for combining two independent pieces of evidence [13, 11].

### 2.2 Information measures

Every probability or belief function conveys certain information about the frame of discernment $\Theta$. A quantitative measure of this information can be very useful for comparing various belief or probability functions.

Shannon [15] proposed the entropy function $H : P \rightarrow [0, 1] :$

$$H(P) = - \sum_{\theta_i \in \Theta} P(\{\theta_i\}) \times \log P(\{\theta_i\})$$ \hspace{1cm} (7)

to measure the amount of information conveyed by a given probability function $P$. The probability function $P : 2^\Theta \rightarrow [0, 1]$ conveys more information about the frame $\Theta$ if its entropy $H(P)$ is relatively small [15]. The entropy function $H$ has been found very useful in various applications of the Bayesian probability theory [6, 12].

Shafer [13] introduced the weight of evidence to measure the information or evidence contained in a class of belief functions called separable support functions. The weight of evidence represents a gain in information with the accumulation of evidence. This is a desirable property for any reasonable measure of information. Unfortunately, the weight of evidence cannot be applied to a more general class of belief functions.

Yager [19] proposed two measures that can be applied to any category of belief functions. The entropy like measure $E_m$ measures the internal conflict in an evidence. The specificity like measure $S_m$ measures the non-specific uncertainty of a belief function. Several researchers [4, 9, 16] proposed variations of Yager's measures. However, it is not clear how one can use the pair $(S_m, E_m)$ or its variations to measure the amount of information contained in a belief function.
3 Class of Compatible Probability Functions

The basic probability assignment \( m(F_j) \) or the underlying probability function \( P(e_j) \) defined on the evidence frame \( E \) can be interpreted as the probability mass that can move freely within the subset \( F_j \) of \( \Theta \) [13]. However, there is no knowledge about the exact allocation of the portions of \( P(e_j) \) to the individual elements \( \theta_i \in F_j \). This type of non-specific uncertainty called ignorance is as inherent in the theory of belief functions as probabilistic uncertainty is in the Bayesian theory. Any additional knowledge that reflects the exact allocation of \( P(e_j) \) within \( F_j \) such as the conditional probability values \( P(\{\theta_i\}|e_j) \) will be helpful in reducing the ignorance. In fact, if such knowledge is known for every focal element of a belief function, then the degree of ignorance will decrease to zero and consequently the belief function is reduced to a Bayesian probability function as given by equation 1. In such a case, one can simply use the Shannon entropy function \( H \) defined by equation 7 to measure the degree of probabilistic uncertainty induced by the probability function \( P \).

If some of the actual conditional probabilities \( P(\{\theta_i\}|e_j) \) are not available, the Shannon entropy function \( H \) cannot be applied. However, it may be possible to construct a class of probability functions \( P(\{\theta_i\}) \) on \( \Theta \) using the probability function \( P(e_j) \) defined on the evidence frame \( E \) and the compatibility relation between \( E \) and \( \Theta \). The entropy function \( H \) can then be applied to this class of probability functions \( P(\{\theta_i\}) \).

Let \( P((\theta_i,e_j)) \) given by equation 2 be the portion of the known probability mass \( P(e_j) \) allocated to \( \theta_i \) in the focal element \( F_j \). The constraints on \( P((\theta_i,e_j)) \) are:

\[
\sum_{\theta_i \in \Theta} P((\theta_i,e_j)) = P(e_j), \text{ for every } e_j \in E, \tag{8}
\]

\[
P((\theta_i,e_j)) = 0 \text{ if } \theta_i \notin e_j, \tag{9}
\]

\[
P((\theta_i,e_j)) \geq 0 \text{ if } \theta_i \in e_j. \tag{10}
\]

Any probability function \( P : 2^E \times \Theta \rightarrow [0,1] \) obeying these constraints is called an extension [7] of \( P : 2^E \rightarrow [0,1] \) or the corresponding belief function \( Bel_E \). In general, there will be an infinite number of such extensions for a belief function. Each one of these extensions uniquely determines a probability function \( P : 2^\Theta \rightarrow [0,1] \), namely:

\[
P((\theta_i)) = \sum_{e_j \in E} P((\theta_i,e_j)), \text{ for every } \theta_i \in \Theta. \tag{11}
\]

Any probability function \( P : 2^\Theta \rightarrow [0,1] \) satisfying equation 11 is said to be compatible with the probability function \( P : 2^E \rightarrow [0,1] \) or the corresponding belief function \( Bel_E \). The compatible probability functions represent a class of Bayesian probability functions that can be obtained if additional information such as the conditional probabilities \( P((\theta_i)|e_j) \) were available. In practice, these conditional probabilities are usually not available, especially if frame \( E \) is
an abstract construct as previously defined. The compatible probability functions were studied independently by Fagin and Halpern [5] and Lingras [10].

Original definition of belief and plausibility as upper and lower probability can be easily illustrated using class of compatible probability functions as follows.

\[ \text{Bel}(A) = \min_P P(A), \text{for all } P : 2^\Theta \rightarrow [0, 1] \text{compatible with Bel}. \quad (12) \]

\[ \text{Pl}(A) = \max_P P(A), \text{for all } P : 2^\Theta \rightarrow [0, 1] \text{compatible with Bel}. \quad (13) \]

The Bayesian theory of probability contains important concepts such as the Bayes rule of conditionalization and various information measures that are useful for making numeric judgments. This study illustrates how compatible probability functions can be used to apply similar concepts in the theory of belief functions.

4 Upper and lower entropies of belief function

Since a belief function can have an infinite number of compatible probability functions, it can therefore be associated with the entropy of any one of its compatible probability functions. We can characterize this range of entropy values by an upper and a lower bound, hereafter referred to as the upper and lower entropies of a belief function. Of course, we do not know the exact entropy value which a belief function would assume within this interval unless the conditional probabilities \( P(\{e_i\}|\{e_j\}) \) are known.

Definition 4.1

The upper entropy of a belief function \( \text{Bel} \), written \( \overline{H}(\text{Bel}) \), is given by:

\[ \overline{H}(\text{Bel}) = \max_P H(P), \text{for all } P : 2^\Theta \rightarrow [0, 1] \text{compatible with Bel}. \quad (14) \]

The lower entropy of a belief function \( \text{Bel} \), written \( H(\text{Bel}) \), is given by:

\[ H(\text{Bel}) = \min_P H(P), \text{for all } P : 2^\Theta \rightarrow [0, 1] \text{compatible with Bel}. \quad (15) \]

As mentioned before, the amount of information contained in a probability function is inversely proportional to its entropy value. The upper entropy, which corresponds to the most unbiasedly distributed probability function compatible with a belief function, provides a measure of the amount of information contained in the belief function. High values of the upper entropy indicate the fact that the amount of information contained in the belief function is relatively low. Since \( 0 \leq H(P) \leq 1 \), the belief function with an upper entropy \( \overline{H}(\text{Bel}) = 1 \) contains the minimum amount of information. On the other hand, the lower entropy, which corresponds to the most biased probability function compatible with a belief function, represents the maximum possible amount of information that can be obtained if future evidence becomes available. Low values of the lower entropy indicate the fact that the maximum possible amount of information that can be obtained from the belief function by accumulating future evidence...
is relatively high. Theoretically, a belief function with a lower entropy of zero can potentially lead to a unique outcome.

The upper and lower entropies of a belief function show monotonic changes as evidence is being accumulated. In the following subsection we will study the behavior of the upper and lower entropies with the accumulation of consistent evidence.

4.1 Accumulation of consistent evidence

Consider belief functions $Bel_E$ and $Bel_S$ defined by two different pieces of evidence. Let $Bel_E \oplus Bel_S$ be the result of the combination of $Bel_E$ and $Bel_S$. The accumulation of consistent evidence should in general lead to an increase in the amount of information about the discerned frame. The weight of evidence suggested by Shafer, by construction, reflects such an increase in information. The following theorem shows that the upper and lower entropies indeed correctly reflect the accumulation of consistent evidence.

**Theorem 4.1**

Let $Bel_E$ and $Bel_S$ be the belief functions representing two pieces of evidence consistent [10] with each other. Let $Bel_E \oplus Bel_S$ be the belief function representing the combined evidence. Then,

$$H(Bel_E \oplus Bel_S) < \min(H(Bel_E), H(Bel_S)),$$

and

$$H(Bel_E \oplus Bel_S) \geq \max(H(Bel_E), H(Bel_S)).$$

(16) \hspace{1cm} (17)

Theorem 4.1 is proved in [2].

According to Theorem 4.1, the upper entropy decreases with the combination process. This behavior reflects a gain in information by pooling consistent evidence from different sources. The lower entropy, on the other hand, provides a measure of the maximum possible amount of information that can be obtained by the accumulation of consistent evidence. The range from $\overline{H}(Bel)$ to $\overline{H}(Bel)$ provides a measure of the possible gain in information that can be achieved by accumulating evidence. Thus, the difference $\Delta H = \overline{H}(Bel) - \overline{H}(Bel)$ can be considered as a measure of ignorance. As expected, ignorance is reduced with the accumulation of evidence.

The above discussion provides a plausible justification for the use of upper and lower entropies and the difference $\Delta H$ as measures of information and ignorance. In the following section we will illustrate how these measures can be used to characterize different categories of belief functions.

4.2 Different categories of belief functions

Information conveyed by different categories of belief functions [13] has different characteristics. The upper and lower entropies enable us to identify these characteristics conveniently.
Theorem 4.2
Let Bel be a belief function with \( \underline{H}(Bel) \) and \( \overline{H}(Bel) \) as its lower and upper entropies. Then

1. If Bel is a consonant support function, then \( \underline{H}(Bel) = 0 \).
2. If Bel is a vacuous belief function, then \( \underline{H}(Bel) = 0 \) and \( \overline{H}(Bel) = 1 \).
3. If Bel is a Bayesian belief function, then \( \underline{H}(Bel) = \overline{H}(Bel) = H(Bel) \), where

\[
H(Bel) = - \sum_{\theta_i \in \Theta} Bel(\{\theta_i\}) \log_n Bel(\{\theta_i\}) + \sum_{\theta_i \in \Theta} m(\{\theta_i\}) \log_n m(\{\theta_i\})
\]

Proof of the theorem can be found in [2].

Based on Theorem 4.2, one can say that the lower and upper entropies provide an intuitively appealing description of the amount of information contained in a belief function. For example, a consonant support function represents an evidence pointing in a single direction [13]. Hence, the combination of a consonant support function with other belief functions which are also pointing in the same direction should eventually lead to a unique outcome, i.e. a belief function with \( Bel(\{\theta_i\}) = 1 \) for some \( \theta_i \in \Theta \). The fact that the lower entropy is equal to 0 for consonant support functions correctly reflects this characteristic. More importantly, the upper entropy enables us to compare the information contained in different consonant support functions. The vacuous belief function is a special type of consonant support function [13]. Hence, the above discussion is also applicable to the vacuous belief function. The upper entropy of the vacuous belief function is equal to 1, which means that the vacuous belief function conveys no information. Also, the difference between the upper entropy and the lower entropy (\( \Delta H \)) for the vacuous belief function is equal to 1. This observation appropriately reflects the fact that the vacuous belief function represents maximum ignorance. A Bayesian belief function, on the other hand, represents an evidence with minimum ignorance (which is equal to 0) because every focal element is a singleton. This is consistent with the observation that the upper entropy of a Bayesian belief function is equal to its lower entropy (i.e. \( \Delta H = 0 \)).

4.3 Computation of the upper and lower entropies
There are many numerical methods we can use to compute the joint probability function by maximizing the entropy function defined by equation 7 [1, 8]. On the other hand, the entropy function cannot be minimized using standard numerical methods. In order to determine the lower entropy, we have to find the most biased compatible probability function. An algorithm for determining the lower entropy defined by the most biased probability function that is compatible with a belief function is proposed in [2]. There may be many solutions for \( P(\{(\theta_i, e_j)\}) \) which maximize/minimize the entropy \( H(P) \). However, we are only interested in the maximum/minimum value of \( H(P) \), which is unique. The
time complexity of the above algorithms for the worst case can be very high. However, it may be possible to increase the efficiency of these algorithms using non-linear programming techniques.

5 Conclusion

Compatible probability functions can be used to apply some of the important notions from the probability theory to the theory of belief functions. This paper introduces the notion of upper and lower entropies of compatible probability functions to measure the amount of information conveyed by a belief function. The upper entropy is the entropy of the most unbiased probability function compatible to the belief function. It denotes the amount of information conveyed by the evidence currently available. The lower entropy, on the other hand, is the entropy of the most biased probability function compatible to the belief function. It denotes the maximum possible amount of information that can be obtained if further evidence becomes available. The upper and lower entropies provide an objective criterion for analyzing the information conveyed by a piece of evidence. The difference between the upper and the lower entropies indicates the ignorance induced by the evidence. The upper entropy, lower entropy and the difference between them accurately reflects the information gain from the accumulation of consistent evidence.
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Abstract. Possibilistic logic is an important approach for reasoning about possibility and necessity. By formulating possibilistic reasoning as a kind of modal logic, we can represent and reason about higher order uncertainty to any nested degrees. In this paper, we present a system with built-in axioms for reasoning about higher order uncertainty. Some intuition behind the system is discussed and the soundness and completeness of it with respect to the class of finite transitive and serial (in fuzzy set-theoretic sense) possible-world models are proved.

1 Introduction

Possibilistic logic [1] is an important approach for reasoning about possibility and necessity. In this logic, two certainty measures, called possibility and necessity measures respectively, are assigned to the well-formed formulas of classical logic. Thus, if \( f \) is a well-formed formula (wff) of propositional logic, then \( f(Nc) \) and \( f(\neg c) \) (\( c \in [0, 1] \)) are wffs of possibilistic logic. In this way, the uncertainty of a crisp proposition can easily be represented. However, it is usually difficult to estimate the possibility (and dually, the necessity) of a proposition precisely. Thus, the possibility and necessity of a proposition are themselves subject to judgement and evaluation. For example, given the information "John is tall", we might estimate that the necessity of John's height being over six feet is at least 0.8. However, we may be highly suspect the correctness of the estimation, so we will talk about the uncertainty of the estimation. This kind of uncertainty about the estimation is called higher order uncertainty. By formulating possibilistic logic as a kind of multi-modal language and exploiting the notions of nested modal operators, we can represent higher order uncertainty naturally. In [4], we have developed such a logic and its axiomatic system, called quantitative modal logic (QML). The remaining problem is what additional axioms are needed for reasoning about higher order uncertainty. The paper will be devoted to the solution of this problem.

In the next section, we will first review the underlying logic QML. Then, the axioms for higher order uncertainty reasoning are presented and their implications are also discussed. Finally, the completeness of the extended axiomatic system is considered.
2 Review of Quantitative Modal Logic

2.1 Syntax

QML is an extension of propositional logic with four classes of quantitative modal operators: $(c)$, $(c)^+$, $[c]$ and $[c]^+$ for all $c \in [0, 1]$

The syntactic formation rules of QML consist of those for propositional logic and the following one.

- If $f$ is a wff, so are $(c)f$, $(c)^+f$, $[c]f$ and $[c]^+f$ for all $c \in [0, 1]$.

We usually use lower case letters (sometimes with indices) $p, q, r$ to denote atomic formulas and $f, g, h$ to denote wffs. We also assume all classical logical connectives are available, either as primitives or as abbreviations.

2.2 Semantics

The semantics of QML is a generalization of the standard Kripke semantics for modal logic. Define a possibility frame $F = (W, R)$, where $W$ is a set of possible worlds and $R: W^2 \rightarrow [0, 1]$ is a fuzzy accessibility relation on $W$. Let $PV$ and $FA$ denote the set of all propositional variables and the set of all wffs respectively. Then a model of QML is a triple $M = (W, K, T)$, where $(W, R)$ is a possibility frame and $T: W \times PV \rightarrow [0, 1]$ is a truth value assignment for all worlds. A proposition $p$ is said to be true at a world $w$ iff $T_M(w, p) = 1$. Given $R$, we can define a possibility distribution $R_w$ for each $w \in W$ such that $R_w(s) = R(w, s)$ for all $s$ in $W$. Similarly, we can also define $T_A_n$ for each $w \in W$ such that $T_A_n(p) = T_A(w, p)$ for all $p$ in $PV$. Thus, mathematically, a model can be equivalently written as $(W, (R_w, T_A_n)_{n \in W})$. Given a model $M = (W, R, T_A)$, we can define the satisfaction relation $\models_M \subseteq W \times FA$ as follows. First, let us define $N_u(f) = \inf \{1 - R(w, s) | s \models_M \neg f, s \in W\}$. Consequently, $N_u$ is just the necessity measure induced by the possibility distribution $R$ defined by Dubois and Prade [1]. Then, $w \models_M (c)f$ (resp. $w \models_M (c)^+f$) iff $N_u(f) \geq c$ (resp. $> c$). The satisfaction relations for $(c)f$ and $(c)^+f$ are defined analogously by replacing $N_u(f)$ with $R_u(f) = 1 - N_u(\neg f)$. Here, for convenience, we define $\sup \emptyset = 0$ and $\inf \emptyset = 1$. Furthermore, the satisfaction of all other wffs are defined as usual in classical logic.

A wff $f$ is said to be valid in $M = (W, R, T_A)$, written $\models_M f$ iff for all $w \in W, w \models_M f$. If $S$ is a set of wffs, then $\models_M S$ means that for all $f \in S$, $\models_M f$. If $C$ is a class of models and $S$ is a set of of wffs, then we write $S \models_C f$ to mean that for all $M \in C, \models_M S$ implies $\models_M f$. A model is called serial if $\forall w \in W, \sup_{s \in W} R(w, s) = 1$ and finite if $W$ is finite.

2.3 Axiomatic system for possibilistic reasoning

An axiomatic system for the class of all serial models have been developed in [1] and we call it $D$. The system consists of the following axiomatic schema and rules of inference.
1. Inequality constraints:
   (a) AX1 (monotonicity):
   \[ [c]f \supset [d]^{+}f, \text{ if } c > d \]
   (b) AX2 (dichotomy):
   \[ [c]^{+}f \supset [c]f \]
   (c) AX3 (lower and upper bounds):
   \[ [0]f, [1]^{+}f \]

2. Propositional reasoning:
   AX4: a set of complete axioms for propositional logic.

3. Possibility and necessity (AXK):
   (a) \([c](f \supset g) \supset ([c]f \supset [c]g)\).
   (b) \([c]^{+}(f \supset g) \supset ([c]^{+}f \supset [c]^{+}g)\).

4. Seriality (AXD):
   \[ [0]^{+}f \supset (1)f \]

5. Rules of inference:
   (a) R1 (Modus Ponens):
   \[ f, f \supset g \]
   \[ \frac{g}{f} \]
   (b) R2 (Rule of necessitation):
   \[ f \]
   \[ \frac{[1]f}{[1]f} \]

Formally, if \( D \) is the class of all serial models, then for any finite set \( B \) of wffs and wff \( f \), we have \( B \models_D f \) iff \( f \) is derivable from \( B \) in the system \( D \).

3 Axioms for Higher Order Uncertainty Reasoning

In [4], it is also shown that the system \( D \) is suitable for possibilistic reasoning. However, to handle higher order uncertainty, additional axioms may be needed. The question is "what are the axioms just needed?" There may be many answers to this question depending on the meaning of necessity and possibility. In traditional modal logic, the most basic axiom about nested modality is as follows:

\[ \Box f \supset \Box \Box f \]

This axiom has an intuitive interpretation in epistemic logic. It says that if some agent knows \( f \), then he knows that he knows \( f \). The axiom is valid in all transitive possible world models for ordinary modal logic. Thus, it is natural to investigate the corresponding model class in the QML case. Define a model for QML as (sup-min) transitive iff for all \( u, u' \in W \), we have \( R(u, u') \geq \sup_{s \in W} \min(R(u, s), R(s, u')) \).
Parallel to the above-mentioned axiom for nested modality, we can prove that the following axioms are valid in all transitive models:

\[ AX4^w.1 : \lbrack c \rbrack f \supset \lbrack c \rbrack [c] f \]

and

\[ AX4^w.2 : \lbrack c \rbrack^+ f \supset \lbrack c \rbrack^+ [c]^+ f. \]

However, the axiom \( AX4^w.2 \) is somewhat too weak to obtain a complete axiom system for transitive models. The main reason is that we consider finite as well as infinite models, while our inference rules and axioms are essentially finitary. Thus, if we concern only the finite models, the axiom can be strengthened as follows:

\[ AX4'.2 : \lbrack c \rbrack^+ f \supset \lbrack c \rbrack^+ [c]^+ f. \]

We define \( D_4 \) as the union of \( D \) and the axioms \( AX4^w.1 \) and \( AX4'.2 \). Then \( D_4 \) has the following reasonable derived axioms:

\[
\begin{align*}
(c)(d)f & \supset (\min(c,d))f. \\
(c)^+(d)^+ f & \supset (\min(c,d))^+ f.
\end{align*}
\]

Consequently, the axioms will allow us to collapse sequence of possibility operators into a single one.

4 Soundness and Completeness

4.1 Soundness

We will prove that the system \( D_4 \) is sound and complete for the class of all finite serial transitive models in this section.

Let us consider the soundness theorem firstly. It is based on the following two lemmas.

**Lemma 1.** If \( C \) is a class of transitive models, then

\[
\begin{align*}
(1) & \models_C \lbrack c \rbrack f \supset \lbrack c \rbrack [c] f \\
(2) & \models_C \lbrack c \rbrack^+ f \supset \lbrack c \rbrack^+ [c]^+ f
\end{align*}
\]

**Proof:**

(1) Let \( M \in C \) and \( w \models_M \lbrack c \rbrack f \). Define

\[
W_1 = \{ u \mid u \models_M \lbrack c \rbrack f \} \quad \text{and} \quad W_2 = \{ u \mid u \models_M \lbrack c \rbrack f \}.
\]

Then, by assumption and definition,

\[
\inf_{u \in W_2} (1 - R(u, u)) \geq c
\]
and
\[ \forall w' \in W_1, \inf_{u \in W_2} (1 - R(u', u)) < c. \]

This implies \( \sup_{u \in W_2} R(w, u) \leq 1 - c \) and \( \sup_{u \in W_2} R(w', u) > 1 - c, \forall w' \in W_1. \) Then, by transitivity of \( R \)
\[ R(w, u) \geq \min(R(w, w'), R(w', u)), \forall w', u \in W. \]

Thus,
\[ \sup_{u \in W_2} R(w, u) \geq \sup_{u \in W_2} \min(R(w, w'), R(w', u)) \]
\[ = \min(R(w, w'), \sup_{u \in W_2} R(w', u)) \]

Now,
\[ \min(R(w, w'), \sup_{u \in W_2} R(w', u)) \leq \sup_{u \in W_2} R(w, u) \leq 1 - c. \]

so \( R(w, w') \leq 1 - c, \forall u' \in W_1, \) since \( \sup_{u \in W_2} R(u', u) > 1 - c, \forall u' \in W_1. \) This results in \( \inf_{u \in W_1} (1 - R(w, u')) \geq c, \) i.e. \( w \models_M [c][c]^+ f. \)

(2) Assume \( w \models_M [c]^+ f, \) we redefine \( W_1 = \{ u \mid u \models_M \neg[c]^+ f \}. \) Then, following
an analogous argument as above, we have
\[ R(w, u') < 1 - c, \forall u' \in W_1, \]
and this results in \( \inf_{w' \in W_1} (1 - R(w, u')) \geq c. \) That is, \( w \models_M [c][c]^+ f \)
\[ \square \]

**Lemma 2.** If \( C \) is a class of finite transitive models, then \( \models_C [c]^+ f \supset [c]^+[c]^+ f. \)

**Proof:** In the proof of Lemma 1(2), we can obtain \( \inf_{w' \in W_1} (1 - R(w, u')) > c \) at the last step, since when \( W \) is finite, the function \( \text{"inf"} \) can be replaced by \( \text{"min"}. \) \[ \square \]

Let \( D_4 \) denote the class of all finite serial and transitive models for QML. then we have the following theorem.

**Theorem 3 (Soundness).** Let \( S \) be a set of wffs and \( f \) be a wff. If \( f \) is derivable from \( S \) in system \( D_4, \) then \( S \models D_4 f. \)

**Proof:** The preceding lemmas shows that axioms \( AX^w,1 \) and \( AX^w,2 \) are valid in \( D_4. \) Combining this with the soundness theorem of the system \( D \) prove the required result.
4.2 Completeness

We adopt a Henkin-style construction to prove the completeness. This is essentially analogous to the method used by Fitting[2] in proving the completeness for ordinary modal logic. The critical difference is induced by the fuzziness of accessibility relation.

To simplify the presentation, we use the uniform notations for modal logic. The uniform notations are based on a classification of the non-literal wffs into six categories according to the formula's main connective which is used to combine its immediate subformulas. We list the classification in Table 1-4. We will abuse the notation and use $\alpha, \alpha_1, \cdots$, etc, to denote wffs of the respective types and their immediate subformulas.

Table 1. $\alpha$ wffs and their component formulas

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f \land g$</td>
<td>$f \land g$</td>
<td></td>
</tr>
<tr>
<td>$\neg(f \lor g)$</td>
<td>$\neg f \lor \neg g$</td>
<td></td>
</tr>
<tr>
<td>$\neg f \lor g$</td>
<td>$f \neg g$</td>
<td></td>
</tr>
<tr>
<td>$\neg (f \supset g)$</td>
<td>$f \neg g$</td>
<td></td>
</tr>
<tr>
<td>$\neg \neg f$</td>
<td>$f \ f$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2. $\beta$ wffs and their component formulas

<table>
<thead>
<tr>
<th>$\beta$</th>
<th>$\beta_1$</th>
<th>$\beta_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f \lor g$</td>
<td>$f \lor g$</td>
<td></td>
</tr>
<tr>
<td>$\neg (f \land g)$</td>
<td>$\neg f \land \neg g$</td>
<td></td>
</tr>
<tr>
<td>$f \lor g$</td>
<td>$f \lor g$</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. $\nu$ and $\nu^+$ wffs (with parameter $c$) and their component formulas

<table>
<thead>
<tr>
<th>$\nu(c)$</th>
<th>$\nu_0(c)$</th>
<th>$\nu^+(c)$</th>
<th>$\nu^+_0(c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[c]f$</td>
<td>$f$</td>
<td>$[c]^+f$</td>
<td>$f$</td>
</tr>
<tr>
<td>$\neg (1 - c) f$</td>
<td>$\neg f$</td>
<td>$\neg (1 - c) f$</td>
<td>$\neg f$</td>
</tr>
</tbody>
</table>

The completeness theorem is based on a more general theorem, called model existence theorem. To state and prove the model existence theorem, we need some further definitions.
Table 4. $\pi$ and $\pi^+$ wffs (with parameter $c$) and their component formulas

<table>
<thead>
<tr>
<th>$\pi(c)$</th>
<th>$\pi_0(c)$</th>
<th>$\pi^+(c)$</th>
<th>$\pi^+_0(c)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(c)f$</td>
<td>$f$</td>
<td>$(c)^+f$</td>
<td>$f$</td>
</tr>
<tr>
<td>$-[1-c]^+f$</td>
<td>$\neg f$</td>
<td>$-[1-c]f$</td>
<td>$\neg f$</td>
</tr>
</tbody>
</table>

Definition 4. Let $S$ be a set of wffs. Then

1. Define the positive subformulas of $S$, denoted by $S^+$, as the smallest set containing $S$ and being closed under the following conditions:
   (a) if $\neg f$, $(c)f$, $(c)^+f$, $(c)f$, or $[c]^+f \in S^+$, then $f \in S^+$.
   (b) if $f \land g, f \lor g, f \supset g \in S^+$, then $f, g \in S^+$.
2. Define the negation subformulas of $S$, denoted by $S^-$, as the following set:
   
   $S^- = \{ \neg f \mid f \in S^+ \}$.
3. Define $\text{Sub}(S) = S^+ \cup S^-$. 
4. Define the parameter value set of $S$, $\nu(S)$ as follows:
   
   $\nu(S) = \{ c.1 - c \mid \exists f \text{ such that } [c]f, (c)f, [c]^+f, \text{ or } (c)^+f \in \text{Sub}(S) \} \cup \{0,1\}$.

Also, $\text{Sub}(f) = \text{Sub}\{f\}$ and $\nu(f) = \nu\{\{f\}\}$ if $f$ is a single wff. Note that if $S$ is finite, then $\text{Sub}(S)$ and $\nu(S)$ are, too. In what follows, let $F = \text{Sub}(G)$ for some finite set $G$.

Definition 5. Let $\Theta \subseteq 2^F$ be a collection of subsets of $F$. Then $\Theta$ is called a classical consistency property on $F$ iff for all $S \in \Theta$, $S$ satisfies the following three conditions:

(a) $\alpha \in S \Rightarrow S \cup \{\alpha_1, \alpha_2\} \in \Theta$.
(b) $\beta \in S \Rightarrow S \cup \{\beta_1\} \in \Theta$, or $S \cup \{\beta_2\} \in \Theta$, and
(c) for any atomic wff $p$, $S$ does not contain $p$ and $\neg p$ simultaneously, and none of the following wffs are in $S : \nu^+(1), \pi^+(1), \neg T, \bot$.

Definition 6. Define the world-alternative function $H$ and strict world-alternative function $H^+$ on $F$ as follows.

$H, H^+ : 2^F \times \nu(F) \rightarrow 2^F$, 

$H(S, c) = \{ \nu_0(c'), \nu(c') \mid c' \geq c. \nu(c') \in S \} \cup \{ \nu_0^+(c'), \nu^+(c') \mid c' \geq c. \nu^+(c') \in S \}$ and

$H^+(S, c) = \{ \nu_0(c'), \nu(c') \mid c' > c. \nu(c') \in S \} \cup \{ \nu_0^+(c'), \nu^+(c') \mid c' > c. \nu^+(c') \in S \}$.

Definition 7. Let $\Theta \subseteq 2^F$ be a collection of subsets of $F$. Then $\Theta$ is a D4-consistency property iff it is a classical consistency property and for all $S \in \Theta$, $S$ satisfies the following three additional conditions:

(b1) $c > 0$ and $\pi(c) \in S \Rightarrow H^+(S, 1 - c) \cup \{ \pi_0(c) \} \in \Theta$, and
(h2) $\pi^+(c) \in S \Rightarrow H(S, 1 - c) \cup \{\pi^+_1(c)\} \in \Theta$.

(d4) $H^+(S, 0) \in \Theta$.

Let $B \subseteq F$, then a D4-consistency property $\Theta$ is called $B$-compatible iff for all $S \in \Theta$, and $f \in B$, $S \cup \{f\} \in \Theta$.

Depending on these definitions, we can state and prove the main theorem.

**Theorem 8 (Model Existence theorem).** If $F$ is a finite set of uffs, $B \subseteq F$, and $\Theta$ is a $B$-compatible D4-consistency property on $F$, then there exists a finite serial and transitive model $M = (W, R, TA)$ such that $\models M B$ and for all $f \in S \in \Theta$, there exists a world $w \in W$ such that $w \models M f$.

**proof:** To prove this theorem, we use a constructive argument. First, noting that $\theta$ is ordered by $\subseteq$ and all elements of $\Theta$ are finite sets, we can construct the model $M_\Theta = (W, R, TA)$ as follows:

$W$: the set of maximal members in $\Theta$, $TA(S, p) = 1 \Leftrightarrow p \in S \forall S' \in W$ and $p \in PV$, and $R$ must satisfy that for all $S, S' \in W$ and $c \in V(F)$:

(r1) if $c \neq 0$, then $H(S, c) \subseteq S' \Rightarrow R(S, S') > 1 - c$

(r2) $H^+(S, c) \subseteq S' \Rightarrow R(S, S') \geq 1 - c$.

Then, we use a series of lemmas to show that $M_\Theta$ is well-defined and satisfies the requirement of the theorem.

**Lemma 9.** There exists a transitive $R$ satisfying (r1) and (r2).

**proof:** According to Definition 6, we have the following results for all $S \in 2^F$ and $c, c' \in V(F)$:

(i) $H^+(S, c) \subseteq H(S, c)$.

(ii) if $c \geq c'$, then $H(S, c) \subseteq H(S, c')$.

(iii) if $c \geq c'$, then $H^+(S, c) \subseteq H^+(S, c')$.

(iv) if $c > c'$, then $H(S, c) \subseteq H^+(S, c')$

(v) for all $S_1, S_2, S_3 \in 2^F$, if $H^+(S_1, c) \subseteq S_2$ and $H^+(S_2, c) \subseteq S_3$, then $H^+(S_2, c) \subseteq H^+(H^+(S_1, c), c) \subseteq H^+(S_2, c) \subseteq S_3$.

(vi) for all $S_1, S_2, S_3 \in 2^F$, if $H(S_1, c) \subseteq S_2$ and $H(S_2, c) \subseteq S_3$, then $H(S_1, c) \subseteq S_3$.

Let $V(F) = \{c_1, c_2, c_3, \ldots, c_n\}$ such that $1 = c_1 > c_2 > c_3 > \cdots > c_n = 0$.

Then, we have the following inclusion chain for any $S \in 2^F$:

$\emptyset = H^+(S, c_1) \subseteq H(S, c_1) \subseteq H^+(S, c_1) \subseteq H(S, c_1) \subseteq H^+(S, c_1) \subseteq \cdots \subseteq H^+(S)$

Thus, given $S$ and $S'$, there are three possible cases:

Case 1: for some $i$ such that $1 \leq i \leq n - 1$, $H^+(S, c_i) \subseteq S'$ and $H(S, c_i) \not\subseteq S'$. In this case, the only value of $R(S, S')$ which satisfies the conditions (r1) and (r2) is $1 - c_i$.

Case 2: for some $i$ such that $1 \leq i \leq n - 1$, $H(S, c_i) \subseteq S'$ and $H^+(S, c_{i+1}) \not\subseteq S'$. In this case, if $1 - c_i < R(S, S') < 1 - c_{i+1}$ then (r1) and (r2) can be satisfied.

Thus, we can set $R(S, S') = 1 - \frac{c_i + c_{i+1}}{2}$.
Lemmna

Then, according to (v) and (vi) above, we can see that for all \( S_1, S_2, S_3 \in W \), we have \( R(S_1, S_2) \geq \min(R(S_1, S_3), R(S_2, S_3)) \), i.e., \( R \) is a transitive fuzzy relation.

\[ \Box \]

Lemma 10. \( M_\Theta \) is a serial model.

Proof: Since for any \( S \) in \( W \), \( H^+(S, 0) \subseteq \Theta \) by condition (d), and each element of \( \Theta \) is a finite set, we can find the maximal extension of \( H^+(S, 0) \), say \( S' \), in \( \Theta \). Then \( S' \in W \), and \( H^+(S, 0) \subseteq S' \), so \( R(S, S') = 1 \) and \( \sup_{S' \in W} R(S, S') = 1 \).

Lemma 11. For any \( S \in W \) and wff \( f \in S \), \( S \models_M f \).

Proof: By induction on the structure of \( f \). For convenience, we drop the subscript \( M_\Theta \) in the following proof, and write \( S \models f \) only. We consider the following exhaustive cases.

- Case 1: \( f \) is an atomic wff. By the definition of \( M_\Theta, TA(S, f) = 1 \), since \( f \in S \). Thus, \( S \models f \) according to the possible world semantics.
- Case 2: \( f = \neg p \) for some atomic wff \( p \). By condition (c) of Definition 5, \( \neg p \in S \) implies \( p \notin S \), and \( TA(S, p) = 0 \). This, in turn implies \( S \models f \).
- Case 3: \( f \) is an \( \exists \) wff. Then \( S \cup \{ \alpha_1, \alpha_2 \} \in \Theta \), and since \( S \) is a maximal member of \( \Theta \), this means \( \alpha_1, \alpha_2 \in S \). By induction hypothesis, \( S \models \alpha_1 \) and \( S \models \alpha_2 \), so \( S \models f \).
- Case 4: \( f \) is a \( \forall \) wff. Then \( S \cup \{ \beta_1 \} \in \Theta \) or \( S \cup \{ \beta_2 \} \in \Theta \), so \( S \models \beta_1 \) or \( S \models \beta_2 \) by the maximality of \( S \). Thus, \( S \models f \).
- Case 5: \( f \) is a \( \pi(c) \) wff with \( c > 0 \). (Note that if \( c = 0 \), \( S \models \pi(c) \) naturally.) Then \( H^+(S, 1 - c) \cup \{ \pi_0(c) \} \in \Theta \), so let \( S' \) be the maximal extension of \( H^+(S, 1 - c) \cup \{ \pi_0(c) \} \) in \( \Theta \), we have \( R(S, S') \geq c \) since \( H^+(S, 1 - c) \subseteq S' \). Furthermore, \( \pi_0(c) \in S' \), so \( S' \models \pi_0(c) \) by induction hypothesis. Thus \( S \models f \), by the definition of \( \pi_0(c) \) wffs and their semantics.
- Case 6: \( f \) is a \( \pi^+(c) \) wff with \( c < 1 \). (Note that if \( c = 1 \), then \( \pi^+(1) \notin S \).) This case is similar to case 5.
- Case 7: \( f \) is a \( \nu(c) \) wff. Let \( S' \) be a element of \( W \). If \( S' \models \neg \nu_0(c) \), then \( \nu_0(c) \notin S' \) by induction hypothesis. This implies \( H(S, c) \not\subseteq S' \) since \( \nu_0(c) \in H(S, c) \) by definition, and in turn \( 1 - R(S, S') \geq c \) by the definition of \( M_\Theta \). Thus we have \( \inf \{ 1 - R(S, S') \mid S' \models \neg \nu_0(c), S' \in W \} \geq c \), i.e., \( S \models f \).
- Case 8: \( f \) is a \( \nu^+(c) \) wff. The proof is similar to that of Case 7, but use the property of \( W \) being finite in the last inference step.

Note that our induction basis are literals (i.e., Case 1 and 2), not just atomic formulas, so we can infer the results in all other cases.

Now, we can complete the proof of the model existence theorem. First, since \( \Theta \) is \( B \)-compatible, we have \( B \subseteq S \) for any \( S \in W \), by the maximality of \( S \). Thus for all \( S \in W, S \models f \) if \( f \in B \) by Lemma 11. That is, \( \models_M f \). Moreover, since for all \( f \in S \in \Theta \), there exists a maximal extension of \( S \), say \( S' \), in \( W \), so \( S' \models f \) by Lemma 11. Finally, \( W \) is finite and \( M_\Theta \) is transitive and serial by Lemma 9 and 10.

We can now consider the completeness of the \( D4 \) system.
Theorem 12. Let $B$ be a finite set of wffs and $f$ be a wff. Then $B \vdash_{D_4} f$ implies that $f$ is derivable from $B$ in $D_4$.

Proof: Let $F = \text{Sub}(B \cup \{f\})$. Define $\Theta = \{S \subseteq F \mid B \not\vdash_{D_4} \neg \bigwedge S\}$, where "$\bigwedge S$" denote the conjunction of all wffs in $S$ and $B \not\vdash_{D_4} f$ means that $f$ is not derivable from $B$ in $D_4$. It can be shown that $\Theta$ is a $B$-compatible $D_4$-consistency property on $F$. Thus if $B \not\vdash_L f$, then $\{\neg f\} \in \Theta$. and by the model existence theorem, we have $B \not\models_{D_4} f$. □

5 Concluding Remarks

We have provided a system with built-in axioms for higher order uncertainty reasoning. However, we do not claim that $D_4$ is the unique possible system for this purpose. In fact, if more constraints are imposed on the possible models, then some additional axioms can be derived. For example, if we require that the fuzzy accessibility relation is a similarity relation as in [5], then two additional axioms, $[0]^+ f \supset f$ (corresponding to reflexivity) and $f \supset [1 - c][c]^+ f$ (corresponding to symmetry) could be added to $D_4$.
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Abstract. In the paper we examine an approximation logic which may serve as a tool in investigations of distributive knowledge representation systems. The concept of knowledge is based on rough set approach. The logic under consideration is strong enough to capture properties of knowledge understood as partitions of the universe, lower and upper approximations of sets of objects as well as properties of dependencies of attributes.

1 Introduction

Reasoning about knowledge has long been an issue of concern in philosophy and artificial intelligence. A number of papers addressing the problems e.g. [1], [2], [4], [5] have confirmed the important role of this domain.

One of the difficulties which occur when we want to formally reason about knowledge is lack of an agreement what we mean by knowledge or what properties knowledge satisfies or should satisfy. This problem is particularly important when we want to find out good semantics which allows us to reason about knowledge.

In this paper, we focus on rough-set approach ([6], [7]) to modeling knowledge. In our approach knowledge is understood as the ability of classification of objects. By objects we mean anything what a human being can think of. Objects create the universe of discourse $U$, called shortly universe. Any partition of $U$ is said to be knowledge about the universe or simply knowledge. For instance, if $U = \{o_1, o_2, o_3, o_4, o_5\}$ then the partitions $E_s = \{\{o_1, o_2\}, \{o_3\}, \{o_4\}\}$ and $E_t = \{\{o_1, o_2\}, \{o_3, o_4\}, \{o_5\}\}$ are examples of knowledge about the universe $U$.

To give some intuitions of the problems discussed in the paper it is convenient to assume that each partition is viewed as a knowledge of agent $t$ about the universe $U$.

One of the problems we are interested in is how to represent knowledge. Suppose that $U$ is the universe of discourse and let $E_t$ denote any knowledge about $U$. What we want to find out is a "real" description of objects which classifies them in the same way as $E_t$.

For this purpose, we use so-called information system [7]. An information system in our approach is in fact a data table with columns labelled by attributes and rows labelled by objects. Each row in the data table represents information...
about the corresponding object. In general in a given information system we are not able to distinguish all single objects (using attributes of the system). Namely, objects can have the same values on some attributes or all attributes. As a consequence, any set of attributes divides the universe $U$ on some classes which establish a partition of the set of all objects $U$. Suppose now, that $S_t$ is an information system describing the universe $U$ by means of a set of attributes $A_t$. Denote it by $(U, A_t)$, that is, $S_t = (U, A_t)$ and let $E$ be the partition given by $A_t$. If $E = E_t$ then we say that $S_t$ represents knowledge $E_t$ and call $S_t$ a knowledge representation system of $E_t$. Clearly, such a representation is not unique.

Now, let $E = \{E_t\}_{t \in T}$ be a family of partitions of $U$, that is, each $E_t$ is considered as knowledge about $U$. Let $\{S_t\}_{t \in T}$ be the family of knowledge representation systems for $E$, that is, for every $t$, $S_t$ is a knowledge representation system of $E_t$. We will call the family $\{S_t\}_{t \in T}$ distributive knowledge representation systems of $E$. Notice, that each $S_t$ may be viewed as a perception of the universe $U$ by agent $t$.

Now, let $E$ and $E_t$ be two different classifications of objects from $U$. We define so called strong common knowledge of $E_t$ and $E_t$, denoted by $E_{svt}$, and weak common knowledge, denoted by $E_{wvt}$, of $E_t$ and $E_t$. Intuitively speaking, strong common knowledge is a partition of the universe such that a better recognition of a set of objects by one classification is preserved. In other words, better knowledge about objects is reflected in $E_{svt}$. If $E_t$ is interpreted as knowledge of an agent $s$ and $E_t$ as knowledge of an agent $t$ about the same universe $U$ then $E_{svt}$ may be viewed as knowledge of a the group $\{s, t\}$, denoted by $st$, which intuitively may be described as follows: If an agent $s$ knows that an object $x$ is different from objects $x_1, \ldots, x_m$ then $x$ has to be different from those objects in $E_{svt}$. If for an agent $t$, according to her knowledge about the universe $U$, the same object $x$ differs from $x_1, \ldots, x_m$, then the objects $x$ is perceived by group $st$ as the object which is different from $x_1, \ldots, x_m, x_1, \ldots, x_m$. As a consequence we have: if an object $x$ is distinguished from $y$ in $E_{svt}$, that is, the block $[x]$ is different from the block $[y]$ (in $E_{svt}$) then it means that at least one of agents $s, t$ distinguishes $x$ from $y$. If objects $x$ and $y$ are indiscernible in $E_{svt}$, then it means that each agent from the group $st$, according to her knowledge, is not able to distinguish between $x$ and $y$. For instance, in the above example the partition $E_s$ better classifies object $o_3$ than knowledge $E_t$. Using knowledge $E_t$ objects $o_3$ and $o_4$ are indiscernible. Hence, the class $\{o_3\}$ has to appear in $E_{svt}$.

The notion of weak common knowledge may be interpreted as knowledge where weaker knowledge about objects dominates in $E_{wvt}$. In other words, if an agent $s$ identifies $x$ with $y$, that is, $\{x, y\}$ is a block in $E_t$ then the group $st$ also identifies $x$ with $y$. If moreover $t$ identifies $y$ with $z$ and distinguishes between $x$ and $y$, that is, $\{y, z\} \in E_t$, then it means that the block $\{x, y, z\}$ belongs to $E_{wvt}$. As a consequence we have that if $[x] = \{x\} \in E_{wvt}$, then it means that there is consensus of agents $s$ and $t$ about object $x$, i.e., $[x] \in E_t \cap E_t$. If $\{x_1, \ldots, x_n\} \in E_{wvt}$, then it means that either there is consensus of agents $s$ and $t$ about $x_1, \ldots, x_n$ or for any subset of $\{x_1, \ldots, x_n\}$ there is no consensus. For instance, because of the objects $o_3$ and $o_4$ are indiscernible by $E_t$ they have
to remain indiscernible in $E_{M}$. Moreover, $o_3$ is not distinguished from objects $o_1, o_2$ by $E$. Thus the block $\{o_1, o_2, o_3, o_4\}$ is an element of the partition $E_{M}$.

We have shown that the family $E = \{E_t\}_{t \in T}$ may be considered as a lattice. Moreover, $E_{VT}$ is the infimum of $E_t$ and $E_t$ in $E$ and $E_{M}$ is the supremum of $E_t$ and $E_t$ in $E$.

The operation of weak common knowledge seems to be more interesting than the operation of strong common knowledge. Namely, we show that if $S_t = (U, A_t)$ is a knowledge representation system of $E_t$ and $S_t = (U, A_t)$ is a knowledge representation system of $E_t$, then the system $(U, A_t, \cup A_t)$ represents strong common knowledge of the group $st$ i.e., $E_{ST} = E_{A_t, \cup A_t}$. In the case of weak common knowledge we have $E_{ST} \neq E_{A_t, \cap A_t}$. Clearly, if $E_{ST}$ is a weak common knowledge of $E_t$ and $E_t$ then there is a knowledge representation system $(U, A)$ such that the partition determined by $A$ equals to $E_{ST}$. However, the set of attributes $A$ need not to be the same as the set $A_t \cap A_t$.

It is shown also that the family $\{S_t\}_{t \in T}$ of distributed knowledge representation systems may be treated as a lattice. The intuitive meaning of the lattice ordering $\leq$ is that, if $S_t \leq S$ then the sharpness of perception of $U$ and therefore feature recognitions of objects from the universe $U$ by agent $s$ is weaker than that of agent $t$.

In the paper we examine lower and upper approximations of sets of objects $[8]$ in distributive knowledge systems. Intuitively speaking, by a lower approximation of $X$ in $S = (U, A)$ we mean the set of objects of $U$ which without any doubt belong to $X$. An upper approximation of $X$ is a set of objects which could be classified as elements of $X$. Finally, we consider boundary of $X$ which is in a sense undecidable area of the universe.

Finally, we introduce and examine formal system called approximation logic. This logic is intended as a logic which reflects properties of knowledge (in our sense), properties of approximations and some other features of distributive knowledge representation systems. The idea of this logic is based on [Ra]. Roughly speaking, our logic is a modal logic with finite number of modal operators. Each modal operator corresponds to knowledge represented by an information system. A formula of the form $I_A \phi$ may be interpreted as a lower approximation of the set of objects which satisfy $\phi$ in the information system $S = (U, A)$.

2 Knowledge Base

In this paper, knowledge is understood as the ability to classify objects. By objects we mean anything a human being can think of, as for example, abstract concepts, real things, processes, states, etc. Objects are treated as elements of real or abstract world called the universe of discourse or shortly the universe. Hence, in our approach knowledge is strictly connected with classification of parts of the universe.

We explain this idea more precisely.
Let $U$ be the universe of discourse. Any subset $X$ of $U$ is said to be a concept. Any family of concepts which forms a partition of $U$ will be referred to us as knowledge about $U$, or shortly knowledge.

Let $R$ be an equivalence relation over $U$. By $\mathcal{E}_R$ we denote the family of all equivalence classes (blocks) of $R$. Thus, in our terminology $\mathcal{E}_R$ is knowledge about $U$ and each block $[x]_R$ is considered as a concept. So, if $R$ is an equivalence relation then $R$ determines a classification $\mathcal{E}_R$ of objects from the universe $U$. If a block $[x]_R \in \mathcal{E}_R$ contains more than one object then objects from $[x]_R$ are not distinguishable with respect to knowledge $\mathcal{E}_R$.

Let $\mathcal{R} = \{R_t\}_{t \in T}$, where $T$ is a finite set, be a family of equivalence relations over $U$. By knowledge base we mean any relational system $\mathcal{K} = (U, \{R_t\}_{t \in T})$. Each $R_t$, where $t \in T$, determines knowledge $\mathcal{E}_{R_t}$ about $U$ and each block $[x]_{R_t}$ from $\mathcal{E}_{R_t}$ is a concept called a basic concept. To simplify notation we will write, $\mathcal{E}_t$ instead of $\mathcal{E}_{R_t}$, and $[x]_t$ instead of $[x]_{R_t}$, for any $t \in T$.

Let $(U, \{R_t\}_{t \in T})$ be a knowledge base such that $\{R_t\}_{t \in T}$ is the family of all equivalence relations on $U$ and let $\mathcal{E} = \{\mathcal{E}_t\}_{t \in T}$ be a family of all partitions determined by $\{R_t\}_{t \in T}$. Let $<$ be a binary relation on $\mathcal{E}$ defined as follows:

$$\mathcal{E}_s < \mathcal{E}_t \text{ if and only if } \forall [x], \exists [y], [x]_s \subseteq [y]_t.$$ 

It might be proved that $<$ is an ordering relation on $\mathcal{E}$, that is, $(\mathcal{E}, <)$ is a poset.

Denote by $\mathcal{E}_s \wedge \mathcal{E}_t$ the following set:

$$\{ [x]_s \cap [y]_t : [x]_s \cap [y]_t \neq \emptyset \}.$$ 

It might be easily proved that $\mathcal{E}_s \wedge \mathcal{E}_t$ is a partition of $U$ and moreover, $\mathcal{E}_s \wedge \mathcal{E}_t$ is the infimum (inf) of $\mathcal{E}_s$ and $\mathcal{E}_t$ in $(\mathcal{E}, <)$, that is, for every $s, t \in T$, the inf$\{\mathcal{E}_s, \mathcal{E}_t\}$ exists in the poset $(\mathcal{E}, <)$. We call $\mathcal{E}_s \wedge \mathcal{E}_t$ a strong common knowledge of $\mathcal{E}_s$ and $\mathcal{E}_t$.

Now put

$$\mathcal{E}_s \vee \mathcal{E}_t = \{ X \subseteq U : X \text{ is the union of all } [x]_s \text{ and } [y]_t \text{ such that } [x]_s \cap [y]_t \neq \emptyset \}.$$ 

It is easy to show that $\mathcal{E}_s \vee \mathcal{E}_t$ is a partition of $U$. Moreover, $\mathcal{E}_s \vee \mathcal{E}_t$ is the supremum (sup) in $(\mathcal{E}, <)$ of $\mathcal{E}_s$ and $\mathcal{E}_t$. Thus for any $\mathcal{E}_s$ and $\mathcal{E}_t$ in $\mathcal{E}$, the sup$\{\mathcal{E}_s, \mathcal{E}_t\}$ exists in the poset $(\mathcal{E}, <)$. We call the partition $\mathcal{E}_s \vee \mathcal{E}_t$ a weak common knowledge of $\mathcal{E}_s$ and $\mathcal{E}_t$.

Lemma 2.1 $(\mathcal{E}, \vee, \wedge, 0, 1)$ is a lattice with the zero element and the unit element.

We call every sublattice of the lattice $(\mathcal{E}, \vee, \wedge, 0, 1)$ a lattice of partitions. One can show that a lattice of partition need not to be distributive.
We finish this section with the following remark. Let $\mathcal{E} = \{ \mathcal{E}_i \}_{i \in I}$ be a knowledge base over $U$. It might be easily shown that the relation $\leq$ defined on the set of indices $T$ as follows:

$$s \leq t \text{ if and only if } \mathcal{E}_s \prec \mathcal{E}_t.$$ 

is an ordering relation $T$. Thus $(T, \leq)$ is a poset. Moreover, if $\mathcal{E}$ is a lattice of partitions, that is, $\mathcal{E}$ is closed under the binary operations $\vee$ and $\wedge$ defined above and $\inf\mathcal{E}$ and $\sup\mathcal{E}$ belong to $\mathcal{E}$ then one can prove that $\sup\{s, t\}$ denoted $s \vee t$ and $\inf\{s, t\}$ denoted $s \wedge t$ exist in $(T, \leq)$. Namely, we have

$$s \vee t = \sup\{s, t\} \text{ if and only if } \mathcal{E}_{s \vee t} = \mathcal{E}_s \vee \mathcal{E}_t$$

and

$$s \wedge t = \inf\{s, t\} \text{ if and only if } \mathcal{E}_{s \wedge t} = \mathcal{E}_s \wedge \mathcal{E}_t.$$ 

3 Lower and Upper Approximation

Observe that some concepts may be expressed as the set-theoretical union of certain basic concepts from one knowledge about $U$ but they cannot be defined as the union of basic blocks from another knowledge. Hence, if a concept cannot be covered by basic concepts from a given knowledge base $\mathcal{E}_i$ then the question arises whether it can be "approximately" defined by $\mathcal{E}_i$. In this section we are going to discussed this problem.

Let $R$ be any equivalence relation over $U$. With every concept $X$, $X \subseteq U$, we associate three sets: $\overline{R}(X)$, $\overline{R}(X)$ and $B_R(X)$ called $R$-lower approximation of $X$, $R$-upper approximation of $X$ and $R$-boundary of $X$, respectively, where

$$\overline{R}(X) = \{ [x]_R : [x]_R \subseteq X \},$$

$$\overline{R}(X) = \{ [x]_R : [x]_R \cap X \neq \emptyset \},$$

and

$$B_R(X) = \overline{R}(X) - \overline{R}(X).$$

Intuitively speaking the lower approximation of $X$ is the collection of all elements of the universe which can be classified with full certainty, as elements of $X$, using knowledge $R$. The upper approximation of $X$ is the collection of objects from the universe $U$ which can be possibly classified as elements of $X$, using knowledge $R$. Finally, the boundary of $X$ is in a sense undecidable area of the universe, that is, none of the objects belonging to $B_R(X)$ can be classified with certainty into $X$ or $-X$ as far as knowledge $R$ is concerned.

We say that a concept $X$ is $R$-definable if $\overline{R}(X) = \overline{R}(X)$. If for some subset $X$ of $U$, $\overline{R}(X) \neq \overline{R}(X)$ then $X$ is said to be $R$-rough.

From now on we will assume that $\mathcal{E} = \{ \mathcal{E}_i \}_{i \in T}$ is a lattice of partitions and we will consider $T$ also as a lattice.

Now, let $R = \{ R_i \}_{i \in T}$ be the family of equivalence relations over $U$ determined by $\{ \mathcal{E}_i \}_{i \in T}$.

Because of the duality between lower and upper approximation we list only properties of lower approximation.
Lemma 3.1 For every $t \in T$
\[ E_t < E_s \text{ if and only if } R_s(X) \subseteq R_t(X). \]

Lemma 3.2 Let $\mathcal{R} = (U, \{R_t\}_{t \in T})$ be a knowledge base such that $\{R_t\}_{t \in T}$ is defined by $\{E_t\}_{t \in T}$. For every equivalence relations $R_s$ and $R_t$ from $\mathcal{R}$ and every set $X \subseteq U$ the following hold:
1. $R_t(X) \cup R_s(X) \subseteq R_{s \land t}(X)$.
2. $R_t(X) \subseteq R_t(X) \cap R_s(X)$.
3. $R_t R_s(X) \subseteq R_t(X)$.
4. $E_s < E_t$ implies $R_t R_s(X) = R_t(X)$.

Next lemma characterizes the boundary of $X$ determined by any equivalence relation from $\mathcal{R}$.

Lemma 3.3 Let $(U, \{R_t\}_{t \in T})$ be a knowledge base. For every $X \subseteq U$ the following conditions are true:
1. $E_t < E_s$ if and only if $B_t(X) \subseteq B_s(X)$.
2. $B_{s \lor t}(X) \subseteq B_t(X) \cap B_t(X)$.
3. $B_t(X) \cup B_t(X) \subseteq B_{s \land t}(X)$.
4. $B_t(X) = B_t(-X)$.
5. $B_t B_t(X) = B_t(X)$.
6. $B_t(X) = \emptyset$ if and only if $R_t(X) = X$.

4 Information Systems

In this section we recall notion of information systems introduced by Pawlak [8].

An information system is a pair $\mathcal{S} = (U, A)$, where
- $U$ - a nonempty, finite set of objects, called the universe of discourse of $\mathcal{S}$.
- $A$ - a finite set of attributes i.e.
  \[ a : U \rightarrow V_a \text{ for } a \in A. \]
  where $V_a$ is called the value set of $a$.

The set $V = \bigcup_{a \in A} V_a$ is said to be a domain of $A$.

For any object $o$ from $U$, $o \rightarrow (a, v)$ means that the object $o$ has the value $v$ for the attribute $a$. For instance, if an attribute $a$ is color, its value $v$ is green then $o \rightarrow ($color$, green$) means that object $o$ is green in $\mathcal{S}$.

Instead of $o \rightarrow (a, v)$ we will also write $a(o) = v$.

With every subset of attributes $B \subseteq A$ we associate a binary relation $\text{ind}(B)$, called indiscernibility relation, and defined as follows:
\[ \text{ind}(B) = \{(x, y) \in U \times U : \forall a \in B \ a(x) = a(y)\}. \]
Notice that objects \( x, y \) satisfying the relation \( ind(B) \) are indiscernible with respect to the attributes from \( B \). In other words, the information system \( S \) does not distinguish \( x \) from \( y \) in terms of attributes in \( B \). By \([o]_B\) we denote the equivalence class of \( ind(B) \) including the object \( o \), i.e. the set \( \{ y \in U : o \ ind(B) y \} \).

Clearly, for every \( B \subseteq A \) the family of all equivalence classes of the relation \( ind(B) \) is a partition of \( U \). Denote this partition in the following way:

\[
E_B = \{[a_1]_B, \ldots, [a_n]_B\}.
\]

Let \( E = \{E_B\}_{B \subseteq A} \). Clearly \( E \) is a lower semi-lattice. One can show that \( E = \{E_B\}_{B \subseteq A} \) need not to be a lattice of partitions.

Because of each indiscernibility relation is an equivalence relation we can express notion of lower and upper approximation from Section 3 in terms of information systems.

Let an information system \( S = (U, A) \) be given. For every \( B \subseteq A \), \( ind(B)(X) \) is a lower approximation of \( X \) and \( ind(B)(X) \) is an upper approximation of \( X \) in \( S \). To simplify notation we will denote these sets by \( \tilde{B}(X) \) and \( \hat{B}(X) \), respectively and call the \( B\)-lower approximation and the \( B\)-upper approximation of \( X \), respectively. A set \( X \subseteq U \) is said to be \( B\)-definable if and only if \( \tilde{B}(X) = \hat{B}(X) \) and \( X \) is called \( B\)-rough if \( \tilde{B}(X) \neq \hat{B}(X) \).

5 Knowledge Representation Systems

It turns out that every knowledge base may be represented as an information system, that is, in the form of an attribute-value table.

Let \( \mathcal{E}_t \) be a knowledge about \( U \). It is not difficult to construct an information system \( S_t = (U, A_t) \) such that \( \mathcal{E}_t = \mathcal{E}_{A_t} \). We call an information system \( S_t = (U, A_t) \) a knowledge representation system (k.r.s.) for \( \mathcal{E}_t \) provided \( \mathcal{E} = \mathcal{E}_{A_0} \). If \( K = (U, \{R_t\}_{t \in T}) \) is a knowledge base, then the family \( S = \{S_t\}_{t \in T} \) is said to be a distributive knowledge representation system of \( K \) provided for every \( t \in T \), \( S \) is a k.r.s. of \( R_t \).

Observe, that if \( S = \{S_t\}_{t \in T} \) is a distributive knowledge representation system of \( K = (U, \{R_t\}_{t \in T}) \) then the relation \( \leq \) defined in Section 2 may be viewed as a relation between knowledge representation systems. Namely, the intuitive meaning of the relation \( \leq \) is, that if \( s \leq t \) than the feature recognitions of objects from \( U \) by k.r.s. \( S_s = (U, A_s) \) is weaker than that of \( S_t = (U, A_t) \). In other words, the classification of objects from the universe \( U \) by means of the set of attributes \( A_t \) is better than the classification of these objects by means of \( A_s \) if \( s \leq t \) then we say that k.r.s. \( S_s \) is less efficient or weaker than the system \( S_t \).

Let \( K \) be a knowledge base and let \( S = \{S_t\}_{t \in T} \) be a distributive knowledge representation system of \( K \). Notice that \( (U, A) \), where \( A = \bigcup_{t \in T} A_t \) has the following property: for every \( t \in T \) there is a set \( B \subseteq A \) such that \( ind(B) = R_t \). Indeed, it follows from the properties of indiscernibility relation (see Section 4) that if \( S_t = (U, A_t) \) and \( S_s = (U, A_s) \) are knowledge representation systems of \( \mathcal{E}_s \) and \( \mathcal{E}_t \) respectively, then knowledge representation system of the strong common
knowledge $E_{A_1}$ is the information system of the form $(U, A_1 \cup A_1)$. Hence, for every knowledge base $K = (U, \{R_t\}_{t \in T})$ there is an information system $S = (U, A)$ such that for every $t \in T$ there is a set $B \subseteq A$ for which $\text{ind}(B) = R_t$. We call also such a system a knowledge representation system for $K$.

It is worth while to observe that for every information system $S = (U, A)$ there is a knowledge base $K = (U, \{\text{ind}(B)\}_{B \subseteq A})$ such that for every $B \subseteq A$ there is an equivalence relation $R_t$ such that $\text{ind}(B) = R_t$. Namely, take as $K$ the system $(U, \{\text{ind}(B)\}_{B \subseteq A})$.

From now on the notion of knowledge representation system will be used as a synonymous with information system.

6 Approximation Logic

6.1 Syntax

In this section we are going to define a logic which may be used as a logical tool in the investigations of distributive knowledge representation systems. We want to construct a formal system which allows us to formalize relations between knowledge representation systems and which will describe lower and upper approximation of any concept as well as boundary region of concepts.

We call this logic approximation logic and denote $A$-logic. Let us emphasize that $A$-logic defined here is not related to approximation logics defined and examined in [10].

Let $A$ be a finite set of attributes and let $V = \bigcup_{a \in A} V_a$ be a family of finite sets. Each $V_a$ may be treated as a domain of an attribute $a \in A$.

We associate with $A$ and $V$ a language $L_{A, V}$ called the formal language of $A$-logic. All subsets of $A$ and elements of $V$ are treated as constants of $L_{A, V}$. Subsets of $A$ are called attribute constants and denoted by $a, b, c, \ldots$ and $A, B, C, \ldots$. Elements of $V$ are called attribute-value constants and denoted by $v, u, \ldots$.

The language $L_{A, V}$ consists of two levels. The expressions of these levels are called formulae of the 1-st kind and formulae of the 2-nd kind, respectively. Intuitively, formulae of the 1-st kind describe properties of knowledge understood as a partition of the universe $U$, whereas formulae of the 2-nd kind express certain facts concerning sets of objects of $U$ and approximation of these sets.

To give a formal definition of the sets of formulae we define first terms of $L_{A, V}$.

Terms are built up from attribute constants, two constants 0 and 1 and operations: $\lor$ and $\land$. More precisely, the set of all terms is defined to be the least set $T$ with the following three properties:

- 0 and 1 are in $T$.
- all attribute constants are in $T$,
- $B \lor C$, $B \land C$ are in $T$, whenever $B, C$ are terms.

Formulae of the 1-st kind are built up from terms and two predicates $\leq$ and $\prec$. The set $F_1$ of all formulae of the 1-st kind is the smallest set such that
- If \( B, C \in T \) then \( B \leq C \in F_1 \) and \( B = C \in F_1 \).

Intuitively, formulae of the 1-st kind express power of knowledge. Namely, \( B \leq C \) may be interpreted in the following way: knowledge \( E_C \) is weaker than knowledge \( E_B \).

The set \( F_2 \) of all formulae of the 2-nd kind is the smallest set containing all atomic formulae which are of the form \( (a, v) \), where \( a \in A \) and \( v \in V \) and it is closed with respect to propositional connectives \( \lor, \land, \rightarrow, \neg \) and the family \( \{I_B\}_{B \in A} \) of modal connectives. For every \( B, I_B \) is called necessity operator.

Axioms for A-logic consist of three groups: one for formulae of the 1-st kind, one for formulae of the 2-nd kind and one contains specific axioms for A-logic. Axioms of the last group express characteristic properties of knowledge representation systems.

Axioms for formulae of the 1-st kind are as follows:

1. All axioms for equality and for ordering relation,
2. \( B \leq B \lor C \), \( C \leq B \lor C \),
3. \( B \land C \leq B \), \( B \land C \leq C \),

where \( B \) and \( C \) are any terms.

As axioms for formulae of the 2-nd kind we assume all axioms for classical logic enriched by axioms for necessity operator.

The specific axioms of A-logic are as follows:

1. \( (a, v) \land (a, u) \rightarrow \bot \) for any \( a \in A \), \( v, u \in V_a \) and \( v \neq u \).
2. \( \lor_{v \in V_a} (a, v) \rightarrow \top \), for every \( a \in A \).
3. \( \neg(a, v) \rightarrow \lor \{ (a, u) : u \in V_a, u \neq v \} \), for every \( a \in A \).

where \( \lor \phi \) means a finite disjunction.

The motivation of the axioms above is the following: Specific axioms should be characteristic for our notion of knowledge representation system.

Observe that the first axiom follows from the assumption that each object can have exactly one value for each attribute.

Axiom (2) follows from the assumption that each object in any knowledge representation system \( S \) has a value with respect to every attribute. Hence, the description of objects is complete up to a given set of attributes. In other words, for every \( a \in A \) and every object \( x \) the entry in the row \( x \) and the column \( a \) (in \( S \) viewed as a table) is nonempty.

The third axiom allows us to figure out negation in such a way that instead of saying that an object does not possess a given property we can say that it has one of the remaining properties. For example, instead of saying that something is not blue we can say it is either red or green or yellow, etc.

We say that a formula \( \phi \) is derivable in A-logic from a set of formulae \( F \), denoted by \( F \vdash \phi \) provided it can be conclude from \( F \) by means of the above axioms and the following rules: modus ponens, and for every term \( B, C \) and \( D \)

\[
\frac{\phi}{I_B \phi}.
\]
If $\phi$ is derivable from the empty set, then we write $\vdash \phi$ and say $\phi$ is derivable. Clearly, all classical tautologies are derivable. Also $\vdash \top$ and $\vdash \bot$. Also we have, e.g., $\vdash (I_B \phi \vee I_C \phi) \rightarrow I_B \neg \phi$.

### 6.2 Semantics

Intuitively speaking, formulae of $A$-logic are meant as descriptions of objects of the universe and as connections between partitions of the universe. Formulae describe subsets of objects obeying properties expressed by these formulae. For instance, a natural interpretation of an atomic formula $(a, v)$ is the set of all objects having value $v$ for the attribute $a$. Hence, a natural interpretation of a formula of the form $I_B(a, v)$ is the $B$-lower approximation of the set of all objects having the property $v$ for the attribute $a$.

Now, we are going to give semantics for the language of $A$-logic. Let $L_{A,V}$ be the language described above determined by $A$ and $V = \bigcup_{a \in A} V_a$. Let $S = (U,A)$ be an information system with the universe $U$, $|U| \geq 2^{|A|}$ the set of attributes $A$ and domain of attributes $V$. Moreover, let the family $E = \{E_B\}_{B \subseteq A}$ of all partitions $U$ determined by $S$ be the lattice of partitions. Recall that $E_B = \{[x_1], \ldots, [x_n] \}$ is a partition of the universe $U$ given by $\text{ind}(B)$.

We will interpret terms as partitions of the universe $U$. Namely, if $B$ is a term then we interpret it as the partition $E_B$ of $U$. The predicate $\leq$ is interpreted as the converse relation to $\preceq$. Thus if $B \leq C$ is a formula of the 1-st kind, then we interpret it as $E_C \preceq E_B$. Clearly, the interpretation of a formula of the form $B = C$ is that, the partitions $E_B$ and $E_C$ of $U$ are the same.

We say that a formula $\phi$ of the 1-st kind is true in $S$, denoted by $\models \phi$, if the corresponding relation holds in the lattice of partitions of $S$. More precisely, a formula of the form $B \leq C$ (or $B = C$) is true in $S$ if $E_C \preceq E_B$ (or $E_B = E_C$) holds in the lattice $E$.

Let $\phi$ be a formula of the 2-nd kind from $L_{A,V}$.

We say that an object $x \in U$ satisfies an atomic formula $(a, v)$ if and only if $a(x) = v$. In the standard way we extend this definition on the set of all formulae of the 2-nd kind. If $z$ satisfies $\phi$ then we will write $z \models \phi$.

Finally, we say that a formula $\phi$ of the 2-nd kind is true in $S$, denoted by $\models \phi$, if $|x : x \models \phi| = U$. If any formula $\phi$ (of the 1-st or of the 2-nd kind) is true in $S$ then we call the information system $S$ a model for $\phi$.

We say that $F$ implies $\phi$, denoted by $F \models \phi$, if from the fact that $S$ is a model of $F$ follows that $S$ is a model of $\phi$.

Next two theorems show that our axiomatization has been adequately chosen and that it is complete.
Theorem 6.1 (soundness) Let $F$ be a set of formulae. If $F \vdash \phi$ then $F \models \phi$.

Theorem 6.2 (completeness) Let $F$ be a set of formulae and let $\phi$ be a formula of $\mathcal{L}_{A,V}$. If $F \models \phi$ then $F \vdash \phi$.

For every term $B$ define now new modal connectives $C_B$ and $Br_B$ as follows: for any formula of the 2-nd kind $\phi$ put:

$$C_B \phi \equiv \neg l_B \neg \phi$$

and

$$Br_B \phi \equiv C_B \phi \land \neg l_B \phi.$$ 

It is easy to check that

$$|C_B \phi|_S = \overline{B}(|\phi|_S),$$

where $C_B$ is the unary connective defined above, and $\overline{B}$ is upper approximation determined by $\text{ind}(B)$ in the knowledge representation system $S = (U, A)$.

Moreover,

$$|Br_B \phi|_S = B_B(|\phi|_S),$$

where $B_B(|\phi|_S)$ means the boundary of $|\phi|_S$ in $S$ determined by $\text{ind}(B)$.

Theorem 6.3 Let a knowledge representation system $S = (U, A)$ be given. The following conditions are equivalent:

1. A set $X \subseteq U$ is $B$-definable in $S$.
2. A formula of the form $I_B \phi \equiv \phi$ is true in $S$, where the meaning of $\phi$ is $X$.
   that is, $|\phi|_S = X$.
3. $Br_B \phi$ is false, where $\phi$ is as before.
4. $|I_B \phi|_S = X$.

Finally we have

Theorem 6.4 An information system $S = (U, A)$ is a model for a formula $\phi$ if and only if there is a subset $B$ of $A$ such that the information system $(U, B)$ is a model for $\phi$. 

$\square$
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Abstract

In this contribution we give an overview over those techniques - mainly from the control field - that are used to derive models of dynamical systems from observed data.

1 Main stream System Identification

A typical problem

Here is a typical system identification problem: We observe inputs $u(t)$ and outputs $y(t)$ from a system. Here $t$ denotes sample points: $t = 1, \ldots, N$. We want to construct a model of the system, and may seek a model of the simple form

$$y(t) + ay(t - 1) = b_1 u(t - 1) + b_2 u(t - 2)$$

(1)

It thus just remains to determine suitable values of the parameters $a$, $b_1$ and $b_2$. This could be done by the well known least squares method.

$$\min_{a,b_1,b_2} \sum_{t=1}^{N} (y(t) + ay(t - 1) - b_1 u(t - 1) - b_2 u(t - 2))^2$$

(2)
The minimizing values $\hat{a}^N$, $\hat{b}_1^N$ and $\hat{b}_2^N$ can in this case be easily computed since (2) is a quadratic function. They give the model
\[
y(t) + \hat{a}^N y(t - 1) = \hat{b}_1^N u(t - 1) + \hat{b}_2^N z(t - 2)
\]
of the system. This simple system identification problem is a special case of a broad class of model building problems, which we now describe:

**Training sets and mathematical models**

Here is an archetypical problem in science and human learning: "We are shown a collection of vector pairs $\{y(t); x(t)\}; t = 1, \ldots, N$. Call this "the training set". We are then shown a new value $x(N + 1)$ and are asked to name a corresponding value $y(N + 1)". The variable $t$ could be thought of as time, but could be anything. The vectors $y(t)$ and $x(t)$ may take values in any sets (finite sets or subsets of $\mathbb{R}^n$ or anything else) and the dimension of $x(t)$ could very well depend on $t$ (and could be unbounded). The formulation covers most kinds of classification and model building problems.

How to solve this problem? The mathematical modelling approach is to construct a function $\hat{y}_N(t, x(t))$ based on the "training" set, and to use this function for pairing $y(t)$ to new $x(t)$:
\[
\hat{y}(t) = \hat{y}_N(t, x(t))
\]
Where do we get the function $g$ from? Essentially we have to search for it in a family of functions that is described (parametrized) in terms of a finite number of parameters. These parameters will be denoted by $\theta$. The family of candidate model functions will be called a *model structure*, and we write the function as
\[
g(t, \theta, x(t))
\]
The value $y(t)$ is thus matched against the "candidate" $g(t, \theta, x(t))$:
\[
y(t) \sim g(t, \theta, x(t))
\]
We shall also use the notation
\[
\hat{y}(t|\theta) = g(t, \theta, x(t))
\]
to stress that \( g \) is a "predicted" or "guessed" \( y \)-value. The search for a good model function is then carried out in terms of the parameters \( \theta \), and the chosen value \( \hat{\theta}_N \) gives us

\[
\hat{g}_N(t, x(t)) = g(t, \hat{\theta}_N, x(t))
\] (8)

The case (1) corresponds to

\[
\begin{align*}
\theta &= [a, b_1, b_2] \\
x(t) &= [y(t - 1), u(t - 1), u(t - 2)] \\
g(t, \theta, x(t)) &= -ay(t - 1) + b_1 u(t - 1) + b_2 u(t - 2)
\end{align*}
\] (9)

In general the function \( g \) is a mapping from the set where \( x(t) \) takes its values to the space where \( y(t) \) takes its values. All kinds of parameterizations are possible, from ones that are tailor-made for the application to general orthogonal functions expansion and neural net structures.

**Signals and Dynamical Systems**

The general formulation above fits into conventional system identification, which corresponds to particular functions \( g \). We have already shown that the simple (ARX) model (1) fits into the framework.

In general the task to form pairs \([y(t), x(t)]\) is the one-step ahead prediction problem. For example, first order ARMA model of \( \{y(t)\} \)

\[
y(t) + ay(t - 1) = e(t) + ce(t - 1)
\] (10)

where \( \{e(t)\} \) is a white noise sequence, is obtained for

\[
\begin{align*}
\theta &= [a, c]; x(t) &= [y(0), y(1) \ldots y(t - 1)] \\
g(t, \theta, x(t)) &= \sum_{k=0}^{t-1} (c - a)(-c)^{t-k-1} y(k)
\end{align*}
\] (11)

etc. Fuzzy - or verbal - dynamical models can be obtained if \( x(t) \) and \( y(t) \) take on values like "the oven is very hot", "the oven is warm", "the water is boiling" and so on. The function \( g \) would then be some kind of a table - perhaps implemented in an expert system shell - and its parameters \( \theta \) would describe the structure of the table.
Fitting model structures to data

The leading principle for choosing $\theta$ clearly is to have $g(t, \theta, x(t))$ perform well on the training set, that is to make

$$y(t) \text{ close to } g(t, \theta, x(t)) \text{ } t = 1, \ldots, N$$

(12)

This principle applies also to the case where $x$ and $y$ assume non-numeric values, if only "close" can be appropriately defined. Most numeric schemes select $\theta = \hat{\theta}_N$ so that

$$\sum_{t=1}^{N} \| y(t) - g(t, \theta, x(t)) \|$$

is minimized for some norm $\| \cdot \|$ ("norm" should here be taken in a broad sense) or so that $y(t) - g(t, \theta, x(t))$ is uncorrelated with information in $x(t)$.

Typical asymptotic properties

A key question is: How good are the estimates obtained by (13)? The typical analysis goes as follows: Suppose that the pairs $[y(t), x(t)]$ really are related by

$$y(t) = g_0(t, x(t)) + v(t)$$

(14)

where $\{v(t)\}$ is an as yet undefined sequence

- **Consistency**: Suppose there is a "true" system description available within the model structure. We translate that as for some $\theta_0$, $g(t, \theta_0, x(t)) = g_0(t, x(t))$ and $v(t)$ is white noise. Then $\hat{\theta}_N$ will converge to $\theta_0$ as $N$ increases to infinity, and the difference $\sqrt{N}(\hat{\theta}_N - \theta_0)$ will converge in distribution to a Gaussian random variable (i.e. $\hat{\theta}_N$ tends to $\theta_0$ with the "rate" $\sim 1/\sqrt{N}$).

- **Convergence**: Suppose no "true" description is available in the model structure, but assume that $\{v(t)\}$ in (14) is white noise. Then $\hat{\theta}_N$ will converge to a value $\theta_*$ such that $g(t, \theta_*, x(t))$ approximates $g_0(t, x(t))$ as well as possible in the chosen norm in (13). Moreover $\sqrt{N}(\hat{\theta}_N - \theta_*)$ converges in distribution to a Gaussian random variable.
Making a sieve finer and finer An interesting particular case is when the true system is assumed to belong to a very broad class of models, that cannot be parametrized by a finite number of parameters. However this class can be thought of as "the limit" of increasing model structures, that are parametrized by more and more parameters. (Think e.g. of an infinite dimensional system that can be seen as the limit of finite impulse response models as the number of coefficients tends to infinity). Mathematically this can be written as

\[ g_0(t, x(t)) \text{ belongs to } \text{cl}(\bigcup_{d=1}^{\infty} g_d(t, \theta^d, x(t)) \] (15)

where the vector \( \theta^d \) contains \( d \) parameters. To deal with this case it is customary to employ more and more parameters as more and more data becomes available. That is \( d \) becomes a function of \( N : d(N) \).

If \( \{v(t)\} \) in (14) is white noise and if \( d(N) \) is chosen to increase to infinity slowly enough with \( N \), we then have that the model will approach the true system as the number of data tends to infinity. This can be written formally as

\[ \hat{g}_{d(N)}(t, \hat{\theta}^{d(N)}_N, x(t)) \longrightarrow g_0(t, x(t)) \text{ as } N \rightarrow \infty \] (16)

With this we conclude our brief exposé of the main stream system identification. See the textbooks, e.g. [6] and [10] for the details of the general methods and results. Of course, system identification covers many other topics like how to compute the parameter values that minimize (13) and how to select the data so that they are as informative as possible.

2 The Model Structure

The single most important step in the identification process is to decide upon a model structure such as (6). In practice typically a whole lot of them are tried out and the process of identification really becomes the process of evaluating and choosing between the resulting models in these different structures.

It is natural to distinguish between three types of model structures.
1. Black-box structures

2. Structures from physical modelling

3. Structures from semi-physical modelling

2.1 Black-box structures

A black-box structure is one where the parametrization in terms of $\theta$ is chosen so that the family of models $\{g(t, \theta, x(t)) \theta \in D_m\}$ covers as "many common and interesting" ones as possible. No particular attention to the actual application is then paid. For a linear system (a linear mapping from past data to future ones) we could for example think of choosing the parameters as the impulse response coefficients, of a finite impulse response model

$$\tilde{y}(t|\theta) = \sum_{k=1}^{M} \theta_k u(t - k)$$

(17)

More common in control applications is the ARX black box structure for linear systems:

$$\tilde{y}(t|\theta) = -a_1 y(t-1) - a_2 y(t-2) - \ldots - a_n y(t-n) + b_1 u(t-1) + \ldots + b_m u(t-m)$$

(18)

"the mother of all dynamical model structures".

In general we can write a black box structure conceptually as

$$\tilde{y}(t|\theta) = \sum_{k=1}^{M} \theta_k h_k(x(t))$$

(19)

i.e. as some kind of function expansion. In the general case the basis functions $\{h_k\}$ may also depend on $\theta$.

It is instructive to distinguish between two principally different basis functions:

- Global: Each of the $h_k$ have support in the whole $x$-space
- Local: Each of the $h_k$ has support only in a small local box in the $x$-space.
Among black-box structures that use global basis functions are all the usual linear black box models, Volterra series expansions and so on.

The local basic functions models can be visualized as a multidimensional table: The x-space has been split up into a number of boxes. A new observation \( x(t) \) then falls into one of these boxes, the one corresponding to say \( h_k \), and the predicted output is then taken as \( \theta_k \) (or possibly interpolated, taking into account few neighboring boxes). The sizes and locations of the boxes can be determined with the aid of estimation data. The extreme case is when the boxes are determined so that exactly one data point \( x(t) t = 1, \ldots, N \) has fallen in each box: this is the so called nearest neighbor approach \([13]\). All this is well established in the statistical literature under names of "non-parametric regression" and "density estimation" e.g., \([11]\), \([2]\).

Neural network model structures, \([8]\), represent a spectacular revival of these techniques. So called radial basis networks correspond to localized bases (where the "boxes" overlap like Gaussian distribution functions), while the feed-forward sigmoid network formally would use global basis functions (although the "dynamic effects" really are localized). Fuzzy modelling \([5]\) is again an example of localized basis functions with typically polynomial interpolation rules, which are inherited by the "membership function".

It is worth stressing that these new techniques of neural net modelling and fuzzy identification represent useful revitalization of non-linear black box modelling with some new particular structures, but at the same time they definitely fall into a very old and classical framework of estimation techniques (See, e.g. \([7]\), \([1]\).)

### 2.2 Structures from physical modelling

In case we have physical insight into the properties of the system to be identified, it is natural to exploit this: "Don't estimate what you already know!" Basically we then write down those physical laws and relationships that describe the system. Most often they are then summarized in
a state space form like

\[
\dot{x}(t) = f(t, x(t), \theta, u(t), v(t)) \\
y(t) = h(t, x(t), \theta, v(t))
\]  

(20)

where \( \theta \) denotes unknown physical constants in the description. The identification process is then to estimate these constants. That route takes us from (20) via (7) (explicitly or implicitly) and (12) to the estimate \( \hat{\theta}_N \). The work to arrive at (20) and then to actually carry out the minimization of (12) can be considerable, though.

2.3 Semiphysical model structures

The logical route to utilize available physical knowledge may - as pointed out - be quite laborious. It is then tempting to instead try some simplified black-box structures, such as the ARX model (18) ("Try Simple Things First"). This is quite OK, but it should in any case be combined with physical insight. Here is a toy example to illustrate the point:

"Suppose we want to build a model for how the voltage applied to an electric heater affects the temperature of the room. Physical modelling entails writing down all equations relating to the power of the heater, heat transfer, heat convection and so on. This involves several equations, expressions and unknown heat transfer coefficients and so on. A simple black-box approach would instead be to use, say the ARX-model (18) with \( u \) as the applied voltage and \( y \) the room temperature. But that's too simple! A moment's reflection reveals that it's the heater power rather than the voltage that gives the temperature change. Thus use (18) with \( u = \text{squared voltage} \) and \( y = \text{room temperature} \)."

I would like to coin the term semi-physical modelling for introducing non-linear transformation of the raw measurement, based on high-school physics and common sense. The transferred measurements are then used in black-box structures such as the ARX structure.

Clearly semi-physical modelling is in frequent use. It is however also true that many failures of identification are indeed to be blamed on not applying this principle.
2.4 Hybrid structures

Of particular current interest is to conceive model structures that are capable of dealing both with dynamic effects, described by differential/difference equations and with logical constraints, "the ifs and the buts" of the system. Not so many concrete results have yet been obtained in this area, but quite intense work is going on now. We may point to some work on using three models and pattern recognition for these hybrid model structures: [12], [9].

3 Model validation

It is not enough to come up with a nominal model \( \hat{\theta}_N \) from (13) – we must also have a measure of its reliability. Model validation is the process of examining the model, assessing its quality and possibly rejecting its use for the purpose in question. In a sense this could be viewed as the essential process of identification – the estimation phase is really just a means to provide candidate models that might pass the needle's eye of validation.

Model validation has at least these different objectives:

1. To decide if the model is "good enough" for the intended application
2. To decide how "far from the true system description" the model might be
3. To decide whether the model and the data indeed are consistent with assumptions of the model structure.

These objectives partly overlap, but it is still possible to single out basic techniques:

1. The most obvious and pragmatic way to decide if a model is good enough is to test how well it is able to reproduce validation data (data that were not used to estimate the model) in simulation or
prediction. The user can then by eye inspection decide if the fit is "good enough". In my mind this is the prime validation tool.

2. To determine error bounds – how far is the true system from the model – is a fundamentally difficult question. If we adopt a probabilistic setting and assume that the true system is to be found within the chosen structure it becomes a matter to see how much the stochastic disturbances might have affected the model. The covariance matrix of the asymptotic distribution is classically used for the error bounds in this case. This covariance matrix is generally given by

$$\text{cov}\{\hat{\theta}_N\} \sim \frac{1}{N} \text{Ev}^2(t)\text{cov}\left\{\frac{d}{d\theta}\hat{y}(t|\theta)\right\}^{-1}$$

for the structure (7), (14). If we (according to 3) below) cannot disprove that the true system can be represented in the chosen structure it is still reasonable to use the measure (21).

The remaining cases: No probabilistic setting adapted and/or the used model structure is known to be too simple has spurred a considerable interest recently [4]. It would lead too far to review that literature here.

3. The test if the data and the model are consistent with the model structure assumptions, is again a more straightforward task. Basically we compute the residuals $$y(t) - \hat{y}(t|\hat{\theta}_N) = \epsilon(t)$$ from the model and a (validation) data set and check if

(a) $$|\epsilon(t)| < C$$ in a deterministic setting.
(b) $$\epsilon(t)$$ and $$u(t - \tau)$$ are independent random variables, in a probabilistic setting ($u$ is the input to the system).

The latter test is one of many residual analysis tests that can be performed, and this is standard statistical practice, see e.g. [3].

4 Conclusions

We have in this contribution pointed to some basic issues in how to build mathematical models of real-life dynamical systems. The situation is well consolidated for purely dynamical systems, i.e. those that can be
described by difference or differential equation. The basic principles, efficient algorithms and well-spread commercial software purchases are well established. These techniques have also been in industrial use for quite some time.

Of great current interest is to move on to systems that also are characterized by logical constraints, switching dynamical properties depending on certain logical conditions and so on. This will probably require joint efforts between the control and computer science communities.
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Abstract. Constraint satisfaction problems (CSP) are a class of combinatorial problems that can be solved efficiently by combining consistency methods such as arc-consistency together with a backtracking search. However these techniques are not adapted to symmetrical CSP. In fact one can exhibit rather small CSP that cannot be solved with consistency techniques. The relevance of this symmetry problem to real world applications is very strong since it can prevent a CSP solver to solve even small instances of real world problems. This paper describes a general solution for this kind of problems. Both a theoretical study and experimental results using the constraint-based library PECOS are provided.

1 Introduction

Constraint satisfaction problems (CSP) are a class of combinatorial problems that can be solved efficiently by combining local consistency methods, such as arc-consistency [8], together with a backtracking search. The idea of consistency method is to prune the search by preventing variable instantiation that are not consistent with the constraints of the problem. Different methods for this kind of pruning have been studied, e.g., [8], [7], [9], [10], [4], [3]. Sections 2 provides notation and semantics for this kind of problems.

However arc-consistency is not adapted to symmetrical CSPs. Avoiding symmetries is very important in real world applications since they can prevent a CSP solver from solving even small instances of real world problems. The work presented in this paper has been done while implementing a constraint-based programming library called PECOS [5]. This library has been used in a variety of industrial problems. In some of these problems, the success was only possible because we could avoid the combinatorial explosion caused by symmetries.

In fact one can exhibit rather small CSP that cannot be solved with consistency techniques. A simple problem is the pigeonhole CSP: one have to put \( N + 1 \) pigeons in \( N \) holes such that each pigeon is in a different hole. The problem can be viewed as a CSP by associating one variable to each pigeon, the value of which being the hole where the pigeon is placed. These variables must be different from each other. This CSP has no solutions since there is one more pigeon than holes. However even for small \( (N = 20) \) instances, this
problem cannot be solved by usual CSP solvers based on consistency techniques.

A typical CSP solver may proceed as follows. It first instantiates the first \( N - 1 \) variables, thus using \( N - 1 \) holes. Then, it tries to instantiate the last two but it fails since there is only one remaining hole for two variables. Thus the solver will try another instantiation for the first \( N - 1 \) variables, and then fail. The solver will have to try every possible instantiation of the first \( N - 1 \) variables to prove that there is no solutions. There are roughly \( \text{factorial}(N - 1) \) such possible instantiations. For \( N = 20 \) this gives about \( 10^{17} \) different possibilities, which is clearly too much for current algorithms.

The problem is due to the symmetries of the CSP: any permutation of the variables of the CSP does not change the CSP. Section 3 formalizes the notion of symmetrical problems. A smarter approach would avoid the testing of permutations of a subproblem solution if it leads to a failure. This approach has been studied in [1] and [13] (see the related work section). We present another possible approach: always avoid the test of permutations of a subproblem solution, by adding new constraints, as explained in section 4. We then show how our method can solve a very difficult problem known as Ramsey’s problem in section 5. We end the paper with a comparison with related work and some benchmark results.

2 Semantics

Two types of semantics have been proposed for constraint satisfaction problems. The first one describes a CSP as a graph, where nodes are variables, and arcs are binary constraints [8], [9], hence the name arc-consistency. The other, called Constraint Logic Programming describes constraint satisfaction as an extension of unification [6], [14]. We will describe an intermediate semantics: it does not use unification or Herbrand terms, and it makes a distinction between a constraint, and a constraint stated on specific variables (a literal). This semantics has been first proposed in [12].

In the remainder of the paper, \( \mathcal{V} \) represents a set of variables, and \( \mathcal{D} \) a set of constants. Intuitively, \( \mathcal{D} \) is the set of possible values for the variables of \( \mathcal{V} \). Consistency techniques associate to each variable the set of possible values for that variable, usually called the domain of the variable.

**Definition. (domains and values)** A domain assignment is a mapping from \( \mathcal{V} \) to the powerset of \( \mathcal{D} \). If \( v \) is a variable and \( \text{dom} \) a domain mapping, \( \text{dom}(v) \) is called the domain associated to \( v \) by \( \text{dom} \). A domain assignment \( \text{dom} \) is represented by the set of pairs \( v/\text{dom}(v) \) for all \( v \) such that \( \text{dom}(v) \neq \mathcal{D} \). A variable is instantiated by a domain assignment \( \text{dom} \), iff \( \text{dom}(v) \) is a singleton \( \{d\} \). In that case, \( d \) is called the value of the variable.
The semantics of a constraint is usually defined by the set of tuples satisfying the constraint. A literal is a constraint applied to variables:

**Definition. (constraint, literal)** A constraint $C$ of arity $n$ is defined by a subset $\text{ext}(C)$ of the cartesian product $D^n$. A constrained literal is a formula $C(v_1, \ldots, v_n)$, where $C$ is a constraint of arity $n$, and $v_1, \ldots, v_n$ are variables of $\mathcal{V}$.

A problem is then defined by a set of variables, a domain and a set of constrained literals:

**Definition (CSP)** A Constraint Satisfaction Problem is a triple $(\mathcal{V}, \mathcal{D}, C)$ where $C$ is a conjunction of constrained literals.

The semantics of a constrained problem is the following:

**Definition (solutions)** An interpretation is a domain assignment that instantiates all the variables of $\mathcal{V}$, i.e., $\forall v \in \mathcal{V}, \exists d \in \mathcal{D}$, $\text{dom}(v) = \{d\}$. A constrained literal $C(v_1, \ldots, v_n)$ is satisfied by an interpretation $\text{dom}$ iff $(\text{dom}(v_1), \ldots, \text{dom}(v_n)) \in \text{ext}(C)$.

An interpretation $\text{dom}$ is a solution for a problem $(\mathcal{V}, \mathcal{D}, C)$ iff every constrained literal in $C$ is satisfied by $\text{dom}$.

For instance, if

$\mathcal{V} = \{x, y\}$,
$\mathcal{D} = \{0, 1, 2\}$,
$C = x \neq y \land y \neq z \land z \neq x$

then a possible domain assignment is

$x/\{0, 1, 2\}, y/\{1, 2\}, z/\{1, 2\}$

There are six solutions for this problem, including:

$x/\{0\}, y/\{1\}, z/\{2\}$

$x/\{0\}, y/\{2\}, z/\{1\}$

The usual way to solve CSP problems is to use an enumeration technique together with a local consistency pruning, such as arc-consistency [8]. Several local consistency algorithms have been proposed, including AC-3 [8], AC-4 [9], GAC-4 [10], AC-5 [3].

In the remainder of the paper, we assume that $\mathcal{D}$ is a set of integers, together with the usual ordering. We will use four basic constraints: $=, \neq, \leq$ and $<$. The above semantics can be extended when there is an ordering relation on the set of values $\mathcal{D}$ [2]. This semantics allows for a very simple definition of the constraints $=, \neq, \leq$ and $<$. However these constraints can be defined using the non-ordered semantics presented here. For instance, if $\mathcal{D}$ is $\{0, 1, 2\}$, the semantics of the con-
strains is the following:

\[\text{ext}(\neq) = \{(0,0),(1,1),(2,2)\}\]
\[\text{ext}(\neq) = \{(0,1),(1,0),(0,2),(2,0),(1,2),(2,1)\}\]
\[\text{ext}(\leq) = \{(0,0),(0,1),(0,2),(1,1),(1,2),(2,2)\}\]
\[\text{ext}(<) = \{(0,1),(0,2),(1,2)\}\]

3 Symmetrical CSPs

A symmetrical problem is a problem where some permutations of the variables map a solution onto another solution. We first define more precisely what is a permutation of the variables of a problem.

**Definition (permutation of variables)** A permutation of the variables of a CSP \((V, D, C)\) is a bijection from \(V\) to \(V\). If \(\tau\) is a permutation of the variables of a CSP \(\mathcal{P} = (V, D, C)\) the permuted CSP \(\tau(\mathcal{P})\) is the CSP \((V, D, \tau(C))\) defined by:

\[\tau(C) = \{C(\tau(v_1), \tau(v_2), \ldots, \tau(v_n)) \mid C(v_1, v_2, \ldots, v_n) \in C\}\]

We will speak of a permutation, instead of a permutation of variables, wherever it is not ambiguous to do so.

The notion of symmetrical constraint is the usual mathematical notion of symmetrical relation:

**Definition (symmetrical constraint)** A constraint of arity \(n\) is symmetrical if for any permutation \(\tau\) of the integers \(\{1, \ldots, n\}\),

\[\forall a_1, \ldots, a_n \in D, (a_1, \ldots, a_n) \in \text{ext}(C) \Rightarrow (\tau(a_1), \ldots, \tau(a_n)) \in \text{ext}(C)\]

For instance the \(\neq\) constraint is symmetrical. This notion is the basis for an equivalence of problems with respect to symmetries:

**Definition (equality with respect to symmetries)** Given a constraint \(C\), two literals \(C_1\) and \(C_2\) obtained from \(C\) are equal w.r.t. symmetries, noted \(C_1 =_{\text{sym}} C_2\), iff either

- \(C_1 = C_2\)
- \(C_1\) and \(C_2\) bear on the same variables, and \(C\) is symmetrical

We are interested in the permutations that map a solution in a solution:

**Definition (consistent permutation of variables)** A permutation \(\tau\) is consistent with a CSP \((V, D, C)\) if \(\tau(C) =_{\text{sym}} C\).

This consistency notion has good properties: any combination of consistent permutations is a consistent permutation, and the inverse of a consistent per-
mutation is also consistent. Thus we obtain the following result:

**Theorem 1 (group of consistent permutations)** The set of the consistent permutations of the variables of a CSP with the composition law is a group.

**Definition (symmetrical CSP)** A symmetrical CSP is a CSP with at least one consistent permutation other than the identity permutation.

The simplest example of a symmetrical CSP is the permutation CSP:

\[ V = \{v_i\}_{0 \leq i < N} \]
\[ D = \{0, 1, \ldots, N - 1\} \]
\[ C = \{(vi, j, 0 \leq i < j < N, v_i \neq v_j)\} \]

If \( N = 3 \) the problem is:

\[ v_0, v_1, v_2 \in \{0, 1, 2\} \]
\[ v_0 \neq v_1 \wedge v_1 \neq v_2 \wedge v_2 \neq v_0 \]

This CSP is symmetrical. Indeed any swap of two variables gives an equivalent CSP. For instance, on the 3 variable CSP, if we swap \( v_0 \) and \( v_1 \) we obtain the following constraints:

\[ v_1 \neq v_0 \wedge v_0 \neq v_2 \wedge v_2 \neq v_1 \]

which are the same as the original ones w.r.t symmetries.

More generally, consider the transposition of two variables \( v_i \) and \( v_j \), defined as follows:

\[ \tau_{ij} \equiv v_i \rightarrow v_j \]
\[ v_j \rightarrow v_i \]
\[ v_k \rightarrow v_k \text{ if } k \neq i, k \neq j \]

Such a permutation is consistent with the CSP, since it does not change the set of constraints. But, a classical algebraic result states that any permutation is a combination of such transpositions. Thus by theorem 1, any permutation of the variables of this CSP is consistent.

When a CSP is symmetrical, any consistent permutation of the variables define a permutation on the solutions of the CSP.

## 4 Symmetrical CSPs without solutions

This section presents the fundamental result at the core of our method, and then illustrates it on a simple example.

### 4.1 Valid reduction of a CSP

A simple way to remove symmetrical solutions is to add constraints to \( P \) in order to remove permutations of solutions. This can be formalised as follows:
Definition (reduction) A CSP \((V, D, C')\) is a reduction of the CSP \((V, D, C)\) if \(C \subseteq C'\)

We call this a reduction because of the following result:

**Proposition** If \(P\) is a CSP and \(P'\) a reduction of \(P\), then the set of solutions of \(P'\) is included in the set of solutions of \(P\).

When considering symmetries, we look for reductions that do not remove a whole class of solutions, i.e. such that for any solution \(\sigma\) of the CSP, there exists a solution of the reduced CSP which is a permutation of \(\sigma\):

Definition (valid reduction) \(P'\) is a valid reduction of CSP \(P\) if:

\(P'\) is a reduction of \(P\)

For any solution \(\sigma\) of \(P\) there exists a permutations \(\tau_{\sigma}\) of the variables of \(P\) consistent with \(P\) such that \(\sigma\) is a solution of \(\tau_{\sigma}(P')\)

Let us first consider the 3 variables permutation problem:

\[v_0, v_1, v_2 \in \{0, 1, 2\}\]
\[v_0 \neq v_1 \land v_1 \neq v_2 \land v_2 \neq v_0\]

A valid reduction of this problem is obtained by adding the following constraints:

\[v_0 < v_1 < v_2\]

This is indeed a valid reduction. For instance, consider a solution of the CSP:

\[\sigma = (v_0/2, v_1/0, v_2/1)\]

This solution is not a solution of the reduced CSP. However, consider the permutation:

\[\tau_{\sigma} \equiv v_2 \rightarrow v_0\]
\[v_0 \rightarrow v_1\]
\[v_1 \rightarrow v_2\]

The permuted reduced CSP has the following constraints:

\[v_1 \neq v_2 \land v_2 \neq v_0 \land v_0 \neq v_1\]
\[v_1 < v_2 < v_0\]

Now, \(\sigma\) is a solution of this permuted reduced CSP! By finding such a permutation for each solution of the CSP, we can prove that the reduced CSP is a valid reduction. Let us do this for the general case. The permutation CSP is:

\[V = \{v_i\}_{0 \leq i < N}\]
\[D = \{0, 1, \ldots, N - 1\}\]
\[C = (\forall i, j, 0 \leq i < j < N, v_i \neq v_j)\]

We add the following set of constraints:
The reduced CSP is equivalent to:

\[ V = \{ v_i \}_{0 \leq i < N} \]

\[ C = \{ (v_i, j, 0 \leq i < j < N, v_i < v_j) \} \]

**Proposition** This CSP is a valid reduction of the permutation CSP.

The proof follows the idea used for the 3 variable example. If \( \sigma \) is a solution of this reduced permutation CSP, consider the following permutation:

\[ \tau_{\sigma} = v_{\sigma(v_i)} - v_i \]

\( \sigma \) is then a solution of the permuted problem.

We have just proved that for any solution \( \sigma \) there exists a permutation of the variables such that \( \sigma \) is a solution of the permutation CSP. Thus the reduced CSP is a valid reduction.

### 4.2 Central result

The notion of valid reduction is very useful because of the following results:

**Theorem 2 (sufficient condition for unsatisfiability)** A CSP has no solution if there exists a valid reduction of this CSP which has no solution.

Proof: consider a CSP \( \mathcal{P} \) and a valid reduction of it \( \mathcal{P}' \) having no solutions. If \( \sigma \) is a solution of \( \mathcal{P} \), then \( \tau_{\sigma}(\sigma) \) is a solution of \( \mathcal{P}' \), which contradicts our hypothesis.

**Theorem 3 (A symmetrical problem has a valid reduction)** A symmetrical CSP has always a valid reduction

Proof: Consider a symmetrical CSP \( \mathcal{P} = (V, D, C) \). Then there exists at least one permutation \( \tau \) consistent with this CSP. Thus there exists a variable \( v_i \in V \) such that \( \tau(v_i) = v_j \neq v_i \). Then one obtains a valid reduction \( \mathcal{P}' \) of \( \mathcal{P} \) by adding the constraint \( v_i \leq v_j \). Indeed, if \( \sigma \) is a solution of \( \mathcal{P} \), such that \( \sigma(v_i) > \sigma(v_j) \), then \( \sigma \) is a solution of \( \tau(\mathcal{P}') \).

These results are at the core of our method: the ideal goal is to be able to compute a non symmetrical valid reduction of any symmetrical problem by adding ordering constraints. If the reduction is not satisfiable, then the original problem is not satisfiable either. However the unsatisfiability proof is easier on the reduced problem since it has a smaller number of potential solutions.
4.3 The pigeonhole CSP

We first show how the preceding results can be used on a simple problem: the pigeonhole problem. This problem can be viewed as a CSP by associating one variable to each pigeon, the value of which being the hole where the pigeon is placed. The formal description of the problem is then similar to the one presented in previous section with one additional variable:

\[ \mathcal{V} = \{v_i\}_{0 \leq i \leq N} \]
\[ \mathcal{D} = \{0, 1, \ldots, N - 1\} \]
\[ \mathcal{C} = (\forall i, j, 0 \leq i < j \leq N, v_i \neq v_j) \]

The pigeonhole CSP has obviously no solution. It is also a symmetrical CSP as can be shown by the same considerations that was used for the permutation CSP. The valid reduction is obtained by adding the same ordering constraints:

\[ \mathcal{V} = \{v_i\}_{0 \leq i \leq N} \]
\[ \mathcal{D} = \{0, 1, \ldots, N - 1\} \]
\[ \mathcal{C} = (\forall i, j, 0 \leq i < j \leq N, v_i < v_j) \]

**Proposition** This CSP is a valid reduction of the pigeonhole CSP.

The proof is similar to the one for the permutation CSP.

The reduced pigeonhole CSP is easily shown to be unsolvable, since local consistency is sufficient to detect the impossibility. This proves that the original CSP is also unsatisfiable using theorem 2.

5 The Ramsey problem

We will now consider a much more difficult problem which has been first solved using our technique see [11], namely the Ramsey problem. Consider the complete graph with \( n \) nodes (each node is connected to every other node). The problem is to color the edges of this graph with 3 colors, such that for any 3 nodes \( n_1, n_2, n_3 \), the three arcs \((n_1, n_2)(n_2, n_3)(n_3, n_1)\) do not have all three the same color (but two of them can have the same color). For \( N = 16 \), this problem has a lot of solutions. For \( N = 17 \) there is no solution. It is not very difficult to write a program for finding solutions for \( N \leq 16 \). The challenge is to write a program which solves the problem for \( N \leq 16 \), and proves that there is no solution for \( N = 17 \).

5.1 The cardinality constraint

In the previous problem we have considered simple orderings bearing on the values taken by the variables. We will now use another kind of ordering which may be very useful for removing symmetries. These orderings uses the cardinality constraint defined in [11]. This constraint is defined as follows.
If \( \{x_0, x_1, \ldots, x_n\} \) is a finite subset of \( \mathcal{V} \), and \( \text{num} \) is an integer variable:

\[
\text{num} = \text{count}(d, \{x_0, x_1, \ldots, x_n\})
\]

states that the number of variables in \( \{x_0, x_1, \ldots, x_n\} \) taking the value \( d \) is equal to the value of the variable \( \text{num} \).

**proposition** The count constraint is symmetrical.

This constraint is less general than Van Hentenryck’s [15] cardinality operator, but is more efficient as shown in [11].

### 5.2 The symmetrical CSP

The Ramsey problem can be encoded with one variable \( e_{i,j} \) representing the color of the edge from node \( i \) to node \( j \). The CSP is thus:

\[
\{e_{i,j} \mid 0 \leq i, j \leq N - 1 \in \{0, 1, 2\} \}
\]

\[
\forall i, j, k, i \neq j \neq k e_{i,j} \neq e_{i,k} \vee e_{i,k} \neq e_{k,i} \vee e_{k,i} \neq e_{i,j}
\]

\[
\forall i, j, e_{i,j} = e_{j,i}
\]

This representation is symmetrical since the count constraint is symmetrical; two nodes can be swapped. The corresponding permutations are the followings:

\[
\rho_{i,j} \equiv e_{i,k} \rightarrow e_{j,k}
\]

\[
e_{j,k} \rightarrow e_{i,k}
\]

\[
e_{k,i} \rightarrow e_{k,i} \text{if } k \neq i, j
\]

By theorem 1, any permutation of the nodes yields a consistent variable permutation.

### 5.3 The valid reduction of the CSP

In order to reduce this problem using ordering constraints, one must find quantities that are changed by one of these swaps. One such quantity is the number of edges going from one node \( i \) having a given color \( \text{color} \). Let us call this \( \text{numcolor}(i, \text{color}) \). By swapping nodes, one can obtain a solution where the number of edges with color 0 is the biggest among the \( \text{numcolor}(i, \text{color}) \). Moreover, one can suppose that the values of \( e_{i,1} \) are increasing.

The reduced CSP is then

\[
\{e_{i,j} \mid 0 \leq i, j \leq N - 1 \in \{0, 1, 2\} \}
\]

\[
\forall i, j, k, i \neq j \neq k e_{i,j} \neq e_{i,k} \vee e_{i,k} \neq e_{k,i} \vee e_{k,i} \neq e_{i,j}
\]

\[
\forall i, j, e_{i,j} = e_{j,i}
\]

\[
\forall i, \text{colornumcolor}(i, \text{color}) = \text{count}(\text{color}, \{e_{i,0}, e_{i,1}, \ldots, e_{i,N-1}\})
\]

\[
\forall i, \text{colornumcolor}(0, 0) \geq \text{numcolor}(i, 0)
\]

\[
e_{0,1} \leq e_{0,2} \leq \cdots \leq e_{0,N-2} \leq e_{0,N-1}
\]
**Proposition** This CSP is a valid reduction of the original Ramsey CSP.

Proof. If \( \sigma \) is a solution of the Ramsey CSP, let \( i_0 \) be the rank of the node with the biggest number of edges of colors 0. Then by definition, we have that:
\[
\forall i, \text{color}, \ \text{numcolor}(i_0, 0) \geq \text{numcolor}(i, \text{color})
\]

Then we can permute the other nodes so that edges starting from node \( i_0 \) have increasing colors. The fact that any node permutation yields a consistent permutation of the variables, terminates the proof.

This reduced CSP still has some symmetries. However, the number of symmetries is sufficiently small for the problem to be solved in a reasonable amount of time.

6 Concluding remarks

6.1 Related work

The starting idea of our method is to remove symmetrical solutions by changing the CSP to be solved. Other recent work concentrates on a different idea: how can we design a smarter CSP solver that would avoid the testing of permutations of a subproblem solution if it leads to a failure. This approach has been studied independently in [1] and [13]. In both approaches, the solver analyses the CSP when a failure happens, and tries to recognize symmetries of the CSP related to the failure. In other words, they are looking for symmetries that leave the cause of the failure unchanged. Then the solver avoids testing symmetrical domain assignments.

The main difficulty with these approaches is the recognition of symmetries. Solving this recognition problem in its most general form is at least as difficult as proving the unsatisfiability of a symmetric CSP. Thus both papers propose an approximate solution: good heuristics that search for most commonly encountered symmetries are used. Using these approaches, the Ramsey 17 problem has been solved independently from us.

We think that our approach is more efficient, although less automated, because we reduce the total number of potential solutions before searching a solution. The next section provides evidence for this claim.

6.2 Results

This work has been done during the implementation of a constrained programming library described in [5] called PECOS. This library provides support for constrained variables, domains, and constraints as described in this paper. It is available either as a Lisp library or as a C++ library.

Another CSP is used as a benchmark for symmetries: The Schur problem. One has to place a given number \( N \) of balls in 3 boxes. The balls are numbered...
from 1 to 13. The ball number \( i \) and the ball numbered \( 2i \) cannot be in the same box. The balls numbered \( i, j \) and \( i + j \) cannot be all three in the same box. With \( N = 13 \) there is a solution, and there is no solution for \( N = 14 \).

All the CSP discussed in this paper have been implemented using PECOS. We give cpu time needed to solve with the C++ version on a sparcstation 2 these CSPs. Times for the other two approaches are taken from [13] and [1] who both use a sparc workstation. Thus times can be compared. They are given in seconds.

<table>
<thead>
<tr>
<th></th>
<th>PECOS</th>
<th>[13]</th>
<th>[1]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ramsey 14 (one solution)</td>
<td>1.07</td>
<td>1</td>
<td>2.82</td>
</tr>
<tr>
<td>ramsey 15 (one solution)</td>
<td>2.57</td>
<td>12</td>
<td>50.73</td>
</tr>
<tr>
<td>ramsey 16 (one solution)</td>
<td>8.8</td>
<td>50.76</td>
<td>85</td>
</tr>
<tr>
<td>ramsey 17 (proof of unsatisfiability)</td>
<td>1.51</td>
<td></td>
<td></td>
</tr>
<tr>
<td>schur 13 (one solution)</td>
<td>0.02</td>
<td>0.16</td>
<td>0.05</td>
</tr>
<tr>
<td>schur 14 (proof of unsatisfiability)</td>
<td>0.14</td>
<td>0.86</td>
<td>1.33</td>
</tr>
</tbody>
</table>

6.3 Summary and future work

We have studied a method for removing symmetries in CSP. This method relies on a theoretical analysis of the problem, based on a study of the consistent permutations of the variables of a problem. We then presented a general method, based on the notion of valid reductions of CSP. This technique can be used to solve hard CSP such as the Ramsey CSP.

However our technique is not fully automated since a valid reduction has to be chosen. We think that the best approach to study would be a combination of our technique together with the one described in [13] and [1]:

- the first stage would be the recognition of symmetries of the CSP by analysing the constraints of the CSP. This step would benefit from the heuristics used in [13] and [1].
- The second stage would be an automatic generation of additional ordering constraints yielding valid reductions of the CSP.

Theorem 3 suggests that the second step is not totally a dream.
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Abstract. We propose an extension to Definite Horn Clauses by placing partial orders on the bodies of clauses. Such clauses are called relaxable clauses. These partial orders are interpreted as a specification of relaxation criteria in the proof of the consequent of a relaxable clause, i.e., the order in which to relax the conditions of truthhood of the consequent if all the goals in the body cannot be satisfied. We present a modal logic of preference that enables us to characterize these preference orders, both syntactically and semantically. The richer structure of the modal preference models reflects these preference orders; something that is absent in the essentially flat structure of traditional Herbrand models. A variant of SLD-resolution that generates solutions in the preferred order is presented. The notion of control as preference is introduced as a first step towards specifying control information in a logically coherent fashion. Relaxable Horn clauses can be used to succinctly specify constraint problems in formal design. It is worth noting that the development of preference logic was driven by the desire to characterize declaratively problems in document layout. In [4] we give a completely declarative account of the stable models of a general logic program. The reader is referred to [3], [5] and [14] for a detailed account of nonmonotonicity as preferential reasoning, the soundness and completeness proofs for the logics and applications to Artificial Intelligence, such as deontic reasoning.

1 Motivations for Relaxable Specifications

One of the many attractions of logic programming is that it is an excellent executable specification language. Corresponding model-theoretic, fixed-point and operational semantics (via SLD-resolution) ensure that an atomic fact is in the denotation of a logic program if and only if it is in the success set of the program. The least Herbrand model of a logic program fully specifies the state of affairs, so to speak. Insofar as the purpose of a formal specification is to spell out conditions under which certain statements are true and also those statements that are actually true, the language of Horn clause logic is sufficient (clauses and atomic facts do the respective jobs). At its core, however, a logic programming interpreter is a theorem prover, and this is manifested in the binary nature of the query mechanism. Given an atom as a query $q$ and a specification (or program) $P$, the system returns true if $q$ is a logical consequence of $P$ and either returns
false or loops otherwise. A desirable feature of a formal specification system is that it should be possible to relax the requirements on the truth of a statement in a disciplined and semantically coherent way. The relaxation regime should be specifiable in a totally declarative fashion.

Before proceeding any further, we must formalize the notion of a constraint. For our purposes it is sufficient to view a constraint as a relationship among objects, or in other words, a predicate. We shall take a constraint to be a declarative description of a relation along with methods to satisfy (or enforce) the relationship. These methods could be specified by procedures or declaratively, using Horn clauses. We shall work with Horn clauses. Consider the example in
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Fig. 1. A Relaxable Constraint

Figure 4.1. The system has four hard constraints: \( A + B = C, A \geq 0, B \geq 0, \) and \( C \geq 0. \) The first constraint expresses the fact that the amount of a certain fluid \( F \) in container \( C \) is a sum of the amounts in \( A \) and \( B. \) The others state that the minimum amount of \( F \) that each container can hold is bounded below by 0. Let the overall constraint expressed by this example be \( ADD(A, B, C), \) and the rule
ADD(A, B, C) :- A + B = C, A ≥ 0, B ≥ 0, C ≥ 0.

Suppose Figure 1 actually appears on the computer screen with the cursor at A. If we drag the cursor up – the semantics of this action being that more fluid is poured into A – how should the system react in order to satisfy the constraint ADD. As it stands, the system is underconstrained. It could either reduce the amount of fluid in B or increase the amount in C. We would prefer that C go up as A goes up (represented by the constraint INCREASING(A, C), whose definition we shall not worry about here). Suppose, we have a preference as to the amount of fluid that container C should ideally hold, say less than or equal to 10 units. These two constraints are not hard constraints, in the sense that they need not be satisfied under all circumstances. However, we prefer C ≤ 10 to INCREASING(A, C) because of reservations about the strength of the container C (for instance!). Assume that the system starts in the initial state (6, 2, 8) i.e., A has 6 units, B 2 and C 8. By increasing A by 1, the resulting state of the system is described by the vector (7, 2, 9). The system was able to satisfy all the six constraints on it. On further increasing A, we get the following trace: (8, 2, 10), (9, 1, 10), (10, 0, 10), (11, 0, 11). In the change from the vector (8, 2, 10) to (9, 1, 10), the system was not able to satisfy all the constraints. Because C ≤ 10 was preferred to INCREASING(A, C), the latter was sacrificed. The last vector shows a state where C ≤ 10 could not be satisfied. The fact that INCREASING(A, C) is now resatisfied is incidental.

How does one represent such knowledge? A rather attractive way that suggests itself is the following.

ADD(A, B, C) —
  required: A + B = C,
  required: A ≥ 0,
  required: B ≥ 0,
  required: C ≥ 0,
  prefer: C ≤ 10,
  default: INCREASING(A, C).

This appealing syntax where the goals in the body are annotated with their respective strengths has been proposed in the literature [2]. Such formalisms are, however, ad hoc because they do not give a declarative, model-theoretic semantics for such clauses. The logical status of such annotations is left unspecified. It should be noted that these proposals are an extension of the CLP framework and they attach annotations only to constraints, and not to all the goals in the bodies of clauses. However, viewed as formulae in logic, they do not denote. We propose a more general mechanism whereby preference orders are imposed on all the literals in the body of a clause.

2 Relaxation Hierarchies in Logic Programming

Our stated goal is to devise a language of relaxable specifications in which the relaxation criteria have due status in the model theory. Drawing inspiration
from the annotated (with strengths such as required) concrete syntax presented above, we define a new category of clauses called relaxable clauses.

Definition 1. A relaxable clause is a triple \( (H, B, P) \), where \( H \) is an atom, \( B \) is a set of atoms and \( P \) is a partial order on \( B \).

Thus, an ordinary clause is a relaxable clause with a an empty partial order.

Definition 2. A relaxable logic program is a finite set of relaxable clauses.

Definition 3. If \( P \) is a partial order over a set \( S \), then an element \( x \) of \( S \) is maximal in \( P \) iff there is no element \( y \) in \( S \) such that \( x < y \).

Definition 4. Let \( C = (H, B, P) \) be a relaxable clause. The minimal support set of \( H \) in the context of \( C \) is \( \text{max}(P) \), where \( \text{max}(P) \) is the set of maximal elements in the partial order \( P \).

What is the informal reading of a relaxable clause? An atomic query \( Q \) can be proved using a relaxable clause \( C = (H, B, P) \) of a relaxable program \( R \), if \( Q \) unifies with \( H \) with \( \theta \) being the mgu, and at least the maximal elements of \( P \), i.e. \( \theta(\text{max}(P)) \) can be proved using \( R \). Ideally, we would like all of the goals in the body \( B \) to be provable. If that is not possible, the partial order \( P \) specifies the order in which the body can be relaxed. The satisfaction of a goal is of higher priority than of all the goals that are lower than it in the partial order. Of course, the same information can be used for goal selection by the SLD interpreter, but more on that later. Consider the following (relaxable) logic program \( GP_1 \) (for goal preference) with four clauses.

\[
\begin{align*}
\langle p(X), \{q, r(X), s(X)\}, \{s(X) < q, s(X) < r(X), r(X) < q\} \rangle \\
\langle q, -, -\rangle. & \quad \langle s(2), -, -\rangle. & \quad \langle r(1), -, -\rangle.
\end{align*}
\]

What is the behavior of the above program given the goal \( \leftarrow p(Y) \)? Since the goal unifies with the head of the first clause (and the only clause for \( p \)), we would, ideally, like to satisfy all the goals in the body. However, the satisfaction of the maximal elements \( \{q\} \) in this case is sufficient. Thus, both \( p(1) \) and \( p(2) \) are provable. The relaxation criteria, however, put a preference order over the two solutions to this query. Because \( r(X) \) is higher than \( s(X) \) in the partial order, the solution \( p(1) \) will be preferred to the solution \( p(2) \). Can a similar behavior be achieved using definite Horn clauses? A first approximation is the following logic program \( CP_1 \) (for clause preference).

\[
\begin{align*}
p(X) & \leftarrow q, r(X), s(X). & \quad p(X) & \leftarrow q, r(X). & \quad p(X) & \leftarrow q, s(X). \\
p(X) & \leftarrow q. & \quad q. & \quad s(2). & \quad r(1).
\end{align*}
\]

The information about the partial order in the first clause of \( GP_1 \) is captured by the textual order of the \( p \)-clauses in \( CP_1 \). We shall call this the clause preference translation.

Definition 5. The clause preference translation of a relaxable program \( GP_1 \) is the union of the ordered sets obtained by the clause preference translation of each relaxable clause in \( GP_1 \).
We have a total order in our example. A partial order is more cumbersome to represent using the try order of clauses. Moreover, this information has no status in the least Herbrand model of CP1 (if CP1 is considered to be an ordinary, unordered collection of clauses) \{-p(1), p(2), q, s(2), r(1)\} – which is a flat structure. The fact that p(1) is preferred over p(2) is not represented in the semantics. It is solely a consequence of the textual order of the clauses. It is this added intensionality that we would like to capture explicitly in a logic.

Another possible translation of the relaxable logic program GP1 is into PP1 (for program preference), a set of four logic programs \{\pi_i | 1 \leq i \leq 4\}. The set of clauses \{q, s(2), r(1)\} is common to all the \pi_i. They differ in the definition of the predicate p, and \pi_1 has the first p-clause of CP1, \pi_2 the second and so on. We now have four competing logic programs to choose from when solving a query. What is required to complete the translation is a fifth component that places a preference order among these programs – an arbiter, so to speak. The framework of logic programming is not rich enough to enable us to express such preferences and thus complete the translation into PP1. The reader will have noticed that in the course of these translations what has been revealed is that relaxable specifications can be looked upon as either goal preference, clause preference or program preference logic programs, where the partial order is on the goals, clauses and programs respectively.

3 Preference as a Modality

The notion of preference is fundamental to computing. As should be obvious, the notion of minimality derives from it, and the search for minimality is a recurring theme in artificial intelligence and theoretical computer science. It has been studied quite extensively in such diverse areas as decision theory, operations research, economics, ethics, and philosophical logic [11] [8], [15], [16], [7], [9].

As a first approximation, a logic of preference should concern itself with the study of preference principles acceptable upon abstract and formal grounds rather than upon any particular theory of preferability determination. Competing – and mutually inconsistent – theories of preference have been proposed by economists, mathematicians and philosophical logicians among others. The work in economics and utility theory [11], [13] relates qualitative notions of preference to quantitative notions of probability and desirability, but places rather stringent conditions on the preference relation, i.e., that it be an irreflexive, asymmetric and transitive relation. In fact, much of the controversy and debate in this whole area has been around the question: what are the logical properties of preference? Much has been written for and against the transitivity of preference [10], [6]. Even such a seemingly innocuous property as asymmetry has come under criticism [1].

Elsewhere [5], [14] we have argued about what the right granularity of preference should be. In almost all work in philosophical logic, utility theory and economics, preference is taken to be a binary relation among propositions, i.e., those objects that can be represented by sentences of the underlying logical language. The scope of preference is thus extremely local. Having committed to such
a fine level of granularity, one has to make rather strong commitments as to what logical properties the preference relation enjoys under all circumstances. The use of preference in nonmonotonicity has seen a drastic shift from the very local to the very global. Thus, in circumscription, we talk about truth in all minimal models. The inference rules of default logic and other nonmonotonic logics appeal to certain global conditions as well. Such a shift has had a disastrous impact on the computability of preference. It is ironic that this should have happened in computer science, of all disciplines.

Consider the preference proposition \( pPq \). According to the usual reading, it means \( p \) is preferred to \( q \). It can be claimed reasonably that \( p \) and \( q \) do not obtain in a vacuum after all. Thus, it means that \( p \) is preferred to \( q \) independent of everything else, or that \( p \) is preferred to \( q \) given that everything else is the same, or some intermediate point between these two extremes. In our view, the binary preference relations between propositions are secondary and can be derived from the preference orderings among possible worlds. The fundamental relation of preference is among possible worlds, i.e., those objects that are described by a possibly infinite collection of propositions. What is important to keep in mind is that we do not take individual sentences of the logical language to describe the states of affairs over which the preference relation ranges. This makes it difficult to characterize the preference relation using a binary relation \( P \), because it is not convenient to explicitly talk about the referents of this relation. We need a syntactic means of characterizing these preference orders among possible worlds. In short, we seek a modal operator for preference that would play the role that \( \Box \) does in alethic modal logic.

### 3.1 Logic of Feasible Preference \( \mathcal{P}_1 \)

\( \mathcal{P}_1 \) is a modal logic of two relations that interact with each other. The motivation for this interaction is to capture the intuition that in order to get to the optimal (or best) world, one needs to be able to talk about worlds that are feasible from the standpoint of the current world. The motivation underlying this whole enterprise is to devise a formal language and logic in which optimization problems can be stated precisely. Thus, if \( w_2 \) is feasible from \( w_1 \), and \( w_1 \preceq w_2 \) and \( w_2 \not\preceq w_1 \), then it is possible to move from the solution \( w_1 \) to \( w_2 \). If, however, \( w_2 \) were not feasible from \( w_1 \), then it would not be possible to move from \( w_1 \) to \( w_2 \) even if \( w_2 \) were preferred to \( w_1 \). This interaction between the two relations is fundamental to modeling any situation that is of computational interest; in particular all search based computation. Drawing an analogy from classical mathematics, feasibility corresponds to continuity of the domain of computation (just as preference corresponds to maximization).

**Syntax**: We add to the language \( \mathcal{L}_m \) of a normal modal logic – equipped with the modal operators \( \Box \) and \( \Diamond \) – a new unary modal operator \( P_I \) and its associated formation rule, i.e., if \( A \) is a formula then \( P_I A \) is a formula.

**Semantics**: A \( \mathcal{P}_1 \) preference frame \( \mathcal{M} \) is a triple of the form \((W, R, \preceq)\) where \( W \) and \( R \) are as in standard Kripke frames and \( \preceq \) is a binary relation over
Wir xW which is a subset of R. A \textit{P1 preference model} is a \textit{P1 preference frame} with a valuation function \( \mathcal{V} \) that determines the truth of atomic formulae at individual worlds. Assuming the usual valuation of formulae at possible worlds, the semantics of the modal operators are given by:

- \( \models_{\mathcal{M}} \Box F \) if \( \forall v \in W \, w \mathcal{R} v \rightarrow \models_{\mathcal{M}} F \)
- \( \models_{\mathcal{M}} P_{\mathcal{F}} F \) if \( \forall v \in W \, \models_{\mathcal{M}} F \wedge w \mathcal{R} v \rightarrow w < v \)

\textbf{Axiomatics}: We assume that \( \text{P}_1 \) is equipped with all the axiom schemes and rules of standard propositional logic, and the normal modal logic \( \mathcal{K} \). In addition, we have the following axioms and rule.

\[ \begin{align*}
\text{PPS} : & \vdash \Box \neg A \rightarrow P_{\mathcal{F}} A \\
\text{PIR} : & \vdash P_{\mathcal{F}} A \rightarrow \neg A \\
\text{T} : & \vdash \Box A \rightarrow A \\
\text{PI} & \text{ if } \vdash (A_1 \wedge \cdots \wedge A_n) \rightarrow A \text{ then } \vdash (P_{\mathcal{F}} \neg A_1 \wedge \cdots \wedge P_{\mathcal{F}} \neg A_n) \rightarrow P_{\mathcal{F}} \neg A \text{ for } n \geq 0 \\
\text{PIR} & \text{ is valid in the class of preference frames with an \textit{irreflexive} preference relation. T is valid in the class of preference frames with a \textit{reflexive} feasibility relation. PIR and T are needed to show the completeness of P1. Some axioms and rules that are valid are:} \\
\text{PI}^* & \vdash P_{\mathcal{F}} (A \rightarrow B) \rightarrow P_{\mathcal{F}} B. \text{ PA } \quad (P_{\mathcal{F}} A \wedge P_{\mathcal{F}} B) \rightarrow P_{\mathcal{F}} (A \wedge B). \\
\text{PF} & \vdash P_{\mathcal{F}} \bot. \quad \text{PGN } P_{\mathcal{F}} A \rightarrow P_{\mathcal{F}} (A \wedge B). \\
\text{PST} & \vdash P_{\mathcal{F}} (A \vee B) \rightarrow P_{\mathcal{F}} (A). \quad \text{PEQ if } \vdash (A \leftrightarrow B) \text{ then } \vdash (P_{\mathcal{F}} A \leftrightarrow P_{\mathcal{F}} B) \\
\end{align*} \]

The language of \( \text{P}_1 \) is rich enough to allow us to express general preference principles. We refer the reader to [14], [5] for details. In the rest of this paper, we work with the first-order version of \( \text{P}_1 \) with fixed domains across worlds, terms as rigid designators.

\section{Horn Preferential Theories}

Central to our enterprise will be the notion of a \textit{preferential theory}. We first give some informal motivational remarks. Consider the typical structure of an optimization problem. The following components can be immediately identified: a set of constraints that have to be satisfied in all solutions, the space of solutions, and, a set of preference criteria that picks out one or more solutions from among the space of solutions as optimal solutions. The language of preference logic is expressive enough to enable us to specify all three components in a succinct fashion. A \textit{preferential theory} is, informally, the statement of an optimization problem in the language of preference logic.

\textbf{Definition}. A \textit{preference clause} is the universal closure of a formula of the form \( \bigwedge_k M_k \rightarrow P_{\mathcal{F}} (\bigwedge L_j) \) where \( L_j \) and \( M_k \) are general literals, i.e., literals (possibly) adorned with \( \Box \) and \( \Diamond \).

Preference clauses are sufficient for most purposes. The treatment of preferential theories, with iterated modalities is left to a later date.

\textbf{Definition}. An \textit{arbiter} is a finite collection of preference clauses.
Definition 8. A preferential theory is the conjunction of a first-order theory $T$ and an arbiter $A$.

Definition 9. A preinterpretation for a language $L$ is a set $D$ (the domain of interpretation—we restrict ourselves to the single sorted case) and a mapping from terms (including variables) to $D$.

Definition 10. Given a preinterpretation $I'$, an $I'$-based interpretation $I$ is $I'$ together with a mapping from (n-place) predicate symbols to subsets of $D^n$.

Definition 11. Given a preinterpretation $I'$, an $I'$-based preferential structure is a structure $M = (W, R, \preceq, V)$ such that $V$ assigns $I'$-based interpretations to members of $W$.

In this paper, we shall be interested in a particular class of preferential theories called Horn preferential theories. Further, the only preinterpretation of interest to us will be the Herbrand preinterpretation, i.e., the free interpretation of terms.

Definition 12. Let $\{\pi_i | i \in I\}$ be a finite collection of definite Horn theories (standard definitions from [12]). Thus each $\pi_i$ is a conjunction of definite Horn clauses. Let $\mu$ be a definite Horn theory as well. A modular theory $T_m$ is defined to be:

$$
\mu \land (\bigwedge_j \bigcirc (\pi_j \land \neg \bigvee_{k \neq j} \pi_k))
$$

where $j$ and $k$ range over $I$.

Intuitively, $\mu$ corresponds to the fixed part of a specification. Thus $\mu$ must be satisfied at all worlds in all models in which the modular theory is true. The various $\pi_i$ are dispensable. Let us call them the transients and $\mu$ the invariant. The latter conjunct in the above formula for a modular theory imposes the following condition on the models of a modular theory.

Lemma 13. If $M$ is a preference model of a modular theory $T_m$ (i.e., $M \models T_m$), then

- For every world $w$ in $M$, and for every transient $\pi_i$ in $T$, there exists some $w$-feasible world $v$, such that $\models^w_M \pi_i$ and $\not\models^v_M \pi_j$ for all $j \neq i$.

Definition 14. A solution to a modular theory is given by $\mu \land \pi_s$ for any $s$ in $I$.

We shall assume that $\pi_i \not\subseteq \pi_j$ for $i \neq j$. Also $\pi_i \not\subseteq \mu$ for any $i$. Of course, this is quite easy to arrange by introducing new dummy predicates that are unique to the respective programs.

Given a modular theory that has $n$ transients (and thus $n$ solutions), we would like to be able to specify preference criteria that determine optimal solutions. A set of preference criteria act as an arbiter in determining optimal solutions. Let us denote the arbiter by $A$. We take the arbiter to be a finite set of preference clauses.
Definition 15. A Horn preferential theory is of the form

\[ \mu \land \left( \bigwedge_j \diamond (\pi_j \land \neg (\bigvee_{k \neq j} \pi_k)) \right) \land A \]

where \( A \) is an arbiter and the first part is a modular theory.

Definition 16. Let \( I' \) be a preinterpretation and let \( M_1 \) and \( M_2 \) be two \( I' \)-based preferential structures. \( M_1 \leq M_2 \) iff

1. There exists \( \phi \), a one-to-one mapping from \( W_1 \) to \( W_2 \) such that \( \forall w \in W_1 \forall_2(\phi(w)) \supseteq \forall_1(w) \).
2. \( \phi(\mathcal{R}_1) \supseteq (\mathcal{R}_2 \text{ restricted to } \phi(W_1 \times W_1)) \) (by a minor abuse of notation).
3. If in the above condition, equality holds then, \( \leq_2 \text{ restricted to } \phi(W_1 \times W_1) \supseteq \phi(\leq_1) \).

Lemma 17. Let \( T_\mu \) given by

\[ \mu \land \left( \bigwedge_j \diamond (\pi_j \land \neg (\bigvee_{k \neq j} \pi_k)) \right) \land A \]

be a Horn preferential theory. Let \( H \) be the Herbrand preinterpretation over the language of the preferential theory. There is a unique \( H \)-based \( \leq \)-minimal preferential structure \( M_H \) such that \( M_H \models T_\mu \). \( M_H = (W_H, \mathcal{R}_H, \leq_H, \forall_H) \) where

- \( W_H = \{w_1, \ldots, w_n\} \), where \( n \) is the cardinality of the solution space,
- \( \mathcal{R}_H = W_H \times W_H \),
- \( \forall_H(w_i) = M_{\mu \land \pi_i} \), where \( M_{\mu \land \pi_i} \) is the least Herbrand model of \( \mu \land \pi_i \),
- \( \leq_H \) is the smallest subrelation of \( \mathcal{R}_H \) that satisfies the arbiter.

The intended preference model of a Horn preferential theory is its least preference model.

5 Relaxable Logic Programs as Horn Preferential Theories

We now have the logical machinery to complete our program preference translation that we began in an earlier section. We shall use preference logics to specify the fifth component of our translation of relaxable logic programs. Consider the program preference translation of the first clause of our example relaxable program \( GP_1 \). We shall generalize this construction to a set of such relaxable clauses. Let \( GC_1 \) denote

\[ (p(X), \{q, r(X), s(X)\}, \{s(X) < q, s(X) < r(X), r(X) < q\}) \]
This gives rise to the four clauses

\[ C_1 : p(X) \leftarrow q, r(X), s(X). \]
\[ C_2 : p(X) \leftarrow q, r(X). \]
\[ C_3 : p(X) \leftarrow q, s(X). \]
\[ C_4 : p(X) \leftarrow q. \]

Let \( \pi_i \) be the program with the clause \( C_i \). What is left to be specified is the arbiter that imposes the partial order among these clauses. The purpose of the arbiter is to perform \textit{preferential maximization} in the context of the truth of the predicate \( p(X) \) for all \( X \). The arbiter for the first clause of \( GP \) is

\[ p(X) \land r(X) \land \neg s(X) \rightarrow P_f(p(Y) \land r(Y) \land s(Y)) \]
\[ p(X) \land \neg r(X) \land \neg s(X) \rightarrow P_f(p(Y) \land s(Y)) \]
\[ p(X) \land \neg r(X) \rightarrow P_f(p(Y) \land r(Y)) \]

The arbiter clauses use the partial order on the body of the relaxable clause to specify which \( p \) worlds are better.

**Definition 18.** Let \( GC = (H, B, PO) \) be a relaxable clause. Let \( B_i \) be an element of \( B \). \( C(B_i, GC) \) is the constant set of \( B_i \) while proving \( H \) in the context of \( GC \). It is given by the set: \( \{ B_j \mid B_j \in B, B_j \text{ nonmaximal } B < B_j \} \).

The constant set \( C(g, GC) \) for a goal \( g \) in a relaxable clause \( GC \) gives the goals in the body of \( GC \) that are preferred over \( g \) in establishing \( H \), the head of \( GC \). Thus, their truth has to be maintained while stating that the \( H \)-worlds where \( g \) is true are better than \( H \)-worlds where \( g \) is not true. However, we do not care if the goals in the constant set that were false become true in the process of moving to the better world. This motivates the division of \( C(g, GC) \) into two complementary subsets \( C_g^p \) and \( C_g^n \). The arbiter clause scheme for an atom \( g \) while proving \( H \) in the context of \( GC \) is then given by:

\[ H \land (\bigwedge_{e \in C_g^p} q_i) \land (\bigwedge_{e \in C_g^n} \neg(q_i)) \land \neg g \rightarrow P_f(H' \land (\bigwedge_{e \in C_g^p} q'_i) \land g') \]

where the primed literals on the right hand side represent the fact that variables on the left hand side have been replaced by fresh variables. Thus, there are no variables in common between the left-hand sides and the right-hand sides. If the constant set \( C(g, GC) \) for a goal \( g \) in a relaxable clause \( GC \) has \( n \) elements, then there are \( 2^n \) arbiter clauses corresponding to \( g \) because \( C(g, GC) \) has \( 2^n \) subsets.

We generalize the above \textit{program preference} translation for a single relaxable clause to the equivalent translation for a relaxable logic program, i.e., a finite set of relaxable clauses. Let \( GP \) be a relaxable logic program with \( n \) clauses \( GC_1, \ldots, GC_n \). Let the translation of the relaxable clause \( GC_i \) give the clause set \( S_i = \{ C_{i1}, \ldots, C_{ik_i} \} \) of cardinality \( k_i \), and the arbiter \( A_i \). The preference logic program \( \pi_{\text{pref}} \) corresponding to \( GP \) is given by

\[ \mu \land (\bigwedge_{j} \bigodot(\pi_j \land \neg(\bigvee_{k \neq j} \pi_k))) \land A \]

where \( \mu \) is empty, \( A \) is the set-theoretic union of the various \( A_i \) and each \( \pi_i \) is obtained by picking one clause from each of the \( n \) clause sets given by the
$\pi_i$. Thus, the number of competing $\pi_j$ is given by $\prod_{i=1}^{n} k_i$. The equivalent program preference logic program for our original example has $1 \leq j \leq 4$. The corresponding $\pi_j$ are given by

$$\pi_1 = \{p(X) \leftarrow q, r(X), s(X), q, s(2), r(1)\}$$
$$\pi_2 = \{p(X) \leftarrow q, r(X), s(2), r(1)\}$$
$$\pi_3 = \{p(X) \leftarrow q, r(X), q, s(2), r(1)\}$$
$$\pi_4 = \{p(X) \leftarrow q, q, s(2), r(1)\}$$

The arbiter $A$ is the arbiter $A$ given above, since the arbiters for the other clauses are empty. We add distinct dummy predicates to the $\pi_j$ so that the mutual-exclusiveness of the $\pi_j$ is satisfied. The following is true.

**Theorem 19.** Let $\pi_p$ be the Horn preferential theory

$$(\bigwedge_j \Diamond (\pi_j \land \neg(\bigvee_{k \neq j} \pi_k))) \land A$$

If $1 \leq j \leq n$, then the preference modal structure that is the least model of $\pi_p$ is $(\mathcal{W}, \mathcal{R}, \preceq, \mathcal{V})$ such that

1. Cardinality of $\mathcal{W}$ is $n$,
2. $\mathcal{R}$ is the universal relation,
3. There exists $w_j \in \mathcal{W}$ such that $\mathcal{V}(w_j) = M_{\pi_j}$, where $M_{\pi_j}$ is the least Herbrand model of $\pi_j$ (over the language of $\pi_p$); and
4. $\preceq$ is the least relation on $\mathcal{W}$ induced by the arbiter $A$; i.e., for any two worlds $w_1$ and $w_2$ with $\preceq w_1 \preceq w_2$ there exists a ground instance of an arbiter clause

$$\bigwedge_i B_i \rightarrow P_f(\bigwedge_j H_j)$$

such that $w_1 \models \bigwedge_i B_i$ and $w_2 \models \bigwedge_j H_j$.

At this point, a comparison between the clause preference and program preference translations is in order. We saw earlier that in the clause preference translation, the partial order on the bodies of relaxable clauses was captured intensionally by the textual order of the translated clauses. The program preference translation enables us to syntactically characterize these preference orders via the arbiter. Further, the richer modal preference models reflect these preference orders.

**Lemma 20.** Let $GP$ be a relaxable logic program, $CP$ its clause preference translation and $PP$ its program preference translation. Let $M_{CP}$ be the least Herbrand model of $CP$ and $M_{PP} = (\mathcal{W}, \mathcal{R}, \preceq, \mathcal{V})$ be the least modal preference model of $PP$. Then

$$M_{CP} = \bigcup_{w_1 \in \mathcal{W}} \mathcal{V}(w_1)$$

The partial order among the worlds, however, gives information about which solutions are preferred. The preference order motivates the following definition of an interpreter that computes the most preferred solutions.
Definition 21. Let $GP$ be a goal preference logic program and $g(x)$ be a goal. Let $W$ be the set of worlds in the least preference model of the program preference translation of $GP$. $I$ is a preferential interpreter if $I(GP, g(x))$ is the set of all ground substitutions $\theta$, such that there exists a world $w \in W$ where $w \models (g(x))\theta$, and for every $w' \in W$ with $w \preceq w'$ and $w' \not\approx w$, either $w' \models (g(x))\theta$ or the extension of $g$ at $w'$ is empty. Note that $W$ is the set of worlds in the least preference model of the program preference translation of $GP$.

Thus, the preferential interpreter would return $X = 1$ as the preferred solution for the goal $p(X)$ in our example program.

6 Conclusions

In this paper we motivated and presented a modal logic of preference and applied it to the problem of constraint relaxation in logic programming. The model-theoretic analysis of relaxable Horn clauses given in this paper has been extended to include a fix-point semantics as well as an operational semantics based on a variant of standard SLD-resolution. The details can be found in [14]. The applications of preference logic to knowledge representation and symbolic computing including formal planning, abduction and diagnosis are tremendous. Preference logics represent a first step towards bringing methods in artificial intelligence closer to classical methods in decision and utility theory. Deep connections between preference and probability exist [11] and they have to investigated in the context of our framework. Comparisons with meta-logical approaches to control of deductions also awaits analysis. We are confident that preference logics provide a unifying framework for the various philosophical logics used in artificial intelligence.
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Abstract. An early study on the structural aspect of binary constraint problems has led to the definition of a backtrack bounded solving (BBS) method. In this paper, we apply this method to n-ary constraint problems and try to weigh the benefits that can be expected from its use. Simple functions are described to implement BBS for acyclic n-ary problems and results of an experimental performance evaluation are given.

1 Introduction

Graphs are the most natural structures to represent and interpret constraint problems. Several research works focused on this structural aspect and led to the elaboration of efficient methods for solving sparse problems. The seminal ones are backtrack free [1] and backtrack bounded [2] search methods. They are regarded as attractive techniques by review papers such as [3] or [4]. However, they have seldom been implemented for experimental evaluation and they are most often ignored in the design of operational constraint interpretation systems. This lack of interest is surprising when they propose to solve some problems with a polynomial time complexity. Also noteworthy is the fact that all the structure based search methods (SBSM) were designed and remained in the restricted framework of binary constraint problems.

These observations prompted us to seek and weigh the true benefits that can be expected from the use of SBSM for the satisfaction of n-ary constraint problems. This paper presents our experiments and conclusions on this subject. We first review the existing relationships between the structure of the problem, its level of partial consistency and the complexity of finding the solutions, this in the framework of binary constraint problems. Then, we propose to map the ideas behind these relationships to n-ary constraint networks, which, in fact, represent the majority of real life problems. We describe simple functions to implement a backtrack bounded search for acyclic problems. Finally, we use these results to set an experimental comparison between the most common solving scheme (based on forward checking guided by the dynamic search rearrangement heuristics) and a solving scheme involving a SBSM.
2 Basics

The usual constraint formalism derives from [5]. It presents a constraint problem as a tuple \( \langle \mathcal{X}, \mathcal{D}, \mathcal{C}, \mathcal{R} \rangle \). \( \mathcal{X} = \{x_1, \ldots, x_n\} \) is the set of the \( n \) variables of the problem. \( \mathcal{D} \) is a set of finite domains and \( D \) is a bijection from \( \mathcal{X} \) to \( \mathcal{D} \) such that \( D(x_i) \) is the domain of \( x_i \). \( \mathcal{C} = \{c_1, \ldots, c_m\} \) is a set of \( m \) constraints where \( c_i \) is a tuple (a pair, for binary problems) of variables \( \langle x_i, \ldots, x_{i_p} \rangle \) from \( \mathcal{X} \). Finally, \( \mathcal{R} \) is a set of relations and \( R \) is a bijection from \( \mathcal{C} \) to \( \mathcal{R} \) such that \( R(c_i) \) is the relation attached to \( c_i \) which defines the set of \( p \)-tuples allowed by this constraint.

The constraint satisfaction problem (CSP) consists in finding one or more substitutions \( \mathcal{V} \) of all the variables in \( \mathcal{X} \) such that:

\[
\forall x_i \in \mathcal{X}, \forall (x_i) \in D(x_i) \text{ and } \forall c_i \in \mathcal{C} \langle \forall (x_i), \ldots, \forall (x_{i_p}) \rangle \in R(c_i)
\]

Finding these globally consistent substitutions is \( \text{NP-complete} \). The most common way to reduce the complexity is to apply a preliminary filtering step to the problem in order to enforce its partial consistency.

2.1 Partial Consistency

Enforcing partial consistency consists in finding and excluding some partial substitutions of \( \mathcal{X} \) that are known to be incompatible with the constraint set. Inconsistencies can be detected at different levels by considering greater and greater subsets of the problem’s variables.

A general consistency concept for binary constraint problems is \( k \)-consistency [1]. A problem is \( k \)-consistent if, given \( k - 1 \) variables with consistent values, we can always complete this set with any other \( k \)-th variable of the problem along with a value in its domain so that all the constraints between these \( k \) variables are satisfied. A problem is said to be strongly \( k \)-consistent if it is consistent for every \( j < k \).

\( 2 \)-consistency, also called arc-consistency (AC) [6] is mostly used in practice because it has empirically proven to offer the best tradeoff between the amount of search effort and problem simplification. Moreover, inconsistent substitutions being singletons, the arc-consistency process does only shrink the domain of the variables; it does not generate any new constraints.

In [2], the concept of \( k \)-consistency is extended to \( (i,j) \)-consistency which means that given \( i \) variables with consistent values, we can find values for \( j \) other variables such that the constraints between the \( i+j \) variables are satisfied. Again, the problem is strongly \( (i,j) \)-consistent if it is \( (k,j) \)-consistent for every \( k \leq i \).

As for \( 2 \)-consistency, \( (1,j) \)-consistency can be achieved simply by removing some values from the variables domain.

After partial consistency is enforced, finding global solutions to the CSP still entails a traversal of the search space, which is usually conducted by a backtrack search procedure. The instantiation order of the variables is a crucial parameter of the search. The following sections are concerned with finding an efficient one.
2.2 Backtrack Free Search

The works reported in [1] and then in [7] show that the complexity of the CSP is strongly related with the structure of its associated graph. As expected, the sparser is the graph, the easier is the problem. The results of these works have an important practical interest as they provide a mean to solve some problems in a reasonable polynomial time. They allow to determine the consistency level to install together with the sequence of variables that lead to a greedy instanciation process.

A central concept of constraint graph analysis is the width of a variable. In a given sequence of variables, it is defined as the number of variables that share a constraint with the variable in question and that precede it in the sequence. The width of a sequence is the maximum width of its variables and the width of a constraint graph is the minimum width of its possible sequences. Figure 1 shows three possible sequences for the binary constraint graph \{\{x_1, x_2\}, \{x_1, x_3\}\} and their respective width (the instanciation proceeds top-down).

![Diagram](image)

Fig. 1. Widths of different sequences for the same constraint graph.

Theorem 1 of [1] states that, when the level of strong consistency of a problem is greater than the width of its graph, there exists a sequence of variables that leads to backtrack free search. This result appeals to the intuition: when a problem is strongly $k$-consistent, it means that we can instanciate up to $k$ variables of the problem without possible failure. Moreover, when a variable with width $w$ is instanciated, we have to check the constraints it shares with at most $w$ preceding variables, which is similar to the consistency check of $w + 1$ variable values. Therefore, if we have $k > w$, we are sure that there is always a consistent choice for any variable in the sequence.

2.3 Directed Consistency

A tree is a graph of width 1. Indeed, if we assign an arbitrary orientation to the vertices and apply a topological sort to the resulting directed acyclic graph, we
obtain a sequence where each variable is preceded by at most one of its adjacent variable, that is a sequence of width 1. Solving a tree structured problem without backtracking thus entails strong 2-consistency.

Nevertheless, when having a closer look at it, we realize that full arc-consistency achieves more work than required. In fact, it is sufficient to enforce directed arc-consistency (DAC) following the order of instanciation [7]. This means that for two variables $x_i$ and $x_j$ such that $x_i$ precedes $x_j$, it is sufficient that for all value $v_i \in D(x_i)$ there exists a compatible value $v_j \in D(x_j)$. The converse is not necessary as the value of $x_j$ is always chosen after that of $v_i$ and that there are no implicit constraints between $v_i$ and $v_j$. Consider, for example, the leftmost sequence of Fig. 1 and suppose that arcs are representing equality constraints and that we have $D(x_1) = \{1,2,3\}$, $D(x_2) = \{0,1,2\}$ and $D(x_3) = \{2,3,4\}$. Getting directed arc-consistency costs 12 consistency checks and only reduces the domain of $x_1$ to \{2\} whereas full arc-consistency costs 18 consistency checks and reduces all domains to that singleton. In the general case, when the worst-case complexity of AC is $O(nd^3)$, the one of DAC is $O(nd^2)$ (where $d$ is the size of the largest domain).

2.4 Backtrack Bounded Search

In [2], the width definition is extended to $j$-width which is the minimum of the widths of groups from 1 to $j$ consecutive variables. As for the regular width, the $j$-width of a sequence is the maximum of the $j$-width of its variables and then, the $j$-width of the graph is the minimum $j$-width of its possible sequences. The characterization of backtrack free search is generalized to backtrack bounded search: when a graph is strongly $(i,j)$-consistent and when $i$ is equal to the $j$-width of the graph, there exists an instanciation sequence so that backtracking is limited to $j - 1$ instanciated variables.

Now, let $b$ be the size of the maximal biconnected component of a constraint graph. It is showed in [2] that the $(b - 1)$-width of this graph is 1. Therefore, the corresponding problem can be solved in time exponential in $b$, after its $(1,b - 1)$-consistency has been enforced. This probably constitutes the most useful result of the backtrack bounded search study and also the inspiration source of our application to $n$-ary constraints, presented below.

3 N-ary Constraint Problems

So far, we have learned how to recognize easy binary constraint problems and how to solve them efficiently by first enforcing a certain level of (directed) consistency and then by following a given sequence of variables during instanciation.

However, real life problems are rarely expressed with binary constraints in their whole. Of course, it is always possible to translate a $n$-ary constraint problem into its binary equivalent [8], but this translation is often costly and results in a bigger problem which may be less tractable than the original one. That is why we wished to adapt the previous theorems on SBSM to $n$-ary constraint networks.
3.1 Principle

N-ary constraint problems are the straightforward extension of binary ones. Their representation is also a generalization of graphs, namely hypergraphs. Figure 2(a) shows the representation of a sample n-ary constraint problem.

Fig. 2. A hypergraph of constraints.

For an acyclic constraint hypergraph $C$, it is always possible to compute a sequence of constraints $S$ such that any given constraint does share at most one variable with all the constraints that precede it in $S$. Let us suppose that the following proposition holds:

$$\forall c_i \in C, \forall x_{ij} \in c_i, \forall v \in D(x_{ij}), \exists (r_1, \ldots, r_p) \in R(c_i), r_j = v$$

Let $c_1$ be the first constraint of $S$. The previous proposition implies that a consistent instanciation of its variables can be found. Now, let us suppose that all the variables of the constraints preceding a given $c_i$ of $S$ are consistently instanciated. From the definition of $S$, we can assert that at most one variable of $c_i$ is instanciated. Under this condition, proposition 1 implies that we can always find values for the non-instanciated variables of $c_i$ so that it is satisfied.

This shows by recursion that a complete consistent instanciation can be found without backtracking across the variables of distinct constraints. The only backtracking that may occur is during the search for a consistent instanciation of the variables of a constraint. So, we can conclude that the amount of backtracking is restricted to $|c_i| - 1$ variables for each successive constraint $c_i$. The worst case complexity of the whole instanciation process is thus $O(md^a)$ where $a$ is the maximal arity of the constraints in $C$.

Moreover, the remark on directed consistency exposed in section 2.3 applies here again. The level of partial consistency described by proposition 1 is stronger than what is actually required. It is sufficient to make sure that:

$$\forall c_i \in S, x_{ij} = c_i \cap \{c_k \in S \mid c_k < c_i\}, \forall v \in D(x_{ij}), \exists (r_1, \ldots, r_p) \in R(c_i), r_j = v$$
This consistency level can be achieved simply by filtering each constraint once, following the reverse order of sequence $S$. The complexity of this process is also $O(md^2)$. Therefore, an acyclic $n$-ary constraint problem can be solved with complexity $O(md^2)$.

### 3.2 Implementation

In the general case, a constraint problem is not entirely arborescent. It is often composed of small treelike subproblems that are encircling one bigger cyclic subproblem. It is thus recommended to combine the best search mechanism we know for the cyclic part with a SBSM for treelike parts. Moreover, provided that the cyclic part is likely to be the most difficult part of the problem, it should be solved first in order to be solved only once.

The constraint tree processing we propose can be implemented by three simple functions. The first one extracts the branches of the problem and returns a reverse topological sort of the constraints that compose those branches. It proceeds by stripping the leaves one by one from the graph, a leaf being a constraint that shares at most one attribute with the other constraints. This function can be defined as follows:

```plaintext
function strip(C)
let tree = ();
while C ≠ ∅
do let leaves = (c ∈ C | |c ∩ (C \ {c})| ≤ 1);
if leaves = () then return tree
else tree ← append(tree, leaves);
C ← C \ leaves;
end strip
```

Once we have extracted the treelike parts, we can enforce their directed consistency. As we said before, this merely consists in filtering the constraints in the order returned by the strip function. Finally, and also from the sequence of constraints, we can build the sequence of variables to use for instanciation. This is the role of the following function:

```plaintext
function sequence(tree, C)
let sequence = ();
while tree ≠ ()
do let c = head(tree);
    tree ← tail(tree); C ← C \ {c};
    for all $x ∈ c$
        do if ¬∃c ∈ C, $x ∈ c$
            then sequence ← cons(x, sequence)
    return sequence;
end sequence
```
In the hypergraph $C$ of Fig. 2(a), the cyclic part is composed of $c_1$ and $c_2$ while the treelike part is composed of $c_3, c_4$ and $c_5$. Calling \texttt{strip}(C) returns either $(c_4, c_5, c_3)$ or $(c_5, c_4, c_3)$, which are functionally equivalent for our purpose. Then, calling \texttt{sequence}((c_5, c_4, c_3), C) may return the sequence $(x_4, x_5, x_6, x_7, x_8, x_9)$ which conforms to the tree structure and can be used as a static instantiation order.

4 Experimental Evaluation

The goal of this experimental evaluation is to weigh the benefits that can be expected from the use of the tools presented in the previous section. As a reference for efficiency, we choose the best general solving scheme we know which combines backtracking with forward checking and follows a dynamic instantiation order (DO) termed dynamic search rearrangement. This ordering heuristics consists in selecting as the next variable to be instanciated the variable that has the smallest domain among the remaining ones. The literature [9, 10, 11] usually agrees that it gives the best overall performances for an average case analysis, experimentally as well as analytically.

Two quantities are of interest when benchmarking a constraint solving process: the number of constraint checks and the number of backtracks. As noted in [12], the first one is a good indicator of performance while the second one corresponds to the size of the exposed search space. What we present in our results is, for those two quantities, the difference between:

1. solving a problem using solely DO and solving it using a static tree ordering TO on treelike parts.
2. the same but preceded by a preprocessing step: AC alone in the first case and AC with DAC on treelike parts in the second one.

A positive difference is a point in favor of the SBSM whereas a negative one means it is inadequate.

4.1 Method

All the problems we are testing are built on the same model i.e. a central cyclic problem connected to several treelike parts. The chosen central problem is the well-known Zebra problem which has only one solution.

The treelike parts are varying in size and number. They are made of 1 to 5 constraints each and 1 to 8 trees are connected to the cyclic problem. Provided that the Zebra problem is composed of 62 constraints, the treelike parts are then representing from 8 to 65 percent of the total number of constraints in the problem. The variables of the treelike extensions are given the same domain as the ones of the Zebra problem.

For each experiment, the search for the first solution is repeated 50 times with a different initial permutation of the variables. The measure we use is the average of the results we obtain.
4.2 Results

Figures 3, 4 and 5 display two graphics each. The left one concerns constraint checks and the right one concerns backtracks. In each graphic, two curves are displayed. The black one represents the difference \((AC, DO) - (DAC, TO)\) and the grey one represents the difference \((DO) - (TO)\). The abscissa represents a combination of the size and number of treelike parts. It starts at size 1 for 1 to 8 trees, then size 2 also for 1 to 8 trees, etc. up to size 5.

- Figure 3 shows the results we obtained for trees made up of ternary constraints with a high fail probability (0.96). They are positive when solving without preprocessing but we should mention that the standard deviation \((\sigma)\) of the measures for solving with DO is very high. For example, with 5 trees of size 3, the average count of consistency checks is 8858 but \(\sigma\) is 6546. This means that the performance depends on the choice of the first instantiated variable. If this variable belongs to a treelike part and due to the high filtering power of the constraints, the whole tree will be solved first and the solving of the cyclic part will be repeated several times, leading to disastrous results. On the contrary, if the first variable is chosen in the cyclic part, the latter will be solved first resulting in a good performance. So, here, tree ordering avoids dreadful mistakes.

On the other hand, when preprocessing is applied, the results are not favorable to the SBSM any more. The preprocessing step reduces the domains so that the first variable can be chosen wisely.

- Figure 4 shows the results for an opposite example. Here, trees are made up of ternary constraints with a low fail probability (0.04). These results are chaotic be it with or without preprocessing. Therefore, no definite conclusion can be drawn and by default, the simplest solution should be preferred (i.e. no use of the SBSM).

- Figure 5 shows the results for trees composed of constraints with a fail probability individually and randomly chosen between 0.04 and 0.96. Again, the results are such that no conclusion can be drawn.

Other experiments were made with various ranges of arity and satisfiability for constraints, domain size for variables or branching factor for trees. They all could be connected to the previous cases: when difficult constraints were dominating in the treelike parts, the results were near to those of Fig. 3.

5 Conclusion

We showed that a basic SBSM for n-ary constraint problems can be implemented easily and at low cost. Nevertheless, from the experimental results, we conclude that benefits can only be expected when the treelike parts of the problems are made of constraints with a high filtering power and that no preprocessing is applied. This indeed leaves a thin gap for the applicability of such a method.
Fig. 3. constraints with high fail probability

Fig. 4. constraints with low fail probability

Fig. 5. constraints with random fail probability
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Abstract. In this paper we present the weak looking-ahead strategy (WLA), a consistency technique on finite domains combining the computational efficiency of forward-checking with the pruning power of looking-ahead. We show that by integrating weak looking-ahead into PROLOG's SLD resolution we obtain a sound and complete inference rule, whereas standard looking-ahead itself has been shown to be incomplete. We outline how we use the weak looking-ahead technique for lathe tool selection in a CIM environment.

1 Introduction

Constraint Logic Programming has been shown to be a very useful tool for knowledge representation and problem-solving in different areas. Finite domain extensions of PROLOG together with efficient consistency techniques, such as forward-checking and looking-ahead, allow us to solve many discrete combinatorial problems efficiently by restricting the search space in an a priori manner. When using these consistency techniques to implement real-world applications, it turned out that forward-checking and looking-ahead, as provided in most finite-domain PROLOG extensions, are not totally satisfactory: Forward-checking often does not give any pruning at all until variables become singletons, whereas standard looking-ahead forces strong pruning of the search-space but induces serious control overhead.

In this paper we present a consistency technique on finite domains, which combines the efficiency of forward-checking and the pruning power of standard looking-ahead: The basic idea of this weak looking-ahead (WLA) strategy is to apply looking-ahead only once to a constraint and to use forward-checking for further restricting the domains of its arguments. The way weak looking-ahead came into being stood in a close relation to a real-life application: In the ARC-TEC project at DFKI we have been developing a knowledge-based system generating workplans for lathe CNC machines. (µCAD2NC, [2]). After we decided to solve the subproblem of selecting appropriate lathe tools for the various processing steps by using constraints, we experimented with several consistency algorithms. Soon we realized that on the one hand, forward-checking is too weak...
for some applications where an earlier pruning of the search space is desired. On the other hand, using looking-ahead for this application is a bit like breaking the butterfly on the wheel. These observations entailed the wish for a new technique which causes only a little more cost than forward-checking, but which can achieve much better pruning results in many cases (see the example in section 4).

2 Finite Domain Consistency Techniques

Over the past years, increasing attention has been paid to using constraints in logic programming \cite{4,11} for it presents a very powerful incorporation of the advantages both of logic programming (declarativity, relational form, nondeterminism) and consistency techniques for constraint solving problems \cite{7}. The use of consistency techniques allows one to overcome the basic shortcomings of logic programming languages, which are mainly caused by their poor, mostly backtracking-like control strategies. Techniques such as forward-checking and looking-ahead are used to restrict the domains of variables in an active manner and to achieve an \textit{a priori} pruning of the search space.

In this section we will give a short informal description of both forward-checking and looking-ahead according to \cite{11}. In section 3 we present the weak looking-ahead method which is essentially based on these techniques.

\textbf{Forward-Checking:} The idea of forward-checking is formally expressed by the forward-checking inference rule (FCIR). Informally, a constraint $C$ can be used in a forward-checking manner as soon as all except one of its domain-variable arguments, say $X$, are instantiated to a ground value. Then, $C$ is called \textit{forward-checkable}. $C$ can be considered a unary predicate $C'(X)$, and the set of possible values that can be given to $X$ can be restricted to those elements $a$ satisfying $C'(a)$.

Forward-checking has turned out to be one of the most popular consistency techniques, since it can be easily implemented (cf. \cite{10}), it yields reasonable pruning results for many applications, keeping the computational costs fairly low, and since there exist sound and complete proof procedures based on normal SLD resolution combined with forward-checking (see \cite{11}).

The main drawback of forward-checking is its strong applicability precondition: A predicate can be executed by the FCIR only if all except one of its variable- are instantiated to a ground value. Thus, for predicates with many arguments and/or many variables, at a given point of computation, there is only a relatively small probability that forward-checking can be applied to it. Moreover, especially when computation starts, it is very often the case that no constraint is forward-checkable. That means that choices have to be made, i.e. variables are instantiated in a more or less random manner. Thus, the devil of backtracking which we would like to exorcize by the use of consistency techniques, returns through the back door. Finally, some constraints, such as $=$, $>$, and $<$ should
not be executed by forward-checking at all, because they embody a great deal of structural information about the relation between their arguments\(^3\).

**Looking-Ahead:** The looking-ahead strategy [6] offers a powerful possibility to reduce the number of values that can be assigned to variables of a constraint, even if this constraint is not yet forward-checkable.

For every domain variable \(X\) appearing as an argument of an \(N\)-ary constraint \(C\), and for every value within the domain of \(X\), it must be checked whether there exists at least one admissible value from the domain of each domain variable \(Y\) appearing in \(C\) so that the constraint \(C\) is satisfied. The arguments of \(C\) which are not domain variables must be ground.

By using the Looking-Ahead Inference Rule (LAIR), the search space can be pruned at an early stage of computation. However, the trouble with standard looking-ahead is that it is a very expensive method of ensuring arc-consistency. Therefore, for most applications it is considered inappropriate [3]. Nevertheless, it would be a shame to forgo all the benefits brought about by the strong pruning capabilities of looking-ahead.

In the next section, we present weak looking-ahead, which can be regarded as a compromise between forward-checking and looking-ahead. Assume e.g. that, in our looking-ahead example above, we would perform the first looking-ahead step as shown, but after that, we would not do any more looking-ahead, but instead solve the (now simplified) problem by normal resolution or by forward-checking. This procedure expresses the main idea of the weak looking-ahead strategy which we will discuss in more detail in the following.

### 3 The Theoretical Background of WLA

The basic theoretical work in the area of using consistency techniques in logic programming has been done by van Hentenryck [11]. This research has contributed a great deal to both forming a solid framework and preserving the logic part of the programming languages developed while achieving a much better control behaviour than that achieved by standard logic programming languages such as PROLOG (cf. [5]).

In this section, we will give a formal definition of the weak looking-ahead inference rule, and we will present the basic formal properties such as soundness and completeness of the proof procedure defined on top of WLA. The terminology we use and the sense we use it are basically the same as in [11].

The weak looking-ahead strategy combines the use of LAIR and FCIR. A similar technique has been informally proposed in [3] as "first-order looking-ahead". We present a generalized technique we call weak looking-ahead. This name seems more appropriate for expressing what the underlying algorithm really does. The basic idea of WLA is that each constraint can be selected by

\(^3\) For example, the information that two variables \(X\) and \(Y\) are equal should not only be used if \(X\) or \(Y\) are ground. Rather, the equality constraint should be maintained from the moment it has been stated (see [10]).
the looking-ahead part \textit{not more than once}, and that this should happen at an appropriate time. After this, only the FCIR (or normal inference) can be applied to it. This idea is covered by the following definitions.

**Definition 1 (WLA-checkable).** An atom \( p(t_1, \ldots, t_n) \) is called \textit{WLA-checkable} if \( p \) is a constraint and

- \( p(t_1, \ldots, t_n) \) is lookahead-checkable and has not yet been selected by WLA, or
- \( p(t_1, \ldots, t_n) \) is forward-checkable and has already been selected by WLA.

**Definition 2 (WLA).** Be \( P \) a program, \( G_i = \neg A_1, \ldots, A_k, \ldots, A_m \) a goal and \( \sigma_{i+1} \) a substitution. \( G_{i+1} \) is derived by WLA along with \( \sigma_{i+1} \) from \( G_i \) and \( P \) if the following holds:

1. \( A_k \) is WLA-checkable, with \( x_1, \ldots, x_n \) being WLA variables in \( A_k \).
2. If \( A_k \) is lookahead-checkable and WLA has not been applied to \( A_k \) in the actual proof, then goto 3; otherwise goto 7.
3. For each \( x_j \), the new domain \( e_j \) is
   \[
   e_j = \{ v_j \in d_j \mid \exists v_1 \in d_1, \ldots, v_{j-1} \in d_{j-1}, v_{j+1} \in d_{j+1}, \ldots, v_n \in d_n \text{ such that } \sigma(A_k) \text{ is a logical consequence of } P, \sigma = \{ x_1 \leftarrow v_1, \ldots, x_n \leftarrow v_n \} \neq \emptyset \}.
   \]
4. \( y_j \) is the constant \( c \) if \( e_j = \{ c \} \), or a new variable which ranges over \( e_j \), otherwise.
5. \( \sigma_{i+1} = \{ x_1 \leftarrow y_1, \ldots, x_n \leftarrow y_n \} \).
6. \( G_{i+1} \) is either \( \neg \sigma_{i+1}(A_1, \ldots, A_{k-1}, A_{k+1}, \ldots, A_m) \) if at most one \( y_j \) is a domain variable, or \( \neg \sigma_{i+1}(A_1, \ldots, A_m) \), otherwise. EXIT.
7. \( A_k \) is forward-checkable, let \( x_d \) be the forward variable inside \( A_k \). Then the new domain \( e \) is defined as \( e = \{ a \in d \mid P \models A_k \{ x_d \leftarrow a \} \} \neq \emptyset \). \( \sigma_{i+1} \) is defined as \( \sigma_{i+1} = \{ x_d \leftarrow c \} \), if \( e = \{ c \} \), where \( y_e \) is a new domain variable, otherwise. \( G_{i+1} = \neg \sigma_{i+1}(A_1, \ldots, A_{k-1}, A_{k+1}, \ldots, A_m) \).

The main point of the above definition is point 6, which uses SLDFC-resolution (SLD-resolution extended by the FCIR), whose soundness and completeness have been proven, in order to finish the proof after some prepruning has been done by using the LAIR in a definite way. Thus, if we want to prove soundness and completeness of WLA, we basically have to check the LAIR part. Since this part gets involved not more than once for each goal, and since this happens as early as possible (due to point 2 of the definition), the disadvantages of the LAIR such as its incompleteness and the high computational overhead can be avoided.

**Proposition 3 (Soundness of WLA).** Let \( P \) be a program and \( G_i \) be the goal \( \neg A_1, \ldots, A_k, \ldots, A_m \) with \( A_k \) WLA-checkable. Let the goal \( G_{i+1} \) be derived by WLA along with \( \sigma_{i+1} \) from \( G_i \), \( P \) as \( G_{i+1} = \neg \sigma_{i+1}(A_1, \ldots, A_{k-1}, A_{k+1}, \ldots, A_m) \). \( G_i \) is a logical consequence of \( P \) iff \( G_{i+1} \) is a logical consequence of \( P \).

The next result concerns the completeness of WLA. This means that we can define a complete proof procedure using weak looking-ahead.
Definition 4 (SLDW-resolution). A first-order resolution proof procedure is called SLDW-resolution, if it uses weak looking-ahead for WLA-checkable goals and normal SLDD-derivation (extended SLD-resolution based on domain-variable unification) for other goals.

We can prove the completeness of such a proof procedure by making use of the completeness of the FCIR, showing that by applying the LAIR not more than once to each goal, no solutions are lost. The completeness result is expressed by the following proposition.

Proposition 5 (Completeness of WLA). Let $P$ be a logic program, $G$ be a goal. If there exists an SLDD-refutation of $P \cup \{G\}$, then there also exists an SLDW-refutation of $P \cup \{G\}$. Moreover, if $\sigma$ is the answer substitution from the SLDD-refutation of $P \cup \{G\}$, and $\rho$ is the answer substitution from the SLDW-refutation of $P \cup \{G\}$, then $\rho \leq \sigma$.

For the proofs of propositions 3 and 5 we refer to [10].

4 Using Weak Looking-Ahead for Tool Selection

In this section, we will show the usability of the weak looking-ahead inference rule by an example from the concrete domain of the ARC-TEC project [1] at DFKI which constitutes an AI approach to implement the idea of computer-integrated manufacturing (CIM). For its evaluation, an expert system for production planning has been developed.

4.1 The Lathe-Tool Selection Problem

The application problem we are dealing with for the rest of this paper will be to find appropriate lathe tools to manufacture a given workpiece. Depending on the shape, the material and other attributes of the lathe part to be manufactured, the work-plan consists of a number of different steps. A typical work-plan may provide one step for roughing, another step for finishing and a third (facultative) step for doing the fine finishing of the lathe part. For each processing step, appropriate tools have to be chosen.

This tool selection heavily depends on a lot of geometrical (e.g. the edge-angle) as well as technological parameters (e.g. material, process etc.). Moreover, the tool system itself consists of subparts which have to be combined, e.g. the tool holder, the material of the plate and its geometry. In practice, there are a lot of restrictions, e.g. which holder to use for which plate, or which kind of plate geometry to use for which workpiece contour.

To keep things simple, we assume that a lathe tool consists of two basic parts: the cutting plate, which actually cuts the material, and the tool holder, which serves to hold the cutting plates. In our application, we are now concerned with finding a well-suited tool—or rather: a number of well-suited tools—starting from a set of constraints which describe the current problem. Lathe-tool selection
then results in a set of possible holder/tool combinations for each skeletal plan or manufacturing feature.

When formalizing the tool selection problem as a CSP, the first thing we have to do is to restrict the number of input parameters. For our small example we will use the variables Holder and Plate, denoting the tool holder and the cutting plate, Process and WP-material, denoting the actual kind of processing and the material of the lathe workpiece, respectively. Furthermore, we will use three variables denoting different angles, namely Beta-max, Edge-Angle, and the tool-cutting edge-angle TC-Edge-Angle. These angles are denoted by $\beta$, $\epsilon$, and $\chi$, respectively, in figure 1.

Fig. 1. The Angle Constraint

Having identified the problem variables, the constraints can be put on the variables. In the following, we will consider only the most important constraints, i.e. holder_tcea(Holder, TC-Edge-Angle) to describe the functional relation between a holder and its tool-cutting edge-angle; plate_ea(Plate, Edge-Angle) to denote that each plate has its own edge-angle; compatible(Holder, Plate) to express the compatibility condition between tool holders and cutting plates; hard_enough(Plate, WP-Material) to describe that for materials with different degrees of hardness, different cutting-plates have to be used; process_holder(Process, Holder) to denote appropriate types of holders for the different steps of processing; process_edge_angle(Process, Edge-Angle) to express the rule of thumb that for roughing, plates with big edge-angles should be chosen, whereas for finishing, smaller edge-angles are appropriate; finally, TC-Edge-Angle + Edge-Angle + Beta-Max shall be less than 180°. This constraint becomes evident when looking at figure 1, where the angles are denoted by $\chi$, $\epsilon$, $\beta$, respectively.

4.2 A Fido Program for Tool Selection

In this subsection, we propose a formalization and solution of the tool-selection problem using Fido, a FInite DOmain PROLOG extension developed at DFKI (see [9] for a survey). We will process the constraints defined above by using weak looking-ahead (WLA) and forward-checking consistency techniques. We will give
a trace of the constraint propagation process and show the advantages of WLA compared to standard looking-ahead or forward-checking techniques.

tool_sel(Holder, Plate, Process, Material, Beta-Max, Edge-Angle, TC-Edge-Angle).
\*
\* definition of the domains and domain variables *\
\* define_domain(holders, [Holder], [tmaxp-ptll, tmaxp-ptl2, tmaxp-ptl3]),
\* define_domain(plates, [Plate], [dnmm-71, vnmn-71, cnmm-71, tmnn-71, dnmn-41,
\* vnmm-41, cnmm-41, tmnn-41]),
\* define_domain(processes, [Process], [roughing, finishing, fine-finishing]),
\* define_domain(materials, [Material], [steel, cast, alu]),
\* define_domain(angles, [Beta-Max, Edge-Angle, TC-Edge-Angle], 0.90),
\* dynamic building of the constraint net *\
\* wla(holder-tcea(Holder, TC-Edge-Angle)), \* (1) *\
\* wia(plate-ea(Plate, Edge-Angle)), \* (2) *\
\* wla(TC-Edge-Angle + Edge-Angle + Beta-Max < 180), \* (3) *\
\* forward(compatible(Holder, Plate)), \* (4) *\
\* forward(hard.enough(Plate, Material)), \* (5) *\
\* forward(process_holder(Process, Holder)), \* (6) *\
\* forward(process.edge_angle(Process, Edge-Angle)), \* (7) *\
\* \* instantiate variables using a first-fail instantiation predicate *\
\* instantiate.dl([Holder, Plate, Process, Material, Beta-Max, Edge-Angle, TC-Edge-Angle])

\* \* definitions of the constraints: *\
\* \* (1) *\
\* holder-tcea(tmaxp-ptll, 80)
\* holder-tcea(tmaxp-ptl2, 60)
\* holder-tcea(tmaxp-ptl3, 45).
\* \* (2) *\
\* plate-ea(cnmm-71, 80)
\* plate-ea(tnmn-71, 60)
\* plate-ea(dnmn-71, 55).
\* \* \* (4) *\
\* compatible(tmaxp-ptll, cnmm-71).
\* compatible(tmaxp-ptll, dnmn-71).
\* \* \* (7) *\
\* process.edge_angle(roughing, Edge-Angle) -
\* forward(Edge-Angle < 65).

Fig. 2. A FiDo Program for Tool Selection

Fig. 3. The Tool Selection Database

In the following we will show how the program behaves in a concrete example. For the purpose of referencing the constraints, we numbered them consecutively from 1 to 7 in figure 3. Assume that the following call is performed:

?- tool_sel(Holder, Plate, roughing, cast, 70, TC-EA, EA).

This call to the tool-selection program provides the following input data: It binds the variables Process, Material, and Beta-Max to roughing, cast, and 70°, respectively. The variables Holder, Plate, TC-EA and EA are supposed to be the output variables for this call. Now let us see how the call is processed:
1. First, the constraint holder_tcea (constraint number 1) is executed in a weak looking-ahead manner. Whereas the holder domain is not changed at all, the domain of the variable TC-Edge-Angle is restricted to the value \( \{45, 60, 80\} \). Now, the constraint is reformulated as a forward-checking constraint and is suspended, since it is actually not forward-checkable.

2. The same as described for constraint #1 happens to constraint #2: whereas the variable Plate is left unchanged, the domain of the variable Edge-Angle is restricted to \( \{35, 55, 60, 80\} \), and the forward-checking version of the constraint is suspended until later.

3. Now, constraint #3 is about to be executed. This is the constraint which actually benefits most from the WLA control. By performing the lookahead part of the weak looking-ahead algorithm, the domains of the variables TC-Edge-Angle and Edge-Angle are restricted to \( \{45, 60\} \) and \( \{35\} \), respectively. The Edge-Angle variable becomes instantiated. Since constraint #3 is suspended as forward(TC-Edge-Angle < 75), the instantiation of Edge-Angle causes constraints #2 and #7 to fire.

4. Constraint #2 is woken up and restricts the Plate variable to the values \( \{vnmm-71, vnmm-41\} \). Then, constraint #7, both of whose variables are instantiated, is checked successfully. Thus, constraints #2 and #7 are done.

5. Constraint #5 is forward-checkable, since the workpiece material has been determined by the call to the main goal tool_sel. Since vnmm-41 is not suitable for processing cast iron, the Plate domain becomes restricted to the set \( \{vnmm-71\} \). Thus, Plate is instantiated to its singleton value vnmm-71.

6. Due to the instantiation of Plate, constraint #4 becomes forward-checkable, it is woken up and restricts the Holder domain to the values \( \{tmaxp-pt11, tmaxp-pt12\} \).

7. Now, constraint #6 is checked. Because of the initialization of the variable Process to \{roughing\}, the constraint is forward-checkable. However, since both holders are appropriate for roughing, there is no further restriction of the Holder domain.

At this intermediate stage, the values of the variables are as follows:

\begin{itemize}
  \item Holder = \{tmaxp-pt11, tmaxp-pt12\},
  \item Plate = vnmm-71,
  \item Material = cast,
  \item Process = roughing,
  \item Edge-Angle = 35,
  \item TC-Edge-Angle = \{45, 60\}.
\end{itemize}

Then, the instantiation predicate instantiate dl (instantiation with first-fail heuristics using the domain lengths) is called.

8. The variable Holder is instantiated to the first element of its domain, which is tmaxp-pt11. This instantiation wakes up constraint #1, which fails because a tool-cutting edge-angle of 80° is no longer allowed. Thus, for the first time, backtracking is necessary.

9. On backtracking, Holder is instantiated to the last remaining value, namely tmaxp-pt12. This wakes up constraint #1 and instantiates the TC-Edge-Angle variable to the value 60.

Finally, we have found an admissible pair \( \{tmaxp-pt12, vnmm-71\} \) consisting of a holder and a cutting plate which satisfy the initial constraints. The solution
could be achieved by making only two choices, including one choice made by backtracking.

Let us now evaluate the program behaviour shown above. Here, we would like to stress the effects of using weak looking-ahead rather than forward-checking or standard looking-ahead for some of the constraints in our example. First, it is clear that weak looking-ahead yields much better pruning results than forward-checking. For instance, by using a weak-looking-ahead (wla) instead of a forward declaration for the constraints #1 to #3 in our example, we could immediately and largely restrict the domains of several variables, whereas if using a forward-checking control we would have had to wait until one of the constraint variables would have been instantiated.

Secondly, we will have to answer the question as to the advantages of weak looking-ahead over standard looking-ahead. By applying the LAIR not more than once for each constraint, the high expense of re-checking whether it can be applied at a later stage of computation can be avoided. Thus, some work has to be done, but it only has to be done once. This especially concerns constraint #3. After applying the LAIR to it, all we have to do in the following is to check whether a value will be assigned to any of its variables. Using looking-ahead, we would have had to pay attention to each time a value is removed from the domain of one of the constraint variables, and do a new looking-ahead check then. Thus, applying the LAIR only once and continuing with a forward-checking execution of the constraint allows the construction of a sound and complete proof procedure, as pointed out in section 3. It allows a combination of the simplicity of forward-checking with the power of looking-ahead, however, avoiding the high computational cost of the latter.

Finally, we would like to consider when the looking-ahead step in WLA should be done. In our experience, useful control strategies should perform the step as early as possible, or do it for a constraint as soon as it has been touched the first time, i.e. as soon as one of its constraint variables has been restricted.

5 Conclusions

Finite domain consistency techniques like forward-checking and looking-ahead contribute to make constraint logic programming an appropriate tool for expressing and solving a rich class of combinatorial problems. When applying these techniques in a real-world application, the need for a combination of forward-checking and looking-ahead came up. In this paper, we have presented the weak looking-ahead technique which combines the pruning power of looking-ahead with the efficiency of forward-checking. We have shown that the resulting inference rule is sound and complete. Finally, we have shown how to use weak looking-ahead for lathe tool-selection in a CIM environment. The language FtDo which we have used for this application has been developed at DFKI and will further be extended to support hierarchically structured domains and to make use of their structure for both expressing and applying constraints over them [8].
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ABSTRACT

A standard method for determining decision trees is to learn them from examples. A disadvantage of this approach is that once a decision tree is learned, it is difficult to modify it to suit different decision making situations. An attractive approach that avoids this problem is to learn and store knowledge in a declarative form, e.g., as decision rules, and then, whenever needed, generate from it a decision tree that is most suitable in any given situation. This paper describes an efficient method for this purpose, called AQDT-1, which takes decision rules generated by the learning system AQ15 and builds from them a decision tree optimized according to a given quality criterion. The method is able to build conventional decision trees, as well as the so-called "skip noder" trees, in which measuring attributes assigned to some nodes may be avoided. It is shown that "skip-node" trees can be significantly simpler than conventional ones. In the experiments comparing AQDT-1 with C4.5, the former outperformed the latter both in terms of the predictive accuracy as well as the simplicity of the generated decision trees.
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1. Introduction

Methods for learning decision trees from examples have been quite popular in machine learning due to their simplicity. Decision trees built this way can be quite efficient, as long as the decision making situations for which they are optimized remain relatively stable. Problems arise when these situations change, or the assumptions under which the tree was built do not hold. For example, in some situations it may be very difficult to determine the value of a certain attribute on the path from the root. One would like to avoid measuring this attribute, and still be able to classify the example. If the cost of measuring of various attributes changes, it is desirable to restructure the tree so that the "inexpensive" attributes are evaluated first. A restructuring is also desirable if there is a significant variation in the frequency of occurrence of examples from different classes. Restructuring a decision tree is, however, difficult because the tree represents a form of procedural knowledge.

An attractive alternative that avoids the above problems is to learn and store knowledge in the form of decision rules, and to generate from them an appropriate decision tree "dynamically," as needed. Decision rules represent knowledge declaratively, and thus do not impose any order on the evaluation of the attributes. Since the number of rules is typically much smaller than the number of examples, generating decision trees from
rules can potentially be very fast. This way, one can always generate a tree that is tailored to the specific decision situation. For example, one may be able to generate a decision tree that avoids evaluating an attribute that is difficult or impossible to measure, or a decision tree that fits well some particular distribution of the decision classes. In some situations, it may be unnecessary to generate a complete decision tree, but instead only the part with the leaves associated with the decision classes of interest. The proposed approach would generate only the desirable part. This could be interpreted as a generation of "virtual" decision trees.

A disadvantage of this approach is that it requires determining decision rules first. There are, however, very efficient methods for generating decision rules. Also, the rules need to be generated only once, and then can be used many times for generating any type of decision tree according to various decision making situation.

This paper presents a simple and efficient method for generating decision trees from decision rules. The method employs the AQ algorithm for generating rules. It also reports results from experiments comparing it with a well-known method for learning decision trees from examples, implemented in the C4.5 program.

2. Generating Decision Trees from Decision Rules: AQDT-1

Decision trees are normally generated from examples of decisions. The essential aspect of any method for this purpose is the attribute selection criterion that is used for choosing attributes to be assigned to the nodes of the tree. Among well-known criteria are the entropy reduction measure (e.g., Quinlan, 1979), the gini index of diversity (Breiman, et al., 1984), and others (Cestnik & Karalic, 1991; Mingers, 1989).

The first algorithm for generating decision trees from examples was proposed by Hunt, Marin and Stone (1966). This algorithm was subsequently modified by Quinlan (1979, 1983), and then improved and/or applied by many authors to a variety of learning problems (e.g., Quinlan, 1983; Breiman, et al., 1984). Later, Quinlan (1986), and Bratko and Kononenko (1987) added "tree pruning" procedures to handle data with noise.

In contrast to the above, the proposed method generates decision trees from decision rules. The method, called AQDT-1 (AQ-based Decision Trees), assumes that decision rules are generated from examples by the inductive learning system AQ15 (Michalski et al., 1986). AQDT-1 uses an attribute selection criterion that is based on the properties of the rules, rather than the properties of the training examples. One rule may describe a large number of examples. Decision rules are more powerful knowledge representation than decision trees, because they can directly represent any description in disjunctive normal form, while the latter can represent directly only a disjunctive normal form in which all conjunctions are mutually disjoint. Therefore, when transforming a set of arbitrary decision rules into a decision tree, one faces an additional problem of handling logically intersecting rules (conjunctions).
The proposed method for solving the first problem, i.e., choosing attributes on the basis of the properties of rules, employs a measure of "utility" of an attribute for reducing a given set of rules and some other criteria. The second problem (handling non-disjoint rules) can be resolved by introducing additional nodes in the decision tree, or by assigning a "Don't care" value to some branches. This value serves as a connection edge between subtrees corresponding to non-disjoint rules. The branch with such a "value" is traversed when one does not know, or wants to ignore the value of the attribute assigned to the node from which it stems. Decision trees that have nodes with "don't care" values are called, for short, "skip-node" trees.

The input to the program AQDT-1 consists of rules generated by AQ15. Each such rule represents a conjunction of conditions. AQDT-1 creates a data structure for each concept description (a set of rules). This structure has fields such as the number of rules, the number of conditions in each rule, and the number of attributes in the rules. The system also creates an array of attribute descriptions. Each attribute description contains the attribute's name, domain, type, the number of legal values, a list of the values, the number of rules that contain that attribute, and values of that attribute for each rule. The attributes are arranged in the array in the a lexicographic order, first in the descending order of the number of rules that contain that attribute, and second, in the ascending order of the number of the attribute's legal values. AQDT-1 constructs a decision tree from decision rules by recursively selecting the "best" attribute at a given step, and assigning it to the new node. The difference between building a decision tree from rules and building it from examples is that in the former, attributes are selected on the basis of the role the attributes play in the rules, rather than on the basis of the coverage of examples, as in learning from examples.

The criterion for attribute selection should reflect the decision making situation. For example, if measuring different attributes involves different costs, then these costs should be included in the criterion. If some decision classes occur much more frequently than others, the criterion should favor measuring the attributes that occur in the rules for these classes. To be able to compare the AQDT-1 method with the C4.5 program, we assume here a selection criterion that is oriented toward producing trees with the minimum number of nodes. This criterion is composed of three elementary criteria: 1) the total attribute utility; 2) the number of different attribute values in the rules; and 3) the number of rules that contain the given attribute. The total attribute utility is the sum of the class utilities—the utilities of the attribute for each decision class. Suppose that decision classes are C1, C2,..., Cm. Suppose further that V1, V2,..., Vn are sets of values of some attribute A that occur in rules for classes C1, C2, ...Cm, respectively. The utility of A for Class Ci, U(A, Ci), is the number of sets Vj (j=1,...,m, and j≠i) that are disjoint with Vi, plus 1. The total utility, U(A), of the attribute A is:

\[ U(A) = \sum_{i=1}^{m} U(A, Ci) \]  

(1)
The total utility of an attribute is the highest $M^2$ when the attribute occurs in every class description, and has a different value in each of them.

The second criterion prefers attributes that have fewer values in the rules, because nodes that are assigned such attributes will have a smaller fan out (in the case of continuous attributes, they are quantized, and their new "values" are ranges of original values). The third criterion prefers the attribute that occurs in a larger number of rules, because this can help to evaluate all the rules faster.

These three criteria are combined into one attribute ranking measure using the "lexicographical evaluation functional with tolerances" (LEF; Michalski, 1973). First, the method evaluates attributes on the basis of their utility. If two or more attributes share the same top score or their scores are within the assumed tolerance range, the method evaluates these attributes using the second criterion (other attributes are ignored). If again two or more attributes share the same top score, or their scores are within the tolerance range, then the third criterion is used. If there is still a tie, the method selects the "best" attribute randomly.

The second problem of forming decision trees from decision rules is how to start from a single root and represent all the rules in a decision tree, even in cases when some rules do not contain common attributes. One way of overcoming with this problem is to create additional nodes corresponding to "missing" attributes. This method can significantly increase the size of the tree. Another approach, adopted in AQDT-1, is to create a "Don't care" value for attributes that may not be necessary to evaluate.

The following simple example illustrates the AQDT-1 method. Suppose there are three decision classes, C1, C2 & C3, described by the following AQ15-derived DNF expressions:

\[
C1 \quad <= \quad [x1=3] \& [x2=2] \quad v \quad [x1=3] \& [x3=1 \lor 3] \& [x4=1] \\
C2 \quad <= \quad [x1=1 \lor 2] \& [x2=3 \lor 4] \quad v \quad [x1=2] \& [x3=1 \lor 2] \& [x4=2] \\
C3 \quad <= \quad [x1=1] \& [x2=1] \quad v \quad [x1=4] \& [x3=2 \lor 3] \& [x4=3]
\]

The method turns such descriptions into elementary rules, which have only one attribute value in each condition (no internal disjunction). This is done by "multiplying out" each conjunction in the DNF expressions.

Figure 1 illustrates the process of selecting an attribute for a node in the tree based on the set of elementary rules. The rows "Values in Ci" list values of the attribute in the rules of the decision class Ci. "Value sharing" indicates whether the value of that attribute in the rule of a given class is or is not present in rules of other classes. Attributes x2 and x4 both have total utilities of 9. Therefore, they are evaluated on the second criterion (the number of attribute values in rules). Attribute x4 has fewer values (3) than x2 (4), therefore it is assigned to the root of the tree. In the next step, AQDT-1 modifies its data structure to eliminate the rules containing x4 from all the concept descriptions, and marks x4 as an "in_tree" attribute. This process is repeated until all
rules are eliminated. In this example, there will be two iterations. The second attribute to be chosen is $x_2$ and a don’t care value will be added to $x_4$ to merge the tree.

<table>
<thead>
<tr>
<th>Concept Attributes</th>
<th>x1</th>
<th>x2</th>
<th>x3</th>
<th>x4</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>Values in C1</td>
<td>3</td>
<td>2</td>
<td>1, 3</td>
</tr>
<tr>
<td>Val. sharing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Class utility</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>C2</td>
<td>Values in C2</td>
<td>1, 2</td>
<td>3 v 4</td>
<td>1 v 2</td>
</tr>
<tr>
<td>Val. sharing</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Class utility</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>C3</td>
<td>Values in C3</td>
<td>1, 4</td>
<td>1</td>
<td>2 v 3</td>
</tr>
<tr>
<td>Val. sharing</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Class utility</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>Total Attribute Utility</td>
<td>7</td>
<td>9</td>
<td>3</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 1: Determining the total utility of the attributes.

3. Analyzing Decision Trees Obtained by AQDT-1

The performance of the AQDT-1 method was evaluated by applying it to several learning problems. The most complex problem was to learn a decision rule for characterizing the voting records in the US Congress. Each voting record was described in terms of 19 multivalued attributes. AQDT-1, when run in the conventional mode (no "skip-nodes") and with the attribute selection criterion minimizing the number of nodes, produced a decision tree with 20 nodes and 91.8% predictive accuracy on the testing examples. For comparison, the well-known decision tree learning program, C4.5, was also run on the exactly the same data. C4.5 produced a decision tree with 21 nodes and 85.7% predictive accuracy. (Both programs were assumed to produce a complete and consistent decision tree with regard to the training examples, i.e., a decision tree that gives 100% correct recognition of the training examples). AQDT-1 was also run in the "skip-node" mode. As shown in Figure 2, the obtained "skip-node" decision tree has only 13 nodes. If the value of "Food_stamp_cap" is 0 or 1 then one can make the decision "Democrat" or "Republican", respectively. The branch "Don't care" stemming from "Food_stamp_cap" allows one to proceed to the next node (i.e., evaluate the next attribute "Occupation") without knowing the value of "Food_stamp_cap".

The idea of "Don't care" branches (or "skip nodes") allows one to build a decision tree from rules that do not intersect logically. Introducing such "Don't care" branches not only makes the resulting "skip-node" decision tree simpler, but also may allow one to reach a decision when values of some attributes are unknown. This way, a "skip-node"
decision tree makes possible in some situations to avoid measuring an attribute when it is not logically necessary, which is a problem with conventional decision trees (Michalski, 1990).

Let us define the accuracy of a decision tree against a set of examples as the percentage of examples that are correctly classified by the tree out of the total number of examples. We will distinguish between two types of accuracy: the level accuracy and the accumulative accuracy. The level accuracy of a leaf node is the percentage of the correctly classified examples at this node. The level accuracy at a non-leaf node is the percentage of the number of examples that are not classified to any class at that node. The accumulative accuracy of a leaf is the total percentage of the correctly classified examples at this point, including those classified correctly at higher nodes.

In Figure 2, L denotes the level accuracy, and A denotes the accumulative accuracy at a given node. For example, the leaf node "Republican" at the first level of the tree has level accuracy of 13/20 (65%). The node "Republican" at subsequent levels has the level accuracy 19/20 (95%), and 11/20 (55%), respectively. In contrast, the accumulative accuracy of the "Republican" nodes at different levels is 13/20 (65%), 18/20 (90%), 20/20 (100%), and 20/20 (100%). The accumulative accuracy at the second level was computed by adding the 13 examples classified correctly at level one, and 5 examples classified correctly, out of the 13 unclassified examples at the first level.

Let us explain how the AQDT-1-generated tree classifies testing examples. First, it creates an initial hypothetical conclusion by matching the first subtree, which consists of the root and its leaves (in fig. 2), then, it confirms or contradicts this hypothesis through the other subtrees (through Don't care nodes). AQDT-1 uses the level accuracy to choose a conclusion in cases where there is a contradiction with the initial hypothesis. The testing example (Food_stamp_cap=0, Occupation=0, Gas_cont_ban=0, income=2) or (0,0,0,2) will assign an initial conclusion "Democrat" with accuracy 80.6%. During the confirmation process, we notice a contradiction from the second and third subtrees.
The percentages for these subtrees are $75 \times 13/51 = 19.1\%$ and $95 \times 6/51 = 11.1\%$, respectively. In the last path, there is no value 2, we consider such case against the initial conclusion with percentage $(55 \times 2/51 = 2.2\%)$. If the subtraction $(80.6 - 32.4 = 48.2\%)$ is less than 50\% (in case of two classes), the final conclusion is the contradictory one. Otherwise, and also in cases where there are some subtrees that support the initial conclusion, the following method is used. Assume the example, $(0,0,1,1)$ where the third subtree only supports the initial conclusion. Based on the information in Figure 2, we assume that the level accuracy of each contradictory path is 100\%, and we consider the contradictory conclusion as initial one, then compare the contradictory percentage for each conclusion. In our example, consider the level accuracy of “Occupation” as 100\%. At that level, there are 15 Republican and 8 Democrat examples are classified correctly. There are 28 $(28 \times 100/51 = 54.9\%)$ unclassified examples. A 54.9\% will be the level accuracy of “Food_stamp_cap”, and $(54.9 \times 25/31 = 44.7\%)$ is the contradictory percentage to the class Republican. That means if the correct concept is Republican, the contradictory percentage is 44.7\% from the first subtree, but if it is Democrat, the contradictory percentage is 19.1\% from the second subtree. In this example, the contradictory percentage of the "Income" subtree is also less than 44.7\%.

4. Decision Tree Pruning

When input data may have errors (noisy), it is often useful to prune the obtained decision tree. Such pruning protects the tree from overfilling. Various approaches have been described in (Mingers, 1989; Breiman, et al, 1984; Quinlan, 1986, 1987; Niblett & Bratko, 1986; Cestnik et al, 1987; Clark & Niblett, 1987; Smyth et al, 1990; Cestnik & Bratko, 1991). These pruning approaches differ in their use of various criteria to decide whether or not to prune at a certain stage.

In this paper, we will study the meaning and effect of pruning on a decision tree learned from rules. Pruning the decision tree will be simpler in terms of where to prune because of the structure of the learned decision tree. The meaning of removing one node of the decision tree is equivalent to removing all the alternative conjunctions (conjunctions which contain the attribute and its value) from the rules. As can be seen, the meaning of pruning here is very crucial because of our assumption that the rule-base is complete (AQ15 guarantees 100\% match with the training examples). Our pruning approach takes into consideration that the decision tree is learned from rules, not from examples. The pruning strategy is based on pruning whole nodes at the lowest level with their Don’t care node. Figure 3 shows the learned decision tree from the Congressional Voting rules. The pruning takes place at the dotted lines, and the numbers on the left represent the accuracy after exchanging the Don’t care node with the associated decision.
Comparing Decision Trees from AQDT-1 and C4.5

This section presents an experiment comparing pruned decision trees learned from rules by AQDT-1 with those learned from examples by C4.5. Both programs were applied to the same data on US congressional voting, described above. The results presented here (for all experiments) are the best results from running C4.5, with both default windows (10 trials; the max. of 20% and twice the square root of the number of examples) and 100% windows (10 trials). C4.5 created a tree with 23 nodes before pruning. After pruning, the tree had 7 nodes with error rate 11.8%.

Figure 4 shows a comparison between the accuracy of the C4.5 and AQDT-1 decision trees with different degrees of pruning. The comparison is done on the training examples (fig. 4a) and testing examples (fig. 4b) examples. From Figure 4, we can see that trees that were learned from rules match the examples better than those trees that were learned from examples with different degrees of pruning.

The rest of this section describes two experiments comparing AQDT-1 with C4.5. The experiments were done to show the effect of the size of source data on AQDT-1 and C4.5 in terms of number of nodes and accuracy. In this experiment, the accuracy is calculated against the testing examples. The first experiment involved the second congressional voting data set, which consisted of 112 examples, two concepts to be learned, and 102 testing examples. Figure 5 shows the dependency of accuracy and number of nodes on a set of different relative size of the training examples. The second experiments used the so-called MONK1 data, consists of 124 training examples, two
concepts, and 432 testing examples. Figure 6 shows the dependence of the accuracy and the number of nodes on a set of different relative size of the training examples.

![Figure 5: Comparing decision trees for the US Congressional Voting problem.](image)

![Figure 6: Comparing decision trees for the MONK1 problem.](image)

Figures 5 & 6 show that AQDT-1 produced decision trees with fewer nodes and a higher accuracy than C4.5.

6. Conclusion

The paper presented the AQDT-1 method for efficiently determining decision trees from decision rules. The main difference between determining trees from decision rules and determining them from examples is in the attribute selection function. In the former case, the attribute selection criterion evaluates the role of attributes in the rules, while in the latter it evaluates the coverage of training examples. The primary property used in the proposed method is the "total utility" of an attribute for reducing the decision rules.

The method employs the AQ15 inductive learning program for learning decision rules from examples. A major advantage of the proposed approach is that it assists in determining decision trees suitable for different decision making situations, for example, when one wants to avoid measuring some "expensive" attribute. Another advantage is that the method can build decision trees with "Don't care values" on some branches. It has been demonstrated that decision trees with such "Don't care values" can be significantly simpler than conventional decision trees. In the experiments, the AQDT-1 method outperformed the C4.5 method for learning decision trees from examples, both in terms of the predictive accuracy and the simplicity of the generated decision trees.
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Abstract. A significant problem in the development of Knowledge-Based Systems (KBS) is its verification step. This paper describes an expert system verification approach that considers system specifications, and consequently, Knowledge Bases (KB) to be partially described when development starts. This partial description is not necessarily perfect and our work aims at using Machine Learning techniques to progressively improve the quality of expert system Knowledge Bases, by coping with two major KB anomalies: incompleteness and incorrectness. In agreement with the current tendency, KBs considered in our approach are expressed in different formalisms. Results obtained with two different learning algorithms, confirm the hypothesis that integrating machine learning techniques in the verification step of a Knowledge-Based System life cycle, is a promising approach.
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1. Introduction

Nowadays there still are few commercialized Knowledge-Based Systems (KBS). The major reason is the lack of a strict validation step in their life cycle. There is a widespread agreement that KBs cannot be designed in a linear fashion. This is due to the typical problems they have to resolve; they require then to adapt traditional techniques of software development or to use new techniques relevant to Artificial Intelligence (AI) systems. For instance, the life cycle of Figure 1-a does not seem to be advisable for KBS development. The model shown in Figure 1-b allows the developer to partially describe KBS specifications; these specifications will be progressively completed through each new cycle.

![Figure 1: Different life cycles](image)

To avoid confusion due to lack of unified terminology, we adopt in this paper Laurent's terminology [1] for validation process. We use different concepts for validation purposes. Some are formalizable (e.g., circularity of a rule base, redundancy of a rule base, etc), and some are not (e.g., level of performances, explanation capabilities, etc). From those concepts we may set up specifications, always in a formal way. But we obtain either really formal specifications (with the
formalizable concepts) or what [1] calls pseudo-formal specifications. For example, to deal with
explanation capabilities, we can define a formal process: e.g., an ad-hoc questionnaire will... filled by
ten users; each answer will give points, and a formal process of aggregation will produce a final note
N in a given scale (e.g., [0 .. 100]). If we choose a threshold, e.g., 80, then we can set up a pseudo-
formal specification: N ≥ 80. This leads to the following definitions:

Definition 1: A validation process is a process that attempts to determine whether a KBS satisfies
or not one of its specifications.

Definition 2: A verification process is a validation process that attempts to determine whether a
KBS satisfies or not one of its formal specifications.

Definition 3: An evaluation process is a validation process that attempts to determine whether a
KBS satisfies or not one of its pseudo-formal specifications.

We can retain that the most fundamental difference between a verification process and an evaluation
process concerns the interpretation of the result: it is always possible to conclude whether the KBS fits
or not the formal specification, as well as the corresponding informal specification in natural language.
However, this is not the case with an evaluation process because we cannot conclude without
ambiguity whether the KBS satisfies or not the informal specification that led to the pseudo-formal
specification.

This paper presents an expert system verification approach that considers system specifications to
be partially described when development starts. This partial description is not necessarily perfect and
our work aims at using Machine Learning techniques to progressively improve the quality of expert
system Knowledge Bases (KB), by coping with two major KB anomalies: incompleteness and
incorrectness. By integrating Machine Learning techniques in the validation step of a KB's
evolutionary life cycle model (e.g., Figure 1-b), we allow experts to propose an initial version of the
KB which will be refined and corrected throughout a refinement cycle. This particular point permits to
deal with a drawback of pure inductive learning algorithms (e.g., ID3 [2], AQ [3], ...): induced rules
are often not directly usable by current expert system's shell. The reason is that such rules are
generally flat and so do not permit the KBS to have explanation capabilities. We believe that starting
with an initial KB, possibly imperfect, which will be refined until it reaches its final expression, is a
better way than that using directly pure inductive learning. Figure 2 presents a view similar to that
previously presented, except that here we deal with life cycle of a KB:

Figure 2: Life cycle of a KB

In our approach, we consider expert systems that deal with KBs expressed in different formalisms
(This is in accordance with the current tendency). Each part of the knowledge is represented in a
particular formalism that is considered as the most appropriate, relatively to the type of knowledge it
expresses. The knowledge we consider consists of three parts: shallow knowledge, a deeper kind of
knowledge, and a set of examples. The first part is a set of production rules expressed in First Order
Logic (FOL); the second part consists in turn, of two categories of knowledge: Semantic nets
representing entities of the application domain and their relationships, and a set of integrity
constraints. Lastly, the set of examples contains observations represented as conjunctions of first order
literals. Each observation is classified as belonging to a given concept.

In this paper, we first describe previous works in the field of KBS verification and then compare
them to our method and we highlight the strengths and weakness of each approach. We then present
our approach and illustrate it with an example. In this example, in order to revise the KB, we have
integrated in the verification cycle two different learning algorithms, FOIL [4] and KBG [5].
2. Related works

Earlier work in the field of verification of KB have not integrated machine learning techniques to revise initial formulation of KBs. They generally consider rule bases expressed in attribute-value logic or first-order logic. CHECK [6] verifies statically consistency and completeness of KBs expressed in FOL. This method is typical of the approaches that are easy to implement. Despite of the simplicity of the basic concepts used in CHECK, a rule base may present incoherences that CHECK could not detect.

To solve such weakness, new approaches referred to as dynamic, have been evolved. These ones take into account the deductive power of knowledge bases. These methods are either exhaustive, in which case they aim at finding the specification of all incoherent situations, or heuristic and so, they exploit heuristics to select the more "interesting" conjectures of incoherence. The exhaustive approach is used by systems like COVADIS [7] and COCO [8]. Starting with incoherence specification, the issue is to prove that these specifications are reachable from sets of "incoherent facts". If this is the case, the KB is incoherent; otherwise it is coherent. A typical example of systems adopting a heuristical approach, is the SACCO [9] system. This approach brings computation speed-up, and avoids proposing to the expert real but improbable conjectures. To do this, SACCO makes use of heuristics that allow to define a limited set of potential conjectures of incoherence. If the so defined conjectures are verified by an initial fact base, then the incoherence is detected; otherwise, the KB is assumed coherent.

On the other hand, functional verification of KBS makes sure that the provided results are in accordance with domain's semantic. For instance, from an expert knowledge and a set of cases, the SEEK [10] system exploits a rule refinement cycle, which by performance evaluation of the rules on a library of cases, and by analyzing the statistical behavior of each rule, suggests modifications to be introduced in the expert knowledge.

More recently, several works have integrated machine learning algorithms in order to revise automatically imperfect KBs. They generally treat KBs expressed in the form of production rules. Some systems are only capable of generalizing an overly specific (incomplete) KB [11, 12, 13] while others are only capable of specializing an overly general KB [14, 15, 16].

Number of these systems, uses the Explanation-Based Learning (EBL) [17] approach to deal with imperfect KBs. For instance, to deal with overly general KBs, EBL/TS [18] uses the explanation tree of each positive example and then replace overly general definition of the given concept, by the rule associated with this explanation tree. On the other hand, A-EBL [19] treats the problem of multiple example explanations. It throw out inconsistent explanations and retain only a minimal set of "good" explanations. This is done by using heuristics. Such approaches starts with an imperfect KB expressed in terms of rules, and replace the entire KB by the rule associated to the explanation tree, revising the operational definition of a given concept. These processes do not preserve the structural form of rule bases and produce generally flat rules.

However, the current tendency in knowledge representation aims at integrating different formalisms such rules, frames, semantic-nets, etc. The goal pursued by such an approach is the increasing of explanation capabilities of KBs and acquisition of different kind of knowledge, each expressed in a particular formalism, considered as the most appropriate, relatively to the type of knowledge it expresses. In the field of Knowledge Verification, there still is few systems that cope with imperfect KBs, expressed in different formalisms. Our approach considers KBs expressed in different formalisms as : rule bases, semantic-nets and integrity constraints. It considers that using machine learning techniques, in an evolutionary life-cycle can propose refinements to the initial KB, until it reaches a correct and complete expression. In this way, we deal with a drawback of pure inductive learning algorithms: induced rules are often not directly usable by expert system's shells.

3. Description of the approach

Our method starts with the hypothesis that the initial KB provided by an expert is probably incomplete and/or incorrect. The detection of incompleteness and/or incorrectness is centred on the notion of label of a given concept.
Definition 4: The label of a concept is the set of all initial facts (i.e., literals) that allows a KBS to deduce the concept:

\[ E_{\text{concept}} = \bigwedge_{i=1}^{n} \bigwedge_{j=1}^{m} P_{ij}, \text{ where } P_{ij} \text{ is an initial first order literal.} \]

The knowledge provided to the system includes:

- Rules of expertise: \( (R_i / R_i = (A_{kl}, m P_{ik}) \Rightarrow Q_i) \) where \( P_{ik} \) and \( Q_i \) are first order literals.
- A semantic net describing domain entities and relations between entities.
- Integrity constraints: \( (l_i / l_i = \text{incompatibility}(\text{concept-i, concept-j})) \) where concept-i and concept-j are first order literals.
- A set of examples: \( (e / e = \text{desc}(c) \land \text{class}(e)) \) where \( \text{desc}(c) = \bigwedge_{j=1}^{p} L_j \) is the description of the example; this description is a conjunction of initial first order literals. \( \text{class}(e) \) is a first order literal that indicates the concept to which the example belongs.

All literals are typed. This means that arguments of a given predicate takes there values in a user defined type. For instance, we have considered the following types: nominal, linear, integer, real, hierarchical.

In this context, an incorrectness corresponds to the case where an example belongs to a concept that is incompatible with its real concept. Such an incompatibility is stated by the meta-predicate \( \text{incompatible}(\text{concept-i, concept-j}) \). According to our definition, an incorrectness is detected if the following formal specification is verified:

\[(A) \; \exists e: \text{desc}(e) = \bigwedge_{j=1}^{p} L_j \land \text{class}(e) = \text{concept-i}, \exists \text{ an integrity constraint } l = \text{incompatible}(\text{concept-i, concept-j}), \exists \text{ a substitution } \sigma \text{ such that } \text{desc}(e) \Rightarrow (E_{\text{concept-j}}) \sigma.\]

On the other hand, an incompleteness corresponds to the case where an example does not belong to its real concept label. The formal specification associated to the latter informal one is the following:

\[(B) \; \exists e: \text{desc}(e) = \bigwedge_{j=1}^{p} L_j \land \text{class}(e) = \text{concept-i}, \text{ such that there is no substitution } \sigma \text{ so that } \text{desc}(e) \Rightarrow (E_{\text{concept-i}}) \sigma.\]

As stated by [19], imperfections of the KB are due to many reasons. In our case, when an incompleteness is detected, the revision process has to deal with many cases. It can induce a new rule which has to be linked up in an appropriate place within the structural representation of rules. It can also, generalize an existing rule by dropping literal(s) in its left-hand side or by learning a more general literal. In the case of incompleteness, the revision process aims at specializing the label. This is firstly done by the localization of the faulty rule(s) and subsequently by specializing their left-hand side. This specialization is done by learning new literals or by specializing an existing one. A rule can also be suppressed if it is satisfied exclusively by counter-examples of the studied concept.

Unlike many other approaches, the revision process concerns a faulty sub-concept. A sub-concept is defined by a non-initial literal that appears in the definition of the studied concept. Refinements proposed by the learning tool are performed thanks to a learning algorithm, which considers as input data, a set of examples depending on the kind of detected anomalies (incorrectness or incompleteness). In this way, the learned process concerns only the label of this sub-concept, without modifying the label of other sub-concepts. Therefore, they allow us to preserve the structural form of the rule base (i.e., the shallow knowledge). In the case of a detected incorrectness, the revision algorithm works with positive examples of the given concept and negative ones that are subsumed by the faulty concept label. In the case of incompleteness, the considered positive examples are those that verify the formal specification (B) and do not verify the actual definition of the faulty sub-concept. The negative ones are those subsumed by the current sub-concept definition, and those imposed by integrity constraints.

---

1 Initial facts are used to describe examples. This notion is close to the notion of operationality introduced by in EBL.

2 The considered inference engine strategy is simple: a rule is fireable if its left-hand side is verified. If more than one rule is fireable at a moment, the inference engine considers the first in the KB. All fireable rules are considered.
must notice that for each example in the learning-set, a new description called "contextual description" is proposed. It contains literals that have a semantic closeness with the faulty concept. They are suggested by the semantic-net, or by a domain expert. The intervention of an expert may be necessary if it turns out that the semantic-net is incomplete.

This revision process may propose some modifications in the deep knowledge base. Such modifications arise when the initial vocabulary is not sufficient; in which case, the semantic net has to be extended with an entity or a relation. These latter correspond respectively to a predicate argument or a predicate. The growing of the initial vocabulary is made easier by the fact that the semantic net is organized in different pieces, each piece concerning a particular sub-concept (e.g., in the mammal example this will correspond to particular functionalities).

We can summarize our verification algorithm as follows:

a) Determine the label EC of a target concept.
b) Determine all examples that are subsumed by the current label EC.
c) Identify faulty concepts.
d) For each faulty concept,
   - Build the learning set;
   - For each example in the learning set, propose a contextual description;
   - Learn a new piece of knowledge;
   - Revise the KB.

Before illustration of our approach on a particular example, we summarize the entire revision process by Figure 5:

![Figure 5: The Revision Process](image)

4. An example

The Knowledge Base presented in this section is drawn from [20]. It is made up of different pieces of knowledge, each piece being represented in a particular formalism which is considered as the most appropriate, relatively to the knowledge it expresses. First, a rule base expressed in First Order Logic, that contain expert's opinion in the mammal theory. The second piece of knowledge is a semantic-net describing domain entities and their relationships. It is a deeper kind of knowledge than expert's opinion. Figure 7 shows these two kinds of knowledge:

\[
\begin{align*}
mammal(x) & \leftarrow \text{blood-system}(x, \text{mammal}) \land \text{sexual-life}(x, \text{mammal}) \land \text{locomotion}(x, \text{mammal}) \\
\text{blood-system}(x, \text{mammal}) & \leftarrow \text{blood}(x, y) \land \text{temperature}(y, \text{hot}) \land \text{heart}(x, z) \land \text{chambers}(z, 4) \\
\text{sexual-life}(x, \text{mammal}) & \leftarrow \text{fertilization}(x, \text{internal}) \land \text{way-of-develop}(x, \text{mammal}) \\
\text{locomotion}(x, \text{mammal}) & \leftarrow \text{ante-limbs}(x, \text{legs}) \land \text{post-limbs}(x, \text{legs}) \land \text{move}(x, \text{ground}) \\
\text{way-of-develop}(x, \text{mammal}) & \leftarrow \text{develop}(x, \text{placenta}) \land \text{reproduction}(x, \text{viviparous}) \land \text{has}(x, \text{breasts}) \\
\text{bird}(x) & \leftarrow \text{reproduction}(x, \text{oviparous}) \land \text{blood}(x, y) \land \text{temperature}(y, \text{hot}) \land \text{mouth}(x, \text{bill})
\end{align*}
\]
to study the initial mammal's definition, we obtain the following label:

\[
\text{chambers(h, 4).}
\]

A moth(sth(crow, bill))

\[
\text{chamnbers(h, oviparous)
}\]

anteater, legs)

\[
\text{oviparous)
}\]

wings)

\[
\text{mouth(duck, bill)}
\]

\[
\text{limnbs(ornytharynchus, legs)
}\]

\[
\text{fertilization(ornythorynchus, internal)
}\]

fersilization(spiny-anteater, internal)

\[
\text{A develop(bat, marsupium)
}\]

viviparous)

\[
\text{fertilization(kangaroo, internal)
}\]

\[
\text{chambers(h, itntc-limbs(dolphin, internal)
}\]

4)

\[
\text{limbs(whale, fines)
}\]

\[
\text{develop(cat, placenta)
}\]

\[
\text{viviparous)
}\]

\[
\text{fertilization(whale, viviparous)
}\]

\[
\text{A has(whale, breasts)
}\]

\[
\text{A ante-limbs(whale, fines)
}\]

\[
\text{A post-limbs(whale, tail)
}\]

\[
\text{A move(whale, water)
}\]

\[
\text{A heart(whale, h)
}\]

\[
\text{A chambers(h, 4)
}\]

\[
\text{A size(whale, giant)
}\]

\[
\text{dolphin : mammal(dolphin) A blood(dolphin, b) A temperature(b, hot) A fertilization(dolphin, internal) A develop(dolphin, placenta) A reproduction(dolphin, viviparous) A has(dolphin, breasts) A ante-limbs(dolphin, fines) A post-limbs(dolphin, tail) A move(dolphin, water) A heart(dolphin, h) A chambers(h, 4) A behaviour(dolphin, friendly)
}\]

\[
\text{kangaroo : mammal(kangaroo) A blood(kangaroo, b) A temperature(b, hot) A fertilization(kangaroo, internal) A develop(kangaroo, marsupium) A reproduction(kangaroo, viviparous) A has(kangaroo, breasts) A ante-limbs(kangaroo, legs) A post-limbs(kangaroo, legs) A move(kangaroo, ground) A heart(kangaroo, h) A chambers(h, 4)
}\]

\[
\text{bat : mammal(bat) A blood(bat, b) A temperature(b, hot) A fertilization(bat, internal) A develop(bat, marsupium) A reproduction(bat, viviparous) A has(bat, breasts) A ante-limbs(bat, wings) A post-limbs(bat, legs) A move(bat, air) A heart(bat, h) A chambers(b, 4)
}\]

\[
\text{spiny-anteater : mammal(spiny-anteater) A blood(spiny-anteater, b) A temperature(b, hot) A fertilization(spiny-anteater, internal) A mouth(spiny-anteater, bill) A reproduction(spiny-anteater, oviparous) A has(spiny-anteater, breasts) A ante-limbs(spiny-anteater, legs) A post-limbs(spiny-anteater, ground) A heart(spiny-anteater, h) A chambers(b, 4)
}\]

\[
\text{ornithorynchus : mammal(ornithorynchus) A blood(ornithorynchus, b) A temperature(b, hot) A fertilization(ornithorynchus, internal) A mouth(ornithorynchus, bill) A reproduction(ornithorynchus, oviparous) A has(ornithorynchus, breasts) A ante-limbs(ornithorynchus, legs) A post-limbs(ornithorynchus, legs) A move(ornithorynchus, ground) A heart(ornithorynchus, h) A chambers(b, 4)
}\]

\[
\text{duck : bird(duck) A blood(duck, b) A temperature(b, hot) A fertilization(duck, internal) A mouth(duck, bill) A reproduction(duck, oviparous) A covered(duck, feathers) A ante-limbs(duck, wings) A post-limbs(duck, legs) A move(duck, air) A heart(duck, h) A chambers(b, 4)
}\]

\[
\text{crow : bird(crow) A blood(crow, b) A temperature(b, hot) A fertilization(crow, internal) A mouth(crow, bill) A reproduction(crow, oviparous) A covered(crow, feathers) A color(feathers, black) A ante-limbs(crow, wings) A post-limbs(crow, legs) A move(crow, air) A heart(crow, h) A chambers(b, 4)
}\]

As mentioned above, our approach starts by determining concept's label. For instance, if we want to study the initial mammal's definition, we obtain the following label:

\[
\text{incompatibility (mammal (x), bird (x))}
\]

\[
incompatibility (way-of-develop (x, mammal), way-of-develop (x, bird))
\]

Finally, we have a set of classified examples of mammals and birds. Some of them are listed in the following table:

<table>
<thead>
<tr>
<th>Example</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cat</td>
<td>mammal(cat) A blood(cat, b) A temperature(b, hot) A fertilization(cat, internal)</td>
</tr>
<tr>
<td></td>
<td>A develop(cat, placenta) A reproduction(cat, viviparous) A has(cat, breasts)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(cat, legs) A post-limbs(cat, legs) A move(cat, ground) A heart(cat, h)</td>
</tr>
<tr>
<td></td>
<td>A chambers(h, 4)</td>
</tr>
<tr>
<td>Whale</td>
<td>mammal(whale) A blood(whale, b) A temperature(b, hot) A fertilization(whale, internal)</td>
</tr>
<tr>
<td></td>
<td>A develop(whale, placenta) A reproduction(whale, viviparous) A has(whale, breasts)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(whale, fines) A post-limbs(whale, tail) A move(whale, water) A heart(whale, h)</td>
</tr>
<tr>
<td></td>
<td>A chambers(h, 4)</td>
</tr>
<tr>
<td></td>
<td>A size(whale, giant)</td>
</tr>
<tr>
<td>Dolphin</td>
<td>mammal(dolphin) A blood(dolphin, b) A temperature(b, hot) A fertilization(dolphin, internal)</td>
</tr>
<tr>
<td></td>
<td>A develop(dolphin, placenta) A reproduction(dolphin, viviparous) A has(dolphin, breasts)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(dolphin, fines) A post-limbs(dolphin, tail) A move(dolphin, water) A heart(dolphin, h)</td>
</tr>
<tr>
<td></td>
<td>A chambers(h, 4)</td>
</tr>
<tr>
<td>Bat</td>
<td>mammal(bat) A blood(bat, b) A temperature(b, hot) A fertilization(bat, internal)</td>
</tr>
<tr>
<td></td>
<td>A develop(bat, marsupium) A reproduction(bat, viviparous) A has(bat, breasts)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(bat, wings) A post-limbs(bat, legs) A move(bat, air) A heart(bat, h)</td>
</tr>
<tr>
<td></td>
<td>A chambers(b, 4)</td>
</tr>
<tr>
<td>Spiny-anteater</td>
<td>mammal(spiny-anteater) A blood(spiny-anteater, b) A temperature(b, hot) A fertilization(spiny-anteater, internal)</td>
</tr>
<tr>
<td></td>
<td>A mouth(spiny-anteater, bill) A reproduction(spiny-anteater, oviparous) A has(spiny-anteater, breasts)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(spiny-anteater, legs) A post-limbs(spiny-anteater, ground) A heart(spiny-anteater, h)</td>
</tr>
<tr>
<td></td>
<td>A chambers(b, 4)</td>
</tr>
<tr>
<td>Ornithorynchus</td>
<td>mammal(ornithorynchus) A blood(ornithorynchus, b) A temperature(b, hot) A fertilization(ornithorynchus, internal)</td>
</tr>
<tr>
<td></td>
<td>A mouth(ornithorynchus, bill) A reproduction(ornithorynchus, oviparous) A has(ornithorynchus, breasts)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(ornithorynchus, legs) A post-limbs(ornithorynchus, legs) A move(ornithorynchus, ground)</td>
</tr>
<tr>
<td></td>
<td>A heart(ornithorynchus, h) A chambers(b, 4)</td>
</tr>
<tr>
<td>Duck</td>
<td>bird(duck) A blood(duck, b) A temperature(b, hot) A fertilization(duck, internal)</td>
</tr>
<tr>
<td></td>
<td>A mouth(duck, bill) A reproduction(duck, oviparous) A covered(duck, feathers) A ante-limbs(duck, wings)</td>
</tr>
<tr>
<td></td>
<td>A post-limbs(duck, legs) A move(duck, air) A heart(duck, h) A chambers(b, 4)</td>
</tr>
<tr>
<td>Crow</td>
<td>bird(crow) A blood(crow, b) A temperature(b, hot) A fertilization(crow, internal)</td>
</tr>
<tr>
<td></td>
<td>A mouth(crow, bill) A reproduction(crow, oviparous) A covered(crow, feathers) A color(feathers, black)</td>
</tr>
<tr>
<td></td>
<td>A ante-limbs(crow, wings) A post-limbs(crow, legs) A move(crow, air) A heart(crow, h) A chambers(b, 4)</td>
</tr>
</tbody>
</table>
\[ E_{\text{mammal}} = \text{blood}(x, y) \land \text{temperature}(y, \text{hot}) \land \text{heart}(x, z) \land \text{chambers}(z, 4) \land \text{fertilization}(x, \text{internal}) \land \text{develop}(x, \text{placenta}) \land \text{reproduction}(x, \text{viviparous}) \land \text{has}(x, \text{breasts}) \land \text{ante-limbs}(x, \text{legs}) \land \text{move}(x, \text{ground}) \]

We can notice that many mammal examples are not covered by this current label of mammal concept. For instance, \( \exists e : \text{class}(e) = \text{mammal} \land \text{there is no substitution } \sigma \text{ so that: } \text{desc}(e) \Rightarrow (E_{\text{mammal}}) \sigma \). This is the case for \( e \in \{ \text{whale, dolphin, kangaroo, bat, spiny-anteater, ornithorynchus} \} \). On the other hand, we notice that examples of mammal, that is a concept incompatible with bird's concept, are covered by the present bird label, i.e., \( \exists e : \text{class}(e) = \text{concept-j} \land \text{incompatible} (\text{concept-j}, \text{bird}) \land \text{there is a substitution } \sigma \text{ so that: } \text{desc}(e) \Rightarrow (E_{\text{bird}}) \sigma \). The concerned examples are the following: \{spiny-anteater, ornithorynchus\}. In such a case, both incompleteness and incorrectness are detected.

To learn new definitions of faulty concepts, we have used two different learning algorithms: FOIL and KBG. FOIL learn Horn clause from examples of relations (in our case, relations are the predicates of the domain application). The target relation is the faulty concept to revise. Like ID3, this algorithm employs an information-gain estimate to select the best literal. On the other hand, KBG is a learning algorithm which uses a similarity measure to compute a distance between the different entities of a pair of examples.

To deal with these anomalies, the revision process starts by identifying faulty concepts. For instance, it finds that both locomotion(x, mammal) and way-of-develop(x, mammal) are sub-concepts which need to be completed. To complete the locomotion definition, the revision process builds a learning set, containing as positive examples, all mammal examples that are not covered by the current locomotion definition, and as negative ones, those that are covered by this definition and those that are imposed by integrity constraints. We obtain the following learning set:

\[
\begin{align*}
\text{POS} &= \{\text{dolphin, whale, bat}\} \\
\text{NEG} &= \{\text{cat, kangaroo, spiny-anteater, ornithorynchus}\}
\end{align*}
\]

For each of these examples, our revision process builds a contextual description. It contains literals which have a semantic closeness with the faulty concept. For the previous learning set, we obtain these descriptions:

\[
\begin{align*}
D_{\text{dolphin}} &= \text{ante-limbs}(\text{dolphin, wings}) \land \text{move}(\text{dolphin, water}) \\
D_{\text{whale}} &= \text{ante-limbs}(\text{whale, fins}) \land \text{move}(\text{whale, tail}) \land \text{move}(\text{whale, water}) \\
D_{\text{bat}} &= \text{ante-limbs}(\text{bat, wings}) \land \text{move}(\text{bat, air}) \\
D_{\text{cat}} &= \text{move}(\text{cat, ground}) \\
D_{\text{kangaroo}} &= \text{move}(\text{kangaroo, ground}) \\
D_{\text{spiny-anteater}} &= \text{move}(\text{spiny-anteater, ground}) \\
D_{\text{ornithorynchus}} &= \text{move}(\text{ornithorynchus, ground})
\end{align*}
\]

From both FOIL and KBG, we obtain the following new piece of knowledge:

\[
\text{locomotion}(x, \text{mammal}) \leftarrow \text{ante-limbs}(x, \text{wings}) \lor \text{ante-limbs}(x, \text{fins}).
\]

This new expression complete the mammal label, and precisely the locomotion one. We obtain then the following new definition:

\[
\text{locomotion}(x, \text{mammal}) \leftarrow (\text{ante-limbs}(x, \text{legs}) \land \text{move}(x, \text{ground})) \lor \text{ante-limbs}(x, \text{wings}) \lor \text{ante-limbs}(x, \text{fins}).
\]

In the same time, the learning algorithm completes the "locomotion" piece of the semantic-net concerned with previous modifications. It has to extend its initial vocabulary:
To complete the solution of incompleteness problem, the revision process considers as positive examples, the following examples: kangaroo, bat, spiny-anteater, and ornithorynchus, that are not covered by the current definition of way-of-develop(x, mammal). Negative ones are: cat, whale, dolphin, duck and crow. We notice here that duck and crow are added in the set of counter examples, because of the integrity constraint: incompatibility(way-of-develop(x, mammal), way-of-develop(x, bird)). In this case, we obtain the following contextual descriptions:

\[ D_c(kangaroo) = \text{reproduction}(kangaroo, viviparous) \land \text{has}(kangaroo, breasts) \land \text{develop}(kangaroo, marsupium). \]

\[ D_c(bat) = \text{reproduction}(bat, viviparous) \land \text{has}(bat, breasts) \land \text{develop}(bat, marsupium). \]

\[ D_c(spiny-anteater) = \text{reproduction}(spiny-anteater, oviparous) \land \text{has}(spiny-anteater, breasts). \]

\[ D_c(ornithorynchus) = \text{reproduction}(ornithorynchus, oviparous) \land \text{has}(ornithorynchus, breasts). \]

\[ D_c(cat) = \text{reproduction}(cat, viviparous) \land \text{has}(cat, breasts) \land \text{develop}(cat, placenta). \]

\[ D_c(dolphin) = \text{reproduction}(dolphin, viviparous) \land \text{has}(dolphin, breasts) \land \text{develop}(dolphin, placenta). \]

\[ D_c(whale) = \text{reproduction}(whale, viviparous) \land \text{has}(whale, breasts) \land \text{develop}(whale, placenta). \]

\[ D_c(duck) = \text{reproduction}(duck, oviparous) \land \text{covered}(duck, feathers). \]

\[ D_c(crow) = \text{reproduction}(crow, oviparous) \land \text{covered}(crow, feathers). \]

From this learning set, FOIL induces an other definition of way-of-develop(x, mammal):

\[ \text{reproduction}(x, oviparous) \land \text{has}(x, breasts) \lor \text{develop}(x, marsupium). \]

On the other hand, KBG learns the following definition:

\[ \text{reproduction}(x, oviparous) \land \text{has}(x, breasts) \lor \text{develop}(x, marsupium) \lor \text{has}(x, breasts) \land \text{reproduction}(x, viviparous). \]

Finally, the revision process completes the previous way-of-develop(x, mammal) definition as follows:

\[ \text{way-of-develop}(x, mammal) \leftarrow [\text{develop}(x, development-organ) \land \text{reproduction}(x, oviparous) \land \text{has}(x, breasts) \lor \text{develop}(x, marsupium) \land \text{has}(x, breasts) \lor \text{reproduction}(x, viviparous)]. \]

As in the previous case, we complete the semantic net portion, concerned with mammal sexual life. We add the fact that both marsupium and placenta are development-organ, and that some mammals are oviparous:

\[ \text{is-a} \]

\[ \text{ development-organ } \]

\[ \text{ linked-to } \]

\[ \text{ uterus } \]

\[ \text{ linked-to } \]

\[ \text{ develop } \]

\[ \text{ placenta } \]

\[ \text{ development-organ } \]

\[ \text{ linked-to } \]

\[ \text{ develop } \]

\[ \text{ mammal } \]

\[ \text{ pregnancy } \]

\[ \text{ has } \]

\[ \text{ [13 days, 640 days] } \]

\[ \text{ is-a } \]

\[ \text{ develop } \]

\[ \text{ marsupium } \]

\[ \text{ development-organ } \]

\[ \text{ linked-to } \]

\[ \text{ develop } \]

\[ \text{ viviparous } \]

\[ \text{ is-a } \]

\[ \text{ oviparous } \]

Figure 6: Completion of the "reproduction" piece in the semantic-net.
To solve incorrectness detected thanks to bird's label, the revision process selects all bird examples and the two mammal examples (i.e., spiny-anteater, and ornithorynchus), which help to detect such incorrectness. We obtain the following learning set:

\[
\begin{align*}
\text{POS} &= \{\text{duck, crow}\} \\
\text{NEG} &= \{\text{spiny-anteater, ornithorynchus}\}
\end{align*}
\]

\[
\begin{align*}
D_{\text{duck}} &= \text{covered(duck, feathers)} \land \text{ante-limbs(duck, wings)} \land \text{move(duck, air)}. \\
D_{\text{crow}} &= \text{covered(crow, feathers)} \land \text{ante-limbs(crow, wings)} \land \text{move(crow, air)}. \\
D_{\text{spiny-anteater}} &= \text{ante-limbs(spiny-anteater, legs)} \land \text{move(spiny-anteater, ground)}. \\
D_{\text{ornithorynchus}} &= \text{ante-limbs(ornithorynchus, legs)} \land \text{move(ornithorynchus, ground)}. \\
\end{align*}
\]

The literal "covered \((x, \text{feathers})\)" is induced by FOIL. K13G learns the literal "ante-limbs \((x, \text{wings})\)".

Finally, the initial bird label is specialized, and we may obtain these two definitions:

\[
\begin{align*}
\text{bird}(x) &\leftarrow \text{reproduction}(x, \text{oviparous}) \land \text{blood}(x, y) \land \text{temperature}(y, \text{hot}) \land \text{mouth}(x, \text{bill}) \land \text{covered}(x, \text{feathers}). \\
\text{or,} & \\
\text{bird}(x) &\leftarrow \text{reproduction}(x, \text{oviparous}) \land \text{blood}(x, y) \land \text{temperature}(y, \text{hot}) \land \text{mouth}(x, \text{bill}) \land \text{ante-limbs}(x, \text{wings}).
\end{align*}
\]

This example shows us how our approach deals with incomplete and/or incorrect KB. It considers a kind of knowledge easier to produce by a domain expert, than a set of rules: reliable examples and counter-examples of a given concept.

5. Conclusion

In this research, we address the issue of KB's verification. These KBs consisting of two levels of knowledge differently structured. This paper is centered around the following statement: integration of learning process in a validation step of KBS's life cycle, allows the detection and correction of anomalies present in the initial formulation of the KB.

Our approach exploits a set of examples that experts can provide more easily, than a knowledge directly expressed in the form of rules. Thanks to the notion of concept's label, this approach permits, as a first step, to locate the level at which incompleteness or incorrectness occurs. A subsequent step, which makes use of the concerned examples, calls for learning techniques that perform corrections at a level indicated by the incoherent label. In parallel, the description of the deep KB is completed to take account of the new changes. This process permits to start with a initial imperfect KB, and then to correct and complete it until it reaches its final formulation.

Currently, we are exploring the possibility of learning Integrity Constraints. We aims at starting with an Integrity Constraint \(I_c = \text{Incompatibility}(\text{concept-i, concept-j})\), and then learn from the example set, incompatible environment expressed in terms of initial facts \(I_c^e = \text{incompatibility}(A_{i=1}, k P_i)\). Such a process could reject initial example description, and then avoid the case where the learning algorithm has to deal with erroneous example's description.
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Abstract. We introduce a conceptual framework for discovery of theorems in geometry and a mechanism which systematically discovers such theorems. Our mechanism incrementally generates geometrical situations, makes conjectures about them, uses a geometry theorem prover to determine the consistency of situations, and keeps valid conjectures as theorems. We define geometry situations, situation descriptions, theorems, and their relationships important to understand our discovery task. An exhaustive generator of situation descriptions has enormous combinatorial complexity. We analyze various ways to reduce that complexity. Ideally, the generator should create a single description of each situation, should generate more general situations before more specific ones, and should use the previously discovered theorems to constrain its generation mechanism. We describe our generator which possesses most of these properties, and we outline further improvements. Our theorem prover is based on Wu's algebraic method for proving geometry theorems. We discuss the interface between our situation generator and theorem prover and the limitations of our discovery system. Examples of theorems discovered by our system are also presented.

1 Introduction

For over 2000 years, plane geometry has enjoyed the focus of mathematicians who discovered many enormously complex and elegant theorems, and new results are still being discovered. However, the research strategies employed by humans to arrive at these theorems are far from clear. Moreover, no attempt has been made to develop a mechanism that can systematically discover all, or even a well-defined class of theorems. So far, the only substantial approaches to automated discovery in mathematics were directed at the theories of numbers [4, 6, 9]. As much as geometry differs from theories of numbers, one may expect another discovery mechanism for geometry.

In this paper, we concentrate on automated discovery of theorems in geometry. However, if all statements true in the domain of geometry are understood as theorems, we certainly do not wish to discover explicitly all of them. We only want to discover a necessary minimum of theorems which characterize different geometrical situations. We define the notion of a situation, and the necessary and sufficient set of theorems about situations. This leads to a mechanism which systematically formulates conjectures to cover that set of theorems.
Conjectures must be proved before we consider them theorems. We use an algebraic procedure developed by Wu \cite{10, 11} for proving conjectures in geometry. Each conjecture is considered by our theorem prover and, if proved, becomes a theorem. Wu's technique is suitable for conjectures in which the assumption and the conclusion can be expressed as conjunction of polynomial equations and/or their negations (inequations). Conjectures about situations constructed by our mechanism fall into this category. A prover that incorporates Wu's technique was constructed by Chou \cite{1}, and this prover has been used to prove hundreds of conjectures. Many of these conjectures were previously known theorems, but some were genuine guesses. Examples of significant new theorems proved by this prover can be found in \cite{2}.

Ideally, the conjecture generator should consider each situation and make all independent conjectures about that situation, but should do it only once. It should also generate simpler situations first, so that each theorem can be detected in the simplest possible situation to which it belongs. This way we would not lose any theorems nor would we repeat any effort. We present a computational mechanism which builds situations from points, lines, and a few relationships among these objects. Other types of objects and relationships could be easily included into that mechanism. We show how the verdict returned by the prover influences further generation of conjectures.

Despite the early lead before 1980, automated discovery in mathematics has been left behind two other areas of machine discovery — scientific discovery \cite{5, 8} and discovery in databases \cite{7} — both in the number of people involved and the scope of research. Lacking efficient theorem proving capabilities, discovery systems in mathematics, such as AM \cite{6} and CYRANO \cite{4}, only make conjectures based on simple induction. Since efficient theorem provers are now available in geometry \cite{1}, we can use them to advance machine discovery in mathematics. In comparison to AM, our system discovers not merely conjectures which have been validated by only a few cases in an infinite domain, but theorems, which have been validated according to the proof standards used in mathematics. Our system does not consider empirical evidence. Complying with the rules of the game in mathematics, it deals with ideal geometry in which situations are described by mathematical statements.

2 Situations and Theorems

Intuitively, situations are "pictures" that can be drawn on the plane using basic geometric objects, such as points, lines, circles etc., arranged in certain relationships among each other. In the subsequent discussion and in our current system, we limit ourselves to points and straight lines, but the method can be generalized easily. Because we concentrate on geometry as a branch of mathematics, not as an empirical science, we do not want to study individual pictures and their empirical properties. Mathematical geometry describes pictures by geometry statements, and draws conclusions from those statements. In such a geometry, a class of pictures satisfying a particular description, rather than an individual picture, is a meaningful entity. We will call such classes situations. Situations consist of objects and relationships between them. All objects in a situation are assumed to be distint.

The situations are described by statements which we will call situation descriptions.
Formally, a situation description consists of a set of literals (atomic statements and their negations) in a given vocabulary of functions on objects and relationships among objects. Descriptions (and the corresponding situations) can be built incrementally. Consider a simple incremental way of constructing a situation leading to Euclid's fifth postulate: start with the empty picture and then add a line. Add a point not on the line. Add a second line through that point. Request that the second line be parallel to the first line. Add a third line through the same point, but different from the second line. The situation is still consistent and many corresponding pictures can be drawn. Then request that the third line be parallel to the first line. No picture corresponds to this situation. The last element of the construction introduced an inconsistency, which corresponds to the following theorem:

For any three different lines, $l_1$, $l_2$, and $l_3$, and a point $p$, which lies on $l_2$, and $l_3$, but not on $l_1$, if $l_2$ is parallel to $l_1$, then $l_3$ is not parallel to $l_1$.

The same theorem can also be stated as:

For any line $l$ and any point $p$ not on $l$, there is a unique line that passes through $p$ and is parallel to $l$.

In this simple example we can see that adding new relationships gradually constrains the situation until it becomes inconsistent. If the situation before the last addition was consistent, while after addition it is inconsistent, we get a theorem.

Figure 1 shows an example of a situation, and its description for the well-known Pappus' theorem: if the three collinear points $A_1$, $B_1$ and $C_1$ are connected as shown to the three collinear points $A_2$, $B_2$ and $C_2$, then the resulting intersection points $A$, $B$ and $C$ are collinear. The conclusion of the Pappus' theorem $\text{on}(A, \text{line}(B, C))$ follows from that description.

Function symbols, such as $\text{line}$, are used to denote objects defined by primitive objects. For example, the term $\text{line}(B_1, C_1)$ denotes the line joining the points $B_1$ and $C_1$. This works whenever a defined object can be proved to exist uniquely. Moreover, inclusion of circles, for instance, would involve additional relationships, such as $\text{center}(P, C)$ or $\text{tangent}(L, C)$ for describing, respectively, that point $P$ is the center of circle $C$ or that line $L$ and circle $C$ are tangential to each other.

In this paper and in our discovery system, we use the following vocabulary of function and predicate symbols:

**Function:**

- $\text{line}(x, y)$ denotes the line passing through points $x$ and $y$

**Predicates:**

- $\text{on}(x, l)$ point $x$ is on line $l$
- $\text{parallel}(l, m)$ lines $l$ and $m$ are parallel and distinct
- $\text{intersect}(l, m)$ lines $l$ and $m$ intersect and are distinct

For instance, the atomic statement $\text{on}(A_1, \text{line}(B_1, C_1))$ states that the point $A_1$ lies on the line joining $B_1$ and $C_1$. Additional predicates can be easily added.

**Definition 1.** A **situation description** (or just description) is a pair $(I, R)$, where $I$ is some set of ingredient points and $R$ is a set of atomic statements and/or negations of such statements about points in $I$ that can be made in the vocabulary.
Situation descriptions can be either consistent or inconsistent. Situations correspond to consistent descriptions, while inconsistent descriptions do not describe any situations.

Detection of Theorems

Pappus' theorem holds in the situation described in Figure 1. The description in Figure 1 includes only the hypothesis (the "if" part) of the theorem and does not contain the conclusion that the points A, B and C are collinear. If the description in Figure 1 is augmented by the atomic statement:

$$\neg \text{on}(A, \text{line}(B, C))$$

then the resulting description is inconsistent, i.e. it corresponds to no picture, or equivalently, no coordinates could be assigned to the ingredient points. This suggests the following strategy to arrive at theorems. We start with the simplest situation description containing the empty sets of ingredient points and relationships, and keep expanding it by adding new points and/or relationships. Each description is tested for consistency, and new relationships are added until the description becomes inconsistent. Such a transition from a consistent to an inconsistent description results in a theorem. The consistent description forms the hypotheses of the theorem, and the negation of the new relationship forms its conclusion. Formally, if $S$ is a consistent description and $A$ is a statement such that $S \cup \{A\}$ is inconsistent, then we conclude the theorem:

$$S \rightarrow \neg A.$$
discovery method produces a tree of descriptions. Interesting theorems lie at the leaves of that tree.

The description in Figure 1 can be expanded in many ways, for instance by addition of a new point \( D \) or addition of the relationship parallel(\( \text{line}(A_1, B_1), \text{line}(A_2, B_2) \)). Some expansions do not result in an inconsistent description. However, an expansion obtained by adding not on(\( A, \text{line}(B, C) \)) results in an inconsistent description leading to Pappus' theorem.

3 Description Generator

In this section we discuss properties desirable for an efficient situation description generator.

For any natural \( n \), the number of descriptions containing exactly \( n \) distinct points \( p_1, \ldots, p_n \) is finite. However, many descriptions describe the same situation. For example, for three ingredient points \( p_1, p_2 \), and \( p_3 \), the descriptions

\[
\{(p_1, p_2, p_3), \{\text{on}(p_1, \text{line}(p_2, p_3))\}\}
\]

and

\[
\{(p_1, p_2, p_3), \{\text{on}(p_2, \text{line}(p_1, p_3))\}\}
\]

represent the same geometric situation.

**Definition 2.** Descriptions \( S \) and \( T \) are isomorphic if \( S \) can be transformed into \( T \) by renaming the ingredient points.

Since the number of descriptions that are isomorphic to any description explodes as factorial \( (n!) \) with the number of ingredient points, and all isomorphic descriptions are equivalent, it is highly desirable to limit the production of isomorphic descriptions. We do not want our system to spend time proving equivalent theorems, nor do we want to present them as distinct theorems. This leads to the following property:

**Property 3.** Exactly one description in each isomorphism class should be generated.

As a description is essentially a conjunction of atomic statements, the notion of implication between descriptions can be defined as follows:

**Definition 4.** A description \( S \) implies description \( T \) if the relationships in \( S \) imply those in \( T \).

Intuitively, if \( S \) implies \( T \), \( T \) describes a simpler (more general) setting than \( S \). Such \( T \) should be generated before \( S \), so that all theorems about \( T \) are discovered before theorems about \( S \). Theorems which hold for \( T \) hold also for \( S \), but according to the rules of the game in mathematics, need not be stated about \( S \) because they include some unnecessary assumptions. This leads to the following property:

**Property 5.** Let \( (S_1, S_2, \ldots) \) be the order in which descriptions are generated by the generator. If \( S_i \) implies \( S_j \) then we should have \( j \leq i \).

In the next section we will present a generation method to approximate Properties 3 and 5.
4 A Discovery Algorithm

The set of all situation descriptions is recursive and a systematic generation of all descriptions can be easily accomplished by starting from simple descriptions and making them 'grow'. Descriptions can be grown in two orthogonal directions: by imposing more relationships among its objects, or by adding more objects. Only the steps in the former direction can introduce inconsistency.

In addition to an easy implementation, incremental generation of descriptions has other advantages. First, it enables picking out the latest relationship added to a description, if it rendered the description inconsistent, as the negation of the conclusion of the theorem. All other relationships are the hypotheses of the theorem. Second, it helps to enforce Property 5 defined in the previous section. Third, it is necessary for discovery of a theorem in the simplest situation, without any extraneous objects and/or relationships. Further, it is easy to avoid proposing the same, already proven conclusion, in more complex settings, for which it would make a theorem, but would include some unnecessary assumptions. Fourth, the growth of an inconsistent description can be terminated right after it has been detected, to avoid trivial theorems. Fifth, it is an approximation of the way a human discoverer would proceed to uncover theorems.

Let $\Delta$ denote the set of all situation descriptions. We define a binary relation $\prec$ on $\Delta$ as follows:

**Definition 6.** $(I_1, R_1) \prec (I_2, R_2)$ iff one of the following is true:

1. $I_2 = I_1 \cup \{P\}$ and $R_2 = R_1$, for some point $P$ not already in $I_1$;
2. $I_2 = I_1$ and $R_2 = R_1 \cup \{A\}$, for some atomic relationship $A$ not already in $R_1$.

Let $\prec^+$ be the transitive closure of the above relation. Adding more points or atomic relationships to any description $S$ will yield another description $T$ such that $S \prec^+ T$. It is easy to see that $\prec^+$ is a (irreflexive) partial order on $\Delta$, with least element $S_0 = (\emptyset, \emptyset)$.

The following proposition is straightforward:

**Proposition 7.** For any binary relation $R$ on $\Delta$, if $R^+ = \prec^+$, then $\prec \subseteq R$.

In other words, $\prec$ is the smallest relation with transitive closure $\prec^+$. Thus it partitions $\Delta$ into a sequence of disjoint layers $L_0, L_1, L_2, \ldots$ as shown in Figure 2, where any layer $L_k$ consists of all those descriptions that are at distance $k$ from $S_0$. (The distance of any description $S = (I, R)$ from $S_0$ is $|I| + |R|$.) A breadth-first algorithm that generates descriptions from layer $L_k$ only after all descriptions in layers lower than $L_k$ have been generated, will guarantee globally that no smaller description is generated after a bigger one. That is, if $(S_1, S_2, \ldots)$ is the sequence of descriptions generated, then $S_i \prec^+ S_j$ implies $i < j$.

**Interface with the Prover**

The interface between the discoverer and the prover can be described by a simple dataflow network shown in Figure 3. In the overall organization of the discoverer, the
The prover is called at those nodes of the situation description graph, when a new relationship has been added and it is not known whether the resultant description is consistent.

The description generator passes on the descriptions to the prover, which recognizes them as either consistent or inconsistent. If the prover recognizes a description $S$ as consistent, the generator creates a theorem.

Let us consider a simple discovery algorithm:

**Procedure DISCOVER**

1. Create a queue $Q$, consisting solely of the description $S_0 = (\emptyset, \emptyset)$.
2. LOOP: Remove the front description from $Q$. Call this description $S$.
3. Create all successors of $S$ with respect to the $<$ relation.
   - Insert each successor into $Q$, if not already there.
4. If $S$ is already tagged 'inconsistent', assign tag 'inconsistent' to each successor of $S$ in $Q$.
5. Else use the prover to test consistency of $S$.
   - If $S$ is inconsistent, output the theorem corresponding to $S$ and assign tag 'inconsistent' to each successor of $S$ in $Q$.
6. Go LOOP.

This algorithm checks "sameness" of descriptions and produces a graph rather than a tree. Observe that the algorithm expands inconsistent descriptions, though no expansion of an inconsistent description is ever submitted to the prover. Such an expansion is useful because descriptions have more than one parent. As long as even one parent of $S$ is inconsistent, $S$ is labeled inconsistent and is not considered by the prover.
Handling Isomorphism

As discussed in the previous section, each description has a large number of isomorphic versions. It is wasteful to invoke the prover for more than one description in any isomorphism class. One way to avoid this is to create all isomorphic descriptions at the time when the first description in a given isomorphism class is generated, and to store all isomorphic equivalents in the hashtable, tagging them at the same time as inconsistent or as consistent. Though this mechanism avoids unnecessary invocations of the prover, creation of all isomorphic equivalents for every description is not very attractive either, and leads to high storage complexity. A better strategy for handling isomorphism is based upon a canonical order in which relationships are added to the situation descriptions, so that only one situation description in each isomorphism class is ever created, but we have not yet implemented this solution.

Handling the Implication Requirement

While the generation strategy outlined above has been easy to implement, the DISCOVER algorithm only approximates Property 5, defined in the previous section, which requires that if \( S_i \) is implied by \( S_j \) (\( S_j \) is more specific than \( S_i \)) then \( S_i \) is generated before \( S_j \). A violation is illustrated by the following example:

\[
S = \{\{A, B, C, D\}, \{\text{parallel}(\text{line}(A, B), \text{line}(C, D))\}\}
\]

\[
T = \{\{U, V, W, X, Y\}, \{\text{not on}(U, \text{line}(V, W))\}\}
\]

\( T \) is implied by \( S \) but \( T \not\supset S \), because it includes more points. Since \( S \) is in the layer \( L_5 \) and \( T \) is in the layer \( L_6 \), the algorithm generates \( S \) before \( T \).

5 Example Theorems

In this section we present some simple examples of theorems discovered by an implementation of our method.

Example 1. Let \( ABCD \) be a parallelogram. Then the diagonals \( AC \) and \( BD \) intersect.

This theorem was discovered from the following 4-point description. Since this

\[
\begin{align*}
D & \quad C \\
A & \quad B
\end{align*}
\]

Ingredient Points:
\( A, B, C, D \).

Relationships:
\[
\begin{align*}
\text{parallel}(\text{line}(A, B), \text{line}(C, D)) \\
\text{parallel}(\text{line}(A, D), \text{line}(B, C)) \\
\text{parallel}(\text{line}(A, C), \text{line}(B, D))
\end{align*}
\]

description was tagged 'inconsistent' by the prover, the example theorem has been formed.
Example 2 (Euclid's 5th postulate). Let $l$ be a line and $P$ any point not on $l$. Then there is a unique line passing through $P$ that is parallel to $l$.

The description corresponding to this theorem is:

![Diagram]

Ingredient Points:

$A, B, P, Q, R$.

Relationships:

- $\text{not on}(R, \text{line}(P, Q))$
- $\text{parallel}(\text{line}(P, Q), \text{line}(A, B))$
- $\text{parallel}(\text{line}(P, R), \text{line}(A, B))$

6 Limitation of the Prover

The underlying prover is based upon Wu's method [10, 11, 3], which takes any set of polynomial equations and inequations as input and determines whether or not they have a complex solution (a solution in complex numbers). Before a description $S$ is presented to the prover it is transformed into a collection $C$ of polynomial equations and inequations. If $C$ is inconsistent, i.e. if it has no complex solution, then it has no solution in real numbers either, and $S$ is inconsistent as well. However, if $C$ is consistent, Wu's method says nothing about the existence of a real solution for $C$, so that $S$ may have no model in plane geometry. Our system treats $S$ as consistent and when no real solution exists, it misses the corresponding theorem in the process. For this reason, our method is sound but not complete for plane geometry. It is complete only for metric geometry introduced by Wu (see [2]).

7 Conclusions and Future Work

We have presented a mechanism which incrementally generates geometric situation descriptions, tests them for consistency, and generates a theorem for each inconsistent description. Theorems generated by our method do not include redundant conditions in their “if” parts. Our method also avoids theorems which describe isomorphic situations. This way we not only concentrate on interesting and non-redundant theorems, but also we cut down the combinatorial complexity of the task, so that our system can reach more complex theorems within the same computational resources. Though our simple technique does not avoid generation of isomorphic descriptions, a more efficient strategy to deal with this problem is possible. This strategy, based on incremental addition of relationships in a specific canonical order is left for future implementation.

The current theorem discovery method does not use the theorems which have been discovered to alter its situation generation strategy. Our significantly more ambitious goal is to develop a mechanism which uses the theorems to limit the situation generation.
Such a method would begin with no knowledge and learn from its own discoveries. For example, discovery of the simple theorem "on(A, line(A, B))" implies that no statement of this type should be used to augment any situation description. Similarly, the discovery "If on(A, line(B, C)) then on(B, line(A, C))" can be used to avoid generation of many descriptions.

Currently, our system supports the function line and three predicates: on, parallel, and intersect, and can discover theorems involving points and lines in these relationships. Expanding the system to handle objects such as circles and relations between lines, points, and circles is easy and will lead to further theorems.
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Abstract. The task of learning relations has been concerned, so far, with the acquisition of intensional descriptions of unrelated concepts. However, in many real domains concepts are strictly related to each other and the instances of one of them cannot possibly be recognised without previous recognition of other objects as instances of related concepts. A typical case is the problem of labelling parts of a scene in order to interpret it. This paper extends in several ways the learning relations paradigm; in particular, a new methodology, allowing a recursive theory to be inferred from a set of examples, is presented. The learning algorithm works bottom-up, creating first an acyclic graph that classifies all the instances in the training set. Afterwards, a recursive theory is synthesised from the graph.

1 Introduction

In this paper, an algorithm, called RTL (Recursive Theory Learner), for learning recursive function-free Horn theories, is presented. The first algorithm in the literature for inducing logical programs is due to Shapiro [I], followed later on by others, such as FOIL [2] and CIGOL [3].

However, when several, mutually dependent target relations are to be learned, these approaches suffer from the drawback of an excessive complexity. Let us consider, for instance, the following theory defining a recursive relation for $h_1(x)$:

$$
c_1: \quad h_1(y) \land \varphi(x,y) \rightarrow h_1(x), \quad c_2: \xi(x,y) \rightarrow h_1(x)
$$

Suppose to apply FOIL's learning technique to generate the two clauses $c_1$ and $c_2$ from a set of ground instances. Clause $c_2$ will be learned first, and, then, using $c_2$ as an operational definition for $h_1(x)$, it will be possible to learn clause $c_1$. Clause $c_1$ is recursively applied until no new positive instances of $h_1$ can be covered. Suppose, moreover, that clauses $c_1$ and $c_2$ together do not exhaust the relation $h_1$ and that a new clause needs now to be learned: $c_3: \psi(x,y) \rightarrow h_1(x)$. Adding $c_3$ to the set of clauses defining $h_1$ would require the extensional test for consistency of clause $c_1$, because now $c_1$ will also involve $\psi(x,y)$. This leads to a combinatorial explosion of extensional testing.

In the case of the definition of a single predicate $h_1(x)$, the complexity of the above process can still be managed. However, it becomes really unmanageable when mutual recursion occurs. Then, we are proposing another method that does not suffer from this drawback. The method bears some similarities to the ones proposed by Shapiro [1] and by Bierman [4] but introduces some important novelties with respect to the search heuristics which allows the complexity to be dramatically reduced. Algorithm RTL is based on a two phases learning procedure. In the first phase non-recursive definitions

* This work has been done in the framework of the ESPRIT Basic Research Action N. 7274 founded by EEC.
are learned by induction. In the second one, the learned theory is generalised by introducing recursive definitions in such a way that non-monotonicity problems do not arise. The algorithm is restricted to learn recursive theories that can be obtained by using only a kind of recursive generalisation, which preserves correctness with respect to the learning set. Nevertheless, this kind of theories is still meaningful for real-world applications. Finally, the method is extended to learn recursive programs stratified with respect to negation [5], which have an acyclic ground graph over the learning set.

2 Basic Notions and Properties

In this section some basic notions and properties will be introduced which are exploited by RTL in order to apply monotonic generalising transformations. Given a non-recursive theory \( T \), we will investigate what kinds of transformations, introducing recursion while preserving the correctness of \( T \) with respect to the learning set \( F \), can be applied to \( T \). In the following, \( x \) and \( y \) denote sets of variables.

**Definition 1:** Given two relations \( R, R' \) of the same arity \( k \), corresponding to the predicates \( h \) and \( h' \), respectively, \( R' \) will be said a subrelation of \( R \) iff the clause \( h' \rightarrow h \) is true.

**Definition 2:** Given a pair \( <h, k> \) of predicates, corresponding to subrelations of \( R \), a clause \( h \land \phi \rightarrow k \), where \( h \) and \( k \) have different variables and \( \phi \) is a conjunctive formula not mentioning any subrelation of \( R \), will be said a simple clause over \( h \).

**Definition 3:** Given a predicate \( k \), corresponding to a subrelation of \( R \), a clause \( \phi \rightarrow k \) will be said a primitive definition of \( k \), iff \( \phi \) is a conjunctive formula not mentioning any subrelation of \( R \).

**Definition 4:** Two clauses \( c_1 \) and \( c_2 \) are said correspondent with respect to a relation \( R \), if they can be made identical by properly renaming the predicates corresponding to subrelations of \( R \), occurring in them.

As an example, the two clauses: \( h(y) \land \phi(x,y) \rightarrow k(x) \) and \( h'(y) \land \phi(x,y) \rightarrow k(x) \), where \( h \) and \( h' \) denote subrelations of \( R \), are correspondent with respect to \( R \), because they can be made identical by renaming \( h \) as \( h' \) or vice-versa. On the contrary, the two clauses: \( h(y) \land \phi(x,y) \rightarrow k(x) \) and \( h'(y) \land \phi(x,y) \rightarrow k'(x) \) are not correspondent ones.

**Definition 5:** A theory \( T \) will be said simply recurrent iff all the predicates occurring in the head of the clauses of \( T \) belong to a predicate set \( S(R) \) corresponding to subrelations of \( R \) and there exists a bijective mapping from the elements of \( S(R) \) to the set of integer \( J = \{ j | 0 \leq j \leq IS(R)-1 \} \) such that:
(a) The predicate \( h^{(0)} \in S(R) \) is defined by a set of primitive definitions.
(b) The predicate \( h^{(1)} \in S(R) \) is defined by a set \( C_f(h^{(1)}, h^{(0)}) \) of simple clauses on \( h^{(0)} \).
(c) Any other predicate \( h^{(i)} \in S(R) \) \( (2 \leq i \leq IS(R)-1) \) is defined by a set of predicates \( C_f(h^{(i)}, h^{(i-1)}) \) of simple clauses, whose elements are one-to-one correspondent to the elements of \( C_f(h^{(i)}, h^{(i-1)}) \).
(d) No other clause belongs to \( T \).

As an example, the following \( T_s \) is a simply recurrent theory:
\[
T_s = \{ \alpha(x,y) \rightarrow h^{(0)}(x); h^{(0)}(y) \land \phi(x,y) \rightarrow h^{(1)}(x); h^{(1)}(y) \land \phi(x,y) \rightarrow h^{(2)}(x); h^{(2)}(y) \land \phi(x,y) \rightarrow h^{(3)}(x) \}
\]

Given a set \( S(R) \) of subrelations of \( R \), let
be the union of the extensions, evaluated on \( F \), of all the \( h^{(r)} \)s \((0 \leq r \leq j)\). A simply recurrent theory shows the interesting property proved in the following:

**Theorem 1:** Given a simply recurrent theory \( T_n \), if there exists a number \( n \) such that the extension on \( F \) of the predicate \( h^{(n+1)} \) is contained in \( R_n \), then \( \text{EXT}(h^{(n)}) \subseteq R_n \) \((\forall r \geq n+1)\) In this case \( T_n \) will be said \( n \)-complete.

**Proof:** By hypothesis, \( T_n \) contains the following clauses:

\[
\begin{align*}
\alpha(x,y) & \rightarrow h^{(0)}(x) & R_0 &= \text{EXT}(h^{(0)}) \\
h^{(0)}(y) \land \varphi(x,y) & \rightarrow h^{(1)}(x) & R_1 &= \text{EXT}(h^{(0)}) \cup \text{EXT}(h^{(1)}) \\
\cdots & & \\
h^{(n)}(y) \land \varphi(x,y) & \rightarrow h^{(n+1)}(x) & R_n &= \text{EXT}(h^{(0)}) \cup \cdots \cup \text{EXT}(h^{(n)}) \\
\end{align*}
\]

The thesis is immediately proved by noticing that for any set of objects \( a \in R_n \) there will exist a set of objects \( b \) (generated by one of the clauses belonging to \( T_n \)) which belongs to \( R_n \) either by definition of \( R_n \) itself or by hypothesis. Then, being \( \text{EXT}(h^{(n+1)}) \subseteq R_n \), also the relation \( R_{n+k} \subseteq R_n \) \((\forall k \geq 1)\) holds true. q.d.e.

Theorem 1 guarantees that if the \( n \)-th application of a recursive clause does not generate any new instance, then no further application of the same clause will.

**Definition 6:** Given a simply recurrent theory \( T_n \), let \( S(R) \) be the set of subrelations of a same relation \( R \), occurring in \( T_n \). The renaming of all the predicates \( h^{(j)} \) \( \in S(R) \) with a unique name \( h \) will be said a recursive generalisation of \( T_n \). The obtained new theory, \( T_h \), will be called a simply recursive theory.

For simply recurrent theories the following theorem holds.

**Theorem 2:** Given an \( n \)-complete, simply recurrent theory \( T_n \), let us rename all the predicates belonging to \( S(R) \) as \( h \), obtaining a new theory \( T_h \). Then, the extension of \( h \) on \( F \), in the new theory \( T_h \), will be equal to \( R_n \).

**Proof:** By hypothesis, \( T_n \) contains the following clauses:

\[
\begin{align*}
\alpha(x,y) & \rightarrow h^{(0)}(x) & R_0 &= \text{EXT}(h^{(0)}) \\
h^{(0)}(y) \land \varphi(x,y) & \rightarrow h^{(1)}(x) & R_1 &= \text{EXT}(h^{(0)}) \cup \text{EXT}(h^{(1)}) \\
\cdots & & \\
h^{(n)}(y) \land \varphi(x,y) & \rightarrow h^{(n+1)}(x) & R_n &= \text{EXT}(h^{(0)}) \cup \cdots \cup \text{EXT}(h^{(n)}) \\
\end{align*}
\]

By renaming all the \( h^{(j)} \)s \((j \geq 0)\) as \( h \), we obtain a new theory \( T_h \), containing the following clauses: \( \alpha(x,y) \rightarrow h(x) \), \( h(y) \land \varphi(x,y) \rightarrow h(x) \). The thesis follows from the observation that the original set of clauses in \( T_n \) corresponds to the iterative application of the two new recursive clauses in \( T_h \). Then, \( \text{EXT}(h) = R_n \), q.d.e.

Theorem 2 guarantees that recursive generalisation of an \( n \)-complete theory does not change its extension.
Theorem 3: Given a theory $T_s$ containing an $n$-complete, simply recurrent subtheory $T_s$, the recursive generalisation of $T_s$, obtained by renaming all the predicates in $S(R)$ as $h$, will not change the extension on $F$ of any other predicate $k$ occurring in $T_s$, provided that, for each clause belonging to $T-s$, and depending upon some predicate $h^r \in S(R)$, there exists a correspondent clause for each other predicate $h^r \in S(R) (0 \leq r \leq n)$.

Proof: By hypothesis, $T_s$ contains the following clauses:

- $\alpha(x,y) \rightarrow h^0(x)$
- $h^0(y) \land \varphi(x,y) \rightarrow h^1(x)$
- ... 
- $h^n(y) \land \varphi(x,y) \rightarrow h^{n+1}(x)$

In $T_s$, the sub-theory $T_s$ is substituted by:

- $\alpha(x,y) \rightarrow h(x)$
- $h(y) \land \varphi(x,y) \rightarrow h(x)$

Let us suppose that the clause $c = h^0(y) \land \psi(x,y) \rightarrow u(x)$ belongs to $T_T$. Moreover, no other $h^r (0 \leq r \leq n)$ shall occur in the formula $\psi$.

By hypothesis, a clause correspondent of $c$ exists for each other predicate $h^r \in S(R)$, i.e.:

- $h^0(y) \land \psi(x,y) \rightarrow u(x)$
- ... 
- $h^n(y) \land \psi(x,y) \rightarrow u(x)$

Renaming all the predicates in $S(R)$ implies also renaming the occurrences of any $h^0 \in S(R)$ in the definitions of $u$. Then, the set of clauses defining $u$ will be substituted by the single clause: $h(y) \land \psi(x,y) \rightarrow u(x)$.

By iteratively applying the above clause and remembering that, from Theorem 2, $\text{EXT}(h) = R_n$, we can also conclude that the extension of $u(x)$ has not changed.

$$\text{EXT}(u) = \bigcup_{r=0}^{n} \text{EXT} \left( h^r \land \psi(x,y) \right)$$

\[ \text{o.d.e.} \]

Theorem 3 establishes conditions under which recursive generalisation does not require any extensional revision of the theory.

Another problem emerging in learning recursive theories is the occurrence of infinite loops, when the same constants can be bound to variables occurring both in the left-hand and in the right-hand side of a recursive clause. The following theorem states conditions under which loops cannot occur.

Theorem 4: Given an $n$-complete, simply recurrent theory $T_s$, the simply recursive theory $T_r$ obtained by renaming as $h$ all the predicates belonging to $S(R)$, will have an acyclic ground graph on $F$ iff the extension on $F$ of the predicate $h^{n+1} \in S(R)$ is empty.

Proof: For the if part of the thesis, we observe that, by hypothesis:

- $\text{EXT}(h^{n+1}) = \emptyset$. We have to prove that $T_r$ has an acyclic ground graph.

Let us suppose that $\alpha(x,y) \rightarrow h(x)$ and $h(y) \land \varphi(x,y) \rightarrow h(x)$ be the recursive definition of $h$ in $T_r$. First we observe that, if $\text{EXT}(h^{n+1}) = \emptyset$, then it is also $\text{EXT}(h^r) = \emptyset$ (for $r \geq n+2$). In fact, the extension $\text{EXT}(h^0)$ corresponds to the clause $h^0 (r \geq n+2)$, whose extension is empty, being implied by an already empty premise. Then, the recursion actually stops at the $(n+1)$-th iteration and there cannot be any infinite loop.
Let us now prove the only if part of the thesis. By hypothesis, $T_s$ has an acyclic ground graph on $F$. This means that no two sets of variables $a$ and $b$ exist, such that: $h(b) \land \varphi(a,b) \rightarrow h(a)$ and $h(a) \land \varphi(b,a) \rightarrow h(b)$.

In other words, each iteration of the recursive clause $h(y) \land \varphi(x,y) \rightarrow h(x)$ will cover, in $F$, disjoint sets of the relation corresponding to $h$. As $F$ is a finite set, then $\text{EXT}(h) \cap F$ is also a finite set. Then, there will exist an $n \leq |\text{EXT}(h) \cap F|$ such that $\text{EXT}(h^{n+1})$ must be empty.

$q.d.e.$

The inductive algorithm proposed in the next section learns a network of simply recursive theories. We will now investigate under which conditions different simply recursive theories can be merged, without need of extensional tests.

Definition 7: Given two simply recursive theories $T_1$ and $T_2$, defining subrelations $h_1$ and $h_2$ respectively, $T_1$ will be said dependent on $T_2$ if it contains at least one clause where $h_2$, or another subrelation $k$ depending on $h_2$, occurs in its body.

Definition 8: A set of simply recursive theories will be said a simply recursive network $\text{SRN}$ if, for each pair of simply recursive theories $(T_1, T_2)$ belonging to $\text{SRN}$, either $T_1$ depends on $T_2$ or $T_2$ depends on $T_1$ or both depends on a third one, $T_3$, belonging to $\text{SRN}$. Moreover, for any $T_i \in \text{SRN}$, the primitive definitions of $h_i$ should contain at most one occurrence of predicates corresponding to subrelations of another relation $R_j$ for any $j$.

Definition 9: A simply recursive network $\text{SRN}$ is said complete iff adding to $\text{SRN}$ any correspondent of a clause $c$, establishing a dependency between a pair of simply recursive theories $(T_1, T_2)$, the extension of $\text{SRN}$ on $F$ does not change.

Theorem 5: Given a simply recursive network $\text{SRN}$, if $\text{SRN}$ is complete, then renaming to a unique name $h$ all the subrelation of the same relation $R$ will not change the extension of $\text{SRN}$ on $F$.

Proof: The proof is analogous to that of Theorem 2.

Finally, we recall the definition of stratified theories due to Apt et al. [6].

Definition 10: A theory $T$ is stratified if there is a mapping stratum from the literals $L_T$, defined in $T$, to the countable ordinals such that for every clause \( L_1 \land L_2 \land \ldots \land L_n \rightarrow A \) (n$\geq$0) in $T$ the following conditions hold for every $1 \leq i \leq n$:
(a) if $L_i$ is positive, say $L_i$ is $p$, then $\text{stratum}(A) \geq \text{stratum}(L_i)$;
(b) if $L_i$ is negative, say $L_i$ is $-p$, then $\text{stratum}(A) > \text{stratum}(L_i)$.

Informally, a theory is stratified if no recursive loop across negated literals occurs.

3 Learning Recursive Theories

In this section we will introduce a new algorithm, named RTL (Recursive Theory Learner), that learns stratified theories by assembling networks of simply recursive theories.

At first, the algorithm tries to discover recurrent structures in the learning events by iterating clauses discovered by induction. In this way, n-complete simply recurrent theories are discovered and then generalised to simply recursive theories. Afterwards, simply recursive networks (SRN), that are proved complete, are generalised further by applying Theorem 5.
The process can be clarified through an example. Suppose \( c_1: h_1^{(1)}(x) \land \psi(x,y) \rightarrow h_1^{(2)}(x) \) and \( c_2: h_2^{(3)}(y) \land \psi(x,y) \rightarrow h_1^{(0)}(x) \) be two clauses discovered by induction in previous steps. Suppose, moreover, a new definition for predicate \( h_2^{(4)} \) is found in some other step; then the new clause \( h_2^{(4)}(y) \land \psi(x,y) \rightarrow h_1^{(2)}(x) \) will be created, trying to classify new instances of \( h_1 \). We will call this operation an iteration step on \( c_2 \). If the attempt is successful because new instances of \( h_1 \) are covered, a new trial is made by iterating clause \( c_1 \) and creating clause \( h_2^{(2)}(y) \land \psi(x,y) \rightarrow h_1^{(3)}(x) \). Then the process will go on, iterating similar clauses until an iteration step is reached where no new instances of \( h_1 \) are covered or an inconsistency is found (i.e., a clause matches facts it should not match). How to deal with inconsistencies is a crucial point and will be discussed later on. In the case that no inconsistency occurs, when the iteration on \( h_1 \) ends, a n-complete simply recurrent theory \( T \) has been discovered, that can be recursively generalised to \( T \).

Now, subrelation \( h_1^T \), defined by \( T \), is evaluated and will be used to start an analogous iterative process for other target relations. The process goes on in this way until no iteration step will cover new instances. We will prove later on that, when this happens, a complete SRN has been found (according to Definition 7). If some target relation is still not completely covered, the induction will be called again in order to find new clauses (primitives and recurrents) to restart the process. However, the goal is to build up SRN as large as possible in order to generalise them into a unique recursive theory according to Theorem 5. To this aim, clauses where target relation names do not occur negated (positive clauses) are sought until possible by induction. In this way, pre-existing SRNs continue to grow.

When induction is unable to discover positive clauses, the only hope to complete the learning process is to discover clauses where some target relation occurs in negated form (negative clauses). If this is done, a stratum is created in order to prevent the generation of recursive loops across the negated literals. Procedure Stratify, responsible for stratum construction, prevents recursion across strata.

### 3.1 The Main Algorithm

Algorithm RTL, described in Fig. 1, shows the behaviour described so far. Actually, many details need to be explained. Clause iteration is controlled using specific data structures. In particular, a set (DEPENDENCIES) of clause-schemes is maintained in order to select the clauses to be iterated. A clause-scheme is a clause like \( c_1 \) or \( c_2 \); where the real names of the target relations \( H \) are used in the place of the subrelation names. Moreover, a list ACTIVE(h) is used to schedule the iteration steps for each target relation \( h \in H \). When a definition for a subrelation \( h_0 \) of \( h \) is discovered (by iteration or by induction) for each clause-scheme \( s \) depending on \( h \), the procedure Trigger inserts an item \( <h_0, s> \) in the ACTIVE list associated to the relation name occurring in the head of \( s \). When a scheme is extracted from the the current ACTIVE list, the procedure Iterate creates a suitable correspondent by renaming the relation names in \( s \).

The inductive activity is scheduled using two lists: TODO and JUSTDONE. The first one contains the target relations which are still to be processed by induction, whereas the second one contains the relations that have been already processed and \( \psi \) yet completely covered. Every time a useful subrelation is learned, the list JUSTDONE is merged into TODO in order to give another chance to induction to exploit the new information just made available.
Algorithm RTL:
Let DEPENDENCIES be the set of mutually dependent clause schemes. Let, moreover, a queue ACTIVE(hi) of pairs: <subrelation, clause-scheme> be defined for each target relation hi.
Let TODO and JUSTDONE two sets of target relations used to schedule the inductive activity among the target relations.

Set DEPENDENCIES, ACTIVE(hi) (1 ≤ i ≤ N), JUSTDONE = ∅
Set TODO = H

while TODO ≠ ∅ do
  if ∃ hi such that ACTIVE(hi) ≠ ∅ then
    Set ACTIVE = ACTIVE(hi) being ACTIVE(hi) chosen according to some preference order established among the non empty ones.
    Set h = hi
  else Set h = first(TODO) and remove it from TODO
  Set ACTIVE = ACTIVE(h)
  Ph = Newname(); Induce some primitive definition ψ for Ph
  Ph = Newname(); Induce some recurrent φ for Ph
  Update DEPENDENCIES with ψ and φ; Insert <Ph, φ> in ACTIVE

  while ACTIVE ≠ ∅ do
    Set φ = first(ACTIVE); Set Ph = Newname(); Iterate(φ, h)
    if an inconsistency occur then refine(φ)
    if inconsistency remains then Stratify before the last iteration of φ
    if φ is a recurrent on h and new instances have been covered
      then append <Ph, φ> to ACTIVE

    Set Ph = Newname(); Apply recursive generalization for Ph
  Trigger DEPENDENCIES using Ph and Update ACTIVE lists
  Set group mark on Ph
  Update the global extension EXTg(h) for h
  if h is not completely covered then Append h to JUSTDONE
  if new instances have been covered in the last cycle then
    Append JUSTDONE to TODO
    Set JUSTDONE = ∅
  else if TODO = ∅ then
    if JUSTDONE ≠ ∅ then
      Try to induce a negative definition ψ for some h in JUSTDONE
      Stratify before ψ
      if successful then
        Append JUSTDONE to TODO
        Set JUSTDONE = ∅
      else stratify
    end
  end

Fig 1. Abstract scheme of Algorithm RTL for inducing recursive theories.

Now the question is: which predicates should induction use in order to discover new clauses? The solution adopted here is based on a heuristics aimed at generating an SRN that can be proved complete without further extensional tests.

First of all, we notice that predicates denoting subrelations obtained in strata below the current one (after generalisation) can be used as legal primitive predicates in addition to the initial set of predicates P. In fact, the corresponding definitions will not be modified any further.
Second, all predicates denoting subrelations defined by simply recursive theories in the current status could be legally used as primitive predicates. However, one of the problems that can arise is the excessive increasing of the predicates that can be used in the induction phase. On the other hand, we are interested in constructing an SRN possibly complete. This means that all possible correspondents to clauses establishing dependency relations between simply recursive theories should always be tried.

A method, semantically equivalent but computationally much more effective to check all the correspondents of a clause \( c \) (generated by induction) consists in letting induction use as primitive predicate, not the single subrelations, but a relation \( h \) defined as the union of all subrelations of \( h \) already found in the stratum. In this way, each clause of the type \( h \land \psi(x,y) \rightarrow h(x) \), found by induction, will be equivalent to the whole set of correspondents obtained by substituting \( h \land \psi(y) \) with the single subrelations \( h(i) \) already existing in the stratum. Relation \( h \) will grow as long as the process continues; then different names have to be used to distinguish its different instances.

Therefore, we are now able to prove the following theorem about clause iteration process in Algorithm RTL.

**Theorem 6:** Given Algorithm RTL, when \( \forall h \in H \) it is \( \text{ACTIVE}(h) = \emptyset \) then all STLs in the current stratum are complete.

**Proof:** Informally the theorem can be proved by observing that, on one hand, each clause generated by induction is implicitly equivalent to the set of all its correspondents generated for all the existing subrelations. On the other hand, each time the definition for a new subrelation \( h(i) \) is found, all the possible correspondents for \( h(i) \) are automatically iterated by the learning algorithm. Then the process halts because no new facts can be generated by creating new correspondents.

### 3.2 Dealing with Inconsistencies

Possible inconsistencies, detected iterating clauses, are resolved by the procedure Refine. However, the main motivation of the learning strategy proposed here is to escape the complexity inherent in the truth maintenance of the learning process that in presence of recursion can easily become intractable. Eliminating inconsistencies by making a clause more specific, as it is usually done, involves a revision of the extension of all the correspondent clauses instantiated so far. Such a procedure could be very costly. An alternative choice is to forbid recursive generalisation on the group of clauses that proved to have a correspondent inconsistent in some iteration step. Eliminating from a stratum a correspondent clause resulting inconsistent has implicitly this effect, because some SRN will remain incomplete.

Here a compromise between the two alternative has been used. In particular, let \( c \) be the clause proved inconsistent; then procedure Refine tries to find a set \( \Sigma^{(i)} \) containing one or more new clause-schemes covering the same instances as \( c \) in the past iterations but consistent in the current one. If the operation is successful, \( \Sigma^{(i)} \) can be substituted to \( c \) everywhere, without requiring an extensional test. Thus, set \( \Sigma^{(i)} \) is searched for by running induction under proper constraints.

In the case \( \Sigma^{(i)} \) cannot be found, the construction of the current simply recursive theory stops and the creation of a stratum is forced by calling procedure Stratify. In this way, generalisations leading to the inconsistency are prevented.
3.3 Creating Strata

Creating a stratum aims at preventing generalisations, i.e. renaming of subrelations that could merge simply recursive theories external to the stratum with the internal ones. In other words SRNs cannot go across strata boundaries. Strata are created to prevent cycles through negated literals or to prevent generalisations leading to inconsistent definitions.

Let us analyse, first, the problem of avoiding recursion through negated literals. Let us consider, for instance, the following STN containing three simply recursive theories:

\[ T_1 = \{ q(x,y) \land h_1'(y) \rightarrow h_1'(x) ; r(x,y) \rightarrow h_1'(x) \} \]
\[ T_2 = \{ q(x,y) \land h_1''(y) \rightarrow h_1''(x) ; \xi(x,y) \land \neg h_2(y) \rightarrow h_1''(x) \} \]
\[ T_3 = \{ \psi(x,y) \land h_2'(y) \rightarrow h_2'(x) ; \sigma(x,y) \land h_1'(y) \rightarrow h_2'(x) \} \] (3.1)

Predicates \( h_1' \) and \( h_1'' \) cannot be renamed to \( h_1''' \) because in the resulting theory:

\[ T = \{ q(x,y) \land h_1''''(y) \rightarrow h_1''''(x) ; p(x,y) \rightarrow h_1''''(x) ; \xi(x,y) \land \neg h_2'(y) \rightarrow h_1''''(x) ; \psi(x,y) \land h_2'(y) \rightarrow h_2'(x) ; \sigma(x,y) \land h_1''''(y) \rightarrow h_2'(x) \} \]

recursive deductions through the negated literal \( \neg h_2'(y) \) will occur. However, creating a stratum between \( T_2 \) and \( \{ T_1, T_3 \} \) will avoid this kind of problem by keeping \( h_1' \) distinct from \( h_1'' \).

Let \( h_1^0 \) be the subrelation used in negated form by induction; then, procedure Stratify performs the following steps:

a) It individuates the network \( SRN(h_1^0) \), \( h_1^0 \) belongs to and applies Theorem 5 in order to produce the maximum generalisation as possible without extensional tests.

b) For each different subrelation \( h_1^0 \), resulting in step a), the extension on \( F \) of \( h_1^0 \) is constructed. Then \( h_1^0 \) is added to the set of primitive predicates \( P \).

Let \( h_1^0 \) be the subrelation used in negated form by induction; then, procedure Stratify performs the following steps:

a') Determine the set \( S \) of all simply recursive theories \( h_1^0 \) depends on. (Notice that a non-complete, simply recurrent theory can be seen as a network of simply recursive theories where no recurrent clauses are present)

b) For each different subrelation \( h_1^0 \), resulting in step a), the extension on \( F \) of \( h_1^0 \) is constructed. Then \( h_1^0 \) is added to the set of primitive predicates \( P \).

c) The current stratum is updated by removing \( SRN(h_1^0) \).

However, things are slightly different when Stratify is called if a clause has shown an inconsistency that procedure Refine could not remove. Suppose the following three simply recursive theories have been generated:

\[ T_1 = \{ q(x,y) \land h_1'(y) \rightarrow h_1'(x) ; r(x,y) \rightarrow h_1'(x) \} \]
\[ T_2 = \{ q(x,y) \land h_1''(y) \rightarrow h_1''(x) ; \xi(x,y) \land \neg h_2(y) \rightarrow h_1''(x) \} \]
\[ T_3 = \{ \psi(x,y) \land h_2'(y) \rightarrow h_2'(x) ; \sigma(x,y) \land h_1'(y) \rightarrow h_2'(x) \} \] (3.2)

Suppose, moreover, that the construction of the simply recurrent theory \( T_4 = \{ \psi(x,y) \land h_2'(y) \rightarrow h_2'(x) ; \sigma(x,y) \land h_1'(y) \rightarrow h_2'(x) \} \) has been interrupted because clause \( \psi(x,y) \land h_2'(y) \rightarrow h_2'(x) \), corresponding to the recursive clause in theory \( T_3 \), was found inconsistent. Renaming \( h_1' \) and \( h_1'' \) to \( h_1''' \) would implicitly lead to the introduction of an inconsistency, again because now clauses of theory \( T_3 \) will be applied also on all instances of \( h_1'''(x) \). Let \( h \) be the subrelation in the head of the clause that proved to be inconsistent; thus procedure Stratify will operate as in the following:

a) Determine the set \( S \) of all simply recursive theories \( h \) depends on. (Notice that a non-complete, simply recurrent theory can be seen as a network of simply recursive theories where no recurrent clauses are present)

a) Individuate a set of SRNs covering all \( S \) and for each one apply Theorem 5 in order to obtain the maximum possible generalisation.
b) For each different subrelation $h_k(r)$, resulting in step a), the extension on $F$ of $h_k(r)$ is constructed. Then $h_k(r)$ is added to the set of primitive predicates $P$.

c) The current stratum is updated by removing $SRN(h_k(r))$.

3.4 Learning Acyclic Theories.

Algorithm RTL learns stratified theories according to Apt definition [5]. However, it may be interesting to obtain theories having an acyclic ground graph on the learning events $F$ [6]. It is easy to prove that, if Theorem 4 is applicable to each simply recurrent theory constructed by Algorithm RTL the ground graph will be acyclic on $F$. Then it is possible to force the generation of an acyclic theory by restricting recursive generalisation to simply recurrent theories satisfying Theorem 4.

4 Conclusions

In this paper, a new algorithm (called RTL) for learning recursive Horn theories has been described. The adopted approach aims at reducing the complexity due to non-monotonicity of the learning process in presence of mutual dependencies between target relations. In particular, the algorithm learns only recursive dependencies that do not involve revision of clauses already existing. Theories learned by RTL can be stratified according to the definition given by Apt [5] and can be proved acyclic with respect to the learning set. However, this last property can be considered only in a restricted meaning with respect to the general definition given by Apt [6].
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Abstract. Inductive logic programming is a research area which has its roots in machine learning and computational logic. A short introduction to this area is given. It investigates the many faces of inductive logic programming and outlines their applications in knowledge discovery and programming. Furthermore, whereas most research in inductive logic programming has focussed on learning single predicates from given datasets using a strong notion of explanation (cf. the well-known systems GOLEM and FOIL), we also investigate a weaker notion of explanation and the learning of multiple predicates. The weaker setting avoids the order dependency problem of the strong notion when learning multiple predicates, extends the representation of the induced hypotheses to full clausal logic, and can be applied to different types of application.

1 Introduction

Inductive logic programming (ILP) \cite{22,4} can be considered as the intersection of inductive learning and computational logic. From inductive machine learning, ILP inherits its goal: to develop tools and techniques to induce hypotheses from observations (examples) or to synthesise new knowledge from experience. By using computational logic as the representational mechanism for hypotheses and observations, ILP can overcome the two main limitations of classical inductive learning techniques (such as the TDIDT-family \cite{30}):

1. the use of a limited knowledge representation formalism (essentially propositional logic), and
2. the inability to use substantial domain knowledge in the learning process.

The first limitation is important because many problems of various domains of expertise can only be expressed in a first order logic and not in a propositional one, which implies that there are inductive learning tasks for which no propositional learner (and none of the classical empirical learners) can be effective (see e.g. \cite{23}). The difficulty to employ domain knowledge is also crucial because one of the well-established findings of artificial intelligence (and machine learning) is that the use of domain knowledge is essential to achieve intelligent behaviour. First results in applying ILP (cf. e.g. \cite{26,15,9}) show that the use of logic as a representation mechanism for inductive systems is not only justified from a theoretical point of view, but also from a practical one.
From computational logic, ILP inherits not only its representational formalism, but also its theoretical orientation as well as some well-established techniques. Indeed, in contrast to most other practical approaches to inductive learning, ILP is also interested in properties of inference rules, in convergence (e.g. soundness and completeness) of algorithms and in the computational complexity of procedures. Furthermore, because of the common representation framework, ILP is relevant to computational logic, deductive databases, knowledge base updating, algorithmic debugging, abduction, constraint logic programming, program synthesis and program analysis, and vice versa.

In this paper, we investigate the different faces of ILP. We first discuss two different semantics for ILP: a strong semantics for ILP as chosen by Muggleton [21] and incorporated in many well-known systems [22, 25, 31, 4, 5, 18], and a weak semantics introduced by Helft [13] and later followed by [12, 7]. It is shown that the strong semantics leads to some problems when learning multiple predicates, and that these problem can be avoided using the weak semantics. The latter also allows for the induction of full first order clauses. The two semantics and the different dimensions are relevant to all ILP techniques. However, the paper is focussed on the so-called refinement (general to specific) techniques used in empirical ILP systems. Other faces of ILP, referring to different dimensions as perceived by users, are also discussed. Finally, we sketch some applications of ILP to knowledge discovery in databases [28] and programming and discuss their relation to the semantics.

The paper is organized as follows: in section 2, we specify the problem of ILP, and study its different faces; in section 3, we survey some ILP techniques for strong ILP; in section 4, we investigate refinement approaches to ILP; in section 5, we study the problem of multiple predicate learning using the strong and the weak settings for ILP; finally, in section 6, we conclude and touch upon related work.

2 Problem specification

Roughly speaking, ILP starts from an initial background theory $T$ and some evidence $E$ (examples). The aim is then to induce a hypothesis $H$ that together with $T$ explains some properties of $E$. In most cases the hypothesis $H$ has to satisfy certain restrictions, which we shall refer to as the bias $B$. Bias includes prior expectations and assumptions, and can therefore be considered as the logically unjustified part of the background knowledge. Bias is needed to reduce the number of candidate hypotheses. On the other hand, an inappropriate bias can prevent the learner from finding the intended hypotheses.

In this section, we shall recall some logic programming concepts and use them to formally define the notions of hypothesis, theory, and evidence. Furthermore, we shall discuss two alternative semantics for ILP: the classical one, defined by [21], and the alternative one of [13, 12, 7].
2.1 Some Logic Programming Concepts

Definition 1. A clause is a formula of the form \( A_1, \ldots, A_m \leftarrow B_1, \ldots, B_n \) where the \( A_i \) and \( B_i \) are positive literals (atomic formulae).

The above clause can be read as \( A_1 \) or \( A_2 \) or \( \ldots \) or \( A_m \) if \( B_1 \) and \( \ldots \) and \( B_n \). All variables in clauses are universally quantified, although this is not explicitly written. Extending the usual convention for definite clauses (where \( m = 1 \)), we call \( A_1, \ldots, A_m \) the head of the clause and \( B_1, \ldots, B_n \) the body of the clause. A fact is a definite clause with an empty body, (\( m = 1, n = 0 \)). Throughout the paper, we shall assume that all clauses are range restricted, which means that all variables occurring in the head of a clause also occur in its body.

An example is a ground fact together with its truthvalue in the intended interpretation; positive examples are true; negative ones are false. The sets of positive and negative examples will be denoted as \( E^+ \) and \( E^- \); \( E = E^+ \cup E^- \).

In ILP, the background theory \( T \) and hypotheses \( H \) are represented by sets of clauses. For simplicity, we shall mainly focus on definite clauses for representing hypotheses and theories. Nevertheless, parts of our discussion extend to the more general normal program clauses [19], which are sometimes used in ILP systems [18, 31]. Language bias imposes certain syntactic restrictions on the form of clauses allowed in hypotheses; for example, one might consider only constrained clauses [18]; these are clauses for which all variables occurring in the body also occur in the head. Other restrictions frequently employed include abstract languages [4], determinations [33], schemata [14] and ij-determination [25].

Inductive logic programming can now be defined as follows:

Given:

- a set of examples \( E \)
- a background theory \( T \)
- a language bias \( B \) that defines the hypotheses space
- a notion of explanation (a semantics)

Find: a hypothesis \( H \) that satisfies the language bias and explains the examples \( E \) with respect to the theory \( T \).

Let us now define the strong and weak settings of ILP, which determine different notions of explanation and semantics. The terms strong and weak are due to Flach [12]. Current research on ILP mainly employs the strong setting [21]:

Definition 2. The strong setting of ILP, restricts \( H \) and \( T \) to sets of definite clauses, and employs the strong semantics: \( T \cup H \models E^+ \) and \( T \cup H \not\models E^- \).

As an illustration, let \( T = \{ \text{bird(tweety), bird(oliver)} \} \), \( E^- = \emptyset \), and \( E^+ = \{ \text{flies(tweety)} \} \). A valid hypothesis in the strong setting is \( c_1 = \text{flies}(X) \leftarrow \text{bird}(X) \).

---

3 For convenience, \( T \cup H \not\models E^- \) is used as shorthand for \( \forall e \in E^- : T \cup H \not\models e \).
Clause \( c_1 \) may contribute to a solution because it is consistent, i.e., for any substitution \( \theta \) for which \( \text{head}(c_1)\theta \) is false, \( \text{body}(c_1)\theta \) is also false. Notice that \( c_1 \) realizes an inductive leap because \( T \) together with \( c_1 \) entails \( \text{flies}(\text{oliver}) \).

**Definition 3.** The weak setting of ILP, restricts \( T \) to a set of definite clauses, \( H \) to a set of (general) clauses, \( E \) to positive examples, and employs the weak semantics: \( \text{Comp}(T \cup E) \models H \).

\( \text{Comp}(K) \) denotes Clark's completion of the knowledge base \( K \) [3]. The weak semantics of ILP is related to integrity checking in deductive databases (cf. [32]).

To illustrate the weak setting, reconsider the above illustration. In the weak setting, clause \( c_1 \) is not a solution because there is a substitution \( \theta = \{X \leftarrow \text{oliver}\} \) for which \( \text{body}(c_1)\theta \) is true and \( \text{head}(c_1)\theta \) is false. However, the clause \( c_2 = \text{bird}(X) \leftarrow \text{flies}(X) \) is a solution because for all \( X \) for which \( \text{flies}(X) \) is true, \( \text{bird}(X) \) is also true. This shows that the weak setting does not hypothesize properties not holding on the example set. Therefore the weak semantics realizes induction by deduction. Indeed, the induction principle of the weak setting states that the hypothesis \( H \), which is deduced from the set of observed examples \( E \) and the theory \( T \), holds for all possible sets of examples \( E' \). This realizes generalization beyond the observed examples. As a consequence, properties derived in the weak setting are more certain than those derived in the strong one.

The differences between the strong and the weak setting are related to the closed world assumption. In most applications of strong ILP [15, 26], only the set of positive examples is specified and the set of negative examples is derived from this by applying the closed world assumption. In our illustration, this results in \( E^- = \{\text{flies(oliver)}\} \). Given this modified \( E^- \), clause \( c_1 \) cannot contribute to a solution in the strong setting because for \( \sigma = \{X \leftarrow \text{oliver}\} \), \( \text{head}(c_1)\sigma \) is false while \( \text{body}(c_1)\sigma \) is true. If on the other hand, we ignore the difference between theory and examples by considering the problem where \( T = \emptyset \), \( E^+ = \{\text{flies(tweety)}, \text{bird(tweety)}, \text{bird(oliver)}\} \), and \( E^- = \{\text{flies(oliver)}\} \) (cwa), clause \( c_2 \) is also a solution in the strong setting. Intuitively, this shows that solutions to problems in the strong setting, where the closed world assumption is applied, are also valid in the weak setting. Remember from the database literature that applying the closed world assumption or Clark’s completion of the database is only justified when the universe defined by the examples together with the theory is completely described (cf. also example 1). For example, in a medical application, all patients in the database should be completely specified, which means that all their symptoms and diseases should be fully described. Notice that this is different from requiring that the complete universe is described (i.e., all possible patients).

Solutions in the strong setting with the closed world assumption are also solutions in the weak setting. The opposite does not always hold and this reveals the other main difference between the two settings. In the strong setting, the induced hypothesis can always be used to replace the examples because theory and hypothesis entail the observed examples (and possibly other examples as well). In the weak setting, the hypothesis consists of a set of properties holding for
the example set. There are no requirements nor guarantees concerning prediction. For instance in the weak setting, clause $c_2$ was a solution for $T = \{\text{bird(tweety)}, \text{bird(oliver)}\}$ and $E^+ = \{\text{flies(tweety)}\}$. Nevertheless, it cannot be used to predict the example in $E^+$.

The strong and weak faces of ILP are further illustrated by example 1 in a programming context and example 2 in knowledge discovery.

**Example 1.** (Programming)

Let $E = \{\text{sort([1],[1])}; \text{sort([2,1,3],[1,2,3])}; \neg \text{sort([2,1],[1])}; \neg \text{sort([3,1,2],[2,1,3])}\}$ and let $T$ contain correct definitions for the predicates `permutation/2`, which is true if the second argument is a permuted list of the first argument, and `sorted/1`, which is true if its list-argument is sorted in ascending order. Given the strong setting, a possible solution to the inductive logic programming task could consist of the following clause:

$$\text{sort}(X,Y) \leftarrow \text{permutation}(X,Y), \text{sorted}(Y) \quad (c_3)$$

In the weak setting, using $E^+$ only, a solution could consist of the following clauses:

$$\text{sorted}(Y) \leftarrow \text{sort}(X,Y)$$
$$\text{permutation}(X,Y) \leftarrow \text{sort}(X,Y)$$
$$\text{sorted}(X) \leftarrow \text{sort}(X,X)$$

Whereas the strong setting results in a program for sorting lists, the weak setting results in a partial specification for the involved predicates. Notice that clause $c_3$ does not hold in the weak setting because the definitions of `permutation` and `sorted` also hold for terms not occurring in $E$ (which means that Clark's completion is not justified, cf. above). On the other hand, if we generalize the notion of a positive example to a definite clause and replace the evidence $E$ by a correct definition of the sort predicate (using for instance the definition of quick-sort), clause $c_3$ holds. This illustrates that the weak setting is applicable to reverse engineering.

**Example 2.** (Knowledge Discovery)

Suppose we have a database containing weather observations (cf. [36]). Assuming a simplified format, each observation could be described by a fact $\text{ob}(O,T,H)$, where $O$ is the label of the observation representing time, $T$ the temperature of the observation, and $H$ the humidity. The general description of the weather observations $O$ could be encoded in predicates such as $\text{rain}(O)$, and $\text{snow}(O)$. The background theory could then contain definitions for the predicates $\text{next}(O_1,O_2)$ succeeding when $O_1$ and $O_2$ are two subsequent observations; $\text{in-temp}(O_1,O_2)$, $\text{in-hum}(O_1,O_2)$ succeeding when temperature/humidity in $O_2$ is increased relative to $O_1$.

Let us assume the aim is to learn properties of the predicates $\text{rain}$ and $\text{snow}$. In the strong ILP setting, one would start from the set of all positive examples
for these predicates, apply the closed world assumption and use the result as
evidence. \( H \) could then be:

\[
\text{rain}(O) \leftarrow \text{ob}(O, \text{very-high}, \text{very-high}) \\
\text{snow}(O) \leftarrow \text{next}(P,O), \text{ob}(P, \text{very-low}, \text{high}) \\
\text{snow}(O) \leftarrow \text{next}(P,O), \text{in-temp}(O,P), \text{rain}(P)
\]

Using the weak setting, one can start learning from the given database (without
a need to generate the negative examples) and derive a hypothesis including the
above clauses and:

\[
\leftarrow \text{rain}(O), \text{snow}(O) \\
\text{rain}(O), \text{snow}(O) \leftarrow \text{ob}(O,T,\text{high}) \\
\text{ob}(O, \text{very-low}, \text{very-high}), \text{ob}(O, \text{very-low}, \text{high}) \leftarrow \text{snow}(O)
\]

In knowledge discovery, it frequently occurs that the data are noisy, i.e. that
they contain random errors. When starting from noisy data, the criteria of both
the weak and strong setting should be relaxed and a limited number of mis-
matches among hypotheses and examples should be tolerated \[17, 10\].

### 2.2 Dimensions of ILP

Whereas the above problem specification sketches the faces of inductive logic
programming in logical terms, practical ILP systems can be classified in four
main dimensions, from a user perspective:

- **Empirical versus incremental.** This dimension describes the way the exam-
  ples \( E \) are obtained. In empirical ILP, the evidence is given at the start and
  not changed afterwards, in incremental ILP, the user supplies the examples
  one by one, in a piecewise fashion.

- **Interactive versus non-interactive.** In interactive ILP, the learner is allowed
  to pose questions to the user about the intended interpretation. Usually these
  questions query for the intended interpretation of examples or clauses.

- **Predicate invention allowed or not.** Predicate invention denotes the process
  whereby entirely new predicates (neither present in \( E \) nor \( T \)) are induced.
  Predicate invention results in extending the vocabulary of the learner and
  may therefore facilitate the learning task.

- **Single versus multiple predicate learning.** In single predicate learning, the
  evidence contains examples for only one predicate and the aim is to induce
  a definition for this predicate; in multiple predicate learning, the aim is to
  learn a set of possibly interacting predicate definitions.

In table 1, we sketch some well-known ILP systems along these four dimensions.
The ILP systems sketched are: MIS \[34\], CLINT \[4\], MOBAL \[14\], CIGOL \[24\],
FOIL \[31\], GOLEM \[25\], and LINUS \[18\]. From the table it follows that most of
the systems are either incremental multiple predicate learners or empirical single
predicate learners. This means that essentially none of these ILP systems is applicable to knowledge discovery in databases. Knowledge discovery typically requires an empirical setting (all data are given in the database) and involves multiple predicates (as the different predicates in the database should be related to each other). Two novel extensions of FOIL, that can be regarded as empirical multiple predicate learners or knowledge discovery systems, will be discussed in section 5. First, however, we given an overview of some ILP techniques focussing on the strong setting, for which there are more results.

<table>
<thead>
<tr>
<th>System</th>
<th>Emp/Inc</th>
<th>Int/Nin</th>
<th>Pri/Npr</th>
<th>Sin/Mul</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIS</td>
<td>Inc</td>
<td>Int</td>
<td>Npr</td>
<td>Mul</td>
</tr>
<tr>
<td>CLINT</td>
<td>Inc</td>
<td>Int</td>
<td>Pri</td>
<td>Mul</td>
</tr>
<tr>
<td>MOBAL</td>
<td>Inc</td>
<td>Nin</td>
<td>Pri</td>
<td>Mul</td>
</tr>
<tr>
<td>CIGOL</td>
<td>Inc</td>
<td>Int</td>
<td>Pri</td>
<td>Mul</td>
</tr>
<tr>
<td>FOIL</td>
<td>Emp</td>
<td>Nin</td>
<td>Npr</td>
<td>Sin</td>
</tr>
<tr>
<td>GOLEM</td>
<td>Emp</td>
<td>Nin</td>
<td>Npr</td>
<td>Sin</td>
</tr>
<tr>
<td>LINUS</td>
<td>Emp</td>
<td>Nin</td>
<td>Npr</td>
<td>Sin</td>
</tr>
</tbody>
</table>

Table 1: dimensions of ILP.

3 ILP Techniques in the strong ILP setting

As is the case for most problems of artificial intelligence ILP can be regarded as a search problem. Indeed, the space of possible solutions is determined by the syntactical bias. Furthermore, there is a decision criterion \( (T \cup H \models E^+ \text{ and } T \cup H \not\models E^-) \) to check whether a candidate is a solution to a particular problem. Searching the whole space is clearly inefficient, therefore structuring the search space is necessary. Nearly all symbolic inductive learning techniques structure the search by means of the dual notions of generalization and specialization [20, 6]. For ILP, there are syntactical [29] and semantical (logical) definitions [27, 2] of these notions:

- **Definition 4.** (Semantic Generalization) A hypothesis \( H_1 \) is semantically more general than a hypothesis \( H_2 \) with respect to theory \( T \) if and only if \( T \cup H_1 \models H_2 \).

- **Definition 5.** (Syntactic Generalization or \( \theta \)-subsumption) A clause \( c_1 \) (a set of literals) is syntactically more general than a clause \( c_2 \) if and only if there exists a substitution \( \theta \) such that \( c_1 \theta \subseteq c_2 \).

Plotkin has proved that the syntactic notion induces a lattice (up to variable renaming) on the set of all clauses. Notice that when a clause \( c_1 \) is syntactically more general than a clause \( c_2 \) it is also semantically more general. Clause false is maximally general for both notions of generalizations.

Both is more general than relations are useful for induction because:

FOIL and GOLEM should not be regarded as multiple predicate learners, cf. [8] and section 5.1.
when generalizing a hypothesis $H_1$ to $H_2$, all formulae $f$ entailed by the hypothesis $H_1$ and theory $T$ will also be implied by hypothesis $H_2$ and theory $T$, i.e. $(T \cup H_1 \models f) \rightarrow (T \cup H_2 \models f)$.

- when specializing a hypothesis $H_1$ to $H_2$, all formulae $f$ logically not entailed by hypothesis $H_1$ and theory $T$ will not be implied by hypothesis $H_2$ and theory $T$ either, i.e. $(T \cup H_1 \not\models f) \rightarrow (T \cup H_2 \not\models f)$.

The two properties can be used to prune large parts of the search space. The second property is used in conjunction with positive examples. If a clause does not imply a positive example, all specializations of that clause can be pruned, as they cannot imply the example. The first property is used with negative examples.

Most inductive learners use one of the search strategies below (cf. [6]):

- **General to specific** learners start from the most general clauses and repeatedly specialize them until they no longer imply negative examples; during the search they ensure that the clauses considered imply at least one positive example. Refining clauses is realized by employing a refinement operator, which is an operator that computes a set of specializations of a clause.

- **Specific to general** learners start from the most specific clause that implies a given example; they will then generalize the clause until it cannot further be generalized without implying negative examples. Very often, generalization operators start from a clause and a positive example not implied by the clause; they then compute the starting clause (the most specific clause implying the example) for the example and compute the least general generalization of the two clauses (cf. [29]).

Both techniques repeat their procedure on a reduced example set if the found clause by itself does not imply all positive examples. They use thus an iterative process to compute disjunctive hypotheses consisting of more than one clause. Hypotheses generated by the first approach are usually more general than those generated by the second approach. Therefore the first approach is less cautious and makes larger inductive leaps than the second. General to specific search is very well suited for empirical learning in the presence of noise because it can easily be guided by heuristics. Specific to general search strategies seem better suited for situations where fewer examples are available and for interactive and incremental processing. In the rest of this paper, because of space restrictions, we will only discuss general to specific learning; for specific to general learning, we refer to [22, 4]. Furthermore, because there are more results for strong ILP than for weak ILP, we start with the former.

4 Refinement approaches to strong ILP

Central in general to specific approaches to ILP, is the notion of a refinement operator (first introduced by [34]):
Definition 6. A refinement operator \( \rho \) for a language bias \( B \) is a mapping from \( B \) to \( 2^B \) such that \( \forall c \in B : \rho(c) \) is a set of specializations of \( c \) under \( \theta \)-subsumption.\(^5\)

We call the clauses \( c' \in \rho(c) \) the refinements of \( c \). In general, refinement operators depend on the language bias they are defined for. As an example, consider the refinement operator for clausal logic of definition 7:

**Definition 7.** Clause \( c' \in \rho(c) \) iff (1) \( c' = \text{head}(c), \text{body}(c) \), or (2) \( c' = \text{head}(c) \leftarrow \text{body}(c), t \), or (3) \( c' = c \theta \); where \( \theta \) is a substitution and \( t \) a positive literal. Refinements of type (1) are called head refinements of \( c \); refinements of type (2) body refinements.

Using refinement operators, it is easy to define a simple general to specific search algorithm for finding hypotheses. This is done in algorithm 1, which is basically a simplification of the FOIL algorithm of [31]. FOIL learns DATALOG clauses using a refinement operator for DATALOG. In FOIL's repeat loop different clauses are induced until all positive examples for the considered predicate are implied by the hypothesis. Once a clause is added to the hypothesis, all positive examples implied by that clause are deleted from the set of positive examples. To induce one clause, FOIL repeatedly applies a refinement operator (a variant of that in definition 7) until the clause does not imply any negative example for the predicate. FOIL is heuristically guided as it does not consider all refinements of a too general clause, but only the best one (the criterion is based on information theory, see [31]). This amounts to a hill-climbing search strategy. A variant of this algorithm employing beam-search is considered in [10].

FOIL is together with GOLEM [25], which works specific to general instead of general to specific, one of the best known empirical ILP systems. Both systems are very efficient and have been applied to a number of real-life applications of single-predicate learning [10, 36, 1, 26, 15, 11]. However, because they employ the strong ILP setting, they suffer from some problems when learning multiple predicates (see [8] and below).

5 Learning multiple predicates

5.1 Strong ILP setting

Examining the problem specification of the strong ILP setting reveals that the clauses in a hypothesis are not independent of each other. Indeed, consider clauses \( c_1 \) and \( c_2 \). Assume that \( T \cup \{c_i\} \ (i = 1..2) \) imply some positive and no negative examples. So, both \( c_i \) could contribute to a solution in the strong setting. Therefore one might consider a hypothesis \( H \) containing \( \{c_1, c_2\} \). Although neither \( c_1 \) nor \( c_2 \) implies negative examples, it may be that their conjunction \( T \cup \{c_1, c_2\} \) does. This reveals that in the strong ILP setting different clauses of

\(^5\) Sometimes \( \rho(c) \) is defined as the set of maximal specialisations of \( c \) under \( \theta \)-subsumption, cf. [34, 7]
for all predicates $p$ occurring in $E$ do
  $P :=$ the set of all positive examples for $p$
  $N :=$ the set of all negative examples for $p$
  hypothesis $H := \emptyset$
  repeat
    clause $c := p(X_1, \ldots, X_n) \leftarrow$; where all $X_i$ are different variables
    while $T \cup \{c\}$ implies negative examples from $N$ do
      build the set $S$ of all refinements of $c$
      $c :=$ the best element of $S$
    endwhile
    add $c$ to $H$
    delete all examples from $P$ implied by $T \cup \{c\}$
  until $P$ is empty
endfor

Algorithm 1: A simplified FOIL.

A hypothesis may interact. Because of these interactions, learning multiple predicates in the strong ILP setting is necessarily order dependent as the meaning of one clause depends on the other clauses in the hypothesis. Therefore the order of learning different clauses affects the results of the learning task and even the existence of solutions. As an extreme case, a multiple predicate learning task may only be solvable when clauses (or predicates) are learned in a specific order (because of bias effects and interactions between clauses). In less extreme situations, certain orders may result in more complex (and imprecise) definitions whereas better orders may yield good results.

Present ILP learners in the strong setting provide little help in determining the next clause or predicate to be learned. Indeed, the incremental systems (e.g. MOBAL [14]) rely on the user as they treat the examples in the given order, the interactive ones (CIGOL [24], CLINT [4], and MIS [34]) also generate queries to further simplify the problem, whereas the empirical ones (such as GOLEM [25] and FOIL [31]) leave the problem to the user. Consider for instance the FOIL algorithm outlined in algorithm 1. This algorithm checks only that individual clauses are consistent, not that the hypothesis as a whole is consistent with the negative examples. These and other problems with existing strong ILP learners and multiple predicate learning are discussed in detail in [8].

An attempt to alleviate the above problems is incorporated in the MPL system of [8]. The MPL algorithm is an adaptation of FOIL using the following principles:

- MPL performs a hill-climbing strategy on hypotheses: in each step of this cycle it induces a clause; if adding the induced clause to the current hypothesis results in inconsistencies, MPL will remove some clauses from the current hypothesis; otherwise it will continue with the updated current hypothesis to learn clauses for unimplied positive examples, if any.
To learn one clause, MPL employs a beam-search similar to mFOIL [10]. The only modification is that rather than storing (definite) clauses and computing their best refinements, MPL keeps track of bodies of clauses, and selects at each step the best body refinements. The quality of a body is defined here as the quality of the best clause in its head refinements. Computing the body first and filling in its head later allows to dynamically determine the next predicate to be learned.

When estimating the quality of a clause, MPL does not only take into account the examples of the predicate in the head of the clause, but also the other ones. This reduces the number of overgeneralizations.

Preliminary experiments have shown that MPL correctly induces hypotheses for some multiple predicate learning problems beyond the scope of the current empirical ILP approaches, cf. [8].

5.2 Weak ILP setting

Many of the above sketched problems disappear when adopting the weak ILP setting. Indeed, the main problems in the strong setting were concerned with order dependency and dependencies among different clauses. Using the weak semantics these problems disappear because Comp(T U E) \models H_1 and Comp(T U E) \models H_2 implies Comp(T U E) \models H_1 \cup H_2. Therefore clauses can be investigated completely independent of each other (they could even be searched in parallel): it does not matter whether \( H_1 \) is found first or \( H_2 \). Furthermore, interactions between different clauses are no longer important: if both clauses are individual solutions, their conjunction is also a solution. This property holds because the hypothesis is produced deductively in the weak setting. In contrast, the strong ILP setting allows to make inductive leaps, whereby the hypothesis together with the theory may entail facts not in the evidence. As different clauses in the strong setting entail different facts, the order of inducing and the way of combining different clauses in the strong setting affects the set of entailed facts.

A key observation underlying the CLAUDIEN system [7] is that clauses \( c \) not entailed by the completed database Comp(T U E) are overly general, i.e. there are substitutions \( \theta \) for which body\((c)\theta \) is true and head\((c)\theta \) is false in the completed database. In section 4, we saw how overly general clauses could be specialized by applying refinement operators. The same applies here. In particular, body refinements will decrease the number of substitutions for which body\((c)\) holds whereas head refinements will increase the number of substitutions for which head\((c)\) holds.

Based on this we designed the CLAUDIEN algorithm (see algorithm 2) to induce clausal theories from databases. CLAUDIEN starts with a set of clauses \( Q \), initially only containing the most general clause false and repeatedly refines overly general clauses in \( Q \) until they satisfy the database. CLAUDIEN prunes away clauses already entailed by the found hypothesis at point (1) because they (nor any of their refinements) can result in new information\(^{6} \). Furthermore, at

\(^{6} \) This is verified using Stickel’s fast theorem prover [35].
\( Q := \{false\}; \; H := \emptyset; \)

\[
\text{while } Q \neq \emptyset \text{ do}
\]
\[
\text{delete } c \text{ from } Q
\text{ if } Comp(T \cup E) \models c
\text{ then } \text{ if } H \not\models c \text{ (1) then add } c \text{ to } H\text{ endif}
\text{ else for all relevant } c' \in \rho(c) \text{ (2) do}
\text{ add } c' \text{ to } Q \text{ endfor}\text{ endif}
\text{ endwhile}
\]

**Algorithm 2: A simplified CLAUDIEN.**

Point (2) it tests whether refinements are relevant. Roughly speaking, relevance means that at least one substitution is handled differently by the refinement clause than by its parent. Under certain conditions on the language bias and refinement operator discussed in [7], irrelevant clauses can safely be pruned away. Intuitively, an irrelevant refinement \( c' \) of \( c \) is a refinement for which \( c \) and \( c' \) are logically equivalent in \( Comp(T \cup E) \). Notice also that CLAUDIEN does not employ a heuristic search strategy, but a complete search of the relevant parts of the search space. Complete search\(^7\) allows to find all properties expressible in the given language bias, thereby the most general hypothesis explaining the database is found.

**Example 3. (A CLAUDIEN example)**

We ran CLAUDIEN on a database containing family relations father, mother, parent, male, female and human. The bias restricted clauses to contain at most two variables and at most 3 literals. Any combination of predicates in clauses was allowed. CLAUDIEN derived the following theory:

\[
\text{← female}(X), \text{ male}(X)
\text{ human}(X) \leftarrow \text{ male}(X) \text{ (1)}
\text{ human}(X) \leftarrow \text{ female}(X) \text{ (2)}
\text{ female}(X), \text{ male}(X) \leftarrow \text{ human}(X) \text{ (3)}
\text{ ← parent}(X,X)
\text{ parent}(X,Y) \leftarrow \text{ mother}(X,Y)
\text{ parent}(X,Y) \leftarrow \text{ father}(X,Y)
\text{ ← parent}(X,Y), \text{ parent}(Y,X)
\text{ ← father}(X,Y), \text{ mother}(X,Y)
\text{ father}(X,Y), \text{ mother}(X,Y) \leftarrow \text{ parent}(X,Y)
\text{ human}(Y) \leftarrow \text{ parent}(X,Y)
\]

\(^7\) In the implementation, we employ depth-first iterative deepening [16].
human(X) ← parent(X,Y)
female(X) ← mother(X,Y)

Also contributes to understanding the domain of family relations as it contains some relevant regularities. Notice also that the theory can be used for predictions. Indeed, if parent(luc,soetkin) and male(luc) is asserted we can derive ~ mother(luc,soetkin), father(luc,soetkin), female(soetkin) ∨ male(soetkin), human(soetkin), etc. On the other hand, if only father(luc,soetkin) is asserted we can derive human(luc), human(soetkin), female(soetkin) ∨ male(soetkin), male(luc), parent(luc,soetkin), ~ female(luc). It is easy to see that using the above theory, prediction can start from basically any fact(s) for any set of predicates. This contrasts significantly from the strong ILP setting, where the inferences only go in one direction. Given the usual approaches, the learner would induce only clauses for specific predicates. E.g. the clauses (1) and (2) could be inferred, or alternatively the two normal clauses corresponding to clause (3), i.e. male(X) ← human(X), ~ female(X) (4) and female(X) ← human(X), ~ male(X) (5). The strong ILP systems would not allow to induce both (1-2) and (4-5), because the resulting program loops. Therefore the theory induced in strong ILP can only be used in one direction. Given (4-5) one can deduce facts for male and female. Given (1-2), facts for human one can deduce facts for male or female.

6 Conclusions

We have defined and investigated different faces of ILP, focussing on the semantics of ILP. We believe the weak semantics puts several issues in ILP in a new perspective. First, the weak setting allows to induce full clausal theories. Second, the weak setting makes the learning of different clauses order independent, which is especially useful when learning multiple predicates. Third, the weak setting derives properties of examples instead of rules generating examples. Although such properties cannot always be used for predicting the truthvalues of facts, we have seen that the use of full clausal theories can result in predictions not possible using the less expressive strong ILP setting. Fourth, it was argued that the common practice of applying the closed world assumption on the example set in strong ILP, corresponds to the use of Clark’s completion and a deductive setting for weak ILP.

On the other hand, when we are interested in predictions, then the strong setting is more appropriate as induced hypotheses in the strong setting can always be used for prediction. Furthermore, although learning multiple predicates in the strong is less efficient, we have presented a preliminary approach to multiple predicate learning in the strong setting.
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Abstract. This paper reports on the work of CONSENSUS, a collaborative project funded by the United Kingdom Department of Trade and Industry Advanced Technology Programme. The project has produced a proven engineering method for developing large scale real-time systems with distributed intelligent components. The paper presents an overview of the method that has been developed and illustrates how it has been used to construct a large scale application in the area of air traffic control. The method has also been used to develop a dynamic tactical planning application that reacts to events as they arise, which is also briefly described in the paper.

1 Introduction

Many applications, where new technologies are being deployed, are characterised by:
- increasing quantity of data from sensors and other sources,
- increasing need for interpretation of data,
- reducing response times,
- increasing workload,
- increasing need for planning in response to events as they arise,
- increasing demand for multiplexing, display management and control.

The commercial justification for new systems is usually based on delivering greater throughput or performance without a corresponding increase in staffing levels. This requires the division of responsibility between man and machine to be repartitioned; hence the machine will perform some tasks that may have previously been performed by the man, and thus require intelligent behaviour. There is thus a need for increasing intelligence in applications where new technologies are deployed.

In addition, since most practical applications are inherently distributed or naturally concurrent, there is a need for distributed intelligent behaviour. In most cases a centralised approach is inappropriate thus emphasising the need for distributed intelligence, which, for example, is more resilient in the event of partial system failure.
There has as yet not been an accepted software engineering method for developing real-time distributed knowledge based systems. As Bond and Gasser [3] note:

"An engineering science perspective on Distributed AI would investigate how to build automated, coordinated problem solvers for specific applications."

The CONSENSUS project addresses this need, and has produced a proven engineering method for developing operational systems with distributed knowledge based components that address the requirements listed above. This provides a sound basis for developing operational systems maximising the benefits delivered by advanced software technology.

2 The Scope of the CONSENSUS Method

The CONSENSUS project involves some fifteen man years of effort shared by three partners over a three year period. The partners are British Aerospace Defence Limited, Cambridge Consultants Limited and the University of Durham, all of whom have extensive experience in concurrent real-time knowledge based engineering applications.

The scope of the CONSENSUS method is illustrated in Figure 1. It concerns the development of large real time systems comprising knowledge based components that need to be engineered into a system that meets its needs. By implication, the scope of the project covers the complete life cycle from concept through to operation, and includes:

- an analysis of the need and functioning of the system,
- derivation of an appropriate architectural design,
- detailed design and implementation,
- verification, validation and testing,
- maintenance and support.
The CONSENSUS approach is suited to applications that exhibit any of the following characteristics, as illustrated in Figure 2:

- data from a variety of sources is used and combined (i.e. data fusion),
- a model of the external world is constructed from this information,
• real time reasoning is required to react to events as they arise,
• off-line reasoning is required for longer term planning,
• there may be several reasoning modules,
• there is a controller for supervising actions,
• there are effectors (i.e., something is controlled or displayed),
• subsystems can be identified that co-operate to fulfil the system goals,
• there may be varying granularity between the subsystems,
• the application is inherently distributed or runs on a distributed network.

Many applications have these characteristics and there are often two high level architectural approaches that are both addressed by the CONSENSUS method:

• a distributed system with centralised functions: where data may be gathered and processed at source but overall coordination is exercised from a control room,
• a distributed system with distributed functions: where, as in telecommunications network management, control is distributed.

3 The CONSENSUS Method

3.1 Overview

The CONSENSUS method is a system specification approach which is made up of a requirements model based on a current software engineering approach for the development of complex software systems and an architecture model based on a distributed blackboard approach. The key points are:

• the requirements model and the architecture model are developed together;
• the requirements model defines what the system is to do and is independent of the implementation technology;
• the architecture model defines how the system is to be structured and must take account of how the system is to be implemented.

The requirements and architecture models are developed in parallel, starting with a high level description of the system, and proceeding by refinement and iteration until a detailed and complete definition of the system is produced. This view of systems development is illustrated in figure 3.
The primary benefit of this approach is that early partitioning and allocation of functions in the system helps identify critical functions which can be prototyped or reappraised.

### 3.2 The CONSENSUS Requirements model

As illustrated in Figure 3, the approach for developing the requirements model is based on real time structured analysis techniques using hierarchical data flow and process decomposition, together with control and timing specifications, to allow for the requirements of real-time systems.

The behaviour of the system is analysed and decomposed into a set of simpler process models, each of which is characterised by a process definition. In practice these map quite well to rule sets defining explicit knowledge in the implementation.

The process of functional decomposition is taken to the point where the system requirements cannot be refined any further, and a level of detail is reached where implementation (that is to say architectural) considerations come into play.

The process of functional decomposition starts with a top-level view of the system and by a process of iterative refinement produces:

- a hierarchy of data-flow and control-flow diagrams, starting with a system context diagram and followed by as many levels of decomposition as are necessary, specifying how the system is structured into processes, data-flows and control-flows;
- a set of process specifications defining how inputs are transformed into outputs;
- a set of control specifications defining the interaction of control signals;
- a definition of the objects and their structure;
a definition of the objects and their structure;

- a set of timing specifications defining the limits in response time allowed between inputs and output.

The above are developed in conjunction with the architecture model, describing and defining the system in terms of the implementation technology. The process of functional decomposition should produce collections of functions, which can be grouped together into separate processes which can work concurrently and collaborate by communication towards the overall goal of the system.

It may also be possible to identify groups of potentially concurrent functions at different degrees of resolution, but the decision on this matter is more dependent on implementation constraints and should be taken from the system architecture model.

3.3 The CONSENSUS Architecture Model

Soon after beginning the requirements model, the developer begins the task of deriving the architecture model, in which constraints imposed by implementation considerations may be more appropriately addressed. The development of the architecture specification is based on a technique for developing distributed blackboard and multi-agent architectures. This allows multiple components of the system to communicate and thereby co-operate towards solving the system's goals.

This approach encourages modular design comprising several independent communicating knowledge based agents (KBAs). Each KBA comprises a local blackboard, accessed by local knowledge sources, a controller and communication channels to other KBAs. The communication between KBAs is constrained to encourage modularity.

The system architecture model is derived in parallel to the requirements model. It is the purpose of the system architecture model to:

- identify the set of agents which make up the system;
- define the information flow between the agents in the system; and
- specify the channels on which the information flows.

This is implemented by using an arrangement similar to that of the requirements model. Again diagrams and supporting textual specifications are used:

- a set of architecture flow diagrams showing the configuration of the knowledge based agents and the data flow between them;
- a set of architecture interconnect diagrams showing the physical interconnection between the knowledge based agents in terms of channels;
- a set of architecture module specifications capturing the allocation of the requirements for each knowledge based agent;
- a set of architecture interconnect specifications detailing the properties and characteristics of each channel between agents.

The grouping of functions which is the result of functional decomposition together with the decision of where to pitch the transition point from functional decomposition to knowledge based agents will yield the division of the overall task into a collection of concurrent cooperating agents. There are a number of factors to consider in the decision of when (in terms of the decomposition) to do the translation from functional decomposition to KBAs:
Although the technological base for the requirement and the architecture models is quite different, the fundamental principles are very similar, and in consequence they do fit together very well to form an integrated approach for developing systems with concurrent knowledge based components. They both share the following principles in common:

• decomposition: into cooperating concurrent processes communicating via defined channels;

• information hiding: whereby individual processes are not concerned with the internal details of other processes;

• modularity: whereby individual processes can be designed, developed and tested in isolation prior to integration with other processes;

• abstraction: allowing high, as well as low, level system specifications.

Although the primary purpose of the CONSENSUS method is for the design of knowledge based components, its sound basis on software engineering principles allows it to be applied to purely procedural implementations and on mixed systems comprising both procedural and knowledge based components.

4 The CONSENSUS Demonstrator Applications

The CONSENSUS method can be illustrated by the development of one of the two demonstrator applications of the project, which is described below.

4.1 Air Traffic Control Demonstrator

The application is based on a report, publicly available at the Civil Aviation Authority library,[2] defining an intelligent system which could act as an assistant to an air traffic controller. The top level of the system is made up of a simulator, an ATC workstation and the interface between the two. The application is implemented in Muse [4]. Muse is a real-time AI toolkit based upon the blackboard model of problem solving, providing a number of knowledge representation styles (rules, demons, objects, and so on). The final implementation uses 27 Muse processes and one C process, communicating with each other through sockets.

The system comprises the components of the ATC workstation and a simulator of controlled aircraft, where the overall organisation is shown in Figure 4:
the total number of KBAs should not be so great that the communications overheads are prohibitive. KBAs will usually not be simple processes, but complex;

• KBAs should be manageable in size and complexity. If there is too much functionality in a given KBA it should be split up (especially when there is an apparent fracture of functionality);

• if simple processes are closely associated and share data or communicate with each other, then they should be grouped together in a single KBA;

• if simple processes share the same parent then they should probably be in the same KBA;

In the above context it should be borne in mind that simple processes refer to those which have too low a workload to be separate KBAs for reasons of communication overheads. These are not necessarily the same as primitive processes in the requirements model.

In order to derive an architecture model for a CONSENSUS system the specifications in the requirements model need to be translated into specifications for the different KBAs which make up the system, together with a specification for the architecture and communication between them:

• Communication Channels: The data-flows and control-flows of the data- and control-flow diagrams need to be translated into messages passed through predefined communication channels observing the restrictions imposed by the architecture.

• Local Database: All data which is required for processing, the results of processing and messages to and from other KBAs appear in the local database. The data-stores also need to be included either in dedicated KBAs or as a special section within a KBA.

• Knowledge Sources: The actual functionality of the system, as described by the requirements model, will be translated into a collection of knowledge sources which operate on the contents of their local database or by requesting communications with other KBAs.

• Local Controller: The local controllers exert control over the action of the local knowledge sources and act as the postman on behalf of their knowledge sources for communications with other KBAs. If there are any control requirements left after the functional requirements have been translated into knowledge sources, they have to be implemented by the local controller.

3.4 Overall Principles

Superficially, the process of deriving a system specification from a requirements model and an architecture model would appear to be a straightforward one. However, experience with the design for the first demonstrator application (described below) has shown that the transition from functional decomposition used in the requirements model to agent based design used in the architecture model needs guidance. This problem has received considerable attention in the project, and has become a part of the method.
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Fig 4. Air Traffic Control Application

The Simulator. The simulator generates scenarios for the ATC workstation and responds to messages from it. There are some pre-defined scenarios and scenario changes can be incorporated from a supervisory console. Performance metrics are also catered for. The simulator (process 1) breaks down into five (top-level) processes. A Traffic Generation process generates the air traffic that appears during a simulation run. A Route Planner generates and updates an aircraft’s flight plan. An Aircraft Movement Controller calculates an aircraft’s movement from its details, flight plan and the weather conditions. An Advice Checker checks the conflict avoidance advice and information requests coming into the simulator. A Weather Details process manages the weather within the air sector and those sub-sectors that bound the air sector.

The ATC workstation. The ATC workstation (process 2) consists of the following processes. (Compared to the original conception, the functionality has been slimmed down). The Predictor calculates predicted courses of aircraft (up to 20 minutes ahead), and warns of any impending conflicts. It also performs prediction services for the other tools. The What-If (from "what if...?") assists the controller in the rapid formulation of a plan for the movement of an aircraft through his sector. For example, it offers default plans to the controller, or fills in plan details. The Aircraft Arrival process sets up the details of an aircraft before it enters the control of the ATC workstation. The Communicator handles the rapid communication of messages for datalink transmission and the display of datalink messages received. It also validates messages to aircraft against the aircraft details. The Monitor monitors aircraft for conformance with flight plan, or for any unusual/abnormal behaviour. It also monitors controller instructions against aircraft capability. The MMI component displays the workings of other components, providing a visual indication of conflicts, deviations from flight plan, recommended routes and so on.
4.2 Design Illustrations.

To show the method at work, the Monitor component (process 2.5) of the ATC workstation will be used as an example. The examples used come from the design documentation and source code of the demonstrator application; (...) indicates omitted text).

The Monitor. The Monitor is divided into several sub-processes, as shown in the requirements model diagrams of figures 5 and 6. (Circles represent processes; unbroken lines are data flows; dotted lines are control flows, which basically enable or disable processes; pairs of horizontal lines indicate data stores). The Command Monitor monitors aircraft for conformance with clearances. It needs details of the aircraft’s position and the last command issued to it. The Command Checker compares each new command (as it arrives) with the flight plan for the appropriate aircraft. The Flight Plan Override regenerates a last command in cases where an aircraft is off the flight plan and for some reason there is no last command. The Flight Monitor checks aircraft positions against the current flight plan. If the aircraft is not on the flight plan (in four dimensions) within the same degree of accuracy as used by the Command Checker, above, then various validation and warning steps are taken. The Behaviour Monitor checks each aircraft’s position and history (previous positions) against the aircraft’s performance statistics. If, after taking weather conditions into account, the aircraft appears to be behaving abnormally then various error reports are sent out. The Boundary Monitor keeps track of whether, and when, an aircraft leaves or enters a sector. The New Aircraft Checker determines whether or not an aircraft, which is under the controller’s control and is approaching the sector, will enter the sector at the expected position and time.

Fig 5. Data Flow Diagram for the Monitor
Requirements: Sample Process Specification. The requirements model specifies what the system is to do. Its main components are data and control flow diagrams, and textual process specifications (PSPECs). An example of a PSPEC, taken from the design document for the Monitor process, is shown below. It states the requirements for the Command Monitor (process 2.5.1). A language standard for the writing of PSPECs was devised as a part of the work of the project. The example borrows from various sources: constant definitions (const); structure accesses (by .) and so on. Braces are used for the introduction of an abbreviation as well as for comments. Some auxiliary function definitions (beginning with Function) are used to extract lengthy pieces of a PSPEC, or pieces found to occur in several PSPECs.

Command Monitor 2.5.1: PSPEC

const Epsilon Direction (ED) = 1 (x (degree): allowed variance in course) ...
When receive Aircraft Positions (AP)
  if there is a Last Command (LC) [for LC.Id = AP.Id]
  then
      ....
  else
      create AP.Id in LC with value := null
  endif
endwhen
Function Course_Diff(angle1, angle2)
{Given two angles calc. the difference between them, taking the 0/360 boundary into account}
   angle := abs(angle1 - angle2)
   if (angle > 180) then
      angle := (360 - angle)
   endif
return angle

When get Issued Command (IC)
   case IC.Message Type of
      H, S, T, W : store Message in LC for AP.Id
      (less Message Id, plus time now)
      P : store null in LC for AP.Id
   Otherwise : {A, C, F, N, O, U, X} do nothing
endcase
endwhen

Architecture: Design Decisions. The architecture model specifies how the system is to be structured; it is the allocation of available means to fulfil requirements. The CONSENSUS architecture model is built by identifying Knowledge Based Agents within the requirements model. It is recorded by merely grouping process numbers using set notation. For example, to state that sub-processes 2.5.1 and 2.5.5 form the first Knowledge Based Agent (KBA) in the architecture design for the process 2.5, one writes: KBA2.5.1 = (2.5.1, 2.5.5).

An important part of the design side of the method is the provision of guidelines for KBA identification. A number of factors can influence the architecture design corresponding to a requirements model, because there is some indeterminacy in the notion of an "architecture". In an abstract sense, an architecture states how a requirement will be fulfilled, while in a concrete sense an architecture relates requirements to physical means for meeting them. The notion of a KBA used in the design process is somewhat indeterminate: sometimes a unit in an abstract architecture for distributed problem solving, sometimes a processor, or process running on a processor. There may also be uncertainty about the number of available processors, or practical limit on number of processes per processor. The indeterminacy has consequences when trying to identify appropriate KBAs. Several different criteria can be used. For example, the sharing of data between processes, and so the amount of communication if the processes were separated; the balance of functionality between, or reasonable size of, processes (sometimes based on the size of the PSPEC in the requirements specification); the natural concurrency in a problem; a resemblance to a standard parallel architecture (for example, pipelining).

These criteria do not all share the same level of abstraction. For example, communications concerns are concrete, and may conflict with a "logical" architecture design based on a natural concurrent decomposition of the application.

In this example, the reasoning about KBA identification went as follows.

1: The best (and easiest) metric to use is that of datastore usage. Diagrams and PSPECs can indicate the balance of datastore read operations (input flows) to datastore write operations (output flows); the former are to be considered more expensive.

2: Internal datastore usage is considered first. The group {2.5.1, 2.5.2, 2.5.3} share the Last Command data store, and {2.5.6, 2.5.7} share Time in Sector.
3: A criterion of external datastore usage is then employed. The group \{2.5.4, 2.5.6, 2.5.7\} are linked by the use of the Flight Plans datastore flow. (The Aircraft Positions flow does not come from a datastore). Adding in this metric yields the groupings: \{2.5.1, 2.5.2, 2.5.3\} and \{2.5.4, 2.5.6, 2.5.7\}.

4: This leaves the problem of allocating of 2.5.5; it can either be a separate KBA or be amalgamated with one of the other two. It is too small to be a KBA, so one has to decide which of the others to add it to.

5: Looking at the use of auxiliary functions in PSPECs, it is found that 2.5.5 has the use of Course_Diff in common with 2.5.1 and 2.5.2. A natural solution is to put it with these. There are now two KBAs corresponding to the requirements model of process 2.5: KBA2.5.1 = \{2.5.1, 2.5.2, 2.5.3, 2.5.5\} and KBA2.5.2 = \{2.5.4, 2.5.6, 2.5.7\}.

6: Confirmation of this decision is sought by examining the size of the two KBAs, based on the total size of the PSPEC text of the grouped processes. This reveals KBA2.5.1 to be about four and a half pages, with KBA2.5.2 about four pages. It was therefore concluded that this identification of KBAs would work reasonably well.

The place of these two KBAs in the final architecture of the ATC workstation is shown in figure 7. They appear as Monitor-Command and Monitor-Flight. (Note that, to ease the drawing task, the same Data Base appears many times).

---

![Fig. 7 Architecture of the ATC Workstation](image-url)
Implementation. The architecture design determines how many Muse processes will be needed, since each Knowledge Based Agent is assigned a corresponding Muse process. (Obviously, the availability of machines and memory capacity can make certain decisions unrealisable). A typical Muse application would exploit the following elements. Knowledge sources are scheduled on an agenda when their rulesets are notified of changes to objects in various working memory areas ("databases"). Some of these databases are associated with knowledge sources and rulesets, some are stand alone ("notice boards"). Procedure calls and message-passing can supplement the work of rules, or can be used independently. A set of data channel objects capture external information from processes linked to one another by socket connections. Streams to and from these processes are objects to which write and read messages can be sent. Each Muse program is regarded as an object that contains all the application structure in its slots and methods.

4.3 Dynamic Tactical Planning

The Dynamical Tactical Planning application (DTP) was chosen as the second driver application for a number of reasons. The scope of the method includes guidance on the issues such as cooperation that need to be addressed in developing distributed intelligent systems, but the requirement for these in the ATC system was minimal. In order to support the further development of the method and demonstrate its versatility, therefore, it was important for the second application to have a clear requirement for cooperation between agents.

This application consists of two teams of three autonomous agents manoeuvering within a bounded hexagonal grid. The agents have two principal attributes: Ammunition available and sustainable damage.

The arena of combat consists of a hexagonal grid with a home base for each aircraft in each of the six corners. The goal of each aircraft is to maximise damage inflicted on an enemy while minimising damage to itself. Each move consists of three phases which in turn consist of a possible movement and possible firings. The planning cycle for each aircraft addresses the next three actions, where all three actions for each aircraft are taken together.

Although the aircraft agents were autonomous, for the most part their outward behaviour was that of a concerted team effort.

5 Conclusions

The objective of the CONSENSUS project has been the production of a method for the development of large real-time concurrent knowledge based applications. The scope of the method encompasses the complete product life-cycle including: functional analysis, the design approach, detailed design, implementation, verification, validation, testing, maintenance and support.

The method has been under continuous development, and refinement, throughout the duration of the project, with team members, distributed over three sites, occupying roles of both developers and users of the method. The requirements modelling phase of the method was considered to be the most effective component of the method, based on proven techniques for large scale development.
The method supports architectural design through a set of guidelines detailing how the processes and data stores of the requirements model should be allocated to the knowledge-based agents, the principal architectural components of the design, while taking into account any system resource limitations. These guidelines were employed extensively and effectively on both demonstrator applications.

One of the end products of the design process is a set of Process Specifications (PSPECS). The PSPECS represent the functionality of the system and are usually expressed as structured English or truth tables, etc. The mapping of PSPECS onto the knowledge sources was performed as laid down in the method guidelines. The correspondence between the data flows of the requirements model and the architecture interface flows of the architectural design, together with the neutrality of functional decomposition, ensures that the PSPECS transform naturally onto the structure required for knowledge sources within an agent. The use of formal knowledge acquisition tools, as part of the requirements analysis, is likely to help this process.

An effective approach to the development of hierarchical designs is based on using the notion of an abstract high-level knowledge-based agent, which has little or no functionality of itself, but which defines a decomposition into a number of other lower-level knowledge-based agents. This was exemplified by the architecture selected for the second application, where abstract knowledge-based agents were used to provide conceptually simplified routing of inter-agent messages.

Accurate, architectural interface flow descriptions were of considerable benefit to the designers of the demonstrator, providing the required interface specification between the many processes used to implement the knowledge-based agents of the application. The flow descriptions of the architectural design provided a base from which verification could be performed. In particular, the flow descriptions provided strong support for the construction of test harnesses for agent testing.

The documentation standards for the method, together with their associated document notation, are an important component of the CONSENSUS method. The benefits of applying such standards were demonstrated by the ease with which the development team were able to generate, share, and review unambiguous details of both specification and design. The quality of documentation was the key to the support of the multi-site development of the demonstrator applications. In particular, the documentation standards were considered to be a major contribution to the ease of development of the second application.

The method calls for the requirements modelling and architectural design phases to be carried out as concurrent activities. This was reflected in the structure defined for the design level documents, which required the parallel exposition of requirement modelling and architectural design, within the same design document. This approach was considered to provide exceptional benefits, and vindicated its adoption as part of the documentation standards for the method.

Support for the design of large scale systems is provided directly through the process of functional decomposition, which was applied with success to both demonstrator applications. The ability to generate a hierarchical architecture that has a correspondence with the process decomposition of the requirements analysis takes support for large scale systems even closer to implementation.

Knowledge-based agents are the basic building blocks of the architectural design. This design approach leads to a design that is free from deadlock, and ensures consistency within the system while being able to meet real-time constraints, thereby providing the necessary support for the construction of continuous real-time applications.
The requirements model helps identify where concurrency in an application exists, and thereby enables concurrent designs to be created. However, the method does not directly support the exploitation of available concurrent computing resources where concurrency has not been identified through the modeling of requirements.

Functional decomposition was found to be good at highlighting where more knowledge about the system was required. The method provides no direct support for knowledge elicitation, limiting itself to defining a blackboard structure for the application's architectural elements in terms of knowledge based agents, where the blackboard is a generic platform supporting pattern-directed inference, that can employ a number of representation schemes. The application knowledge is represented in the PSPECS of the requirements model which are transformed into the behaviour of the knowledge sources within an agent.

In conclusion, the CONSENSUS method has been used in the construction of two applications, and has been refined in the light of the experience that has been gained. The project concluded at the end of February 1993 and the final version of the method will be available from the end of March [1].

References

1 M. Bateman: The CONSENSUS Method Final Report (D17), available from the authors


3 A. Bond & L. Gasser: An Analysis of Problems and Research in DAI. In A. Bond A. & L. Gasser (Eds.): Readings in Distributed Artificial Intelligence. Morgan Kaufmann 1988

Script and Frame: Mixed Natural Language Understanding System with Default Theory

Honghua Gan*
Department of Computer Science
University of Exeter
Exeter, EX4 4PT UK
Email:hga@dcs.exeter.ac.uk

Abstract
Minsky's frame [7] and Schank's script [10] are two leading representation languages in the natural language understanding system for understanding a story. Very different inference mechanisms are embedded in the two representations: property inheritance along taxonomic structure in the frame system vs. causal-effect connectivity among a sequence of events in the script. This paper attempts to merge them into a mixed understanding system, specially via default logic to formalize its inference process and create a causalized default theory. The idea is to retain the frame system as a basic structure for events, and then to organize a script specifying the normal way of events happening in the specific situation via connecting some concerned lower level frames with causal relationship.

1 Introduction

One of the aims of Artificial Intelligence is to make computers understand human's natural language. Much better than the current machines, human beings can use the so-called common-sense knowledge in their everyday reasoning to help understand stories, make decisions, and take actions. In order to assign similar abilities to computers, many formal or informal more powerful inference mechanisms have been presented [eg. 8,6; 7,10].

In understanding a story, there are two classical theories handily. For a descriptive story such as a news story [14], frame systems work well; for a sequence of events involving actions, scripts seem to be more suitable and efficient [10]. In both frame systems and scripts, there are defaults hidden in the explicit inference mechanisms. Property inheritance is a main feature of frame systems.
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It can be roughly specified that properties can be shared by the different frames and normally can be inherited by the lower level frames from the higher level frames along the taxonomic structure, unless the contrary is explicitly filled in the local slots. In many situations, the property inheritance process is defeasible, and it can be formalized by the default theory [1,2]. On the other hand, scripts enjoy a causal-effect chain among the event sequence of the story in the specific situations. In fact, the script specifies a normal way of what has taken place based on commonly accepted experience and supposes these events have really happened unless the story has told something different. This normal supposition of thing's taken place is defeasible, too, and much information should be gap-filled in the understanding process. An initial attempt aiming at formalizing scripts and script-based understanding in a default theory based on default logic has been tried in [5].

In this paper, further understanding systems are considered. In the basis of investigating frames and scripts-based understanding systems respectively, a mixed representing mechanism is proposed and an attempt to formalize the mixed inference in a default theory is provided subsequently.

2 Representing Static Properties in Frames

Frame system is a leading knowledge representation language, as Minsky proposed, it could be compared to the dominated logic-based mechanisms. The essence of the theory is that “when one encounters a new situation (or make a substantial change in one’s view of the present problem), one selects from memory a structure called a frame.”[7] The basic features can be extracted as follows:

- A frame is a data structure for representing a stereotyped situation, like being in a certain kind of living room, or going to a child’s birthday party.

- For visual scene analysis, the different frames of a system describe the scene from different viewpoints, and the transformations between one frame and another represent the effects of moving from place to place. Different frames of a system share the same terminals.

- A frame's terminals are normally already filled with “default” assignments. Shared frames can inherit these default assignments from the higher level frames along the taxonomic structure.

Therefore, frames in essence are suited to represent static or descriptive properties from one view. For example, a natural language story, we suppose, contains a series of isolated events. Obviously, all descriptive properties of these events are easy to be represented in the frame systems. One simple example is to represent disaster events in the event frame [14] shown in Fig. 1.
Figure 1: Disaster Events in A Frame System

It is easy for computers to understand such stories. When you ask questions about the information concerned with the disaster, the understanding system can correctly give answers through inheritance inference.

3 Normal Sequence of Actions in Scripts

In spite of obvious bias towards static properties, Minsky and some other researchers [7,4] tried to represent action-type events in their frame systems, which were called “scenarios frames”. But they have not worked properly. The similar attempt is Schank’s script, which provides a supposed event’s process in detail in the specific situations. From the help of scripts, the understanding system easily learns causal relations between isolated events given by the story.

The characteristics of the script-based understanding systems can be concluded as follows:

- The script is used for representing a well-known common situation, which is typically commonsense knowledge. The script is heavily based on past commonly-accepted experience, reflecting the normal way of something happening.
There are causal relations between the adjoint events in the script. The understanding system gives a causal explanation for the isolated events in the story via connecting them with events in the script.

There are some default slots in the script, which expect to be filled after the story is stepwise inputed. After filled, they can be normally referenced identically.

Much different from frames, scripts depend upon causal relationship passing the useful information between events. Namely, the inference mechanism in the script-based understanding system is a causalized default reasoning, which supposes something happening between ill-connected events from the story and fills in the gaps to make them well-connected.

It is easy to see that the script itself is defeasible knowledge specifying the normal way of actions. But when something different is explicitly mentioned in the real story coming out stepwise, the events in the script have to be overridden by these facts.

In a stepwise story understanding system, we suppose the story consists of a sequence of events $e_1, e_2, \ldots, e_n$, which are ill-connected. We must find normally taking place events from the script to fill in the gaps to make them well-connected. Suppose the script contains the causally connected events $se_1, se_2, \ldots, se_k$, the understanding explanation is like this

$$e_1 \boxed{= se_1, se_2, \ldots, se_i, \ldots = e_2 \boxed{= se_i, \ldots = e_k}} \ldots e_n,$$

where the events between pair $e_i, e_{i+1}$ can be null.

4 Merging Scripts and Frames

There are some common points between frames and scripts, one of the most distinguished is that there are some slots in both frames and scripts to represent some kinds of static properties of the events. We retain frame structure as a basic framework of our mixed system so that this knowledge will be only specified in the frames. In fact, there are two kinds of defaults in the script. One is object-oriented, i.e. slots denoting actors, objects etc. as mentioned above. The other is sequence of actions itself, which is hard to embed in the frame system. Compared with frames, the second kind of defaults in the script specifies dynamic properties of event's sequence. Our task is to create a mechanism to represent such dynamic properties of actions in the frame structure. Namely, we should capture scripts in the frame structure in some way.

As Schank proposed [9], actions in a typical story can be classified a small type set, called primitive acts. Primitive acts abstract action behaviors from the detailed situations and can be installed into a script in the specific case. The
problem is how to represent these primitive acts and their subsumed detailed actions in the frame systems. We recall that the frame can be also used for representing scenarios. Now we do not want the frames to represent the dynamic process, but representing static property of action-type knowledge. Namely, primitive acts are represented a kind of special frames, which actually are a set of actions. One action-type frame includes four slots:

- **actor**: \(****\) (executor of the action)
- **action**: \(******\) (primitive acts if possible)
- **object**: \(******\) (the object of the action)
- **direction**: \(******\) (from and/or to of the action)

We obtain a whole event frame system, which includes two categories of frames: one is for descriptive events and the other for action-type events. The action-type events specify dynamic change of event’s sequence. From time to time, some of them are organized as scripts, with respect to one specific descriptive frame. So, in fact, we have two relationships in the frame systems: one is inheritance via is-a taxonomic links and the other causal-effect relation via causal connectivities in the scripts. Given a story step by step, if the event is only concerned with the static properties, it is not necessary to invoke the script. The inheritance mechanism is enough: fill in the slots or obtain the default values through inheritance paths; otherwise, the events are not well-connected between adjoints, the script must be activated to help understand why the events look like this. Normally, one event from the story can get all information from the is-a relation and causal relation in the script.

It should be notified that the inference granularities in the descriptive frame and in the action-type frames in the script are different. In the descriptive frame, the concerned slots are customers, waiters, cooks, menus, foods, cashiers etc. On the other hand, in the script, what is focused upon is about customer, waiter etc’s behaviors! The customer John is not important in the whole story, something important in understanding is John’s behaviors through the story: enter the gate, find a place to sit down, look up the menu, order a dish, eat the food, pay the check, and exit the gate.

Fortunately, it is easy to distinguish these two inference granularities. Normally, the static properties which are specified in the descriptive frame are passed by inheritance mechanism along the taxonomic structure. Conversely, dynamic properties which are specified in the script are supposed as really taken place based on causality. Given a stepwise story, one can fill the static properties in the slots of the descriptive frame and obtain causal explanation from change of slots of action-type frames in the script respectively. In the default theory below, the two default reasonings carry on in different layers, therefore there is no confusion at all.
5 Formalizing with Default Theory

We suppose that we can create an extendable all-event frame system, which contains events that could take place at any time. As specified in the last section, two categories of frames exist in such a system: descriptive frames for static properties and action-type frames for change of events. Correspondingly, there are two distinguished inference mechanisms in the system. All descriptive frames take property inheritance along the is-a taxonomic structure vertically; and constrained by the descriptive frame, the associated script makes some action-type frames connected with causal relation reflecting change of events normally specifying the descriptive frame.

Figure 2: Mixed Representation for Restaurant
We try to apply default logic to merge two different inference mechanisms in a uniform formalism. Brewka [1] gave an excellent semantic explanation for inheritance inference mechanism in the frame system with McCarthy's circumscription. Similar considerations can be found in [2], with the other nonmonotonic reasoning formalisms. Reiter's default logic can give a simply clear default theory for a typical inheritance inference.

Suppose one frame structure in the frame system consists of a frame name, several slots and corresponding (default) values of the slots. The lower level frames can obtain the (default) values of slots from the higher level frames if there is no explicitly assignments given at the lower level frames for their relevant slots. Let's denote $f$, or $f_1, f_2, \ldots$ to frames, $s$, or $s_1, s_2, \ldots$ to slots of a frame, and $v$, or $v_1, v_2, \ldots$ to values of the slots. The inheritance inference can be formalized as follows:

\[
\text{Hold}(f_1, s, v) : \text{isa}(f_2, f_1) \land \text{Hold}(f_2, s, v) / \text{Hold}(f_2, s, v) (\delta_{D_1} \in D_1)
\]

Namely, for the frame $f_2$, if there is no (default) assignment for its slot $s$, then according to inheritance mechanism, along the is-a relation (i.e. the frame $f_2$ is a sub-frame of the frame $f_1$) the value $v$ of the slot $s$ in the frame $f_2$ persists the corresponding one as in the higher frame $f_1$. Here the predicate $\text{Hold}(f, s, v)$ represents that there exists a slot $s$ with the value $v$ in the frame $f$, and the predicate $\text{isa}(f_1, f_2)$ reads that the frame $f_1$ is a sub-frame of the frame $f_2$.

There is something more complicated in formalizing the script. Clearly, inference in the script consisting of action-type frames is not directly dealing with the slots and their values of the activating descriptive frame. The inference granularities in the two layers are quite different: one is about the properties of the slot's values of the activating frame; the other the slot and value itself. Recall the four own slots of an action-type frame: actor, action (primitive acts), object and direction, the default theory must reflect actor and object's behaviors under default action and direction, where the actor and object respond to the slot's value of the activating descriptive frame. The defaults seem like these:

\[
\begin{align*}
\text{causal}(f_1, f_2) & \land \text{Hold}(f_2, \ast \text{actor}, va) / \text{Hold}(f_2, \ast \text{actor}, va) (\delta_{D_2} \in D_2) \\
\text{causal}(f_1, f_2) & \land \text{Hold}(f_2, \ast \text{action}, va) / \text{Hold}(f_2, \ast \text{action}, va) (\delta_{D_2} \in D_2) \\
\text{causal}(f_1, f_2) & \land \text{Hold}(f_2, \ast \text{object}, va) / \text{Hold}(f_2, \ast \text{object}, va) (\delta_{D_2} \in D_2) \\
\text{causal}(f_1, f_2) & \land \text{Hold}(f_2, \ast \text{direction}, va) / \text{Hold}(f_2, \ast \text{direction}, va) (\delta_{D_2} \in D_2)
\end{align*}
\]
Where, the predicate causal(fa1, fa2) represents that there is a causal relation from the frame fa1 to the frame fa2, fa1 refers to an action-type frame. The informal explanation for the above defaults is that based on the causal chain in the script, the behaviors of the four slots (responding to the values of the relevant slots of the activating descriptive frame) are the normal process of the event’s change unless the contrary is explicitly mentioned in the real story.

Suppose the real story is stepwise arriving, \{e_1, e_2, \ldots, e_n\}, which are facts.

Now together with the defaults about traditional frame structure and scripts, we have a default theory \(\Delta(D, W)\), with
\[
\begin{align*}
D &= D1 \cup D2 \\
W &= \{e_1, e_2, \ldots, e_n\}
\end{align*}
\]
Suppose the fact event \(e_1\) comes, the descriptive frame \(f\) is invoked, and all its slots will be filled in. Then the associated script (if any) will be activated, which tries to connect the substantial events \(e_2, \ldots, e_n\) as possible as it could.

6 Examples

There are some classical examples in the understanding system, such as understanding a news story [14], about going into a restaurant [10], and about shopping [4]. We try to analyze two of them with our default theory for the mixed understanding system.

Example 1:

Today an extremely serious earthquake of magnitude 8.5 hit Lower Slabovia killing 25 people and causing $500,000,000 in damage. The President of Lower Slabovia said the hard hit area near the Sadie Hawkins fault has been a danger zone for years.

There is no script at all for understanding this news story, because all information is about static properties of the frame earthquake. Nothing is provided about a sequence of actions normally happened in the earthquake. The default theory for that is \(\Delta(D, W)\), with
\[
\begin{align*}
W &= E \text{ (one event — earthquake)} \\
D &= D1 \text{ (only concerns with the descriptive frames)}
\end{align*}
\]
Obviously the slots of the frame earthquake have the following values:
place — Lower-slabovia;
time — Today;
forer — elements;
killed — 25;
injured — ***;
property-damage — 500 millions;
magnitude — 8.5;
fault — Sadie Hawkins.
Example 2:

John went into a Chinese Restaurant. He asked for a dish of lobster. He paid the check and left.

Here, the story comes with “John’s entering the Chinese Restaurant”, the descriptive frame Chinese - Restaurant is invoked. The slots of the frame are filled in as possible as it could, and then the associated script is activated. Now, the slot *customer = John*, and according to causal relation in the action-type frames of the script “Restaurant”, the default theory produces the event sequence such as fa1, fa2, ... The second events in the story is arriving, \(e_2\), again, the understanding system fills in the corresponding slot of the descriptive frame and then matches the fact with some action-type frames in the script (because if the mismatch happens, it actually means that there is some contrary explicitly mentioned in the story, and the default has been blocked).

Finally, the frame has got default values about its slots:

- **customer** - John;
- **waiter** - ***;
- **cook** - ***;
- **menu** - on the table;
- **sitting-at-table** - number ***;
- **food** - lobster;
- **check** - payable;
- **tips** - ***

etc.

Meanwhile, the understanding system gives the causal explanation what has happened about *John* eating in the Chinese Restaurant:

\[
John \cdot PTRANS* \quad causal \quad John \cdot ATTEND* \quad causal \quad John \cdot MBUILD* \quad causal
\]

\[\ldots\]

7 Some Related Work and Discussion

Minsky gave a birthday example [7], which probably was the earliest attempt to do dynamic process of events in the frame. But the drawback is that there is no causality between the frames. Only depending upon the detailed frame analysis, there is no way to make it clear. Similarly, Charniak’s system [4] did not give a clear causal explanation for frames although he claimed that his system seemed to be no significant differences from scripts. Obviously, the very important different inference mechanisms between the causal relation in the script and inheritance in the frame were ignored.

Our mixed understanding system based on a default theory should be better than both of them. In practical, nevertheless, it is difficult to organize action-type frames to be scripts, and sometimes it is subtle to keep the trace for the descriptive frame and its action-type frames in its associated script, because
some slot's values are provided by the late events in the story, which may lead to a conflict with the script.
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Abstract. In this paper we explain why, and in what sense, the methodology for inductive theorem proving (ITP) we develop is creative and we explain why our methodology cannot be said to be "intelligent", as a human could be, and nevertheless it is suitable for a user-independent automatization of ITP.

Introduction

We have been developing for almost a decade a methodology, called Constructive Matching (CM), to automatize inductive theorem proving (ITP) suitable also for automatic construction of programs (ACP). The goal of this paper is to stress upon a non-usual character of our methodology, we shall call formal creativity (FC) and describe it later, as well as to explain its origin in our methodology. The reader will understand that FC expresses a behavior of an automated system that is similar to a standard routine work of a mathematician. Let us recall how it looks like.

Suppose that a mathematician is proving a theorem called THEOREM. During his proof he realizes that in order to perform an operation, say OPERATION, he needs to prove a lemma, say LEMMA. He starts to prove this lemma. At some step, he realizes that LEMMA is not true in general, but only in particular cases. He realizes that, in fact, he can use these particular cases to generate a new lemma LEMMA2, which allows for the performance of OPERATION as well. Thus, the mathematician knows how to analyze his failure for LEMMA. He knows that this failure is not significant, because he succeeded in finding another solution for performing the OPERATION.

We speak here of a standard routine work, since the most interesting proofs found by a mathematician are based on a clever trick, or on a suitable combination of previously proven lemmas seemingly having nothing to do with the given theorem. We shall mention also systems that behave in this clever way.

As a behavior, FC concerns also user-independence of automated systems, and thus we shall say few words also on this topic. Finally, we shall specify the place of CM in the automatization of ITP and ACP. Later we shall mention some technical papers describing the CM-methods and techniques, as well as the differences of our methods and techniques with the methods and techniques of other approaches in ITP and ACP. In this paper we choose not to present technical details of CM so that it can be understood by anyone with a slight experience in mathematics or logic.

The paper has the following structure. Section 1 recalls the goal of ITP and links it to ACP. Section 2 introduces the notion of formal creativity in the automatization of ITP as an antonym to human creativity, and links the mentioned types of creativity and types of systems with regard to their dependency on a user. Section 3 describes how we characterize existing approaches to ITP and ACP with respect to these two types of creativity. In section 4 we explain the origin of FC in our methodology examining slightly a possibility to transfer our FC to other existing approaches. We mention also the present implementation of CM, report some interesting results, and describe topics for future research.
1 Inductive Theorem Proving and Programs Construction

A formal proof of a theorem \( T \) in a formal theory \( T \) (theory for short) is an ordered sequence \( S = \{ A_1, A_2, \ldots, A_n, T \} \) of formulae such that each formula is either an instance of an axiom of \( T \) or the result obtained from the preceding formulae by using an inference rule of \( T \). The problem of theorem proving consists of finding a formal proof in \( T \) for a given theorem \( T \).

In inductive theorem proving, we deal with universally quantified theorems, i.e., formulae of the form "For any object, say \( x \), the property \( F \) holds". This is usually expressed symbolically as \( \forall x \ F(x) \). For these theorems we use a special inference rule, called the induction principle, in order to discard the universal quantifier whenever our objects, represented here by the variable \( x \), belong to a well-founded domain. For simplicity, in this paper we restrict ourselves only to nonnegative integers, \( \mathbb{N} \), which are familiar to any reader. Of course, there are other well-founded domains to which the induction principle can be applied, and such domains are treated in our technical papers. In \( \mathbb{N} \), the induction principle is represented by the scheme \( F(0), F(n) \Rightarrow F(n+1) \vdash \forall x \ F(x) \). This induction scheme says that in order to prove the formula \( \forall x \ F(x) \) for natural numbers, it is sufficient to prove the formulae \( F(0) \) and \( F(n) \Rightarrow F(n+1) \) for an arbitrary natural number \( n \).

The induction principle changes somewhat the notion of a formal proof of a theorem \( T \). Consider a theorem \( \forall x \ F(x) \), where \( x \) belongs to nonnegative integers and \( F \) is a property we want to prove. A formal inductive proof consists of two ordered sequences \( S_1 = \{ C_1, C_2, \ldots, C_n, F(0) \} \) and \( S_2 = \{ B_1, B_2, \ldots, B_k, F(n+1) \} \) of formulae. Each formula is an instance of an axiom of \( T \), or (in \( S_2 \)) an instance of the formula \( F(n) \) called the induction hypothesis, or the result obtained from the preceding formulae by using an inference rule of \( T \). We shall call inductive decomposition the transformation of the set \{ axioms, \( \forall x \ F(x) \) \} characterizing the problem to prove \( \forall x \ F(x) \) from a set of axioms, into \( S_1 = \{ \) axioms, \( F(0) \} \), called the base step, and \( S_2 = \{ \) axioms, \( F(n), F(n+1) \} \), called the induction step. These sets express the task to prove the last formula of the set from the previous ones.

The goal of ITP is to (i) perform the induction decomposition, i.e., specify correctly the last formula of sequences \( S_1 \) and \( S_2 \), as well as the form of the induction hypothesis. This amounts to generating a correct induction scheme for a given domain and a theorem. The induction decomposition for general well-founded domains is not so trivial as it could seem from the above decomposition in \( \mathbb{N} \). (ii) from \( S_1 \) and \( S_2 \) provide corresponding sequences \( S_1 \) and \( S_2 \) for a given theorem.

The first task differentiates ITP from classical theorem proving. While proving theorems by induction has been long recognized as a useful way of solving some mathematical problems [29], the interest in mechanizing ITP became strongly evident when people realized its applicability to programs verification and to construction of programs from formal specifications. Let us recall first how ITP applies to program construction in case when the desired program \( f \) is specified formally by something similar to: for any given input \( x \) verifying the input condition \( P \), the output \( z \) has to be such that the input-output relation \( Q(x,z) \) holds. An interesting feature of ITP is that if we are able to prove by induction a theorem of the form

\[
\forall x \{ P(x) \Rightarrow \exists z \ Q(x,z) \},
\]

(ST)
called usually a specification theorem, then a by-product of such a proof is a program \( f \) verifying the formula

\[
\forall x \{ P(x) \Rightarrow Q(x, f(x)) \}.
\]

(VFP)
The task to construct programs specified by (ST) is called *Program Synthesis* (PS). The formula (VFP) allows now to understand the role of ITP for program verification. Once we have a program f and a formal specification, by ITP we can check if our program verifies the given specification.

By this we have completed a rough description of the goal and use of ITP. Let us say few words on the "art" to prove theorems by induction. Mathematicians, logicians and many computer scientists usually do know how to prove a theorem by induction when they need it. This is quite interesting since, to our best knowledge, they do not learn at school *how* to prove theorems by induction. Of course, they have seen in school some inductive proofs, but they did not have a course presenting *mechanisms* for proving theorems by induction allowing, just on the basis of these mechanisms and not depending on acquired experience, to prove *any* theorem that professor himself is able to prove. In other words, presently, people learn how to prove theorems by induction only through experience. This indicates that there may be some difficulties in automating ITP, i.e., in implementing a system able to prove theorems by induction. In the next section we shall be interested in the behavior of systems implementing ITP.

### 2 Formal Versus Human Creativity

#### 2.1 Formal Creativity in the Automatization of ITP

The notion of formal creativity may be pictured as a behavior of an ordinary (concerning the intelligence), but diligent (concerning the work) student. Such a student is able to prove only theorems for proofs of which "routines" are learned at school. In order to prove a theorem, he just follows these routines. In order to be formally creative, an ITP system must implement these routines. In other words, formal creativity in ITP comprises the ability to provide correct solutions (i.e., as specified in section 1, induction decomposition plus sequences \( S_1 \) and \( S_2 \)). It also includes the ability to understand and analyze failures, as well as the ability to propose new solutions for recovery based on such analysis. This reminds what we have described, in introduction, as a standard, routine work of a mathematician.

We have mentioned above that people learn how to prove theorems by induction through experience. This hints somewhat at the absence of an ITP-methodology allowing to prove non-trivial theorems without understanding the semantic behind these theorems. In other words, to learn how to prove theorems by induction means that one is able to treat the functions and predicates occurring in a theorem to prove as symbols, and an ITP methodology describes procedurally how to manipulate these symbols -- and the definitions corresponding to these symbols -- so that a formal proof of the theorem is obtained. The reader may realize or understand better the difficulty of syntactical proof manipulations by preparing the following exercise.

1. take a non-trivial theorem, for instance Theorem 18 from [30],
2. use abstract function and predicate names, such as \( f_1, f_2, \ldots \) and \( P_1, P_2, \ldots \) instead of those used by Skolem,
3. define \( f_1, f_2, \ldots \) and \( P_1, P_2, \ldots \) as Skolem does, and then simply prove the resulting formula by induction -- without knowing about what this theorem speaks of, without knowing what \( f_1, f_2, \ldots \) and \( P_1, P_2, \ldots \) mean. In case of a success, if still not convinced of difficulties of the automatization of ITP, the reader should try then to prove the prime factorization theorem, i.e., the problem of finding a decomposition of a given natural number into its prime factors, using axioms from
In case of a success, the reader may compare both proofs. We claim that there will be little similarity between them or even between parts of them.

2.2 Human Creativity in the Automatization of ITP

Human creativity, concerning ITP, may be pictured as a behavior of a very bright, almost ingenious student. Such a student is able to provide almost unexpected and highly interesting proofs showing he masters not only ITP, as a formal technique, but also the domain in which he proves theorems. An implementation of a human creative system is able do the same as this ingenious student.

Obviously, a human creative (HC) system is more appealing than a formally creative (FC) system. Therefore, if we say that our methodology tends to be formally creative, while other existing approaches are nearer to human creative systems, the reader may just want to stop to read now. Well, there is a small drawback in human creativity of existing approaches. We shall tell more about it in section 3 and Conclusion. Presently, let us mention only that this drawback manifests itself by the fact that until now no one has proposed an ITP system behaving always, when it comes to the results, as an ingenious mathematician. It will become clear later that, presently, ITP systems providing interesting proofs require in some way a guidance of a user. Therefore, we allow ourselves to say that an automated system depends on human creativity, if the user has to guide, in some sense, the system.

2.3 Some More Evidences on User-independent Systems

It is obvious that if a system is really automated, a user does not need to know how this system works. It is also obvious that an automated system has to be able to return the output expected by the user. The problem of developing a user-independent system providing interesting proofs is a problem of implementing creativity, which, as we all know now, is far of being achieved easily. However, let us suppose that we decompose the wanted task to two tasks: 1. Develop first a completely automated system able to prove theorems by induction. (We do not forget here the undecidability of theorem proving. We speak here of a system which will do "its best".) This is the task of implementing "formal creativity", or, in other words, finding a systematic way to prove theorems by induction. If this task is achieved, then 2. Study how creativity can be introduced into this system.

We believe that a solution to the first task may be an FC system providing standard outputs. This means that an FC system will provide solutions also to problems that are not known by the user. Standard outputs mean that if the user knows a solution, an FC system will generally not provide the solution identical to that of the user [11].

Who may now be interested in an FC system? Students might. Interesting proofs are not always necessary for students. A professor may judge that his student is not very clever, since he has not discovered a tricky proof. He cannot deny that the student has proved the given theorem. Therefore, if students could learn a systematic way of proving theorems by induction, they would have more time to focus on other important things. For the same reason an FC system could be of some use for computer scientists.
3 Representatives of Research on Automatization of ITP

In section 2.1 we have given the reader a possibility to check by his own efforts that the automatization, user dependent or not, of ITP is not a simple problem. We have also spent a considerable time on a characterization of FC and HC systems, and we have mentioned that while the goal of our approach is to obtain an FC system, other existing approaches rather lead towards HC systems. However, we have not named these "other" approaches in ITP, and thus the reader might feel that our division of the existing approaches into ours and others comes simply from the fact that we do not know sufficiently existing work on automatization of ITP. Here are some hints at the reasons of insisting upon our division.

Let us start first with a natural division of ITP, such as it actually is accepted in Computer Science. To explain the origin of this division, as we see it, we have to recall first that specification theorems contain existential quantifiers. The difficulty with this kind of theorems lies in the fact that PS requires constructive proofs for ST while for purely universally quantified theorems there is no need for a proof to be constructive. Automatization of proving theorems containing universal quantifiers only is already a difficult problem. The requirement of constructive proofs for specification theorems seems to make the problem even more difficult. Therefore, it is not surprising that investigators divided their effort in building inductive theorem provers.

On one side, purely universally quantified theorems are treated by what is now called automated ITP. Let us mention here only the representatives of different approaches in this stream (In [20] we give the most detailed description of existing approaches). [3] is, undeniably, the representative of all the work considered as an improvement or extension of the approach developed by Boyer and Moore. We choose [6] to represent building constructivist or intuitionistic formalisms suitable for representing inductive proofs, and [25] is for us a representative of the approach using rewrite systems (or induction-less approach, as it is sometimes called) to prove theorems by induction.

On the other hand, specification theorems are treated by program synthesis from formal specifications. Manna and Waldinger [26] performed the pioneering work in PS. They are usually considered as representatives of deductive approach to ACP, i.e., the approach that constructs inductive proofs for specification theorems. [11] presents representatives of particular approaches in this deductive one.

Thus, this classical division in two streams, with respect to the difficulty of automating ITP is not surprising. What, from a naive point of view, is surprising, is that the division is so strong that, as one could conclude from literature if paying attention to it, the two streams exist separately in the sense that people working on universally quantified formulas develop methods that lead to subproblems that are purely quantified only, while PS approaches limit mostly themselves to generating subproblems that are of the form ST. In consequence, the mechanisms developed in these two streams have a common feature: they are not very suitable for theorems in the other stream, even if there are attempts to use some common computational techniques in one or other streams (see more in [11]).

With respect to this classical division, our approach has its origin [18] in the second stream, and falls under the class represented by [26]. However, very soon it became clear [19] that focusing on proving specification theorems rather than synthesizing programs makes our approach to fall under the scope of the first stream as well. The previous sections allow us to name the main feature of our approach:
formal creativity. We may now say that our work is a representative of the research on formal creative implementation of ITP.

4 Constructive Matching: A Formally Creative Methodology for ITP

4.1 Goal

The goal of $CM$ is to capture conceptually problems in ITP and provide procedural solutions to these problems. More exactly, the goal of $CM$ is to determine what are the problems innate to ITP, what are the problems linked to a user-independent implementation of ITP and how to solve these two types of problems so that the final implementation of our approach provides a user-independent system. We have previously explained that this goal means nothing but the goal to develop a methodology for ITP.

4.2 Restrictions

In the extended version of this paper [11] we present the basic restrictions, and in [10] more details are given. Let us assure the reader that the restrictions of $CM$ do not make trivial the field of its applicability (as it is illustrated in section 4.5), and no ITP methodology has been developed for this particular field.

4.3 Formal Creativity of $CM$ - Where it Comes From?

To answer "Why $CM$ is formally creative?" means that we explain why $CM$ provides an answer to two problems, presently recognized as major ones, concerning the automatization of ITP (cf. The call for AA.93-workshop on ITP): (1) How to generate suitable induction hypotheses' schemata?, (2) How to generate missing lemmas?

In $CM$ these two problems are intertwined in the sense that our answer to the second question gives us the possibility to give almost a trivial solution to the first one. The solution to the first problem is based simply on the particular form of the structural induction principle we use (see [19] or [24]). When none of the generated in advance induction schemes applies for a particular theorem, the answer to (2) helps to find missing schemes.

If our solution for (1) is so simple, one may wonder where are the difficulties for other approaches in accepting our forms of induction hypotheses. Because of the classical division between ITP and PS approaches, we describe apart the main difficulties. Roughly speaking, ITP approaches cannot accept our solution to (1) because induction schemes generated in $CM$ may contain universal quantifiers. The universal quantifiers in induction hypotheses may lead to a subproblem containing an existential quantifier. These, as mentioned above, are out of scope of ITP approaches. Let us suppose now that ITP approaches will decide to accept these universally quantified hypotheses accepting to use PS approaches when they meet such an existentially quantified subproblem. Unfortunately, this alone will not be sufficient to give ITP approaches a complete answer to (1), since, as we have mentioned already, the set of the $CM$ induction schemes may be not complete. Therefore, ITP approaches would need to complete in some way the schemes proposed by $CM$. We suspect highly that their solution will necessarily be similar to that of $CM$, which relies on linking this problem to (2), in particular, to the problem of proving implications, i.e., formulae of the form $A \Rightarrow B$ (see more in [11]). In other words, we think that as
soon as ITP approaches will extend their scope to existential quantifiers and as soon as they will be able to prove implications, they will have their solution to (1).

Now, PS approaches may have objections towards our solution for (1), simply because our solution does not guarantee that programs -- synthesized while proving a specification theorem and using CM-induction hypotheses -- will be as efficient as one programmer would be able to obtain. Once a standard proof leading to a standard program is obtained, CM can attempt to find a better proof in the way described in [15]. However, for lack of time and financial means, "better proofs" are out of scope of our present research, simply because we want first to complete our research on "standard proofs". Nevertheless, as it has already been mentioned, proofs leading to the most efficient programs are presently matter of human creativity.

Concerning CM solution to (2) we attribute our present success to the mechanism, the so-called CM-formula construction (CMC for short), we have developed for proving atomic formulae [19]. Of course, CM applies not only to proving atomic formulae, however, as we see it now, our "luck" started by CMC.

To understand why a mechanism for proving atomic formulae is fundamental for the automatization of ITP would mean to go back to logical connectives, de Morgan laws (see [20]), finally realizing that once we know how to prove atomic formulas and certain implications, we have almost solved the problem (see also [16]). Let us suppose now that the reader admits our stress upon atomic formulae, and let us explain where our mechanism differs from mechanisms used in other ITP and PS approaches. In particular, we shall reduce our description to ITP approaches, as PS approaches usually either do not have a unified mechanism to prove atomic formulas, or these mechanisms are in some sense -- concerning the explanatory character mentioned below -- similar to ITP approaches. The basic difference of our approach with other ITP approaches is that CM has a unique mechanism for formulae containing purely universally quantified variables, as well as for formulae containing existentially quantified variables. In fact, we treat formulae not containing existentially quantified variables as if they contained some existentially quantified variables (see the notion of an abstract argument in the CMC [20]). Moreover, the CMC is a procedure, and so at each step it knows what has to be done and what has to be obtained. This is important for lemmas' discovery in two ways.

First, in case of a failure, CMC provides explanations suitable for further analysis, and a part of missing lemmas generated in CM are the result of such an analysis. In other words, the second difference of CM to other approaches is that our basic mechanism provides suitable explanations. Here, the reader may argue that some of ITP approaches can be said to provide explanations. For instance, a critical pair in rewrite systems may be considered as an explanation. However, very often only an expert in rewrite systems is able to capture the essence of a critical pair expressing a failure, and thus the automatization of recovery process requires not only an expert in ITP, but in rewrite systems as well, while CMC provides explanations that allowed us, as developers, to formalize recovery process from failures due to CMC. Moreover, this formalization does not rely on understanding problems in rewrite systems, but in ITP only.

Second, the tools used for CMC are finite, non-trivial procedures that may be incomplete theoretically speaking. Thus, CMC may fail due to incompleteness of these tools. This indicates another way of generating missing lemmas in CM. Such lemmas are here to complete solutions. Let us note that, to this purpose, CM uses
also inductive tools similar to those developed in Machine Learning. A user-independence of these inductive tools is assured by a deduction-induction cycle, described in [10]. We may say that the use of non-usual inductive tools to automatize ITP makes one more difference of our approach with respect to other ones.

Thus, we have described above two ways of generating lemmas in CM. The first one corresponds to recovering from the failures specific to CMC. The second one corresponds to recovering from the failures specific to the tools used by CMC. Failure analysis [9] takes care of failures that are assumed to be a consequence of incompleteness of our basic CM-construction techniques. Various tools and techniques (inductive, as well as deductive) are proposed for recovery.

There are two other ways of generating lemmas. Since CM treats not only atomic formulae, the third natural way to generate lemmas is to analyze the problems that may arise while proving by induction other forms of formulae, and as we have mentioned above, it is important to know to deal with implications [16].

Finally, the last way in which lemmas are generated in CM corresponds rather to implementing certain kind of tricks, the application of which may be suggested just on a syntactical analysis of a situation met during a proof, or which express usual attempts to simplify inductive proofs, such as finding a non-inductive proof. These heuristics may in no way be characterized as those leading to fancy and interesting proofs typical for clever people, simply because CM heuristics are not so particular as to rely on the semantic of particular background knowledge. This is why we say that CM heuristics are logically based, and this is why CM cannot be depicted as intelligent, since it will be very seldom that its output is the same as the output of a clever human. Since these heuristics are considered more or less as speeding up the theorem proving procedure, when an application of a heuristic from this set fails, the failure is not considered as a significant one. This means, that CM differs between significant and non-significant failures, similarly to ordinary work of a mathematician pictured in introduction. This explains somewhat why CM is able to discard a failure to prove a lemma generated in course of a proof of a given theorem, and to look for a recovery, for instance, attempting to use another tool or to reformulate the problem leading to this lemma. This illustrates also that capturing syntactically the development of an inductive proof plays a non-trivial role in CM, and the concept of environment and environment analysis is related to this part of CM, for brevity, non-described further here.

This explains where formal creativity of CM comes from. In [11] we describe also the basic results we have achieved in a user-independent automatization of ITP.

Let us note that our research on CM is still not completed. However, section 4.5 justifies our conviction that CM makes a real step towards user-independent automatization of ITP, and may already now be considered as a basis of a methodology for ITP, in the sense that further research may only improve and extend our basic results. In other words, what we have done may still be considered as imperfect or not worked out enough, but it cannot be considered as useless or unsound for a methodology of ITP. Saying it in a different way, our results may already help students to provide standard proofs.
4.4 Implementation

Our system PRECOMAS, presented in [23], [21], is an experimental implementation of our CM methodology. Due to a lack of manpower, the present state of implementation reflects only part of our approach (see more in [11]).

4.5 Performance

The most important experiment of CM is solving the prime factorization problem presented in [22]. As we explain there, no other ITP or PS approach is able to solve this problem from the axioms presented there without a clever user, while CM, or an ordinary student following CM, succeeds from this set of axioms as well from the sets of the axioms used by other approaches. Let us mention that CM generates about one hundred lemmas -- some of them it fails to prove -- however, succeeding to recover from these failures. In order to show that we did not succeed simply because we are rather acquainted with natural numbers, let us mention the success of CM to solve rather a non-trivial planning problem as shown in [10]. Moreover, the CM solution is different from the solution proposed in [27] for which a human expert is claimed to be necessary. Other successful experiments and references to them are given in [10].

5 Further Work

We still work on the failure and environment analysis of CM. The experimental work we have performed -- with PRECOMAS and by hand -- validates the utility of our methodology and the benefits of software implementation. Unfortunately, we presently do not have the resources for a complete implementation, which, in our estimation, will require about 20 man/year.

Our experience in building an FC system and all the research we have done in ITP leads us to believe that there is a possibility to enlarge formal creativity of CM to a certain human creativity (see [22] and [10]). We confess that in order to progress more quickly a help from mathematicians, logicians and computer scientists would be welcome for this extension.

Conclusion

In this paper we introduce a non-usual, and non-trivial, division of approaches to the automatization of ITP. We explain that our approach is a representative of formally creative approaches, while other existing approaches fall into human creative approaches. We explain that formal creativity of our approach is a result of providing non-standard solutions to the problems, that in our opinion, were primordial to be solved for a user-independent automatization of ITP.

In contrast to CM, classified more as non-intelligent ITP aiming at standard outputs only, other existing approaches often behave as a clever student, or the proofs obtained in these approaches are in some sense interesting [4]. However, these approaches may fail when our methodology succeeds. The reasons of their failures become clear as soon as one realizes that these approaches either do not tackle problems of ITP as problems of implementing a formal technique, but rather as problems of implementing clever heuristics for proving a particular class of theorems, or they represent a formalism suitable for expressing user's own heuristics, but do not propose mechanisms making this formalism alive, or they are able to run out completely a proof when the user has been clever enough to provide a suitable
knowledge in advance, for instance, by lemmas expressed in a form suitable for the techniques of the approach. We illustrate this in [22], where we compare "the ability" of three approaches to prove the prime factorization theorem.

The paper shows also that our approach is complementary to the other ones. In other words, both formally and human creative approaches have their place in the automatization of ITP. The former approaches tend to provide a methodology for standard ITP. The latter ones tend to fulfill the goal of Artificial Intelligence by automating intelligent behavior whenever possible.
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Abstract: Abstracting informal requirements in terms of formal specifications of the future information system is the aim of the Requirement Engineering activity (RE). It is a cognitive activity mostly based on analogical reasoning. Skilled designers reuse the experience gain from previous design when they recognise similarities between different applications. In order to build truly intelligent systems to efficiently support RE, we believe mandatory to represent the knowledge underlying this experience. Using this representation allows to re-use part of the design process and thus, brings quality as well as productivity improvements. Our solution relies on the concept of generic structure. It is based on the following observation: many real-world phenomena, apparently different, are described in the same way. A generic structure is the expression of this common denominator, it describes behavioural as well as statical aspects. In this paper, we present the concept of generic structure and how it can be used with a simple example.

1. Introduction

The term Requirements Engineering (RE) [1] is used for the part of the systems development effort that involves investigating the problems and requirements of the users community, the goal being developing a formal specification of the desired Information System (IS). This specification must be validated towards the end-users' needs. The succeeding development phase, where this specification is used to design and implement a working system which is verified against the specification, may then be called Design Engineering. Figure 1 shows the relationship between Requirements Engineering and Design Engineering. Thus, RE aims at transforming informal IS requirements into formal - or conceptual - specifications. In other words, RE is the activity during which analysts, designers and hopefully end-users try, all together, to understand, delimit and describe in formal terms the most suitable software to help efficiently end-users and decision makers in their day-to-day missions.

![Figure 1: Information system development process](image-url)
The RE activity has been recognised to be a crucial step in software development as well as in database development [2, 3]. All these authors agreed upon the fact that when an error occurs during RE, its correction is extremely expensive and even sometimes jeopardise the entire software.

RE is a knowledge intensive task. To improve CASE capabilities, we believe it is mandatory to represent, as much as possible, the knowledge used by designers during the RE activity. Using this knowledge, designers will be able to concentrate on the perception of the real-world. The paper deals with this issue; it tries to understand what kind of knowledge can be represented and proposes some solutions based on the concept of generic structure.

Based on such hypothesis, building a conceptual specification is about using a library of generic structures. In this new and innovative perspective, the designer does not have to redo conceptualisation efforts, he can concentrate on the perception and the understanding of the end users requirements.

The paper is structured as follows. The next section presents the concept of generic structure by showing similarities between different specifications and how a generic structure is derived. Section 3 describes examples of generic structures. In Section 4, we present the construction of a semi formal specification using generic structures. This example describes the stock management in a company. Section 5 is dedicated to related works. We conclude with Section 6.

2. Generic structure: the very idea

Abstracting a formal specification from a set of requirements given by end users is mostly an analogical reasoning [4]. It is not a fully creative task. For the sake of efficiency and productivity, an experienced designer reuses previous experiences. When he recognises similar phenomena between the current requirements he is working on and previous work he did, he remembers the solution he chose and adapt it to the current problem. The knowledge used during this process is what generic structures aim at representing. The RE activity can be supported by a library of predefined generic structures adequate to some domain characteristics.

The concept of generic structure results of the two following observations. First, it exists common denominators between conceptual specifications describing similar phenomena. Second, it is possible to establish a hierarchy between classes of domain phenomena. This two observations are detail in turn.

While studying different conceptual specifications, one can realise that it exists similarities. Clearly, labels are different but common patterns can be highlighted. For instance, there is something in common between the conceptual descriptions of a car rental company, a library and a room reservation system. In a car rental company, cars are rented by customers, they bring the car back, when no car are available, the request is put in a waiting list, etc. In a library, copies of books are checked out by subscribers, they return what they borrowed, when a book is not available, the loan request is put in a waiting list, etc. In an hotel, rooms are reserved, when patrons leave the room, its room becomes available again, when no rooms are available, the request is put in a waiting list, etc. In those different applications, the car, the copy of a book and the room belong to the same domain class: the "resource" class; customers consume resources, they bring them back, when they cannot have what they want, the request is put in a waiting list. A close look to the conceptual specifications shows that they have a common underlying structure. As shown in figure 2, this is what is called generic
structure. A generic structure describes statical as well as dynamical properties associated to a class of domain phenomena.

The process of identifying generic structures is a difficult abstraction process. It requires to detect similar patterns in different specifications, identify the underlying domain class, rename in generic terms the elements of the generic structure.

3. Generic structures: some examples

RE involves two kinds of knowledge: domain knowledge and model knowledge. Domain knowledge deals with application domains. It comprises information about the application domain objects and the rules, either static or behavioural, which describe different possible states of objects. End-users are the real experts of the application domain. However, they are usually not able to build conceptual specifications since they are not familiar with model knowledge.

Model knowledge deals with conceptual formalisms. It is the knowledge about a set of concepts and the rules defining how these concepts can be used to construct a conceptual model. It is the designer's work to represent the application domain using a conceptual formalism. Model knowledge is also about being able to transform a specification expressed with one model into an equivalent one expressed with another model (e.g., translating an E/R diagram into an Object-Oriented schema).

Generic structures combine both kinds of knowledge. They are the expression of classes of domain phenomena using a model or the expression of possible transformation from a model to another one. The former type is called "Domain dependent" and the latter "Model dependent". In this paper, we focus on domain dependent generic structures. Model dependent generic structures are described in [5].

3.1. Domain dependent generic structures

In [6], many different types of domain dependent generic structures are described. We define simple basic generic structures (they deal with state changes, times changes) and also compound generic structures (they deal with resources and with the management of waiting order concerning resources). In this paper we only provide a single example of domain dependent generic structure: the generic structure describing the general behaviour of a resource. In the following, we first precise the concept of resource and informally describe its generic behaviour. We end this section with the presentation of the corresponding generic structure.
A resource is often dealt with in information systems to denote available supply that can be drawn upon when needed. In other words, a resource is an entity which is required to be available for the execution of a process, and becomes unavailable when the process is using it. In a library, for instance, the entity "copy of a book" is a resource for the "loan" process while the entity book itself is not a resource because it is not involved in the loan process. In a personal computer network with a shared printer, the entity "printer" is a resource while the process is the "printing of a document".

When a resource is available, it can be consumed when requested by a consumer. As soon as it is consumed, it becomes unavailable for the other possible consumers because a resource is at the exclusive use of the consumer who obtained it. When a resource becomes unavailable (curative management) or will become unavailable (preventive management), it may be useful, under some conditions, to ask for more from the supplier. For instance, when the inventory of a product becomes low or zero, an order may be automatically sent to the supplier. Re-ordering may have no meaning if the availability of a resource is set once for all at the creation time (e.g., a printer in a local network). A resource must be created (its entry in the system corresponds to a creation). Its supplier can be internal to the application (e.g., a company building products) or external (e.g., the suppliers of a supermarket). Complementary, a resource should be deleted. Figure 3 shows the generic structure corresponding to the behaviour of a resource.

To describe this generic structure, we use a model defined in [7]. This model is based on the notion of actor, event and entity; they are represented by double rectangle, pentagon and circle respectively. The dashed rectangle stand either for an actor or an entity. In this model, the notion of event includes both the modifying action and the triggering conditions. Events are triggered either by actor(s) or entity(ies); events modify either actor(s) or entity(ies), they are the target of the pentagon. It is also possible to express static relationships between entities and/or actors by drawing a line between them.

![Generic structure for the management of a resource](image)

The entity "resource" is modified by three events: "consume", "create" and "delete", they are respectively triggered by "consumer", "producer" and "operator". The entity "resource" triggers the event "ask" which modifies the "producer". On top of the behavioural properties related to a resource, a structural pattern is identified. A resource must have the following properties: reference, wording, creation date and a state having a value in ("available", "unavailable").

The study of the different types of resource management leads us to define different categories of resources. Some are consumable (for instance, the product bought by customers in a stock management system); among those, some are perishable (fresh products in a grocery) and others are non-perishable (the hardware or electronics). There are also re-usable resources (for instance the cars in a rental company). In this case, one
can distinguish between renewable (books in a library or cash in a bank) and repairable resources (cars from a rental company or planes from an airline). A resource can be characterised by more than one of the mentioned characteristics. Figure 4 shows how the different characteristics are organised in an "is_a" hierarchy. The symbol, borrowed from the NIAM notation, expresses that the two classes are disjunctive.

For each classes, we defined a generic structure describing the specific behavioural and structural properties, they are detailed in [6]. The way we build them is the same as the one we used to build the general one (figure 3), (i.e., to manually define the particular behaviour and properties and express it using generic structures). Each class of the hierarchy inherits the behaviour and properties of its super classes. For instance, the class of "perishable resource" is associated to the generic structure depicted in figure 5. It shows that (1) when a perishable resource arrives, an operator triggers an event "take delivery", this event create the resource and initialise the agenda to the sell by date, (2) the agenda triggers the event "past sell-by date" and change the state of the resource to "out dated". Thus, the statical structure of a resource comprises a "sell-by date" and the state property can have the value "out dated".

4. Using generic structures

In this section, we present the general methodology for using generic structures and develop an example showing the construction of a specification describing partially the stock management of products in a company.

4.1 Methodology

The generic structures presented in the previous sections can be supported by a library of generic structures. This will change the nature of Requirement Engineering activity
itself: the designer does not have to express the real-world phenomena using a formal model but to identify those phenomena in the current application domain and instantiate the generic structures associate to those phenomena to build specifications.

The use of generic structures consists of the following steps:

A) Recognising a phenomenon of the application domain as an instance of one of the itemised classes of phenomena and in the mean time selecting the corresponding generic structure. Until now, the recognition of the phenomena described by domain dependent generic structures remain at the designer's charge.

B) Defining the correspondences between the elements described in the generic structure and those which already belong to the current specifications. While doing so, instantiation rules are highlighted, they will have to be used in a consistent way, e.g., use the same renaming rule for the same terms in the different generic structures, avoid naming conflicts (using the same name for two different purposes) and so on.

C) Understanding the elements which have not been set in correspondence in the previous step and find, if they exist, their equivalent in the application domain. This step leads to the improvement of the understanding of the application domain and may lead to the discovery of new issues which can lead to go back to step (A) to instantiate additional generic structures.

The process of using domain dependent generic structures ends when the designer can no longer identify itemised real world phenomena. The designer has then to complete the current specification with the specific elements of the application domain not yet described with the generic structures.

The RE activity is a decision process. The designer makes decisions all the time. In the first step, he has to recognise application domain phenomena as instances of generic structures, and this is a decision. In the second step, the decisions concern the renaming and then in the third step, decisions dealing with refinement. In [8], we demonstrate how such decisions can be handled in a knowledge based formalism (i.e. the triplet <situation, decision, action>) and successfully used in a CASE tool.

4.2 The stock management example

We consider a company selling products to its customers. Customers request are made trough orders. This first description of the application domain is shown in Figure 5.

![Figure 5: A first description of the stock management company](image)

In the following, we apply the methodology presented in the previous paragraph to the instantiation of the generic structure depicted in figure 3.
Step A: The entity "product" is recognised as belonging to the class "resource". The generic structure described in Section 3.1 has to be instantiated.

Step B: The correspondences are the following:
- "resource" is the entity "product";
- "consumer" is the actor "customer";
- "consume" is the event "buy".

Step C: The following elements are renamed and added to the specification:
- "producer" is identified as the actor "supplier";
- "produce" and "ask" are identified as the events "deliver" and "re-order", respectively;
- "operator" is identified as the actor "warehouseman";
- "delete" is identified as the event "withdraw".

The result of the instantiation of the generic structure is shown in Figure 6. For the sake of clarity, note that we don't show the instantiation of the statical aspect described by the generic structure (figure 3).

![Figure 6: The current specification after instantiating the generic structure about resource](image)

Assume the products sold by the company are perishable. This assertion leads to the following.

Step A: The entity "product" is recognised as belonging to the class "perishable resource". The generic structure described figure 5 has to be instantiated.

Step B: The correspondences are the following:
- "resource" is the entity "product";
- "operator" is the actor "warehouseman";

Step C: The following elements are renamed and added to the specification:
- the event "take delivery of" is identified as the events "reception";
- the agenda keeps its name as well as the event "past sell-by date"

The result of the instantiation of the generic structure is shown in Figure 7.

![Figure 7: After instantiating the generic structure about perishable resource](image)
Assume the designer does identify no other real world phenomena as belonging to the itemised classes. Then, the current specification must be completed according to the end-users needs (e.g., to describe the delivery system,...). To keep the example simple, we skip this step.

However, when the specification is completed towards the conceptual description of the users needs, the designer should invest some effort in the discovery of new generic structures. This is a difficult task. He has to concentrate on the elements of the specifications which has not been generated with the generic structures. A close look on those elements should enable him to identify new classes of real world phenomena, express the corresponding generic structure and finally add them at the right place in the hierarchy.

5. Related Work

Some attempts to effectively guide the data base designer towards the design of a conceptual model can be found in the research literature. In the SPADE project [9], this is achieved by means of a "navigation knowledge dictionary". This dictionary helps the designer to choose between design tasks but does not help to build specifications. Within the ITHACA project, the RECAST tool [10] uses a dictionary and guides the designer to reuse object specifications. However, the designer has to modify old specifications and adapt them to the current application. Another approach, experienced in the two expert systems OICSI [11] and SECSI [12], generates part of the conceptual schema from a natural language description of the application domain. In both cases, the result depends on the completeness and accuracy of the natural language description. In [13], a learning-from-examples strategy has been developed to induce form properties and functional dependencies from day to day documents. Extensions of this work, done by Talldal [14], allow to generate an extended E/R schema. This approach does not help to specify any kind of behaviour. In [4], Maiden and Sutcliffe propose analogy as a means of reusing specifications from a CASE repository during the requirements analysis. An Intelligent Reuse Advisor, based on cognitive models of specifications reuse and automatic analogous reasoning, helps the designer to retrieve and customise existing components.

Our work goes on the same line as Reubenstien's and Waters' works (with the Requirements Apprentice [15]) where they propose clichés as a mean for building specifications with a global approach.

In [16], the authors try to make software development knowledge explicit. They propose "to base the software development process on the reuse of descriptive models of domain-specific knowledge and prescriptive models of software engineering knowledge". The domain models they propose are based on the same ideas than generic structures.

Similar approaches to generic structures have been developed in software engineering community. In [17], the authors propose to use a software base for enhancing the flexibility of software systems by reusing generics programs. They identify classes of applications and programs lattices. The instantiation of these lattices allow to generate programs. In the PARIS system [18], partially interpreted schemas are used to produce programs. A partially interpreted schema is a program that has some portions of its remaining abstract or undefined. Generic skeleton of programs are re-used. In [19], the concept of design template is used to represent classes of tasks which are characterised by their structure. Generic algorithm specification as well as generic data interface information are proposed to build programs. To some extent, applications lattices, partially interpreted schemas as well as design templates are to the production of programs what generic structures are to the production of conceptual specifications.
However, none of the above approaches have tried to explicitly represent the design knowledge used by designers as generic structures do. We believe that generic structures are well adapted to conceptual data base design. This activity is not guided by the goal (the specifications to be built) but by the source (the end-users requirements). The approach we propose does not force the designer to identify a goal but to identify the source then to instantiate generic structures for the representation of this phenomena. This kind of re-use is different from the re-use of software components or object schema as experimented, for instance, in the ITHACA project [20]. In fact, these two kinds of re-use are complementary and should be combined in a CASE tool.

6. Conclusion

In this paper, we presented a new concept for the requirement engineering activity: generic structure. A generic structure is a formal and generic expression of a class of real-world phenomena, apparently different but designed in the same way. A generic structure is independent of a particular application. A generic structure allows to re-use the process by which specifications are built and not the specifications themselves. The designer does not have to redo the conceptualisation effort for the listed phenomena, he simply instantiates the generic structures.

Two types of generic structures are mentioned in this paper: they correspond to two types of knowledge used during the RE activity, namely, domain and model knowledge. In this paper, we focus on domain dependent knowledge and the associated generic structures. The formalism use to describe generic structures is based on actor, event and entity. However, generic structures are not model dependent, they can be used to build any kind of specification. In [21], they are expressed with the Z language.

We have prototyped the idea of generic structures using the shell of the OICSI expert system [11]. The experience has shown it to be a promising direction for research. We want to stress that generic structures are classes of phenomena too; and hence, it is possible and interesting to develop generic structures for generic structures. These meta-generic structures would characterise the concept of generic structure and how to create and use them. We will investigate this in future research.

The domain dependent generic structures we put forward does not cover every real-world phenomena. This study will be extended to other types of phenomenon. We are currently studying how generic structures could be discovered using a learning by example tool, with existing specifications as input.

Coupling our work with the classical approach for re-using software components is a promising research direction. It allows one to cover the whole data base development cycle. The problem is to study how generic structures can match software components to built specific projects.
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Abstract. Given the wide range and diversity of proposed architectures for autonomous robotic agents, an essential role can be played by a programming environment not hardwired to any particular architecture. This paper discusses the design of a programming environment for robotic systems, promoting rapid prototyping techniques for building different robotic architectures, while retaining a good efficiency in robot control. The environment has been conceived as the integration of a real-time robotic machine with a full-fledged logic-based system.

1 Introduction

Maybe the most critical and challenging issue in designing robotic systems working in dynamic, unstructured environments, is related to the definition of their architecture. The term architecture is used here to designate the logical organization of a system constituted by a network of (autonomous) agents that can achieve goals, under real time constraints, in not completely predictable environments, by using non-perfect sensors and actuators. Each architecture proposes a particular methodology encompassing issues such as function/competence decomposition and interaction, computational homogeneity/heterogeneity, decision responsibility distribution and static/dynamic optimization of the bounded computational resources available.

Literature reports on a wide spectrum of approaches to the design of robot architectures. Classical approaches promoted hierarchical architectures [1, 2], with the provision for different abstraction and response time levels. The main design principle is functional decomposition, together with a strict vertical control/data flow among the components, looping through perception, modeling, planning, execution and motor control. These efforts are loosely related to traditional AI in the sense that the highest level is typically a planner, which deals with a symbolic representation of robot actions and of the world. More recently,

* This work has been partially supported by CNR “Progetto Finalizzato Robotica”, “Progetto Finalizzato Sistemi Informatici e Calcolo Parallelo”, and Special Program N. 92.00065.CT12.
research on mobile robots has led to the development of so-called reactive and behavior-based architectures [3, 4], which are inspired by the principle that intelligence is determined by the dynamics of interaction with the physical world. Implicit integration into higher-order robot capabilities of simple task achieving behaviors, exploiting direct sensor information instead of intermediate representations, can be regarded as the major design tenet of this line of research. Since both approaches have their strengths and weaknesses, the most recent trend is to integrate reaction and planning by proposing hybrid architectures [5, 6].

Given such a wide range and diversity of architectures, an essential role can be played, at least for those who are devoid of any constraint dictated by philosophical commitment, by a programming environment not hardwired to any particular architecture. The main goal of such an environment should be to enable users to exploit rapid prototyping techniques to build different kinds of robotic architectures, while retaining good efficiency in the robot control. However, designing a robotic system is not only a matter of defining its logical architecture. It also requires dealing with hardware interfacing, drive system, real-time servos, smooth trajectory interpolation and similar concrete, time-consuming issues which concur in determining the basic capabilities and dexterity upon which “intelligent” behavior is built. Under a pragmatically point of view, the environment whose development is presented in this paper is also intended to eventually become a general workbench to exercise AI techniques to a controlled-complexity robotic domain as well as to support the design and simulation of robotic workcells.

The paper is organized as follows. In section 2 the requirements, both general and specific, of a programming environment for robotics are discussed. The two main components of the environment are then presented in sections 3 and 4. Section 5 describes the overall programming model of the integrated environment whose development is currently in progress, whereas in section 6 the prototyping of a sample application is illustrated. A brief discussion summarizes the paper.

2 Requirements and Issues

Since the goal is the definition of an integrated environment to explore issues in high-level as well as in low-level robot control, besides general software engineering requirements:

- open, extensible organization
- full integration among subcomponents
- scalability in the computational resources handled

the environment should be characterized by the following domain-specific attributes:

- integration of different computational and programming paradigms
- simulation capabilities for preliminary evaluation
- metaresoning facilities
The multi-paradigm requirement seems mandatory when one aims at developing hybrid architectures, which generally partition the system into different levels exploiting explicit declarative-style knowledge along with subsymbolic task-achieving reactions.

Different design approaches have to be compared mostly in an experimental way, since general formal methods of verification are not available. For a preliminary assessment of performance, simulation is considered an almost necessary tool. Besides the visual representation of robot structure and kinematics, task execution in virtual workspaces can give insights in the robot operational behavior to an extent which can be varied according to the accuracy of the simulation. Whatever degree of accuracy is targeted, sensory information has to be generated starting from models of the physical objects (including the sensors themselves) and the interaction among them, the robot and other agents in the robot workspace.

The ultimate performance evaluation of the design comes from the interaction of the physical robot with its actual environment. Thus, an integrated environment should support a straightforward transition from simulation to real execution. This gap may be reduced when integration issues are enforced from the beginning in the design of the environment, in particular employing the same control interface and referring to the same set of commands for the simulated and the real robot. Moreover, since adaptation to changes in the world is one of the main requirements of intelligent, sensor-based robots, sensor data has to be made available to user programs, hence the set of simulated sensors should correspond as far as possible to the set of user available sensors.

Finally, the environment should provide an explicit representation of the agent architecture in order to enhance the system with some degree of self-awareness and metaresoning. Such a feature enables a uniform approach to planning, monitoring, debugging and system reconfiguration.

Current robotic programming tools are generally far from being adequate to fulfill these requirements since they are too heavily committed to low-level control and real-time issues, even though a number of recent proposals attain considerable results in restricted areas [7, 8, 9].

Programming tools should instead provide a unifying framework, allowing users to exploit a spectrum of software technologies, from efficient real-time programming to reconfigurable knowledge-based symbolic programming. The approach we are following in this research is to conceive a robot programming environment as the integration of a symbolic system constituted by a full-fledged logic environment with a flexible real-time system explicitly designed for robotic control.

As our primary application domain is dextrous manipulation and exploration using robot arms and hands [10, 11], our real-time technology is based on a control system explicitly conceived for such a kind of robotic applications, namely RCCL, the Robot Control C Library [12]. RCCL offers a number of advantages over industrial controllers which will be discussed in section 3 of the work.
As regards the knowledge-based technology, our choice has been to exploit a programming environment based on an extension of Prolog with features for dynamic modularity and concurrency. Such an extension, called here CPUX (Communicating Prolog Units with contexts) allows users to exploit Prolog as a system programming language.

The aim of this work is to describe how such an integration is achieved and how the resulting system can be exploited to define many relevant abstractions involved in robotic architectures and extendible programming tools.

3 The Real-Time Machine

RCCL provides a robotic virtual machine for low-level control, both powerful and extendible, fully exploiting available hardware resources, mechanics and sensoriality, and yet abstracting a great deal of implementation details not relevant to high-level control and task planning or programming.

Basically, RCCL is a library of routines for describing and controlling robot positions and actions, combined with a trajectory generator for realizing these actions [12]. An RCCL application program is written in “C” and uses special primitives to specify robot action requests and queue them for servicing by the trajectory generator. Thus, RCCL is primarily a library of kinematics and control functions along with a run-time support for task execution.

RCCL has been chosen as the execution architecture for the programming environment (i.e., for implementing the low-level control law) since it provides:

- development in a flexible and friendly environment (UNIX, C, workstation) rather than in an obsolete and rigid industrial robot controller using an awkward, un flexible language;
- possibility of creating special sensor interfaces, complex tasks, synchronizations among multiple robots or other agents;
- well-defined standard with excellent documentation and a number of installation sites worldwide.

RCCL is supplied with a simple graphic simulation tool, robotsim. In robotsim the programmed task is visualized and can be evaluated with respect to kinematics and workspace features. The peculiar value of robotsim lies in its strict integration with the RCCL control structure. Thus there is no gap between actual or simulated execution of programmed tasks, as the very same control structure is exploited for both. Due to its flexibility, RCCL permits programming of higher complexity tasks than afforded by typical industrial controllers. By virtue of extensions we have done to the simulator, even these highly complex tasks may be directed to either the real robot or its simulation in an almost transparent manner.

Our extensions to robotsim, although only based on geometric modeling of objects, have allowed the simulation of simple grasp procedures as well as the generation of contact and distance sensor feedbacks which are routed to user
RCCL programs. The resulting robotsim-II also includes support for the presence of active objects, with customizable motion laws and for interactively modifying the environment. While the overall simulation model appears limited, it seems useful for experimenting and evaluating robot architectures and strategies in a controlled-complexity domain. The integrated environment supports straightforward configuration of the simulated task, including robot sensor set and workspace.

4 The CPUX Programming System

The environment supports (and is itself based on) an extension of Prolog with features for dynamic modularity and concurrency. Such an extension, called CPUX (Communicating Prolog Units with contexts) [13], allows users to exploit Prolog as a system programming language. As concerns concurrency, agents can be explicitly created and destroyed, each agent working as an autonomous CPUX machine. Mechanisms for agent interaction are provided which can support mailbox-based communication models as well as generative models à la Linda [14]. Agents sharing the same processor are managed by a scheduler entirely written in CPUX. Process interaction policies can be expressed as meta-programs, without changing object-programs or the supporting machine. As concerns modularity, CPUX fully supports contextual logic programming [16], a programming paradigm in which software components can be statically and dynamically configured by composing modules (CPUX units) into structures, called contexts. Through contexts, users can prototype new abstractions and exploit these prototypes to create other prototypes in an incremental way, very similarly to object-oriented programming.
The most significant architectural features of CPUX and the related programming methodologies have been exploited for prototyping an integrated, open and evolving programming environment, in the ALPES Esprit project 973 of the European Community [17]. The relationship between CPUX and ALPES is illustrated in Fig. 1.

5 The Environment Programming Model

The simple integration of ALPES and RCCL around a client-server interaction scheme has proven extremely valuable even limiting to a “conventional” robot programming perspective, i.e. when the purpose of the environment is to assist users in developing and testing robot applications in the framework of robot- or task-level programming [18]. Efficiency concerns are addressed mostly in the RCCL control subsystem, although recent work has reported on performance levels of compiled Prolog comparable to those obtained by leading C compilers [19].

The integration between the two subsystems has provided immediate results without sacrificing the features originally offered by RCCL. Some of these results are related to the CPUX system language, while others are related to ALPES features and tools. CPUX features are particularly suited to prototyping and also to debugging at a high level of abstraction, a very crucial activity in developing robotic applications. ALPES tools, written in CPUX as modular, extendible components, have been specialized to build high-level interfaces. In particular, the ALPES X-Window browser has been extended to create a tool which allows the user to define interactively the initial setup for task execution under the robotsim-II simulator, based on database modules containing taxonomies of known robots, available sensors and machines/parts to be chosen and included in the task.

However, the main result of the integrated environment is to promote a programming model founded on the concept of an agent society in which agents can interact through a shared abstraction called world (fig. 2). This multiagent model emphasizes autonomy and heterogeneity of agents in a Distributed Artificial Intelligence perspective, by amalgamating different granularities and architectures. Agents can be heterogeneous: the only requirement is that any agent has to agree on the abstract communication interface constituted by the world (implemented as a CPUX communication unit). To this purpose, the RCCL real-time machine has been extended in order to define a special agent, the RCCL agent, which, acting as a server, looks for a command in the world and executes it.

In conclusion, this system makes general-purpose abstractions and mechanisms regarding important aspects of robot programming immediately available, such as agent interaction, agent configuration and design, and meta-control of agent behavior.
5.1 Agent Interaction

Information stored in the world can represent sensor-related knowledge, self-knowledge and agent-specific knowledge.

Sensor knowledge is constituted by high-level representation of sensor data. In our current environment it is automatically updated by the low-level extended RCCL system at user-defined rates. Self-knowledge represents knowledge on the network configuration and on the state of agents, e.g. computational state (waiting for a message, waiting for a processor), execution time, period et cetera (this information is used by the CPUX scheduler). Agent-specific knowledge is constituted by messages explicitly produced and consumed by agents in order to cooperate or interact. Starting from the world knowledge, each agent can create local world models, to be used in a shared or private way. Thus, this architecture is particularly suited to the design and development of hybrid robot architectures. However, it does not exclude the possibility of experimenting behavioral approaches, since the notion of world generalizes a concept of world only comprising external physical sensory input.

CPUX process interaction mechanisms support agent interaction models similar to the generative communication of Linda, and are expressed by the following primitive predicates:

- \texttt{world ? msg(\textit{M})}
  - like \texttt{in}, withdraws the message from the world with possible suspension
- \texttt{world !!} \texttt{msg(\textit{M})}
  - like \texttt{rd}, reads the message from the world
- \texttt{world ! msg(\textit{M})}
  - like \texttt{out}, adds the message to the world

These mechanisms can express both cooperative and competitive agent interaction schemes. However, more specific mechanisms and concepts can be required in robot applications and the environment accordingly extended.

For example, in full competitive interaction schemes, the global control-law has to emerge from a collection of different, independent, local laws. In order to achieve such a behavior, \texttt{some (meta) control level or decisor component can}
be introduced. Once the designer has chosen how to implement the decision system, a new abstraction should be made available in the system. Such a new communication abstraction can be implemented in CPUX as shown in [15]. In fact, CPU processes are abstractions of independent coroutines which can be explicitly transfer control each other and all CPU process interaction operators are themselves written in Prolog.

5.2 Agent Configuration and Design

Robot applications demand for a wide spectrum of agent types ranging from purely deductive goal-directed activities, to completely behavior-based ones.

Since CPUX support both declarative and procedural programming styles, such a spectrum of agents classes can be easily expressed. Contextual programming provides a powerful tool to dynamically compose agents as a hierarchy of different knowledge units (open or closed to variations). In fact, through the extension operator $U >> G$, goal $G$ is solved in a new context obtained by adding $U$ clauses on top of current context. In this way, an agent like a classical STRIPS-like planning system can be dynamically configured by creating a context composed of a unit implementing the algorithm core with a unit containing domain specific status and operators descriptions.

In several domains some agents have to be defined as periodic activities possibly with fixed deadline. Such a class of agents can be implemented in CPUX thanks to the possibility of handling asynchronous events (timing interrupts). Moreover, suitable environment tools can be defined to help programmers during the design phase to check for the existence of a feasible schedule. At this level, the typical techniques of constraint logic programming can be exploited.

In order to increase modularity and flexibility, a class of dynamically configurable agents can be required in order to merge goal-oriented decision procedures with the opportunistic decisions related to the current state of the world. Again, contextual mechanisms can constitute the basic support. For example:

```prolog
agent-B :-
    world -?? situation(Current),
    ; Get global knowledge for the recognized situation
    B-default >> Current >> g.
agent-B:-
    B-default >> g.
```

Agent with goal agent-B evolves in dependence of a specific recognized situation, if any, generated by another “perceptual” agent. In performing activity $g$, it takes into account the generic $B$-default assumptions only if more specific and relevant ones are not available.

5.3 Meta Control

Another critical part of multiagent robot systems is agent network configuration, which can be established both in a static way, as a consequence of user design
or as a planning activity, and in a dynamic way, as a consequence of new user commands or of a meta-control layer. Meta-level programming features of CPUX (todemo/odemo reflection mechanisms described in [21]) can be exploited to allow users to modify current behavior at two different levels:

1. at agent level without modifying the overall architecture (network of agents);
2. at decision network level, without modifying agent local behavior.

Assume for example that agent-1 is currently in charge of issuing commands to the RCCL agent. Later, it has to compete with the decisions of a new agent-2. This kind of dynamic reconfiguration can be done without modifying agent-1, by dynamically associating to it a meta-unit meta-1 in which a meta-rule performs the routing of to-rccl message to a decisor component. In general, meta-rules have the following form:

\[ \text{todemo}(\text{CurrUnit}, \text{AuxReg}, \text{CurrProcess}, \text{CurrGoal}) :\neg \text{<body>}. \]

which means “to demonstrate” the CurrGoal within CurrProcess perform the <body> actions. These actions can express different kinds of meta-control policies, such as:

- route the message to another agent;
- send another message;
- kill (another) process;
- monitor the agent behavior;
- ...

6 Prototyping an Application

In this section we introduce a simple example of robotic application and schematically show how the integrated environment and its mechanisms can assist the user in the development process. In particular, only a few relevant aspects of the overall task are presented.

The application consists of a task for a robot manipulator, combining the exploration of an unknown workspace and the manipulation of blocks. By means of its sonars, the robot has to recognize a number of block stacks and to obtain, via blocks manipulation, a new stacks organization. The environment is thus very similar to a classical blocks world, even though important extensions that can be handled include presence of obstacles and dynamically changing environment.

Figure 3 shows a typical initial situation for the simulated manipulator task. The robot in this example is configured to have two sonar range sensors, one aligned with the gripper (z-sonar), the other rotated by 90 degrees (x-sonar).

The problem requires safe hand navigation in an unknown workspace, while perceptual activities attempt to determine the configuration of blocks in the workspace. For sake of simplicity some conditions are assumed along with some a-priori knowledge: the workspace is monodimensional and obstacles are higher than any block stack, since they are actually containers of blocks.
Agent **follow-height** drives the robot hand safely through the workspace, adjusting the direction of the trajectory so as to maintain the hand over the blocks. Agent **detect-obstacle** monitors the front sonar to detect the presence of obstacles ahead. When some obstacle is perceived, detect-obstacle sends a message to the world informing other agents that a container is either approaching or getting far. The perceptual interpretation of the workspace, which in this case aims at obtaining a world representation in terms of block stacks, is a good example of contextual agents. In fact, the **perceive-blocks** agent derives the configuration of blocks from z-sonar data differently in context **no-container** than it does in context **over-container**, on account of the presence of the bottom.

Finally, as soon as perception has taken place, planning activity can be carried out while reactive navigation can be stopped. Agent **strips** is triggered with a context **blocks** to synthesize the sequence of robot actions which can reach the user-defined goal state. The list of operators is then sent to the world,
where an execute agent transforms this high-level description into movement messages for the RCCL agent.

7 Conclusions

The paper has presented the organization of an environment for prototyping and experimenting advanced robotic architectures. The environment is built upon the integration of a real-time robotic machine with a full-fledged logic system. Among the distinguishing features of the environment are:

- possibility of simulation of sensor-driven tasks, exercising a real-time controller which is identical to that of the physical robot,
- general mechanisms for agent interaction which may implement various architectural paradigms currently investigated for intelligent robots,
- efficiency in rapid prototyping and in exploration of architectural alternatives, due to the underlying logic-based environment enriched with concurrency, modularity, and contexts.

In this work we focused our attention on mechanisms rather than on well-founded robot programming models, since defining such models is precisely the goal of several research efforts in robotics. Contextual mechanisms and low-level process control primitives have been exploited to provide a flexible and extendible basic architecture, supporting both robot-level and task-level programs built according to prototyping techniques. Since the same mechanisms can be used to build the robot programming environment, the application layer can grow up in a synergetic and uniform way with its own user-support.

While these mechanisms proved suitable for structuring purposes, a still open issue in this approach is the degree of real-time the symbolic level of the system is to be affected.
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Abstract. Most of the work regarding complexity results for concept languages consider subsumption as the prototypical inference. However, when concept languages are used for building knowledge bases including assertions on individuals, the basic deductive service of the knowledge base is the so-called instance checking, which is the problem of checking if an individual is an instance of a given concept. We consider a particular concept language, called \textit{ALE} and we address the question of whether instance checking can be really solved by means of subsumption algorithms in this language. Therefore, we indirectly ask whether considering subsumption as the prototypical inference is justified. Our analysis, carried out considering two different measure of complexity, shows that in \textit{ALE} instance checking is strictly harder than subsumption. This result singles out a new source of complexity in concept languages, which does not show up when checking subsumption between concepts.

1 Introduction

Concept description languages (also called terminological languages or \textit{concept languages}) have been introduced with the aim of providing a simple and well-established first order semantics to capture the meaning of the most popular features of the structured representations of knowledge. In concept languages, concepts are used to represent classes as sets of individuals, and roles are binary relations used to specify their properties or attributes.

It is a common opinion that subsumption checking (i.e. checking whether a concept represent necessarily a subset of the other) is the central reasoning task in concept languages. This has motivated a large body of research on the problem of subsumption checking in different concept languages (e.g. [2, 4, 13]). However, if concept languages are to be used for building knowledge bases including assertions on individuals, the basic deductive service of the knowledge base is the so-called

*This work has been supported by the ESPRIT Basic Research Action N.3012-COMPULOG and by the Progetto Finalizzato Sistemi Informatici e Calcolo Parallelo of the CNR (Italian Research Council).
instance checking, which is the problem of checking whether a set of assertions implies that a given individual is an instance of a given concept.

In this paper we address the question of whether instance checking can be easily solved by means of subsumption algorithms and whether considering subsumption as the prototypical inference is justified.

The outcome of the analysis is that the answer to the question in the general case is no and that there are cases where instance checking is strictly harder than subsumption. In fact, the instance checking problem for the considered language ($A\land E$) turns out to be of higher complexity than the subsumption problem. This result is all the more interesting since $A\land E$ is not some artificial language (just defined for the purpose of showing that the complexity of subsumption may differ from the one of instance checking) but a rather natural language which has been investigated before.

This result singles out a new source of complexity in concept languages, which does not show up when checking subsumption between concepts. A practical implication of this fact is that any actual deductive procedure for reasoning on structured knowledge representation systems cannot be based solely on subsumption checking, but has to embed some reasoning mechanisms that are not easily reducible to subsumption. This fact must be considered when designing the deductive services of a system for the development of applications based on concept languages.

In our analysis we have assumed we are dealing with complete reasoners. On the contrary, most of the existing systems (e.g. LOOM[9], CLASSIC[11], BACK[12]), use incomplete reasoners1 (except for KRIS[1]) and in these systems a careful analysis of the relationship between subsumption and instance checking is lacking. Anyway, in our opinion (supported also by other researchers, e.g. see [13]), the study of complete methods gives more insight on the structure of the problem and it is useful also for the development of better incomplete reasoners.

Furthermore, we measure the complexity of instance checking by the measures suggested in [14]. Data complexity (i.e. the complexity w.r.t. the size of the knowledge base) and combined complexity (i.e. w.r.t. both the size of the knowledge base and the size of the concept representing the query) 2. Another result of our analysis is that there are cases where the complexity obtained using the two measures differs substantially. This result proves that the distinction is necessary and must be taken into account in order to understand the behavior of the system in practical cases.

The paper is organized as follows. In Section 2 we provide some preliminaries on concept languages, in particular on the language $A\land E$. In Section 3, we deal with the problem of instance checking in $A\land E$. Discussion and conclusions are drawn in Section 4. For the sake of brevity, some proofs are only sketched.

2 The Language $A\land E$

We consider the language $A\land E$ [3, 13], which is an extension of the basic concept language $FCL^-$ introduced in [2]. Besides the constructors of $FCL^-$, $A\land E$ includes

1CLASSIC is actually complete, but with respect of a non standard semantics
2In [14] it is also considered the so-called expression complexity (i.e. the complexity w.r.t. the size of the concept representing the query), but it seems less interesting in our setting.
qualified existential quantification on roles and complementation of primitive concepts.

Given an alphabet of primitive concept symbols \( \mathcal{A} \) and an alphabet of role symbols \( \mathcal{R} \), \( \mathcal{ALE} \)-concepts (denoted by the letters \( C \) and \( D \)) are built up by means of the following syntax rule (where \( R \) denotes a role, that in \( \mathcal{ALE} \) is always primitive)

\[
C, D \rightarrow A \mid \top \mid \bot \mid \neg A \mid C \cap D \mid \forall R.C \mid \exists R.C
\]

(primitive concept)

(top)

(bottom)

(primitive complement)

(intersection)

(universal quantification)

(qualified existential quantification)

We have chosen the language \( \mathcal{ALE} \) for several reasons. On one hand, it is rich enough to express a significant class of assertions, as we will see in the examples. In addition, it is suitable to express concepts representing meaningful queries. In particular, due to the full existential quantification it is possible to express queries requiring some form of navigation in the knowledge base through the assertions on roles. For example, the query: “find the individuals who have a friend whose child is a doctor” can be expressed as \( \exists \text{FRIEND.}\text{CHILD.}\text{Doctor} \). On the other hand, \( \mathcal{ALE} \) avoids other expressive constructors (such as disjunction of concepts) which introduce other sources of complexity and whose treatment is out of the scope of this paper.

An interpretation \( I = (\Delta^I, \mathcal{I}) \) consists of a set \( \Delta^I \) (the domain of \( I \)) and a function \( \mathcal{I} \) (the interpretation function of \( I \)) that maps every concept to a subset of \( \Delta^I \) and every role to a subset of \( \Delta^I \times \Delta^I \) such that the following equations are satisfied:

\[
\begin{align*}
\top^I & = \Delta^I \\
\bot^I & = \emptyset \\
(\neg A)^I & = \Delta^I \setminus A^I \\
(C \cap D)^I & = C^I \cap D^I \\
(\forall R.C)^I & = \{ d_1 \mid \forall d_2 : (d_1, d_2) \in R^I \rightarrow d_2 \in C^I \} \\
(\exists R.C)^I & = \{ d_1 \mid \exists d_2 : (d_1, d_2) \in R^I \land d_2 \in C^I \}
\end{align*}
\]

An interpretation \( I \) is a model for a concept \( C \) if \( C^I \) is nonempty. A concept is satisfiable if it has a model and unsatisfiable otherwise.

We say \( C \) is subsumed by \( D \), written as \( C \subseteq D \), if \( C^I \subseteq D^I \) for every interpretation \( I \); and \( C \) is equivalent to \( D \), written as \( C \equiv D \), if \( C^I = D^I \) for every \( I \).

The construction of knowledge bases using concept languages is realized by permitting concept and role expressions to be used in assertions on individuals. Let \( \mathcal{O} \) be an alphabet of symbols denoting individuals, an \( \mathcal{ALE} \)-membership assertion (or simply assertion) is a statement of one of the forms:

\( C(a) \) or \( R(a, b) \)
where $C$ is an $\textit{ALE}$-concept, $R$ is a role, and $a, b$ are individuals in $\mathcal{O}$.

In order to assign a meaning to the assertions, the interpretation function $\mathcal{I}$ is extended to individuals in such a way that $a^T \in \Delta^T$ for each individual $a \in \mathcal{O}$ and $a^T \neq b^T$ if $a \neq b$ (Unique Name Assumption). The meaning of the above assertions is now straightforward: if $\mathcal{I} = (\Delta^T, \mathcal{I})$ is an interpretation, $C(a)$ is satisfied by $\mathcal{I}$ if $a^T \in C^T$, and $R(a, b)$ is satisfied by $\mathcal{I}$ if $(a^T, b^T) \in R^T$.

A set $\Sigma$ of $\textit{ALE}$-assertions is called an $\textit{ALE}$-knowledge base. An interpretation $\mathcal{I}$ is said to be a model of $\Sigma$ if every assertion of $\Sigma$ is satisfied by $\mathcal{I}$. $\Sigma$ is said to be satisfiable if it admits a model. We say that $\Sigma$ logically implies an assertion $\alpha$ (written $\Sigma \models \alpha$) if $\alpha$ is satisfied by every model of $\Sigma$.

In the so-called terminological systems, the knowledge base also includes an intensional part, called terminology, expressed in terms of concept definitions. However, almost all implemented systems assume that such definitions are acyclic, i.e. in the definition of concept $C$ no reference (direct or indirect) to $C$ itself may occur. It is well known that any reasoning process over knowledge bases comprising an acyclic terminology can be reduced to a reasoning process over a knowledge base with an empty terminology, (see [10] for a discussion on this reduction and its complexity). For this reason, in our analysis we do not take into account terminologies and, therefore, we conceive a knowledge base as just a set of $\textit{ALE}$-assertions.

**Definition 2.1** We call instance checking in $\textit{ALE}$ the following problem: given an $\textit{ALE}$-knowledge base $\Sigma$, an $\textit{ALE}$-concept $D$, and an individual $a$ in $\mathcal{O}$, check if $\Sigma \models D(a)$ holds. Furthermore, denoting with $|\Sigma|$ the size of $\Sigma$ and with $|D|$ the size of $D$, we call data complexity (resp. combined complexity) of instance checking in $\textit{ALE}$ the complexity of checking if $\Sigma \models D(a)$ w.r.t. $|\Sigma|$ (resp. $|\Sigma|$ and $|D|$).

Notice that instance checking is a basic tool for more complex services. For example, using instance checking it is possible to solve the so-called retrieval problem: given a concept $D$, find all the individuals that are instances of $D$. Retrieval can be performed simply by iterating the instance checking problem for all the individuals in $\Sigma$.

**Example 2.2** Let $\Sigma_1$ be the following $\textit{ALE}$-knowledge base:

$\{\text{CHILD}(\text{john}, \text{mary}), (\forall \text{CHILD}. \neg \text{Graduate})(\text{john}),
(\text{Female} \equiv \exists \text{CHILD. Graduate})(\text{mary})\}$

It is easy to verify that $\Sigma_1$ is satisfiable. Notice also that the addition of the assertion $\text{Graduate}(\text{mary})$ to $\Sigma_1$ would make the knowledge base unsatisfiable; in fact, due to the first two assertions, $\Sigma_1 \models \neg \text{Graduate}(\text{mary})$.

### 3 Instance checking in $\textit{ALE}$

In [3] it is shown that checking the subsumption relation between two $\textit{ALE}$-concepts is an NP-complete problem and that checking the satisfiability of an $\textit{ALE}$-concept is coNP-complete. With regard to instance checking, we know that it is at least as hard as subsumption. In fact, subsumption can be reduced to
instance checking in the following way: given two concepts \( C \) and \( D \), the sub-
sumption test \( C \subseteq D \) is performed by checking whether the knowledge base
composed by the single assertion \( C(a) \) (where \( a \) is any individual) logically im-
plies \( D(a) \), i.e. checking if \( \{C(a)\} \vdash D(a) \) holds. This result holds for instance
checking w.r.t. the combined complexity. In fact, the complexity of subsumption
is measured w.r.t. the size of both the candidate subsumee and the candidate
subsumer, which becomes respectively part of the knowledge base and part of
the query.

With regard to the data complexity, we know that a concept \( C \) is unsatis-
fiable if and only if the knowledge base \( \{C(a)\} \) implies every assertion, i.e. if
\( \{C(a)\} \vdash B(a) \) (where \( B \) is any concept). It follows that concept unsatisfiability
can be reduced to instance checking w.r.t. data complexity (the size of \( B \) can be
obviously fixed). Since concept satisfiability is coNP-complete, concept unsat-
sifiability is NP-complete. We can therefore conclude that instance checking is
NP-hard even w.r.t. the data complexity\(^3\).

We now give a more precise characterization of the complexity of instance
checking, w.r.t. both the data complexity and the combined complexity.

We start with a lower bound for the data complexity of instance checking in
\( \mathcal{A}E \). As shown above, instance checking in \( \mathcal{A}E \) is NP-hard. We prove that it
is coNP-hard too. Since subsumption in \( \mathcal{A}E \) is NP-complete, a consequence of
this result is that (assuming \( \text{NP} \neq \text{coNP} \)) instance checking for \( \mathcal{A}E \) is strictly
harder than subsumption.

This unexpected result shows that the instance checking problem in \( \mathcal{A}E \)
suffers from a new source of complexity, which does not show up when checking
subsumption between \( \mathcal{A}E \)-concepts. This new source of complexity is related
to the use of qualified existential quantification in the concept representing the
query that makes the behavior of the individuals heavily dependent on the other
individuals in the knowledge base. The following example enlightens this point.

**Example 3.1** Let \( \Sigma_2 \) be the following \( \mathcal{A}E \)-knowledge base:

\[
\{\text{FRIEND}(\text{john}, \text{susan}), \text{FRIEND}(\text{john}, \text{peter}), \\
\text{LOVES}(\text{susan}, \text{peter}), \text{LOVES}(\text{peter}, \text{mary}), \\
\text{Graduate}(\text{susan}), \neg\text{Graduate}(\text{mary})\}.
\]

Consider now the following assertion

\[
\beta = \exists\text{FRIEND}.(\text{Graduate} \land \exists\text{LOVES}.\neg\text{Graduate})(\text{john}).
\]

Asking whether \( \Sigma_2 \models \beta \) means asking whether John has a graduate friend
who loves a not graduate person. At the first glance, since Susan and Peter are
the only known friends of John, it seems that the answer the query is to be found
by checking whether either \( \Sigma_2 \models \text{Graduate} \land \exists\text{LOVES}.\neg\text{Graduate}(\text{susan}) \)
or \( \Sigma_2 \models \text{Graduate} \land \exists\text{LOVES}.\neg\text{Graduate}(\text{mary}) \) is true.

Since \( \Sigma_2 \not\models \text{Graduate}(\text{peter}) \),
it follows that \( \Sigma_2 \not\models \text{Graduate} \land \exists\text{LOVES}.\neg\text{Graduate}(\text{peter}) \).

\(^3\)Notice that this result implies the previous one. In fact, the combined complexity is obvi-
ously higher or equal to the data complexity.
and since $\Sigma_2 \not\models \exists \text{LOVES.} \neg \text{Graduate}(\text{susan})$

it follows that $\Sigma_2 \not\models \text{Graduate}(\text{susan}).$

Reasoning in this way would lead to the answer NO. On the contrary, the correct answer to the query is YES, and in order to find it, one needs to reason by case analysis. In fact, the query asks if in every model $M$ of $\Sigma_2$ there is an individual, say $a$, such that $\text{FRIEND}(\text{john}, a), \text{Graduate}(a)$ and $\exists \text{LOVES.} \neg \text{Graduate}(a)$ are true in $M$. Obviously, in every model $M$ of $\Sigma_2$, either $\text{Graduate}(\text{peter})$ or $\neg \text{Graduate}(\text{peter})$ is true. In the first case, it is easy to see that $a$ is simply \text{peter} (and the not graduate person he loves is \text{mary}), while in the second case $a$ is \text{susan} (and the not graduate person she loves is just \text{peter}). Therefore, such an individual $a$ exists in every model of $\Sigma_2$, and the query gets the answer YES.

Therefore, even if none of the individuals related to the individual \text{john} through the role \text{FRIEND} is in the condition requested by the query, it happens that the combination of the assertions on the individuals (\text{susan} and \text{peter}) in the knowledge base is such that in every model one or the other is in that condition. 

The previous example shows that, in order to answer to a query involving qualified existential quantification, a sort of case analysis is required. We now show that this kind of reasoning makes instance checking in $\mathcal{ALE}$ coNP-hard w.r.t. the data complexity.

The proof is based on a reduction from a suitable variation of the propositional satisfiability problem (SAT) to instance checking in $\mathcal{ALE}$. We define 2+2-CNF formula on the alphabet $P$, a CNF formula $F$ such that each clause of $F$ has exactly four literals: two positive and two negative ones, where the propositional letters are elements of $P \cup \{\text{true, false}\}$. Furthermore, we call 2+2-SAT the problem of checking whether a 2+2-CNF formula is satisfiable. Using a reduction from 3-SAT (here omitted) we derive the following result: 2+2-SAT is NP-complete.

Given a 2+2-CNF formula $F = C_1 \land C_2 \land \cdots \land C_n$, where $C_i = L_{i+}^1 \lor L_{i+}^2 \lor \neg L_{i-}^1 \lor \neg L_{i-}^2$, we associate with it an $\mathcal{ALE}$-knowledge base $\Sigma_F$ and a concept $Q$ as follows. $\Sigma_F$ has one individual $l$ for each letter $L$ in $F$, one individual $c_i$ for each clause $C_i$, one individual $f$ for the whole formula $F$, plus two individuals \text{true} and \text{false} for the corresponding propositional constants. The roles of $\Sigma_F$ are $\text{Cl}, P_1, P_2, N_1, N_2$, and the only primitive concept is $A$.

$$
\Sigma_F = \{ \text{Cl}(f, c_1), \text{Cl}(f, c_2), \ldots, \text{Cl}(f, c_n), \\
P_1(c_1, l_{i+}^1), P_2(c_1, l_{i+}^2), N_1(c_1, l_{i-}^1), N_2(c_1, l_{i-}^2), \\
\ldots \\
P_1(c_n, l_{i+}^n), P_2(c_n, l_{i+}^n), N_1(c_n, l_{i-}^n), N_2(c_n, l_{i-}^n), \\
A(\text{true}), \neg A(\text{false}) \}
$$

$$
Q = \exists \text{Cl}. (\exists P_1. \neg A \land \exists P_2. \neg A \land \exists N_1. A \land \exists N_2. A).
$$

Intuitively, checking if $\Sigma_F \models Q(f)$ corresponds to checking if in every truth assignment for $F$ there exists a clause whose positive literals are interpreted as false, and whose negative literals are interpreted as true, i.e. a clause that is not satisfied.
Lemma 3.2 A 2+2-CNF formula $F$ is unsatisfiable if and only if $\Sigma_F \models Q(f)$. 

"⇒" Suppose $F$ is unsatisfiable. Consider any model $I$ of $\Sigma_F$, and let $\delta_I(l) = \text{true}$ if and only if $I(l) \notin A_I^Z$, for every letter $l$. Since $F$ is unsatisfiable, there exists a clause $C_i$ that is not satisfied by $\delta_I$. It follows that all the individuals related to $c_i$ through the roles $P_1$, $P_2$ are in the extension of $(\neg A)^I$ and all the individuals related to $c_i$ through the roles $N_1$, $N_2$ are in the extension of $A^I$. Thus $c_i^I \in (\exists P_1 \cdot \neg A \cap \exists P_2 \cdot \neg A \cap \exists N_1 \cdot A \cap \exists N_2 \cdot A)^I$, and consequently $f^I \notin Q^I$. Therefore, since this argument holds for every model $I$ of $\Sigma_F$, we can conclude that $\Sigma_F \models Q(f)$. 

"⇐" Suppose $F$ is satisfiable, and let $\delta$ a truth assignment satisfying $F$. Let $I_\delta$ be the interpretation for $\Sigma_F$ defined as follows:

- $A_{I_\delta} = \{I_\delta(l) = \text{true}\}$,
- $P_{I_\delta} = \{(a^I_\delta, b^I_\delta) \mid (a, b) \in \Sigma_F\}$ for $\rho = C_l, P_1, P_2, N_1, N_2$.

It is easy to see that $I_\delta$ is a model of $\Sigma_F$ and $f^I_\delta \notin Q^I$. Therefore, we can conclude that $\Sigma_F \not\models Q(f)$.

Theorem 3.3 Instance checking in $ALE$ is coNP-hard in the size of the knowledge base.

Proof. The thesis follows from Lemma 3.2 and from the fact that, given a 2+2-CNF formula $F$, $Q$ is fixed independently of $F$ and $\Sigma_F$ can be computed in polynomial time w.r.t. the size of $F$. 

The above reduction shows that the coNP-hardness arises even if the knowledge base is expressed using a simple language, i.e. in order to obtain intractability it is sufficient to enrich only the query language with the qualified existential quantification, keeping a tractable assertional language. This result is in contrast with the result reported in [7]: in that paper, a polynomial instance checking algorithm is provided for an $AL$-knowledge base ($AL$ extends $FL^-$ with primitive complements) using the query language $Q_2L$ (which is an extension of $ALE$). Unfortunately, as pointed out in [8], while that algorithm is sound, it is in fact not complete. In particular, it answers NO to the query $\beta$ of Example 3.1. Since the language $ALE$ involves primitive complements and the above reduction makes use of them it may seem that the coNP-hardness arises from the interaction of qualified existential quantification with the primitive complements. On the contrary, we are able to show that the coNP-hardness is caused by the qualified existential quantification alone. In fact, if we consider the language $FLE^-$ ($FL^- +$ qualified existential quantification), we are able to prove that instance checking in $FLE^-$ is coNP-hard too. The intuition is that in $FLE^-$ it is possible to require a reasoning by case analysis too. In particular, this is done by considering two $FLE^-$-concepts of the form $\exists R.T \text{ and } \forall R.C$ (instead of $A$ and $\neg A$ in $ALE$), and exploiting the fact that their interpretation covers the entire domain, i.e. $\exists R.T \cup \forall R.C \equiv T$.

In the following we give an upper bound to the data complexity of instance checking in $ALE$, proving that it is in $\Pi^p_4$.\(^4\)

\(^4\)The class $\Pi^p_4$, also denoted by $\text{coNP}^{\text{NP}}$, consists of the problems whose complement can be solved by a nondeterministic polynomial time algorithm exploiting a nondeterministic polynomial oracle. For a discussion on the classes $\Sigma^p_4$, $\Pi^p_4$, and $\Delta^p_4$ see for example [8].
Lemma 3.4 Let $\Sigma$ be a satisfiable $\mathcal{ALE}$-knowledge base, $a$ be an individual, and $D$ be a $\mathcal{ALE}$-concept. Then checking if $\Sigma \not \models D(a)$ can be done by a non-deterministic algorithm, polynomial in $|\Sigma|$, which exploits a nondeterministic polynomial oracle.

Proof. (sketch) We know that $\Sigma \models D(a)$ if and only if the knowledge base $\Sigma \cup \{ \neg D(a) \}$ is unsatisfiable. In general, $\neg D$ is not an $\mathcal{ALE}$-concept, since it contains the complement of a non-primitive concept. Therefore, $\Sigma \cup \{ \neg D(a) \}$ is not an $\mathcal{ALE}$-knowledge base, but a knowledge base of a more expressive language called $\mathcal{ACC}$ (see [13]) which extend $\mathcal{ALE}$ with general complements. In [1] an algorithm is presented for checking the satisfiability of an $\mathcal{ACC}$-knowledge base. That algorithm consists of an NPTIME procedure which exploits a PSPACE subprocedure. It is possible to show that, in such algorithm, if the size of the concept which uses general complement is fixed, then the subprocedure runs in NPTIME. Since we measure the data complexity, the size of $\neg D$ can be considered fixed and the claim follows.

Theorem 3.5 Instance checking in $\mathcal{ALE}$ is in $\Pi_2^p$ w.r.t. the data complexity

Proof. Easily follows from Lemma 3.4.

Notice that the complexity of instance checking w.r.t. the data complexity is not completely placed in the complexity hierarchy. We conjecture that it is $\Pi_2^p$-complete.

We now show that instance checking in $\mathcal{ALE}$ is PSPACE-complete w.r.t. combined complexity. The following lemma states the PSPACE-hardness of the problem and its long proof can be found in [5].

Lemma 3.6 Instance checking in $\mathcal{ALE}$ is PSPACE-hard w.r.t. the combined complexity.

Theorem 3.7 Instance checking in $\mathcal{ALE}$ is PSPACE-complete w.r.t. the combined complexity.

Proof. Lemma 3.6 states the PSPACE-hardness. Since instance checking in $\mathcal{ALE}$ is obviously easier than the PSPACE-complete problem of instance checking in $\mathcal{ACC}$ (see [1]), it follows that instance checking in $\mathcal{ALE}$ is also in PSPACE. Hence instance checking in $\mathcal{ALE}$ is PSPACE-complete.

4 Discussion and Conclusions

The following table summarizes the complexity of instance checking in $\mathcal{ALE}$ with respect to both knowledge base complexity and combined complexity, together with the previous known result regarding subsumption.

<table>
<thead>
<tr>
<th>subsumption</th>
<th>instance checking data complexity</th>
<th>instance checking combined complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>NP-complete</td>
<td>NP-hard</td>
<td>PSPACE-complete</td>
</tr>
<tr>
<td></td>
<td>coNP-hard in $\Pi_2^p$</td>
<td></td>
</tr>
</tbody>
</table>
These results single out several interesting properties:

1. Instance checking is not polynomially reducible to subsumption, in the general case. As a consequence, an algorithm for instance checking based on subsumption (and classification), should include some other complex reasoning mechanisms.

2. The data complexity and the combined complexity of instance checking in $\mathcal{ACE}$ are in different classes: one in $\Pi^p_2$ and the other in PSPACE-complete. This fact highlights that, in order to have an actual complexity measure of the performance of our systems, we must pay attention to which is the crucial data of the application.

3. Reasoning in $\mathcal{ACE}$ suffers from an additional source of complexity which does not show up when checking subsumption, even w.r.t. the data complexity. This new source of complexity is related to the use of qualified existential quantification in the concept representing the query which requires some sort on reasoning by case analysis. In particular, due to this source of complexity the instance checking problem (unlike subsumption) cannot be solved by means of one single level of nondeterministic choice.

4. With respect to the combined complexity, $\mathcal{ACE}$ is in the same class as more complex languages (e.g. $\mathcal{ALC}$, see [1]). Therefore, whenever the expressiveness of $\mathcal{ACE}$ is required, other constructors can be added without any increase of the computational complexity.

With regard to point 2, one may object that if the reasoning process underlying this source of complexity is not in the intuition of the user, as pointed out in example 3.1, it must be ruled out by the reasoner (and by the semantics). On the contrary there are cases in which this kind of reasoning seems to agree with the intuition and therefore it must be taken into account.
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Abstract. The notions of agent's behavior and fundamental knowledge for decision making are introduced. Then it is shown how mutual knowledge, i.e. knowledge of the form: agent i1 knows that agent i2 knows that ... the agent in knows that ... is used by the rational agents. This use is, following Wittgenstein (1958), regarded as meaning of this knowledge.

1 Introduction.

Let us suppose that there are two agents who are involved in a game. Each of them has its own knowledge about the game, his opponent and generally about his own world that may influence his decision. The situation is extremely interesting when these two worlds overlap. Then the agents themselves as well as their knowledge, knowledge about the knowledge, and so on, become the subjects of the knowledge. To illustrate the problem let us present a story3 told by Jerzy Loś to Alfred Tarski as early as 1959.

Two warships, say A and B, were fighting each other. Each of the captains of the ships (for short, captain A and captain B) hired a spy on shore, and paid him $1 for any information of any importance to the fight. By coincidence, not so rare in reality, it happened that the two spies were one and the same person. It also happened that the radar of ship A was out of order. The spy learned it and immediately sent to captain B this news and of course got $1. Soon afterwards he sent to the captain A the following message: captain B knows that your radar is out of order. Later on he sent to captain B: captain A knows that you know that his radar is out of order. And so on. The problem is how much money could the spy collect?

In fact the problem the story states is to what stage of iteration the mutual knowledge delivered by the spy is important to the captains. Could the spy get an infinite amount of money? The importance means here that the knowledge influences captain's behavior.

Hence, the problem is illposed until the war game and patterns of behavior of the captains are specified. So that we must first answer the following questions: What are possible patterns of behavior? and How does mutual knowledge influence these behaviors?

* This work was supported by KBN grant No.210979101
** My thanks are due to Professor J.Łoś for inspiration and many helpful discussions.
3 Authorized by J. Łoś.
Another important problem that is raised by the story is the meaning of the knowledge. Of course we can build model-theoretic or possible-worlds semantics for mutual knowledge, however the story suggests much more straightforward semantics based on the following claim:

*One's knowledge is meaningful (for him) if it may influence his decision.*

According to this claim the question: *What does it mean for us?* is equivalent to *How do we use it?* So that *meaningless* will be the same as *useless.*

Actually this approach to semantics is not novel. It is a version of Wittgenstein's view:

43. For a large class of cases - though not for all - in which we employ the word "meaning" it can be defined thus: the meaning of a word is its use in the language.

And the meaning of a name is sometimes explained by pointing to its bearer.

Wittgenstein (1958), pp.20-21

Since meaning is use and the use is to get some goal, there must be also a criterion for reaching this goal. So that we are very close to the theory of decision making. In fact this Wittgenstein's use is nothing but playing so called language game.

Let us present an example of simple language game adopted from Wittgenstein (1958). Assume that there are two agents: agent 1 (speaker) and agent 2 (hearer). Agent 1 has the actions $a_1 \in A_1$, whereas agent 2 the actions $a_2 \in A_2$.

The actions of agent 1 are commands for agent 1 to take an appropriate action. Agent 2's knowledge has the following form: *agent 1 tells me* $a_1$. He understand a command if in response he takes an appropriate action. Behavior of agent 2 may be described as follows:

*if agent 1 tells me* $a_1$ *then I will take one action from the set* $A_2 \subseteq A_2$. Hence it is behavior that constitutes the meaning of that knowledge. Let us note that this resembles somewhat the procedural representation of knowledge. Actually procedural representation defines partial behavior of the agent.

The exact meaning of commands is coordinated in learning process that consists in repetition of the game. It is worth to notice that mutual knowledge is important for this process. We may again cite Wittgenstein:

210. "But do you really explain to the other person what you yourself understand? Don't you get him to guess the essential thing? You give him examples, -but he has to guess their drift, to guess your intention." -Every explanation which I can give myself I can give to him too.--"He guesses what I am intend" would mean: various interpretations of my explanation come to his mind, and he lights on one of them. So in this case he should ask; and I should answer him.

Wittgenstein (1958), pp.83-84

We may also assume that each agent has preferences on the results of the actions, however we want here to focus mainly on behavior.

Generally agent $i$'s behavior is defined as action reduction, say $B_i$, such that given knowledge, say $K$, and set $A_i$ of possible actions of the agent $i$, $B_i(A_i, K)$ is a subset of $A_i$. 


We will assume that this behavior is defined only for fundamental knowledge, whereas other kinds of relevant knowledge (i.e. the knowledge that may influence the agent decision) should be transformable into the fundamental one. However in order to define explicit fundamental knowledge and behavior we should specify the situation like in the Los' story. In the case of decision making these two notions are relatively straightforward defined (see the next section).


Rational behavior (in the sense of decision theory) is recently appreciated as complementary to logical inference in reasoning, see Doyle, Levesque and Moore 1988, and Doyle 1990. In the next section we will specify patterns of rational behavior and war game to give a solution to the problem posed in the Los' story.

As to semantical aspects of knowledge there is growing need among AI community for a notion of meaning independent of those delivered by Tarskian and possible-worlds semantics, see for example Winograd and Flores 1986, Rosenfield 1988, Clancey 1991, Hewitt 1991 and Gasser 1991. It seems that the approach to semantics based on Wittgenstein's idea is promising to fit out this need. In the last section of the paper we will try to build such semantics just by showing how an agent uses his mutual knowledge.

Actually similar idea was invented in so called Social Conceptions of Knowledge and Actions Gasser (1991) and Open Information Systems Semantics Hewitt (1991), let us quote from Gasser (1991):

The notion that the meaning of a message is the response it generates in the system that receives it was introduced by Mead (1934) and was later used independently in the context of computing by Hewitt (1977). Using this conceptualization, a message that provokes no response has no meaning, and each message with impact has a specific meaning, played out as a set of specific response behaviors.

There the notion of mutual knowledge is crucial to define one of their fundamental notions, namely webs of commitments or systems commitments; let us again quote from Gasser (1991):

This approach rests on a somewhat untraditional idea of what an agent is: in Gerson formulation, an agent is a reflexive collection of processes involved in many situations. To varying degrees, the agent - that is, some component process of the agent - can take the viewpoint of any participant in those situations.

Hence, the notions of agent's behavior and fundamental knowledge, introduced in this paper, that serve to show how the agent uses his mutual knowledge, seem to be important.
2 Patterns of rational behavior.

General form of mutual knowledge is the following:

\[ \text{agent } i_1 \text{ knows that ... agent } i_k \text{ that } E_k \text{ takes place,} \]  
(1)

where \( E_k \) is some event and \( k = 1, 2, ..., n \). This is called agent \( i \)'s knowledge of depth \( n \).

Generally, by agent's behavior we mean transformation that given a knowledge, it reduces the agent's actions. Any knowledge that may cause this reduction will be called relevant, so that we allow \( E_k \) in (1) to be any event that may be called relevant, even such peculiar one as spots on the Sun, if it is only shown how this influences the decision of the agent.

Let us consider the simplest yet not trivial decision problem: two-person non-cooperative game in normal form: \( G = (A_1, A_2, u_1, u_2) \), where \( A_i \) is the set of all possible actions of agent \( i \), and \( u_i : A_1 \times A_2 \to R \) is agent \( i \)'s payoff. The game is played as follows: the agents take actions \( a_1, a_2 \) respectively, then they receive respectively payoffs \( u_1(a_1, a_2) \) and \( u_2(a_1, a_2) \). It is supposed that each of them wants to maximize his payoff.

In our opinion in game context there are only two kinds of relevant knowledge which are fundamental. The first one is about the payoff, whereas the second one is about the opponent's actions. The rest of relevant knowledge, whatever it may be, must be transformable onto these two kinds. The motivation behind this is that the agent's behavior to be defined below depends only on these two kinds of knowledge, i.e. what agent takes into account for his final decision is his payoff and possible actions of the opponent because his payoff depends on action taken by the opponent.

For simplicity we assume here that each agent knows precisely his payoff.

Now let us consider agent's knowledge about the opponent's actions. Suppose that the agent 1 knows that in the play his opponent, (i.e. agent 2) will choose an action from the set \( A_2^* \subseteq A_2 \). Let this supposition be called deterministic (contrary to probabilistic one to be considered later). Then agent 1's behavior consists in reducing his set of actions to the optimum ones, say \( A_1' \subseteq A_1 \), given this supposition. So that we may write \( A_1' = b_1(A_1, u_1, A_2^*) \), where \( b_1 \) is to be the behavior of agent 1. This reduction \( b_1 \) (called agent 1's behavior) depends on his own payoff (it is supposed that the agent tries to maximize his payoff) and the opponents actions. Hence elements of the set \( A_1' \) are meant as the optimum player 1's actions given this supposition.

Another approach to agent's behavior is based on probabilistic suppositions. Assume that agent 1 has a belief on which action will be chosen by the opponent. In other words he has a priori probability distribution, say \( \mu \) on the set \( A_2 \). So that for any \( a_2 \in A_2: \mu(a_2) \) is the measure of his belief that agent 2 will choose the action \( a_2 \). Then the behavior of agent 1 consists in reducing, on the basis of this probabilistic supposition and his utility, his action set to some subset \( A_1' \subseteq A_1 \). So that we may write \( A_1' = B_1(A_1, u_1, \mu) \), where \( B_1 \) is to be the behavior of agent 1. Elements of \( A_1' \) are meant as the optimum actions given this
supposition. If they maximize the expected payoff relatively to this distribution, then this behavior is called Bayesian. However the belief of agent 1 has nothing to do with the real play, that is, the game is played only once and the agent 2’s choice in this play is independent on what that belief is. Since after the play agents will get pure payoffs not the expected ones, it does not seem reasonable to optimize agent 1’s utility relatively to $\mu$, that is, to play one of the actions that maximize the expected payoff. This optimization is meaningful only in the case where the game is repeated many times, but this changes the situation completely.

Despite the criticism presented above, it seems that beliefs play important role in decision making. So far as deterministic supposition may be interpreted as direct information on the opponent’s choice, probabilistic supposition may be interpreted as beliefs coming from previous observations how often particular actions have been chosen by the opponent in similar situations. Once we assume that agent has his own belief before the play, it is not decided in advance that the agent must maximize the expected payoff relatively to the belief.

Although those two kinds of behavior are different, they do not contradict each other, so we may also consider the third kind being a mixture of them.

In order to touch ground, we will specify some behaviors. As for the second kind, we choose the Bayesian behavior, because so far it is the only well established behavior based on the probabilistic suppositions. Let $\mu$ be a probability distribution on $A_i$. For the simplicity we assume that the letters: $i, j$ denote different agents, i.e. $i = 1$ iff $j = 2$, and $i = 2$ iff $j = 1$. Formally this behavior is defined as follows:

$$B^*_i(A_i, u_i, \mu) \overset{df}{=} \{ a_i \in A_i : \text{a}_i \text{ is best response to } \mu \},$$

where $a_i$ is best response to $\mu$ if $a_i$ maximizes the function:

$$f(a_i) = \sum_{x \in A_i} u_i(a_i, x) \mu(x).$$

The behavior, we are going to introduce, which is based on deterministic suppositions, is the following:

$$b^*_i(A_i, u_i, A'_i) \overset{df}{=} \{ a_i \in A_i : \exists a_j \in A'_i \ a_i \text{ is best response to } a_j \text{ in } A_i \},$$

where $a_i$ is best response to $a_j$ if

$$\forall a'_i \in A_i : u_i(a_i, a_j) \geq u_i(a'_i, a_j).$$

In words, it consists in rejecting (as not optimum) the actions that are not best responses to any action from the supposition. This behavior can hardly be considered as rational unless we assume that the agent has no risk aversion. In order to see so let us present the following agent 1’s payoff table:

<table>
<thead>
<tr>
<th>$u_1$</th>
<th>$a_2^1$</th>
<th>$a_2^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_1^1$</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>$a_1^2$</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>$a_1^3$</td>
<td>$2 + \varepsilon$</td>
<td>$2 + \varepsilon$</td>
</tr>
</tbody>
</table>
where \( a_1^k \) (resp. \( a_2^k \)) are the actions of agent 1 (resp. agent 2), and \( 0 \leq c < 1 \). Note that if \( c \) is close to 1 then the agent should choose \( a_1^3 \) that gives him \( 2 + c \) for sure, whereas other actions might give him a bit more, that is, 3 however he can not be sure of that. The action \( a_1^3 \) is not a best response neither to \( a_1^3 \) nor to \( a_2^3 \). So that if the number 3 in the table means $3 (a small amount of money) then despite of the risk of getting nothing, it is reasonable to choose a best response, i.e. \( a_1^1 \) or \( a_2^2 \). Hence the extreme behavior that consists in elimination of actions that are not best responses may be considered as the behavior of rational agent who is a gambler, i.e. independently from the payoff he has no risk aversion. It is still an open problem how to measure risk aversion and how this aversion influences the agent's behavior.

Now let us come back to the Lois' story. Assume that if the radar is out of order then the game \( G \) given by the following table is played:

\[
\begin{array}{c|ccc}
G & b_1 & b_2 & b_3 \\
\hline
a_1 & -2 & 3 & -1 \\
2 & 0 & 0 & 1 \\
3 & 1 & 1 & 0 \\
\end{array}
\]

where \( a_1, a_2, a_3 \) are the actions of captain A, whereas \( b_1, b_2, b_3 \) are captain B's actions. First (resp. second) number in the table is payoff to the first (resp. second) agent.

Let us assume that behaviors of the captains are \( b_1^1 \) and \( b_2^2 \) respectively, that is, captain A takes place of agent 1, and captain B takes place of agent 2. Assume that this fact was common knowledge among them in the sense of Aumann (1976). Let us note that the mutual knowledge delivered by the spy was about the game they played. In other words the event \( E_k \) in (1) is denoted as: the game \( G \) is played.

Although captain A did know, of course, that his own radar was out of order, i.e. the game \( G \) was played, he could not eliminate any of his actions until he got to know more about the enemy's knowledge and his behavior. When captain B got to know that the game \( G \) was played, according to his rational behavior, he removed action \( b_3 \) that is not best response in game \( G \). When captain A got to know so, i.e. that captain B knew that the game \( G \) was played, knowing the behavior of his opponent captain A also knew how he had reduced his actions. Hence, on the basis of this reasoning, captain A removed action \( a_1 \) that is not best response if only action \( b_3 \) is removed. When, in turn, captain B got to know that \( a_1 \) was removed, he removed also action \( b_1 \), so that the only action left was \( b_2 \). When captain A got to know that his enemy took action \( b_2 \), he, of course, would take action \( a_2 \). Hence, we see that the knowledge delivered by the spy was important to the fight up to the first stage where all remaining actions were best responses. So that the spy could collect only $4.

This shows how relevant (mutual) knowledge is transformed into fundamental knowledge; in this case it is transformation into the knowledge about opponent actions.
3 A semantics for mutual knowledge

The aim of this section is first to present another general multi-agent decision problem which confirms that the notions of agent's behavior and fundamental knowledge are essential, i.e. without these notions we can not show how agents use their mutual knowledge. Second, to stress again that this use may be regarded as meaning of this knowledge.

Suppose that there are two agents involved in a competitive game, say $G = (A_1, A_2, u_1, u_2)$. Each of the agents has a computer and a software that assists him in decision making. In other words agent $i$ has his own computer system, say $S_i$. Let us consider for example $S_1$. It works as follows, given information on agent 1's payoff and what actions (say, from subset $A'_1 \subseteq A_1$) may be chosen by the opponent (i.e. agent 2), system $S_1$ suggests agent 1 to restrict his actions to subset $A'_1 \subseteq A_1$. Actually this system reflects the agent 1's behavior, i.e. it is an input-output system, such that given fundamental knowledge as an input, it generates an output being a subset of $A_1$.

We assume that each agent has put all his rules of behavior into his system so that he relies on it completely. For this reason we will identify agent's system with his behavior.

For simplicity we assume that each agent knows precisely his own payoff and this knowledge is stored in his system, so that all relevant knowledge should be transformable on the knowledge about the opponents actions.

Now we are ready to present another story:

- It happened that the agent 2 got a piracy copy of $S_1$, so that running it on his computer he got to know the subset $A'_1 \subseteq A_1$, i.e. the action reduction done by his opponent. Then he ran his own $S_2$ with the knowledge on $A'_1$ as the input, reducing in this way his actions to the set $A'_2$.

- Suppose that the agent 1 got to know so. However this knowledge was irrelevant to him until he has known how the opponent had used the copy of his system, i.e. until he has known the set $A'_2$ which, in turn, he could compute only if he got a copy of $S_2$. So suppose that he managed to get a piracy copy of $S_2$.

- Then he was able to simulate the reasoning of his opponent, getting the set $A'_2$. Next he applied his own system $S_1$ to $A'_2$ reducing his actions to the set $A'_1$.

- Suppose that agent 2 got to know that his opponent (agent 1) had a copy of his system and that agent 1 knew that agent 2 had a copy of $S_1$. Then he simulated the reasoning of of agent 1, so that he learned the set $A'_1$. Later on with this set as input he ran his system (i.e. $S_2$) reducing in this way his actions to the set $A'_2$.

- And so on.

Let us analize the story in detail. In this story the mutual knowledge is about agents' systems, i.e. about theirs behaviors and at the same time about the game played. In Łoś story the mutual knowledge was only about the game, so that in order to get a solution we had to assume that the specified behaviors of the captains were intuitive common knowledge. Each of the items above represents some agent's mutual knowledge, and shows how the agent uses it. Let us put down it explicite. This knowledge may be listed as follow::
(1) (a) agent 2 knows the system $S_1$.
(2) (a) agent 1 knows that agent 2 knows system $S_1$.
   (b) agent 1 knows system $S_2$.
(3) (a) agent 2 knows that agent 1 knows that agent 2 knows system $S_1$.
   (b) agent 2 knows that agent 1 knows system $S_2$.
And so on.

It is extremely interesting here that each of the mutual knowledge alone (i.e. either (a) about system $S_1$ or (b) about system $S_2$) is important for the agent only at depth 1, but together they may be useful also at depth greater than 1.

It is worth to notice that after getting a piracy copy of $S_1$, the agent 2's system is no longer $S_2$ but a new system, say $S_2'$, defined as follows:

$$S_2' = S_2 + \text{ a copy of } S_1$$

The knowledge about $S_1$ is transformed, just by running system $S_1$, into the knowledge about agent 1's actions, which, in turn, is used as the input for $S_2$ to restrict agent 2's actions.

So that agent 1, after getting the copy of $S_2$ and knowledge that his opponent has already a copy of his system, he in fact knows the new system of agent 1, i.e. the system $S_2'$. Running it on his computer, he simulates the reasoning of agent 2, so that he gets to know the action reduction done by agent 2. This knowledge is, in turn, an input to $S_1$. Therefore now a new system of the agent, say $S_1'$, consists of the original one (i.e. $S_1$) plus $S_2'$.

Hence, after each step of knowledge iteration, actually, a new system is created that consists of the original one enriched by the current system of the opponent.

In this way (see the picture below) we get a nested sequence of systems resulting in use of the mutual knowledge (a) of depth $n$ and (b) of depth $n - 1$.

These systems transform mutual knowledge into the fundamental one. We claim that these nested systems represent the meaning of the mutual knowledge.

4 Conclusion

The notions of behavior and fundamental knowledge are crucial for the semantics of multi-agents systems proposed in the paper. It would be interesting to find
out general definitions for these notions.

For the sake of simplicity we have not present complete formal description of the nested systems.

The cases considered above are very special, that is, they are in fact special examples of decision problems where agents know precisely the system of the opponent. It is not clear how to build general framework even for decision problems with incomplete mutual knowledge as well as for multi-agent systems with cooperation and communication.

It seems the Wittgenstein's idea is far from being explored. Especially it is interesting how to define such semantics for complex notions.

Finally we regard mutual knowledge to be extremely important in learning and generally in multi-agent systems.
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Abstract. Even though much work has gone into explicating the semantics of inheritance networks, no consensus seems to have emerged among the researchers about their precise semantics. In fact, there are several different possible interpretations of the same network topology. So, from a practical knowledge representation standpoint, in the absence of any independently verifiable semantics, we wish to pursue the approach of enhancing the language of traditional inheritance networks to enable the user to choose among the various available options, to program in a more complete description of the input problem in the enriched language. This approach permits representation of certain networks that were not representable previously, and allows making subtle distinctions among networks that were not hitherto possible. In this paper we propose an annotated inheritance network language, develop its formal semantics by amalgamating harmoniously a family of related "local" inheritance theories, and discuss some implementation issues.

1 Introduction

Inheritance networks (abbreviated as INs in the sequel) form an important class of data structures for knowledge representation. Much work has gone into explicating their semantics as evidenced by the contemporary literature. (See [1], [3], [5], [6], [7], [8], [12], [13], [15], [17], [19], [21].) However, no consensus seems to have emerged among the researchers about the precise semantics of INs. That being the case, several families of related inheritance theories have been proposed, each justified on the basis of intuitive examples. In other words, INs have been given several different semantics based on different possible interpretations of the same topology. A closer scrutiny of these issues reveals that the differences among some of these interpretations stem from the various choices that have been made about the available options [16], [22]. So, from a practical knowledge representation standpoint, in the absence of an independently verifiable semantics [12], it makes sense to enhance the language of INs to make explicit some of these available choices. With this enhancement, the user can program in a more complete description of the input problem using the enriched language — especially the information that might have been unknowingly glossed over because of a less expressive language.

* This research was supported in part by the NSF grant IRI-9009537.
Our goal in this paper is very modest. We do not wish to propose an entirely new semantics of inheritance, but instead, extend the semantics given in [8] to enable making subtle distinctions among networks that would not have been possible otherwise. Thus, instead of having traditional networks and a number of different but related inheritance theories, we propose to amalgamate harmoniously a family of these theories in order to enable more complete and satisfactory representation. In other words, in place of having several different monochromatic pictures each having a different color, we wish to develop an integrated framework that will permit painting many multi-coloured pictures.

In Section 2, we motivate the different expressive features to be incorporated in the enhanced inheritance networks. In Section 3, we describe, in detail, the formal syntax and semantics of annotated inheritance networks (abbreviated as AINs in the sequel). We then briefly discuss issues related to efficient implementation. We summarize our conclusions in Section 4.

2 Motivation for Expressive Enhancements

We motivate the features supported by our AINs through examples.

A word about the notation used in Figure 1. Ordinary arrows stand for defeasible arcs, while the bold arrows stand for strict arcs. Bidirectional arrows support contrapositive reasoning, while the unidirectional arrows do not. The end of the arrow marked with "-" refers to the negation of the property, while the unmarked end is interpreted as referring to the property. See Section 3 for a detailed explanation.

- Specificity Relation: Inheritance conflicts in networks that support both multiple inheritance and exceptions can be resolved using class-subclass relationships implicit in the network. For example, typically, mammals are not aquatic. Whales are aquatic mammals. Given that Shamu is a whale, we conclude that Shamu is aquatic. This is because Shamu being a whale provides more specific information than it being a mammal does. See Figure 1(a).

There are a number of different semantics of INs that primarily differ in the implicit specificity they infer from the topology of the network. The inheritance theories in [9] determine specificity by computing inheritance information. For example, if \( r(n) \) and \( q(n) \) hold, and \( q's \) are \( p's \) and \( r's \) are \( \neg p's \), and \( r \) inherits \( q \), then \( r \) is more specific than \( q \), and hence, \( n \) inherits \( \neg p \) via \( r \) over \( p \) via \( q \). This notion of local specificity (denoted as \( \prec \) ) can be visualized as ordering the in-arcs into a property node. See Figure 1(b).

- Preferential Inheritance: Preferential networks allow representation of certain unambiguous situations whose traditional representation resembles an ambiguous network [7]. This extension can be integrated with our theories by imposing additional preferential constraints on the ordering of the in-arcs (also denoted as \( \prec \) ) into property nodes. For example, typically, undergraduate students are unemployed, while undergraduate teachers are employed. However, undergraduate teaching assistants are employed. Thus,
even though the IN representing these facts resembles a Nixon diamond, the ambiguity about the employment status of undergraduate teaching assistants can be resolved in favor of inheriting employed through undergraduate teachers over inheriting unemployed through undergraduate students. See Figure 1(c).

- **Strict and Defeasible arcs**: It is useful to distinguish between strict and defeasible arcs [6]. For example, typically, native speakers of German are not born in America. Persons born in Pennsylvania are born in America. Given that Hermann is both a native speaker of German and is born in Pennsylvania, we can conclude that he is born in America. In this example, the *strict* conclusion that Hermann is born in America overrides the *defeasible* conclusion that Hermann is not born in America. See Figure 1(d).

---

**Fig. 1. Examples**

- **Skeptical vs Credulous Interpretation of Ambiguity**: In the presence of conflicting evidence supporting whether or not \( n \) is a \( p \), there are potentially two possible ways to interpret ambiguity. In the credulous case, we arbitrarily pick one of the two conclusions — \( p(n) \) or \( \neg p(n) \), and proceed from there; while, in the skeptical case, we eschew from drawing any conclusion about the \( p \)-ness of \( n \). For example, according to defendant Judge Clarence Thomas's testimony, he was not guilty, while, according to accuser Professor Anita Hill's testimony, he was guilty. Typically, the guilty is punished, while the innocent is acquitted. In this ambiguous situation, the Senate vote was used to pick the "credulous" conclusion that acquitted Judge Thomas. In contrast, consider the example of a Chinese graduate student in a U.S. university. Typically, Chinese students are weak in English, while graduate students in US universities are strong in English. In the context of deter-
mining whether to award a teaching assistantship or to award a research assistantship to such a student, we prefer to remain “skeptical” in order to further investigate the person’s proficiency in English, rather than arbitrarily choose an inappropriate conclusion.

- **Symmetric Arcs**: In INs, a positive (resp. negative) defeasible arc from p to q propagates only those individuals to q (resp. ¬q) that possess p positively provided that they are not exceptional. We generalize these arcs to support propagation of individuals that possess property p negatively, to inherit property q positively or negatively. This extension makes the language constructs more symmetrical, enabling representation of such statements as: Unemployed persons do not pay taxes. (See Figure 1(e).) Land-dwellers have lungs and no gills. Aquatic animals have gills but no lungs. (See Figure 1(f).)

- **Contraposition**: A number of defaults can be contraposed in the same way as strict rules. For example, typically, birds fly, and, typically, non-flying objects are not birds. However, there are cases where it is counter-intuitive to contrapose defaults. For instance, if it can be shown that someone is not guilty then one can conclude that the same person is not a suspect. But, if someone is a suspect, it does not follow that the person is guilty. Similarly, people are normally not diabetic, but diabetics are people. See Figure 1(g)(h).

As can be observed, there is no single formalism in the literature that can represent all these examples. The formalism we develop in the sequel can satisfactorily represent all the examples given above in a unified framework.

3 Annotated Inheritance Networks

3.1 Language

We extend the syntax of INs to AINs to incorporate features described above.

**Definition 1.** An annotated inheritance network is an ordered directed acyclic graph consisting of

- a set of nodes that can be partitioned into two sets — the set of individual nodes I and the set of property nodes P;
- a boolean function cred_skep : P → boolean, which specifies whether a credulous or a skeptical meaning of the node is desired;
- a set of arcs A and a labelling function arctype : A ↦ \{+,−,±,±*,±−,±+\} ∪ \{+,−,±,±,*\};
- for each node p ∈ P, an asymmetric preferential inheritance relation ≺_p on its in-arcs.

Informally, for a property node p, if cred_skep(p) holds then we associate a credulous meaning with p, else we associate a skeptical meaning with p. The arc labelled \(\Rightarrow\) (resp. \(\Rightarrow\), \(\Rightarrow\), \(\Rightarrow\)) from node p to node q represents a strict arc from p to q (resp. from p to ¬q, from ¬p to q, from ¬p to ¬q).
Similarly, the arc labels in \{++, ++, −−, −−\} represent defeasible arcs that do 
not support contraposition, and the arc labels in \{++, +−, −+, −−\} represent 
defeasible arcs that do support contraposition. In the literature, there are at least 
two different interpretations of contraposition with respect to defeasible arcs. In 
[15], the defeasible arcs are oriented and the forward conclusions override the 
conflicting contrapositive conclusions, whereas, in [4], the defeasible arcs are 
truly symmetrical with respect to contraposition. So, if we subscribe to the 
former view, the contraposable arcs can be oriented from bottom to top or from 
left to right. We also require that, if the source node of an arc is an individual 
node in \( I \), then the arc is strict and the arctype must be one of  or . 
The sign of the source node of the arcs labelled , , , , ,  is 
positive, and the sign of the destination node of the arcs labelled  is 
negative. If the sign is missing, it is assumed to be +.

3.2 Semantics

We specify the semantics of AIN in two parts — the strict part and the defeasible part. Note that a strict conclusion propagates through a strict arc as 
a strict conclusion, while it propagates through a defeasible arc as a defeasible 
conclusion. In contrast, a defeasible conclusion propagates through all arcs as a 
defeasible conclusion.

Let \( \Gamma \) be an AIN and \( x, y, \ldots \) denote the nodes in \( \Gamma \). In the sequel, the 
notation of the form \( x \leftrightarrow z, x \longrightarrow z \) etc. refers to a path from \( x \) to \( z \) rather 
than a direct arc. Whenever we want it to refer to an arc from \( x \) to \( z \), we will 
say so explicitly.

To define inheritance, we make rigorous the notion of a supported path. In-
formally, a path containing all strict arcs is supported. In Figure 1(d), the strict 
path from node \( H \) to node \( BA \) via node \( BP \), is supported. However, not all de-
feasible paths are supported. In Figure 1(b), the defeasible path from node \( N \) 
to node \( P \) via node \( Q \), which provides some evidence in support of \( N \) possessing 
P, is not supported, because it is overridden by the conflicting defeasible path 
from node \( N \) to node \( P \) via node \( R \). To determine defeasible paths and to resolve 
conflicts among them, we formalize the auxiliary notions of has_evidence_for and 
of_defeat. Finally, the definition of supports for defeasible paths deals with the 
interpretation of ambiguity.

We introduce the supports relation, denoted as \( \blacktriangledown \), below.

**Definition 2.** \( \Gamma \blacktriangledown x \leftrightarrow y \) if one of the following holds:
- (direct) \( x \leftrightarrow y \) is an arc.
- (forward) \( \Gamma \blacktriangledown x \leftrightarrow z, \) and \( z \leftrightarrow y \) is an arc.
- (forward) \( \Gamma \blacktriangledown x \leftrightarrow z, \) and \( z \leftrightarrow y \) is an arc.
- (contrapositive) \( \Gamma \blacktriangledown x \leftrightarrow z, \) and \( y \leftrightarrow z \) is an arc.
- (contrapositive) \( \Gamma \blacktriangledown x \leftrightarrow z, \) and \( y \leftrightarrow z \) is an arc.

Similarly, we can define \( \Gamma \blacktriangledown x \leftrightarrow y \) (resp. \( x \leftrightarrow y, x \leftrightarrow y \)).
Note that even though in the real world there cannot exist an \( x \) that possesses both \( y \) and \( \neg y \), there can be still be such inconsistencies in the input supplied by the user to the inheritance reasoner. In such situations, we tolerate and localize its effect [2] [18].

In order to specify defeasible conclusions, we need to explain conflict resolution strategies for disambiguation. Briefly, we use the following criteria: (1) A strict conclusion always overrides the corresponding conflicting defeasible conclusion. (See Figure 1(d) in Section 2.) (2) A more specific defeasible conclusion overrides a corresponding less specific conflicting defeasible conclusion. (See Figure 1(a) in Section 2.) (3) Furthermore, in some approaches, a “forward” defeasible conclusion overrides a conflicting “contrapositive” defeasible conclusion [8] [15] [3], while in others, the contrapositive defeasible arcs are truly symmetrical [4].

We explain informally the specificity relationship used in [9] to resolve conflicts among defeasible conclusions. See Figure 1(b). If \( r \) inherits \( q \), then for all nodes \( n \), and for all property nodes \( p \) which are parents of \( q \) and \( r \), the inheritance of \( \neg p \) by \( n \) via \( r \) dominates over conflicting inheritance of \( p \) by \( n \) via \( q \). This is denoted by making the arc from \( q \) to \( p \) \( \prec \) the arc from \( r \) to \( p \). Similarly, if \( \neg r \) inherits \( q \), then for all nodes \( n \), and for all property nodes \( p \), which are parents of \( q \) and \( r \), the inheritance of \( p \) by \( n \) by virtue of being a \( \neg r \) dominates over conflicting inheritance of \( p \) by \( n \) by virtue of being a \( q \). Observe also that the specificity relation and the inheritance relation are defined mutually recursively.

To generalize local specificity, we first formalize the defeat relation. Figure 2 shows all the possibilities that can arise for the AIN (where \( \prec_p \) indicates the relative strength of inheritance of \( p \) through the arcs).

![Implicit Specificity Diagram](image)

**Fig. 2. Implicit Specificity**

Informally, an arc \( y \ leadsto z \) is defeated for \( x \) (that possesses \( y \)) if there is more specific evidence that prohibits \( x \) from propagating further to node \( z \) through the arc \( y \ leadsto z \). Formally,

**Definition 3.** \( \Gamma \) defeats the arc \( y \ leadsto z \) for \( x \) if \( (\Gamma \models z \ leadsto y) \) or \( (\Gamma \models x \ leadsto y) \).
and if any one of the following holds:
- **(Strict overrides defeasible.)** $\Gamma \triangleright x \toto y$.
- **(Conflict resolution using Specificity, Preferential Inheritance.)**
  - there exists an arc $w \toto z$ such that $\Gamma \triangleright z \toto w$, and furthermore, $\Gamma \triangleright w \to y$, or $y \lessdot w$; or
  - there exists an arc $w \toto z$ such that $\Gamma \triangleright z \toto w$, and furthermore, $\Gamma \triangleright w \to y$, or $y \lessdot w$; or
  - there exists an arc $w \toto z$ such that $\Gamma \triangleright x \toto w$, and furthermore, $\Gamma \triangleright w \to y$, or $y \lessdot w$; or
  - there exists an arc $w \toto z$ such that $\Gamma \triangleright x \toto w$, and furthermore, $\Gamma \triangleright w \to y$, or $y \lessdot w$; or
  - there exists an arc $w \toto z$ such that $\Gamma \triangleright x \toto w$, and furthermore, $\Gamma \triangleright w \to y$, or $y \lessdot w$; or

Similarly, one can define the concept of defeat for other defeasible arcs of type $\toto$, $\toto$, $\toto$, $\toto$, $\toto$, $\toto$.

To define the supports relation for defeasible conclusions, we introduce an auxiliary relation called has-evidence-for, denoted as $\triangleright$. We define defeasible conclusions supported by $\Gamma$ due to "forward propagation" through defeasible arcs as follows.

**Definition 4.** $\Gamma \triangleright x \toto y$ if any one of the following holds:
- there exists an undefeated arc $y \toto z$ (resp. $y \toto z$) wrt $x$ and $\Gamma \triangleright y$.
- there exists an undefeated arc $y \toto z$ (resp. $y \toto z$) wrt $x$ and $\Gamma \triangleright y$.
- there exists an undefeated arc $y \toto z$ (resp. $y \toto z$) wrt $x$ and $\Gamma \triangleright y$.
- there exists an undefeated arc $y \toto z$ (resp. $y \toto z$) wrt $x$ and $\Gamma \triangleright y$.
- similarly, for the paths of type $\toto$, $\toto$, $\toto$.

We also define defeasible conclusions supported by $\Gamma$ due to "backward propagation" through contrapositive arcs as follows.

**Definition 5.** $\Gamma \triangleright x \toto y$ if it is not the case that $(\Gamma \triangleright x \toto y)$ or $(\Gamma \triangleright x \toto y)$, and if any one of the following holds:
- there exists an arc $z \toto y$ and $\Gamma \triangleright y$.
- there exists an arc $z \toto y$ and $\Gamma \triangleright y$.
- there exists an arc $z \toto y$ and $(\Gamma \triangleright y)$ or $(\Gamma \triangleright y)$.
- there exists an arc $z \toto y$ and $(\Gamma \triangleright y)$ or $(\Gamma \triangleright y)$.
- similarly, for the paths of type $\toto$, $\toto$, $\toto$. 
The supports relation for defeasible paths can be defined now.

**Definition 6.** For skeptical nodes \( p \) (that is, \( \neg \text{cred\_skep}(p) \) holds):

\[
(F \triangleright x \triangleleft y) \iff (F \triangleright x \triangleright y) \text{ and not } (F \triangleright x \triangleright y)
\]

\[
(F \triangleright x \triangleright y) \iff (F \triangleright x \triangleright y) \text{ and not } (F \triangleright x \triangleright y)
\]

For credulous nodes \( p \) (that is, \( \text{cred\_skep}(p) \) holds):

\[
(F \triangleright x \triangleright y) \iff (F \triangleright x \triangleright y) \text{ and not } (F \triangleright x \triangleright y)
\]

\[
(F \triangleright x \triangleright y) \iff (F \triangleright x \triangleright y) \text{ and not } (F \triangleright x \triangleright y)
\]

Similarly, for \( \triangleright \), \( \triangleright \).

**Definition 7.**

\( x \) inherits \( y \) iff \( F \triangleright x \triangleright y \) or \( F \triangleright x \triangleright y \).

\( x \) inherits \( \neg y \) iff \( F \triangleright x \triangleright y \) or \( F \triangleright x \triangleright y \).

Similarly, for \( \neg x \) inherits \( y \) and \( \neg x \) inherits \( \neg y \).

An expansion of AIN \( F \) is a minimal inherits relation containing arcs in \( F \).

From a practical standpoint, we identify a rich subset of AINs (that properly includes INs) for which an expansion is "easy" to compute. (For other AINs, the computation of an expansion may require other book-keeping overheads as described in the next section.) The sufficient condition we wish to propose restricts the propagation of contrapositive defeasible conclusions.

**Definition 8.** An AIN is *bounded* if it does not contain arc pairs like \( x \triangleright y \) and \( x \triangleright z \) (resp. \( x \triangleright y \) and \( x \triangleright z \)), \( x \triangleright y \) and \( x \triangleright z \) (resp. \( x \triangleright z \)), \( x \triangleright y \) and \( x \triangleright z \) (resp. \( x \triangleright z \)), \( x \triangleright y \) and \( x \triangleright z \), etc.

The following results can also be proven along the lines of similar results shown for INs in [9].

**Theorem 9.** Every bounded AIN has an expansion. Furthermore, if every node in the bounded AIN is skeptical, then the AIN admits a unique expansion.

### 3.3 Implementation

The above specification defines an expansion of a bounded AIN. To compute it efficiently non-monotonic revision of conclusions should be minimized. That is, we do not assert \( x \) inherits \( y \) if a stronger evidence for \( x \) inherits \( \neg y \) can potentially be uncovered. To avoid unnecessary overheads we compute the meaning monotonically, by asserting only the final conclusions, and not the intermediate revisable ones. To this end, we constrain the control flow of the inheritance algorithm using the criteria to resolve conflicts. In particular, we compute all strict conclusions before any defeasible conclusion. To compute defeasible conclusions, we process the nodes bottom-up to let more specific evidence dominate less specific ones. Finally, we block conflicting contrapositive conclusions [15] [8].

A sketchy exposition of the inheritance algorithm for bounded AINs follows: It consists of two phases. The first phase computes strict conclusions, while,
the second phase computes defeasible conclusions. This allows strict conclusions to override defeasible conclusions. The first phase consists of a number of passes through the AIN to propagate contrapositive strict conclusions. The second phase consists of only two passes for bounded AINs — an bottom-up pass and a top-down pass. In the former, we compute the “forward” conclusions, while in the latter, we compute the “contrapositive” conclusions [15] [8]. For bounded AINs, only two passes are sufficient to compute an expansion because the boundedness condition prohibits indiscriminate contrapositive propagation [9]. However, for arbitrary AINs, multiple passes may be required. Furthermore, this may necessitate nonmonotonic revision until the meaning “stabilizes”.

The computation of an expansion of bounded AIN requires polynomial-time. The phase one requires multiple passes of the AIN but the number of passes is bounded by the length of the longest path in the network. The phase two can be done by generalizing the polynomial-time two-pass inheritance algorithm for INs given in [9].

4 Discussion and Conclusion

We have proposed expressive enhancements to INs that enable a knowledge engineer to make explicit information present in the input, but that cannot be represented using the INs. We believe that the proposed extensions will benefit the user because it will permit the user to decide what knowledge can be encoded in the system, and give the user understandable formal guarantees about the quality of the conclusions that will be generated [1].

In contrast with the path-based approaches discussed in [11] [20], our approach is “conclusion”-based. That is, an expansion is a collection of conclusions supported by the AIN, and not a set of permitted paths. Thus, we do not have the counterpart for floating conclusions and zombie paths of [11], and reinstators of [20].

We now briefly touch upon some of the examples given in [20]. Consider the wild-chicken example of [20]. Wild-chickens are chickens, and chickens are birds. Chickens have weak-wings, while birds and wild-chickens have strong-wings. Entities with weak-wings do not fly, while entities with strong-wings do fly. This can be represented in our formalism as shown below: \(\{WC \xrightarrow{\geq} C, C \xrightarrow{\ldots} B, WC \xrightarrow{\ldots} WW, C \xrightarrow{\ldots} WW, B \xrightarrow{\ldots} WW, WW \xrightarrow{\ldots} F, WW \xrightarrow{\ldots} F\}\). Our theory supports the following conclusions which are intuitively satisfactory: If \(x\) is a bird, then it has strong wings and it flies. If \(x\) is a chicken, then it has weak wings and it does not fly. If \(x\) is a wild chicken, then it has strong wings and it flies.

The differences between the specificity espoused here and that in [5] is described in [9] [10]. One can further extend AINs to indicate disjoint pairs of nodes; to specify when the children of a node are exhaustive [12]; or to tag each conclusion explicitly with the class name to help in conflict resolution.
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Abstract. This paper describes a formal model for the cognitive activity, which is an instantiation of a more general proposal for a research line in artificial intelligence. The main contribution of the paper is the specification of a wave propagation model that performs inference in predicate logic without quantifiers through an interference mechanism. The model is highly parallel, and is flexible enough to be extended, in a natural way, to simulate first-order logic, fuzzy logic, four-valued logic, and uncertain reasoning. The model is part of an architecture integrating neural networks and symbolic reasoning to simulate cognitive activities.

1 Introduction

Artificial intelligence could be characterized as a collection of techniques adapted to solve specific problems, even the fundamental research being divided among several approaches, e.g. the physical symbol systems model (Newell and Simon, 1976) and the connectionist model (such as Rumelhart and McClelland, 1986a and 1986b).

In a special volume of the Artificial Intelligence Journal on Foundations of Artificial Intelligence, Kirsh (1991a) identifies five issues which have become focal points of debate in the field, and serve as dividing lines of positions:

- Pre-eminence of knowledge and conceptualization
- Disembodiment
- Language-like structure of the kinematics of cognition
- Possible independence of learning and cognition
- Uniform architecture

This paper describes a formal model for the cognitive activity, which is an instantiation of a more general proposal for a research line in artificial intelligence. The arguments underlying this proposal are the following: (i) the only known intelligent being is the result of an evolutive process modelled by the principles of natural selection, (ii) the physical entity that embodies human intelligence, the brain, is built out of matter that can be modelled by physical theories.

Based on these arguments, we propose the application of the following two basic principles to guide simulations of the cognitive activity:

**Principle 1.** The cognitive activity should be simulated through a model epistemologically (McCarthy and Hayes, 1969) compatible with the theory of evolution.
Principle 2 The cognitive activity should be based on the interaction of a large number of functionally independent unities of a few types (Changeux, 1983). The communication between different unities should be simulated through the emission and reception of information waves.

According to the above principles, the proposed research line implies the following positions with respect to the above foundational issues:

- Concepts are fundamental to the cognitive capacity and take the form of stationary waves in a medium characterized by a particular structure of independent unities. These waves are not always active, but can be stored under the form of temporal sequences of specific wave frequencies. Memory can be explained as the propagation and interference pattern of a set of such waves, activated by some input flow of information.

- Perception and motor control are the basic mechanisms for the formation of particular wave patterns which constitute a concept for each cognitive agent. The apparent similarity of concepts acquired by cognitive agents is a consequence of the regularities of the physical world and cultural interaction, the lower levels of cognition being specific to each agent.

- Language is the basis for the creation of wave patterns associated to abstract concepts. Without language the cognitive activity is restricted to correlations of different senses and their significance to the survival of the living agent.

- Learning and cognition are closely related. Between the levels of sensory perception and abstract language there are several levels of complexity. The kinematics of cognition are similar in both extreme levels, but the intermediate levels are particular to each agent and built through learning activity according to natural selection mechanisms.

- There is a single architecture underlying all cognition, but only in the sense that the building blocks are similar. Cognition is mostly a dynamic property of the physical brain. The same concept is stored in totally different wave patterns in different cognitive agents.

The point of this paper is to introduce a simple formal model coherent with the above arguments. This model intends to simulate a cognitive agent that communicates with the external world, stores information about the environment, makes inferences using the available information, and learns to generate adequate reactions according to the state of the environment. The cognitive agent is modelled as a community of formal cognitive organisms whose behavior is defined according to the natural selection principles.

The model associated to each cognitive organism consists of two levels: (i) the categorization level, which corresponds to the communication process between the environment, the memory and the propagation level, and (ii) the propagation level, which corresponds to the reasoning process. The formalism used to define the categorization level is neural network theory. The propagation level is defined as a theorem prover, based on a wave propagation formalism, acting on the information provided by the categorization level.

The main contribution of this paper is the specification of the wave propagation model that performs inference in predicate logic without quantifiers through an
interference mechanism. This model is highly parallel, and is flexible enough to be extended, in a natural way, to simulate first-order logic, fuzzy logic, four-valued logic, and uncertain reasoning. A further contribution is the introduction of an architecture integrating neural networks and symbolic reasoning to simulate cognitive activities.

The paper is organized as follows: In Section 2, the categorization level is sketched. In Section 3, the propagation level and its logical interpretation are defined and its behavior is analyzed. Afterwards, we describe a control mechanism, based on natural selection principles, and, in Section 5, we comment upon some possible extensions to the model. In Section 6, the proposed model is compared with some other proposals in the literature. Finally, in Section 7, we present some conclusions and discuss future directions for research.

2 Categorization

The functions of the categorization level are: classification of information received from the environment, storage/retrieval of information into/from the memory, and transmission of information to the propagation level.

To formalize the environment, we suppose the availability of information patterns about the world, and evaluation functions. These functions can be used to evaluate a given information vector according to its usefulness to the cognitive organism's goals (Newell e Simon, 1976). More formally:

Given an arbitrary environment $E$, and the set of information vectors of $N$ bits $I_N$, we define the mapping $\gamma$:

$$\gamma : E \rightarrow I_N$$

This mapping corresponds to sensory functions. For present purposes, we consider only the information vectors; any further detail about sensory mechanisms are beyond the scope of the paper.

Let $n$ be the cardinality of the predicate set $P$, which is used in the propagation level, and $\mathbb{R}$ be the real numbers. We introduce the evaluation function $\rho$:

$$\rho : (I_N)^n \rightarrow \mathbb{R}$$

This function can give an a priori evaluation to each possible situation, and is a model for the adaptation mechanisms – such as fear, hunger, sexual attraction, etc.

The communication between categorization and propagation levels is achieved through the association of each information pattern available from the environment, with an element of some Herbrand universe:

$$\mu : I_N \rightarrow H$$

We define next the function $\phi$ from the set $H$ to the natural numbers:

$$\phi : H \rightarrow \mathbb{N}$$

This function defines a possible order on the Herbrand universe, corresponding to an order of the information patterns, and is modeled by a neural network (Smolensky, 1991) able to associate a natural number to each information pattern. Initially, the neural network classifies the information according to the temporal order.
Given a vector $t$ in $I_N$, this information is transmitted to the propagation level in the form of $n$ waves, one for each predicate in $P$. The propagation space, according to the definition in the next section, is an $n$-dimensional space where each axis is associated to a characteristic frequency, representing a predicate. Each wave initiates its propagation from a predicate axis, with the characteristic frequency associated to this axis. The point on the axis corresponds to the number associated to the information pattern through the mappings $\phi$ and $\mu$, i.e. the number $\phi(t(i))$.

Let $W$ be a set of points in the propagation space associated to a set of $n$-tuples of information vectors $\Gamma = \{t_1, ..., t_k\}$, such that $\sum |\rho(t_i)|$ presents a high value. Let also the points in $W$ be activated in a given order with the frequencies $F = \{f_1, ..., f_k\}$.

Memory is modelled by a set of such frequency sequences, classified according to their value for $\sum |\rho(t_i)|$. As the activation frequency of a point depends on the frequencies of the waves that activated it, it is always possible to determine the predicates involved in the activation. Thus, the frequency sequences contain all the information necessary to repeat the propagation phenomenon.

To minimize the propagation time, it is interesting that the distance between points associated to related information vectors be small. This can be achieved through the use of the memory information as a learning feedback to the neural network that classifies the information.

If the information flow stops, e.g. during sleep periods, the available time can be used to compare and combine the frequency sequences in the memory. Without environmental information, an arbitrary internal time can be imposed on the propagation mechanism, and the previous experiences can be repeated in a controlled way. It is also possible to refine the consequences of a given frequency sequence, without the perturbation of the environment reactions. Analogous frequency sequences can be combined to form graphs, where different possibilities are associated to each other in a single representation of possible choices.

## 3 Propagation

The propagation level is a simple formal model to perform inference in a predicate logic without quantifiers, through a wave propagation mechanism. The input information is delivered by the categorization level, and is modelled as an ordered Herbrand universe. The output information is send back to the categorization level, and is associated to reactions of the cognitive agent.

Consider the following logical system. Let $P$ be a set of $n$ predicate symbols, and $F$ be a set of function (and constant) symbols. Let $H$ be the Herbrand universe constructed with the set $F$, and $C$ be the set of all closed logical clauses that can be formed with the predicates in $P$ and the expressions in the set $H$. Each element in $C$ corresponds to a set of closed literals, and is called a clause. A clause can be semantically interpreted as a conjunction of literals, the usual representation adopted in the literature of automatic theorem proof, or alternatively as a disjunction of literals.

Given a closed logical expression, it can always be represented in two different canonical forms: a disjunction of conjunctions of literals (the usual form), or a con-
junction of disjunctions of literals. Each canonical form can be represented as a set of elements of $C$, i.e. a set of clauses.

A clause is a contradiction, if it contains two identical literals with different signs. If the interpretation of the representation is a disjunction of conjunctions, the fact that one clause is a contradiction implies that all the representation is a contradiction. If the interpretation is a conjunction of disjunctions, the contradictory clause can simply be eliminated.

A clause subsumes another clause if it is a subset of the other clause. In both canonical representations clauses that are subsumed by other clauses can be eliminated.

Given one of the canonical representations of a logical expression, it is possible to obtain the other through the distributivity property of the logical operators and or.

The proposed wave propagation model is based in an original logical result that, given any logical expression represented in the usual canonical form, the transformation of this representation into the other canonical form, followed by the elimination of the subsumed clauses, and the reverse transformation back to the original form, performs automatically all the possible logical inferences by resolution allowed by the original representation. This result, and its extension to first-order logic is presented in Bittencourt (1993).

The problem with this method is that it is computationally expensive (distributivity is exponential), but if the adequate representation for clauses is chosen it can be performed in parallel.

We propose a representation that associates each clause in a logical system to a point in an $n$-dimensional discrete Euclidean space. First, we recall the definition of the mapping $\phi$ from the set $H$ to the natural numbers:

$$\phi : H \rightarrow \mathbb{N}$$

We also define a total order for the predicate set $P$.

$$\eta : P \rightarrow \{0, ..., n-1\}$$

We can now define a mapping from the clause set $C$ to $n$-tuples of natural numbers.

$$\psi : C \rightarrow \mathbb{N}^n$$

$$\psi(L_0 \lor ... \lor L_n) = (z_0, ..., z_n)$$

Where, for all $x \in H$:

- if $L_i = P_i(x)$ then $z_i = \phi(x)$,
- if $L_i = \neg P_i(x)$ then $z_i = \neg \phi(x)$,
- if $L_i = False$ then $z_i = 0$, and
- $i = \eta(P_i)$.
In this notation, the conversion from a canonical representation into the other can be performed through simple vectorial transformations of the points representing the clauses. These vectorial transformations can be executed in parallel through the propagation and interference of information waves, if these waves have the appropriate frequencies (which are associated to the predicates present in the clause that originated the wave). Besides that, a subsumed clause lies always in a superspace generated by the subsuming clause point along the other dimensions of the predicate space. Using this property, all subsumed clauses can be eliminated by an inhibiting wave propagating from each clause point in the direction of its superspaces.

4 Control

The model of the control mechanism is based on the application of the principles of natural selection. These principles are the following: (i) perpetuation possibility, (ii) limited resources, and (iii) sufficient variation to generate evolution. To apply these principles, it is necessary to identify, in the model, what corresponds to the organisms, the environment, the resources, and the perpetuation and variation mechanisms. A formal cognitive organism consists of the interconnection of a propagation mechanism, a neural network classifier, and a memory.

The environment consists of the flow of information provided by the senses of a cognitive agent. This flow of information is received by a community of cognitive organisms. Each organism processes the information and reacts according to the result. If the reactions are adapted to the environment, the organism receives a good evaluation. This evaluation can be thought of as the adaptability of the cognitive agent, for it determines what are its necessities and weaknesses.

The limited resource is time. The cognitive organisms that are able to generate a relevant answer to a given situation quicker than the others, are considered better adapted to the specific environment. As long as the answers generated by the organisms are present in the environment, they can influence other organisms, allowing the possibility of evolutive phenomena such as symbiosis, parasitism, etc.

The main perpetuation and variation mechanism is the exchange of experiences between two independent cognitive agents.

The natural selection process can be simulated, according to the previous definitions, by determining the sequence of available information and the evaluation function. The internal behavior of each cognitive organism corresponds to the definitions in the previous sections. The total population of cognitive agents simulates a cognizer acting in the real world.

5 Extensions

A first possibility of extension to the propagation model is to use the geometric characteristics of the adopted notation to investigate the global properties of a set of clauses. Topological properties of these sets – such as symmetry, dispersion, relative distances, etc – can be used as a guide to structure the memory information and to classify the situations at the categorization level. This can be the basis for an analogy reasoning mechanism.
Another possibility is to extend the formalism to first-order logic. Quantified expressions can be represented by stationary waves associated to surfaces in the propagation space. These surfaces can be represented analytically, and their interference can be expressed by an algebraic transformation. This fact makes the use of computer algebra tools, e.g. Hearn (1987), interesting to analyse the wave behavior.

The fact that the model is parameter dependent allows a further extension, which consists of allowing a wider range of values for each parameter, generalizing the logic concepts associated to them. For example, modification of the propagation rules allowing contradictory clauses generalizes the formalism to logics with more than two truth values (Belnap, 1977; Patel-Schneider, 1985). Continuous logical values between \textit{false} and \textit{true}, together with the introduction of uncertain information propagation rules, allow the extension of the formalism to fuzzy logic (Zadeh, 1975).

In the categorization model, it is stated that the classification of information patterns should be modelled through neural networks, but the architecture of these neural networks and exactly how they connect to the memory is yet to be defined. The specification of such architectures is a necessary extension to the categorization model.

A further extension direction would be to define a categorization level based on a symbolic approach. Knowledge representation tools, e.g. MANTRA (Bitten-court, 1989 and 1990), are well adapted to simulate the necessary functions at the categorization level.

6 Discussion

In this section, we compare some approaches to the problem of simulating cognition presented in the literature with the proposed model. This discussion does not intend to be exhaustive, as it covers only some proposals closely related to the subject of the paper. Detailed descriptions of the metaphors of the mind can be found in Hampden-Turner (1981), and a discussion of the relationship of Artificial Intelligence and Philosophy can be found in Torrance (1984).

Presenting his view of the “logical approach” to Artificial Intelligence, Nilsson (1991) proposes the following three theses:

\textbf{Thesis 1} \textit{Intelligent machines will have knowledge of their environments.}

\textbf{Thesis 2} \textit{The most versatile intelligent machines will represent much of their knowledge about their environment declaratively.}

\textbf{Thesis 3} \textit{For the most versatile machines, the language in which declarative knowledge is represented must be at least as expressive as first-order predicate calculus.}

The proposed model supports the first of these theses with no restrictions, and proposes an economic way of storing the knowledge. If this storing mechanism is declarative depends on the interpretation of the word “declarative”. What is proposed is a representation closely related to the acquisition and retrieval processes. This representation stores information in a structural form adapted to analogical reasoning. In this sense, it is a declarative representation. Although the proposed
formal model does not cover first-order logic, it is possible to extend it to first-order logic and beyond. Another intrinsic characteristic of the model is that it has a temporal behavior not present in first-order logic, but fundamental to cognitive agents living in a changing environment.

In his response to Nilsson’s paper, Birnbaum (1991) considers as the main problems of the logical approach the emphasis on sound, deductive inference, and the tendency to ignore other sorts of reasoning such as probabilistic reasoning, reasoning from examples or by analogy, and reasoning based on the formation of faulty but useful conjectures and their subsequent elaboration and debugging, besides the presumption that model-theoretic semantics is central to knowledge representation. The proposed model reconciliates the two positions: it presents the possibility of probabilistic, analogical and conjectural reasoning in a framework defined from Herbrand’s Theorem as a starting point, precisely what Birnbaum considers “the wrong central issue for budding AI scientists to learn”.

In his proposal of intelligence without representation, Brooks (1991) argues for the following points in creating artificial intelligence:

- The capabilities of intelligent systems must be incrementally build.
- At each step, complete intelligent systems must be build and let loose in the real world with real sensing and real action.

From these points, he concludes that using the world as a model is better than explicit representations. This conclusion, apparently in contradiction with the declarative representation approach, is nevertheless supported by the proposed model, for the information waves used as declarative representation in the proposed model are incrementally built, and obtained directly from the environment through interaction, and they represent exactly the relevant features of the real world that count for the cognitive agent being modelled.

In his response to Brooks’ paper, Kirsh (1991b) defends the necessity of concepts in the cognitive skills, and states that: “to have a concept is (...) to have the capacity to find an invariance across a range of contexts, and to reify that invariance so that it can be combined with other appropriate invariances.” This statement is also supported by the proposed model, as it perfectly describes the interaction of the propagation and categorization levels of the model.

Pribram (1971), a biology researcher, proposes an “holographic metaphor” that presents many related points with the proposed model. He states that sensory input is transformed into a brain wave, and that this wave travels to an area of the brain that interprets its meaning. The interpretation is a product of various kinds of standing memory waves. These waves travel across the brain simultaneously and interfere with each other. The arguments that make Pribram’s metaphor interesting to the biology community, even if he does not propose a precise mechanism to explain how the metaphor works, could be used also to defend the proposed model, with the difference that what is proposed is a formal model, where the mechanisms are known. The arguments are that the metaphor explains: (i) the distribution of memory, (ii) the associational characteristic of the memory, (iii) the immense amount of information stored in a limited volume, (iv) the mechanism of the brain as an open cybernetic system of organism plus environment.
Discussing alternative metaphors for Artificial Intelligence, West and Travis (1991) state three criteria that would argue in favor of a metaphor for Artificial Intelligence:

- **Suggestiveness**: the generation of referents, on both sides of the metaphoric relationship, that can be used to confirm or dispute the validity of the metaphor.
- **Concreteness**: the generation of practical avenues of research or testable hypotheses.
- **Consistency**: internally and in relation to what is known or believed about the mind and brain in other disciplines.

We would like to conclude that, not the formal model which is just an attempt to demonstrate the possibility of formalizing the proposed general approach, but this general approach itself satisfies, at least partially, these three criteria.

7 Conclusion

We presented a unified framework to model the cognition that integrates symbolic reasoning, neural network theory and natural selection principles. This framework is based on the postulate that there is no discontinuity between physical, organic and cognitive mechanisms (Lupasco, 1974).

The wave propagation formalism of a single cognitive agent has been implemented using Common Lisp. This system, with its graphical interface, is being used to study the geometric representations of the states of the propagation space. The states where no further inferences are possible are of special interest. These "steady states" represent complete coherent states of knowledge that can be reached from several different sets of initial pieces of information. Geometric manipulations that transform one of these states into another suggest a type of analogy mechanism: they map a coherent knowledge state into another that is supported by different initial informational configurations.
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Abstract. Contexts are defined as axiomatic formal systems. More than one context can be defined, each one modeling/solving (part of) the problem. The (global) model/solution of the problem is obtained making contexts communicate via bridge rules. Bridge rules and contexts are the components of Multi-Context systems. In this paper we want to study the applicability of multi contexts systems to reason about temporal evolution. The basic idea is to associate a context to each temporal interval in which the "model" of the problem does not change (corresponding to a state of the system). Switch among contexts (corresponding to modifications in the model) are controlled via a meta-theoric context responsible to keep track of the temporal evolution. In this way (i) we keep a clear distinction between the theory describing the particular system at hand and the theory necessary for predicting the temporal evolution (ii) we have simple object level models of the system states and (iii) the theorem prover can faster analyze and answer to queries about a particular state. The temporal evolution of a U-tube is taken as an example to show both the proposed framework and the GETFOL implementation.

1 Introduction

Recent work in artificial intelligence [GW88, Gu91, McC90, McCo91, Sho91] advocates for the use of multiple formal systems (called contexts) both in knowledge representation and in problem solving. Even if there is not a consensus about how contexts should be (formally) defined, there is the common intuition that many (reasoning) phenomena are "better" modeled as a set of interacting contexts each one modeling only part of the whole.

This paper investigates the applicability of contexts to model the temporal evolution of dynamic systems. We define a context as an axiomatic formal system modeling what is known or assumed about the system in an instant/interval of time (a state of the situation). The system temporal evolution is modeled by a tree of (temporally related) contexts, called state-contexts (s-contexts). A particular metatheoretic Problem Solving Context (PSC) controls the evolution of the system and keeps track of the temporal evolution. PSC and s-contexts are
related via bridge rules (i.e. rules enabling the derivation of one fact in a context on the basis of facts derived in other contexts) [Giugl].

Three are the main advantages of the multi-contextual approach we adopt. First of all, we keep a clear distinction between the theory describing the particular system at hand and the theory necessary for predicting the system evolution. A different system can be modeled simply by specifying its structural description in a "new" s-context. The Problem Solving Context is the same. Second, each s-context provides a simple object level description of a system state. Different facts referring to different states do not cause contradiction since they are asserted in distinct contexts. Finally, when reasoning about a particular system state we may directly consider the corresponding s-context. As obvious consequence, the theorem prover performances are improved since the search space (in each context) is smaller.

We first provide a theoretic characterization of the general framework (section 2). In section 3 we model the behavior of a U-tube as an example to illustrate both the theory and the implementation built in the GETFOL system [GT91]. Finally, in section 4 we make some final considerations and conclude with the acknowledgements (section 5).

2 Reasoning about temporal evolution

We define a context C to be an axiomatic formal system (defined as a triple consisting of a language L, a set of axioms Ω⊂L and a set of inference rules Δ, i.e., C = (L, Ω, Δ)). Besides the technical/logical definition a context is intended to model what the agent knows or assumes that holds while reasoning about a situation. The temporal evolution of a given system (according to the agent mental image) is modeled by a set of contexts each one associated to a particular state. Contexts communicate via bridge rules: rules whose premises and consequences belongs to different contexts [Giugl].

Given a family of context \{Ci = (Li, Ai, Δi)\}_{i∈I} we write \((A, i)\) to specify, when ambiguous, that \(A\) is a wff of language \(Li\), \(A\) is an \(Li\)-wff). Adopting a suitable modification of the natural deduction formalism, notation and terminology as defined in [Pra65], we write bridge rules as:

\[
\frac{\lbrack (B_1, j_1) \rbrack \ldots \lbrack (B_m, j_m) \rbrack}{\lbrack (A, i) \rbrack} \quad \frac{\lbrack (A_1, i_1) \rbrack \ldots \lbrack (A_n, i_n) \rbrack}{\lbrack (A_{n+1}, i_{n+1}) \rbrack \ldots \lbrack (A_{n+m}, i_{n+m}) \rbrack}
\]

Consistently with [Pra65] notations, \(δ\) represents a rule discharging the assumptions \((B_1, j_1), \ldots, (B_m, j_m)\).

Contexts and bridge rules are the elements of multi context systems (MC-systems). Within MC-systems we can define a notion of derivation spanning through multiple contexts.
Definition 1 Multi-Context System. Let $I$ be a set of indices and $\{C_i = (L_i, \Omega_i, \Delta_i)\}_{i \in I}$, a family of contexts. A Multi-Context Formal System (MC system) $MS$ is a pair $\{\{C_i\}_{i \in I}, \Delta_{MS}\}$ where $\Delta_{MS}$ is a set of bridge rules. \(^1\)

In a MC-system, deductions are trees of wffs built starting from a finite number of assumptions and axioms, possibly belonging to distinct languages, and applying a finite number of inference rules. $(A, i)$ is derivable from a set of wffs $\Gamma$ in a MC system $MS$ ($\Gamma \vdash_{MS} (A, i)$) if there is a deduction with bottom wff $(A, i)$ whose undischarged assumptions are in $\Gamma$. $(A, i)$ is a theorem in $MS$ ($\vdash_{MS} (A, i)$) if it is derivable from the empty set.

Any deduction can be seen as composed of subdeductions in distinct contexts $C_i$, (obtained by repeated applications of $\Delta_i$-rules), any two or more subdeductions being concatenated by one or more applications of bridge rules.

Even if definition 1 is more general, allowing arbitrary formal languages and deductive machinery, in this paper we concentrate on first order languages. In particular we consider an MC-system $MS$ composed by a countable family of contexts (the $s$-contexts) and a Problem Solving Context (PSC) which axiomatizes the metatheory necessary to solve the problem. Thus, in this paper PSC contains the basic principles for modeling the evolution of dynamic systems. The basic idea is that, given the initial description of the system in a $s$-context, we carry on the problem solving activity in PSC, determining a (meta-level) description of the plausible states of the system. By reflecting down PSC results in $s$-contexts, we get simple object-level descriptions of such states. Note that it is not true that all the reasoning takes place in PSC. In fact, given a description of the system in a $s$-context, PSC is only responsible for determining which is the set of descriptions of the system which are compatible with the considered one (supposing it provides only a partial description of the system), and for determining the state transition. PSC cannot reason about a situation. For example, it is not possible in PSC to deduce that $\beta$ holds in $C$ supposing we know that $\alpha$ and $\alpha \rightarrow \beta$ also hold in $C$ (i.e. $TH(\alpha, "C"), \beta \in PSC \implies TH(\beta, "C")$). On the other hand, we can deduce $\beta$ from $\alpha$ and $\alpha \rightarrow \beta$ via application of modus ponens directly in the $C$ context, and reflect up this result in PSC.

Such correspondence between PSC facts and $s$-contexts facts, is obtained defining $MS$ such that:

- the set of natural deduction rules as described in [Pra65] belong to the set of inference rules of each context in $MS$.
- PSC has names for each $s$-context and for any formula of $s$-contexts. More precisely, we write "$w$" and "$C$" to indicate the PSC names for the formula $w$ and the context $C$ respectively.
- in PSC there is a distinguished predicate $TH(w, "C")$ which holds iff the formula $w$ belonging to the language of context $c$ is a theorem (i.e. $\vdash_{PSC} TH(w, "C")$).

This is obtained by defining the reflection principles [GS89]:

\[
\frac{(w, C_i)}{TH(w, "C_i"), PSC} \quad R_{down} \quad \frac{(TH(w, "C_i"), PSC)}{(w, C_i)} \quad R_{up}
\]

\(^1\) Note that for some $i, j \in I$, we may have $C_i = C_j$. 

to be the set of $MS$ bridge rules.

So far, $PSC$ represents a correct and complete metatheory of provability in $s$-context. What we want to do is to use $PSC$ to predict the behavior of the system described in $s$-contexts. For such a task, it is necessary to define a $PSC$ predicate allowing us to make "non monotonic" extensions to the situation described in a $s$-context. We thus introduce a predicate $CBB(w,p,c)$, to mean that the wff $w$ Can_Be_Believed wrt the problem $p$ in context $c$ (notice that we are assuming to have a many-sorted language as GETFOL-language is). Notice that we get the set of facts in which we can believe, not only dependent on the situation (i.e. the $s$-context), but also on the problem we are reasoning about. In fact, considering a situation, we may have different beliefs and/or reasoning principles (leading to different set of facts that can be believed) depending on the problem we are facing. In any case, the wff $w$ cannot be asserted in the context $c$, since it may invalidate other beliefs we may have about the situation, but need to be asserted in a "new" $s$-context. This is obtained via definition of a injective function $mkcxt(w,p,c)$ $mkcxt$ is such that, applied to ground terms, gives a constant of sort context (being the $PSC$ name of an $s$-context). We recall that by definition of injective function, $mkcxt$ satisfies the following fact:

$$mkcxt(w_1,p_1,c_1) = mkcxt(w_2,p_2,c_2) \iff (w_1 = w_2 \land p_1 = p_2 \land c_1 = c_2)$$

To keep tracks of the state transitions in a compact way, we introduce a predicate $Context-To-Context (C2C)$. $C2C(w,p,c_1,c_2)$ takes into account the fact that context $c_2$ has been introduced (in the deduction) while solving problem $p$ in context $c_1$.

We are now able write the $PSC$ axioms stating what we have informally described above:

$$PSC1 : \forall wpc \ (CBB(w,p,c) \rightarrow TH(w, mkcxt(w,p,c)))$$

$$PSC2 : \forall wpc_1c_2 \ (mkcxt(w,p,c_1) = c_2 \rightarrow C2C(w,p,c_1,c_2))$$

Summarizing, what we have defined are some basic principles to:

- maintain a "correct" relation among $PSC$ and $s$-contexts (via the $TH$ predicative letter and the reflection principles);
- switch $s$-context when we want to consider some (new) situation (via predicative letters $CBB$, $TH$ and axiom $PSC1$) and keep track of the context-transition (via predicative letter $C2C$ and axiom $PSC2$).

What it remains to specify are the problem specific criteria by which a formula can be believed in a context wrt a problem (thus causing a state transition), and which facts holding in the context we were reasoning also hold in the newly considered one.
3 Solving the U-tube example

In this section we show how it is possible to extend the basic framework described in the previous section to model the behavior of a particular dynamic system. Two solutions are proposed for each addressed problem: a simple-mind one and a slightly more elaborated one relying on some principles commonly used in Qualitative Reasoning [Bob84, WDK89]. To give a flavor of the GETFOL implementation, from here on we use GETFOL syntax and notations (using the typewriter font to evidence GETFOL code and symbols). We consider a simplified version of the U-tube example [For84, Kui86]. We take into account only two quantities, being the value of the height the liquid reaches in the first and second container. We call such quantities respectively $H_1$ and $H_2$, and define them as the only two constants in each s-context. Three different “initial states” are “possible”:

- $H_1 > H_2$
- $H_1 = H_2$
- $H_2 > H_1$

Depending on the initial state we have three different behaviors:

1. $H_1 > H_2$, in such a case there will be a fluid-flow from the first container to the second, until $H_1 = H_2$ (“final state”).
2. $H_1 = H_2$, in such a case nothing happens and the system is stable.
3. $H_1 < H_2$, in such a case there will be a fluid-flow from the second container to the first, until $H_1 = H_2$ (“final state”).

Such facts are formally stated by the following axiom:

```
DECLARE INDCONST H1 H2;
AXIOM STRUCTDES:
   (H1 > H2 imp (INCREASE(H2) and DECREASE(H1))) and
   (H1 = H2 imp (CONSTANT(H1) and CONSTANT(H2))) and
   (H2 > H1 imp (INCREASE(H1) and DECREASE(H2)));
```

formalizing the structural description of the U-tube. We take such an axiom to be part of the set of axioms in each s-context. For lack of space, we omit the axioms about “≥” (reflexivity, antisymmetry and transitivity) and define “$v_1 > v_2$” as “($v_1 ≥ v_2$) ∧ ¬($v_1 = v_2$)”. Such axioms should be declared in GETFOL. From a theoretic point of view, we consider them as part of the logical axioms.

Note that in each s-context we have a finite number of variables and individual constants, making the theory associated to each s-context decidable [Kle52]. So, it makes sense asking whether one fact is consistent with the theory corresponding to an s-context. In the following, we make use of this facility.

Considering PSC in PSC we have sorts WFF, CONTEXT, PROBLEM and VALUE. For each sort, we suppose to have denumerably many variables obtained from the first letter of the sort, eventually concatenated with a number. Moreover
"H1" and "H2" are defined to be constants of sort VALUES and represent the PSC-names for the s-contexts constants \( H_1 \) and \( H_2 \) respectively.

- Function symbols \( \text{mkmj}, \text{mkeq} \) maps pair of values into wffs. If "H1", "H2" are the PSC-names for \( H_1 \), \( H_2 \) respectively, \( \text{mkmj}("H1","H2") \) and \( \text{mkeq}("H1","H2") \) are the PSC names for \( H_1 > H_2 \) and \( H_1 = H_2 \) respectively.

- In the same way, we have function symbols \( \text{mkconst}, \text{mkincr}, \text{mkdecr} \) mapping a value into a formula. \( \text{mkconst}("H1"), \text{mkincr}("H1"), \text{mkdecr}("H1") \) represent the names for s-context formulas \( \text{CONSTANT}(H_1), \text{INCREASE}(H_1), \text{DECREASE}(H_1) \) respectively.

We want to show how, supposing we do not know which of the three possible relations between \( H_1 \) and \( H_2 \) initially holds, it is possible

- to create the three contexts corresponding to the three possible initial states. In such a phase we say that we solve the "complete" problem (since we disambiguate the initial only partially known situation)
- to determine the next state of behavior, starting from each possible initial situation. In this phase, we say that we are solving the "predict" problem (since we predict the next state of behavior).

Different reasoning principles are to be used depending on the problem to be solved. To address separately the two problems, we define two constants (of sort PROBLEM) in the PSC context:

\[ \text{DECLARE SORT PROBLEM;} \]
\[ \text{DECLARE INDCONST CMPLT PRDCT [PROBLEM];} \]

In the following sections we omit some of GETFOL declarations and consider only those relevant for the comprehension of the example.

### 3.1 Solving the complete problem

We suppose to start our reasoning in the context \( C_0 \) in which the only fact we know is the structural description of the system. The simplest solution of the complete problem should be to assume in PSC that each relation between \( H_1 \) and \( H_2 \) can be believed, apply axiom PSC1 and derive (depending on such assumptions) each relation in three separated contexts \( C_1, C_2 \) and \( C_3 \).

Supposing we want a theory proving such results, then we have to consider the following axiom:

\[ \text{AXIOM CMPLT1: for all } v_1 v_2 c. \]
\[ (\text{CONSIST} (\text{mkmj}(v_1,v_2),c) \text{ imp } \text{CBB} (\text{mkmj}(v_1,v_2),\text{CMPLT},c)) \text{ and } \]
\[ (\text{CONSIST} (\text{mkeq}(v_1,v_2),c) \text{ imp } \text{CBB} (\text{mkeq}(v_1,v_2),\text{CMPLT},c)) \text{ and } \]
\[ (\text{CONSIST} (\text{mkmj}(v_2,v_1),c) \text{ imp } \text{CBB} (\text{mkmj}(v_2,v_1),\text{CMPLT},c)); \]
It simply says that a relation between two values may hold in a situation, if it is consistent with the fact we know about such a situation. Supposing that the theory associated to each s-context is decidable, (as it is in our case), we may also define an inference with no premisses and conclusion CONSIST("w", "C") with the obvious restriction that w must be consistent in C.

If s-context c2 has been introduced while solving the complete problem in context c1, then all the facts which are true about the state corresponding to c1 are also true in the state described by c2:

**AXIOM CMPLT2**: forall w c1 c2. (C2C(w, CMPLT, c1, c2) imp
forall w1. (TH(w1, c1) imp TH(w1, c2)));

In our case, supposing we are in an initial situation CO in which we do not know the relation holding between H1 and H2, we can determine the three possible extensions as the result of this inferential activity in PSC1:

1. Instantiate axiom CMPLT1 with "H1", "H2", "CO". Prove the hypotheses of the implication and prove:

   CBB(mkmj("H1", "H2"), CMPLT, "CO").
   CBB(mkeq("H1", "H2"), CMPLT, "CO").
   CBB(mkmj("H2", "H1"), CMPLT, "CO").

2. Then, via axiom PSC1 we can prove:

   TH(mkmj("H1", "H2"), mkctx(mkmj("H1", "H2"), CMPLT, "CO").
   TH(mkeq("H1", "H2"), mkctx(mkeq("H1", "H2"), CMPLT, "CO").
   TH(mkmj("H2", "H1"), mkctx(mkmj("H2", "H1"), CMPLT, "CO").

3. Supposing we get

   mkctx(mkmj("H1", "H2"), CMPLT, "CO")="C1"
   mkctx(mkeq("H1", "H2"), CMPLT, "CO")="C2"
   mkctx(mkmj("H2", "H1"), CMPLT, "CO")="C3"

by substitutions of equals, we have:

   C2C(mkmj("H1", "H2"), CMPLT, "CO", "C1") TH(mkmj("H1", "H2"), "C1")
   C2C(mkeq("H1", "H2"), CMPLT, "CO", "C2") TH(mkeq("H1", "H2"), "C2")
   C2C(mkmj("H2", "H1"), CMPLT, "CO", "C3") TH(mkmj("H2", "H1"), "C3")

and, by means of the *reflection down* principle, assert that H1 is >, =, < of H2 in C1, C2, C3 respectively.

Note that in this case it is useless to apply axiom CMPLT2 since all the theorems in CO (i.e. \(\{w : f_{\text{cm}, 0}(w, C0)\}\)) also hold in C1, C2 and C3.
3.2 Solving the predict problem

Considering the situation modeled in context C1 in which H1 > H2, and supposing we want to predict the next relation plausibly holding between the two values, we could assume CBB("H1=H2", PRDCT, "C1"), and assert (via PSC1 and Rdown) H1=H2 in a context C4.

A more refined solution, which obeys the limit analysis as usually carried out in Qualitative Reasoning [DKB84, For84, Kui86]) is also not difficult to be provided. In fact, it is sufficient that one value v1 is greater of another v2 and that the former is increasing or the latter decreasing, for believing that there is a possible situation in which v1 = v2 holds [Kui86].

AXIOM PRDCT1:forall v1 v2 c. ((TH(mkmj(v1,v2),c) and (TH(mkinv2(c)) or TH(mkdecr(v1),c))) imp CBB(mkeq(v1,v2),PRDCT,c));

In the same way, if two values are equal, it is sufficient that one value is changing for believing that they are going to be one greater than the other:

AXIOM PRDCT2:forall v1 v2 c. ((TH(mkeq(v1,v2),c) and (TH(mkinv1,c) or TH(mkdecr(v2),c))) imp CBB(mkmj(v1,v2),PRDCT,c));

Of course the axioms are so simple since we consider a very simple quantity space (-, 0, +) for derivative values. However the framework is easily extendible to treat more complex quantity spaces.

Considering the U-tube example, by the facts we have derived solving the "complete" problem and from the general description, we have:

in C1 : H1>H2, INCREASE(H2), DECREASE(H1)
in C2 : H1=H2, STEADY
in C3 : H2>H1, INCREASE(H1), DECREASE(H2)

For example, let consider how the state in C1 evolves:

1. Prove TH(mkmj("H1","H2"),"C1") and TH(mkinv1("H1"),"C1") via reflection up.
2. Instantiate axiom PRDCT1 with "H1","H2","C1" and prove.

   CBB(mkeq("H1","H2"),PRDCT,"C1").
3. suppose we get mkcxt(meq("H1","H2"),PRDCT,"C1")="C4", we have:

   C2C(mkeq("H1","H2"),PRDCT,"C1","C4") TH(mkeq("H1","H2"),"C4")
4. By means of the reflection down principle assert H1=H2 in C4.
4 Final considerations

What have we achieved?

From a representational point of view, we have a simple model of each state and in each s-context we have only those facts which are "relevant" for the state being modeled (with clear computational advantages). We have a clear distinction between the (FOL) model of the states and the metatheoretic principles allowing us to derive the evolution. In \textit{PSC} we have a complete knowledge of the whole tree of states: this enables us to consider and apply whatever constraint we want about the evolution. For example, supposing we want to consider (metatheoretic) principles enabling us to cut off "useless" or "impossible" states (e.g. determined via some principles like those in \cite{KC87}), we can simply suppose to mark such states (that is s-contexts) as "no good" (e.g. by having a \textit{PSC} predicate \textit{NOGOOD(c)}). Such s-contexts are not to be taken into account while generating the evolution tree, and this can be obtained simply putting in the hypotheses of each axiom of \textit{PSC}, the condition that we are speaking about "good" context.

From a formal point of view, inside each context we have all the nice properties FOL has (e.g. clear semantics and proof theory). Solving the predict problem, we avoid contradiction by isolating each state in separated s-contexts: in \cite{GW88} this kind of non-monotonicity has been defined \textit{non essential}. Solving the complete problem, we make "consistency-based" extension to the theory. Key point in our framework is axiom \textit{PSC1} which allows (together with the reflection principles) to safely define the s-contexts corresponding to non monotonic extension of \textit{PSC}.

We also provide an implementation within the \texttt{GETFOL} system \cite{GT91}. \texttt{GETFOL} is an interactive system based on Natural Deduction \cite{Pra65} extending the \texttt{FOL} system developed at Stanford by Richard Weyhrauch \cite{Wey80}. \texttt{GETFOL} turns out to be appropriate for our purposes since, among other features (e.g. the many sorted language), allows the user to define and handle multiple contexts.
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Abstract. Non-monotonic logics for reasoning about time and action have traditionally been verified through their informal plausibility and their application to a small number of test examples. I present a systematic method using an underlying semantics, where a preferential non-monotonic logic is correct if the maximally preferred models equals the set of histories that can arise in a “scenario simulation” of the underlying semantics. Several old and new logics have been analyzed using the systematic method.

The systematic method has first been applied to the relatively straightforward case of scenarios with simple inertia, where non-deterministic actions and actions with duration different from one timestep are the only complications. In this extended abstract I first make a brief review of the approach to simple inertia, and then describe how the systematic approach can be extended to obtain a precise account of broader types of frame problems, such as problems involving surprises and ramifications.

1 The systematic approach

There has been much research in recent years on methods for reasoning about actions and change, and on finding solutions for the so-called “frame problems”. The non-monotonic logics which have been proposed for this purpose have traditionally been verified through their informal plausibility and their application to a small number of test examples. The limitations of this approach have become more apparent in recent years, and at the same time some results of more systematic nature have been presented in particular by Lin and Shoham[LS91], Lifschitz[Lif91], and Reiter[Rei91], all of which have used a situation-calculus framework. In this extended abstract I shall describe another approach which is based on an explicit treatment of time in a linear time domain, and which is able to accommodate a broader range of reasoning problems. The complete results are available in a review version of a forthcoming book[San92].

By an assessment of a nonmonotonic logic, I mean a statement that for a certain class of reasoning problems, the logic is guaranteed to always give the correct set of conclusions: the set of intended conclusions is equal to the
set of actual conclusions obtained through the logic. A systematic approach to nonmonotonic logic is one where it is possible to obtain such assessments with formal proofs, based on precise definitions. A systematic approach requires in particular that one makes precise definitions of the class of reasoning problems in question, and of the set of intended conclusions.

I have developed such a systematic approach in model theoretic terms, where therefore the correctness criterion is that the set of intended models shall equal the set of actually obtained models in the logic. A central part of the approach is to use an ontological taxonomy, which provides the instrument for characterizing classes of systems or "worlds" which the logic is used for reasoning about. For a given logic, the assessment will specify a class within that taxonomy for which the logic always obtains the correct results. This makes it easy to compare the range of applicability of different logics.

The nonmonotonic logics that are to be assessed and compared in this fashion, can often be characterized in terms of a preference relation or a selection function on models. A selection function maps any set \( S \) of interpretations to a subset of \( S \), and is used to map from the set of classical models for the given premises to a smaller set of selected models. In one important special case, the selection function obtains those members of \( S \) which are minimal according to a certain preference relation, so the maximally preferred models are the selected ones. More complex selection functions are needed to account for broader classes of reasoning problems. In particular one may need to divide the premises into several partitions, and to apply different selection functions to the classical model sets for the different partitions.

The main steps in the development of the approach are as follows.

1. Semiformal definition of an overview taxonomy, using a set of specialities i.e. features of reasoning problems. The following are some of the ontological specialities, i.e. those which characterize the world that is being reasoned about:
   - \( C \): Concurrent actions are allowed.
   - \( L \): Delayed effects are allowed, i.e. effects of an action that take place after the action has been completed.
   - \( T \): Timebound objects are allowed, i.e. objects that are created and terminated at some points in time.

   The overview taxonomy also specifies the epistemological assumptions, i.e. what assumptions are made about the completeness of the information in the given premises. Here I shall only consider the case that all actions are known, and that all potential effects of actions are also known although nondeterministic actions are allowed. This case will be represented as \( K \).

   The simplest category in the overview taxonomy is \( K-IA \) representing the assumption, integer time, sequential actions, an inertia assumption for all fluents i.e. the value of a fluent does not change except directly due to an action, but non-deterministic actions and actions with a duration in time (not just a single time-step) are allowed. Broader categories are formed e.g. as \( K-IAC \) if the requirement for sequential actions is dropped, or \( K-IAL \).
if delayed effects are allowed.

2. For each category of reasoning problems in the overview taxonomy, one defines a corresponding underlying semantics in a formal and precise fashion. I use an underlying semantics which captures the basic A.I. intuitions, similar to the "agent model" of Genesereth and Nilsson [GN87]. The primary purpose of the underlying semantics is to define what is the set of intended models for a given set of premises. Indirectly, the underlying semantics also serves as a precise definition of the problem family at hand. Also it is the basis for the subsequent steps of analysis.

3. Next, a more fine-grained taxonomy is defined within the overview category at hand, by introducing subordinate specialities. For example, within the $K-I\mathbf{A}$ category we define the more restricted classes $K-\mathbf{IsA}$ where all actions must be performed over a single time-step, $K-I\mathbf{Ad}$ where all actions must be deterministic (the state of the world when the action starts determines completely the state of the world when the action ends), and a number of other classes. These sub-specialities can also be freely combined, e.g. as $K-\mathbf{IsAd}$.

4. Naturally there also needs to be a certain number of syntactic definitions in order to specify how formulae are to be written and organized. Besides the usual kind of syntax definitions that are needed in any logic, some of the non-monotonic logics require that one separates the given premises into several distinct sets called partitions -- for example one set of "action statements" and another set of "observations" -- and there may by special constraints on the syntax of formulae in each of those premise partitions. The syntax in this extended sense must be related to the underlying semantics as well as to the conventional (Tarskian) semantics for the logic.

5. At this point all the conceptual tools are in order, and the assessment can be performed. The result of the assessment must be a statement that for a given class of reasoning problems which is defined in the fine-grained taxonomy and for a given non-monotonic logic, the set of intended models as defined by the underlying semantics equals the set of selected models as obtained by the logic. For example if the selection function in the non-monotonic logic is based on a preference relation $\ll$, then it is the set of $\ll$-minimal models that must equal the set of intended models. Naturally a formal proof of the assessment statement is also required.

This methodology de-dramatizes the issue of correctness for an applied non-monotonic logic. If the range of applicability for logic A is a subset of the range for the logic B, then there may still be good reasons for using logic A, namely if one's application satisfies the restrictions that A imposes and if A can be implemented more efficiently than B. This is particularly important since logics (or more precisely, non-monotonic entailment criteria) that suffice for a broad range of common-sense reasoning problems tend to become quite complicated.

This systematic methodology was first applied to the case of simple inertia, where non-deterministic actions and actions with duration different from one timestep are the only complications. The results for simple inertia have been
presented in the book manuscript [San92] and in a separate paper [San93]. In this extended abstract I will describe how the results for simple inertia can be extended to obtain a precise account of broader types of frame problems, such as problems involving surprises and ramifications. However I must begin with a brief review of the approach to simple inertia since the new results build on it.

In order to keep this paper short and to focus on the general approach and the main results, I omit a number of details and fine points in the formal definitions. Please refer to the book manuscript if a clarification is needed.

2 Simple inertia

It is natural to first address the simple category of $K$–IA, and to analyze it in detail. This family of reasoning problems is broader than the ones which have been considered by Shoham, Lifschitz, and Reiter in particular by allowing the combination of actions with extended duration in time and non-deterministic actions such as e.g. flipping a coin. For non-deterministic actions the assumption of complete knowledge is that there are several possible outcomes of the action, even for a given state of the world when the actions starts, but the set of possible outcomes is known. More generally, to also account for actions with extended duration, the set of possible trajectories is assumed as known. Each trajectory specifies the duration of the action, the set of fluents which are changed in the course of the action, and the value of each of those fluents in each time-step within the trajectory. In other words each trajectory is a finite sequence of partial states of the world. Corresponding to the frame assumption of inertia, all fluents which are not included in the trajectory are assumed to remain constant for the duration of the action.

The underlying semantics for $K$–IA captures these concepts, and is defined as follows. If $r$ is a state of the world and $A$ is an action, then $\text{Infl}(A, r)$ is a set of features (names of fluents), and $\text{Trajs}(A, r)$ is a set of trajectories each of which is a finite sequence of partial states where exactly the features in $\text{Infl}(A, r)$ are assigned values. This means that the set of influenced fluents must be kept constant throughout a trajectory, and must be the same for all trajectories for a given $A$ and $r$.

A reasoning problem is assumed to be stated in terms of (1) a set of action laws characterizing the effects of actions, (2) a set of action statements specifying which actions are performed and restrictions on their timing, and (3) a set of observations specifying the values of fluents at one or more points in time. For a given set of action laws, one can construct the corresponding functions $\text{Infl}$ and $\text{Trajs}$ with the structure which has just been defined, and consider them as the operative definition of the “world”. The full definitions of the underlying semantics are such that the actions laws will uniquely define the world $(\text{Infl}, \text{Trajs})$.

The set of intended models for a given set of premises is then defined as follows. Consider a non-deterministic game between an “ego” and the world, where the two players take turns to perform moves, and a history in the world
is constructed as the game proceeds. The ego is essentially Newell's "knowledge level", and the "world" is understood as the combination of the agent's physical environment and its own physical body or vehicle.

At the start of the game time has the value zero, and the world is in an arbitrary state. At each step in the game, one has constructed a history over a finite interval of time $[0, n]$ where $n$ represents "now". Each move by the ego consists of issuing an internal command to perform an action $A$ at time $n$. The only effect of that invocation in the history is to add the information that action $A$ started at time $n$ and is still in process.

When the world has the move, it implements the action that the ego initiated, as follows. Let $r$ be the state of the world at time $n$ i.e. the present ending state of the history, and suppose the ego has invoked action $A$ starting at time $n$. The world selects an arbitrary member of $\text{Traj}_s(A, r)$. Suppose that member has length $k$. The world will then extend the present history to length $[0, n + k]$ by adding $k$ new states which are obtained from the chosen trajectory by allowing all other features (except those included in $\text{Inf}_1(A, r)$) to remain constant. Then it is the ego's turn to move again. When the ego has run out of moves, the constructed finite history is extrapolated to infinity without any changes of state.

For any given reasoning problem, one uses its action laws to construct $(\text{Inf}_1, \text{Traj}_s)$, and then constructs the set of all histories (games) for all possible initial states, all possible ego behaviors and all possible choices by the world when it selects a member of $\text{Traj}_s(A, r)$. Among those histories, one selects those which (1) satisfy all the action statements, (2) satisfy all the observations, and (3) do not contain any actions besides those included among the action statements. The resulting set of histories is by definition the intended ones, and sets the standard for what models the non-monotonic logic is supposed to prefer or select.

With these definitions it has been possible to assess the range of applicability of a number of previously proposed entailment methods, such as different variants of chronological minimization, uses of filtering and occlusion, causal minimization, explanation closure, etc. These assessments have been presented in [San92, San93].

Notice that under this definition of intended models, it is quite possible to have inconsistent reasoning problems, where the set of intended models is empty. For example in the stolen car scenario, the assumptions are that if the car is left overnight in the garage then it is still there in the morning, and that the car is left in the garage over two successive nights. Anyway after two nights it is gone. This is an inconsistent reasoning problem in $\mathcal{K}-\mathcal{IA}$ i.e. under the underlying semantics that has just been defined. Any non-monotonic logic that obtains a non-empty set of preferred models for this example is therefore incorrect for $\mathcal{K}-\mathcal{IA}$. If one intends that the set of models in this example shall be non-empty, then one needs to use another and broader category in the taxonomy of reasoning problems. In particular the speciality $S$ for "surprises" allows for additional changes of fluent values, besides those specified by $(\text{Inf}_1, \text{Traj}_s)$, which usually do not occur but which may need to be assumed in order to avoid obtaining an empty model set.

The formal analysis which leads up to assessment results for $\mathcal{K}-\mathcal{IA}$ is based
on the use of a full trajectory normal form, FTNF, for action laws. Consider for example a shooting world with three propositional fluents, namely $a$ ("the turkey is alive"), $l$ ("the gun is loaded"), and $r$ ("it is raining"). Also there is one action $Fire$ which has the effect of unloading the gun, if it was loaded, and of killing the turkey iff the gun was loaded. The rain does not affect these outcomes, and the rain itself is not affected. Furthermore for the sake of the example, assume that in the case where the turkey is alive and the gun is loaded the action takes two time units, where the gun becomes unloaded during the first time-step, and the turkey dies in the second time-step. In all other cases it takes one time-step.

Under these assumptions the set $Trajs(Fire, r)$ will have exactly one member for each choice of $r$. Table 1 specifies, for each choice of $r$, the value of $Infl(Fire, r)$ and the single member of $Trajs(Fire, r)$. The FTNF of the action law for $Fire$ is

$$\begin{align*}
[s, t] Load \Rightarrow \\
(([[s]a \wedge l \wedge r] \Rightarrow ([s, t]a := F \wedge l := F) \wedge t = s + 2 \wedge [s + 1]a \wedge \neg l) \wedge \\
(([[s]a \wedge l \wedge \neg r] \Rightarrow ([s, t]a := F \wedge l := F) \wedge t = s + 2 \wedge [s + 1]a \wedge \neg l) \wedge \\
(([[s]a \wedge \neg l \wedge r] \Rightarrow t = s + 1) \wedge \\
(([[s]a \wedge \neg l \wedge \neg r] \Rightarrow t = s + 1) \wedge \\
(([[s]a \wedge l \wedge r] \Rightarrow ([s, t]l := F) \wedge t = s + 1) \wedge \\
(([[s]a \wedge l \wedge \neg r] \Rightarrow ([s, t]l := F) \wedge t = s + 1) \wedge \\
(([[s]a \wedge \neg l \wedge r] \Rightarrow t = s + 1) \wedge \\
(([[s]a \wedge \neg l \wedge \neg r] \Rightarrow t = s + 1)
\end{align*}$$

The construct $[s, t] f := x$ designates that the fluent $f$ changes its value some time(s) during the time interval $[s, t]$ and finally obtains the value $x$. The operator $\Rightarrow$ may be read as implication for the present purpose.

It is seen that this formula is a direct translation of the information in the table into logical formulae. The similarity is an advantage in the formal proofs, but for practical purposes one would of course use a simpler formula which is logically equivalent to the full trajectory normal form, such as

$$[s, t] Load \Rightarrow$$

<table>
<thead>
<tr>
<th>$r$</th>
<th>$Infl(Fire, r)$</th>
<th>$Trajs(Fire, r)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a : T, l : F, r : T$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$a : T, l : F, r : F$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$a : F, l : T, r : T$</td>
<td>${l}$</td>
<td>${{l : F}}$</td>
</tr>
<tr>
<td>$a : F, l : T, r : F$</td>
<td>${l}$</td>
<td>${{l : F}}$</td>
</tr>
<tr>
<td>$a : F, l : F, r : T$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
<tr>
<td>$a : F, l : F, r : F$</td>
<td>$\emptyset$</td>
<td>$\emptyset$</td>
</tr>
</tbody>
</table>

Table 1. The world description ($Infl, Trajs$)
Since most of the entailment methods are defined in terms of model sets, the transformation to a classically equivalent formula does not influence their sets of selected or preferred models. However, the formal proofs of assessments for various entailment methods rely on the direct correspondence between the FTNF syntax and the underlying semantics.

3 The frame problems

3.1 Towards common-sense formulations of action laws

The primary formulation of the action laws which was used in the analysis for K-IA - the full trajectory normal form - reflects the structure of the underlying semantics. Another possible choice of primary formulation would be to use the "most natural" expression of common-sense facts in logic. As the example showed, there is a fairly big difference between these two possible choices of primary formulations of action laws due to the precise structure of the underlying semantics.

Let me refer to these choices as the semantics-motivated and the common-sense-motivated forms for expressing action laws. From an A.I. point of view it is the common-sense-motivated form(s) that one really wants to capture. However, that form is notoriously difficult to pinpoint, and the semantics-motivated form has the advantage of an exact definition which makes a precise analysis possible. My approach is therefore to start with the semantics-motivated form of the action laws, and to introduce and analyze various transformations and extensions of the semantics-motivated form which may bring it closer to the common-sense-motivated forms.

This approach differs from the standard approach in the A.I. study of common-sense reasoning, which has been to start from the common-sense-motivated form of the action law, and to inquire how the inference machinery of the logic would have to be chosen in order to obtain the intended conclusions from those formulae. The problem with the standard approach is that it does not provide a reliable basis for the continued formal analysis, and useful general results have therefore not been obtained. Therefore I start instead from the underlying trajectory semantics, and ask how the logic (syntax and entailment conditions) can be modified in the direction of more natural or common-sense-like formulations of the action laws and of the other components of the chronicle.

A small step in this direction was already taken above with the observation that one can replace each action law in FTNF by a simplified formula which is more compact but logically equivalent (in the sense of classical logic, i.e. having the same model set). However, such local rewriting will only obtain a moderate improvement of the naturalness in the action laws.
A major desideratum for more natural action laws is that one should be able to "factor out" some information from the laws i.e. to make separate statements of some of the relevant information. The action law can then be restricted to expressing the "typical" or "primary" effects of the action, whereas statements about "unusual" or "indirect" effects are written in other formulae. It seems plausible that this resembles how we tend to describe the effects of actions in common-sense terms. From an operational point of view there are several advantages with such a reformulation: the action laws will be more easily legible, and circumstances which are shared between several action laws can be stated just once rather than repeatedly inside each law. I shall use the terms main action law and supplementary laws for the two types of statements.

The main action law will be assumed to have the same syntactical form as was exemplified for plain action laws above. In particular it defines a certain number of features which are affected by the action, and (constraints on) their values during and at the end of the action. On this assumption the supplementary laws serve to characterize three phenomena:

- **Surprises**: Unusual changes in additional features besides those stated in the main law.
- **Ramification**: Normal changes in additional features, for example due to cause-effect chains.
- **Qualification**: Unusual exceptions from the main law, whereby some of the features change in another fashion (including the case of no change at all) than what is specified in the main law.

Clearly there is a certain arbitrariness as to the separation between main law and supplementary laws, and these three categories are only well defined for a given choice of main laws.

I distinguish, therefore, between the basic issue of inertia whose analysis was outlined in the previous section, and the three modularization-oriented issues of surprises, ramification, and qualification. These are essentially the same as the traditionally recognized aspects of the "frame problem". My claim here is that the traditional frame problem can be analyzed rigorously in terms of simple inertia (the K-IA class of reasoning problems, as defined in the previous section) plus the decomposition of action laws into main action laws and supplementary laws.

The division that is used here differs somewhat from the usual one in the literature, since surprises are usually considered as an aspect of the "inertia problem" or of the "ramification problem", and have not been identified as a separate issue in its own right. Apart from that, the distinction between the problems of inertia, ramification, and qualification is the generally accepted one.

### 3.2 The systematic perspective

In order to analyze the distinction between main action laws and supplementary laws, it is not sufficient to rewrite each action law to a classically equivalent formula. Two other and stronger methods will be used:
- **Premise transformation**: Transformations on the whole chronicle, i.e., on the sets of premises including transfer of information between the premise partitions, in ways which do not change the set of selected models.

- **Extensions of the semantics**: Modifications of the underlying semantics, and corresponding addition of more premise partitions as well as definition of entailment criteria that use the additional partitions.

The shift towards common-sense-motivated forms for action laws is performed in the first case by rewriting the specific set of premises to an equivalent form, and in the second case by changing the logic itself.

Surprises and qualifications involve notions of genuine preferences and defaults: in a choice between a model that involves a surprise and one that does not, one should prefer the latter. They can therefore not be accommodated in the trajectory semantics for $K-IA$, so an extension of the semantics as well as additional specialities are needed. I will identify the phenomenon of surprises with the speciality code $S$, and analyze qualifications in terms of a concept of normalcy which has the speciality code $N$.

Ramifications offer a more complex picture. One possible viewpoint is to exclude ramifications from the underlying semantics. The trajectory-semantics definition of the world is retained like for $K-IA$, where it is assumed that the trajectories for a given action and starting state characterize all changes of feature values. The ramification problem is then only an issue about how a given world description, in trajectory semantics, can be correctly expressed using a combination of main action laws and supplementary laws. In such a semantics-preserving approach to ramification, premise transformations are the natural instrument.

The other possible viewpoint is that the world description of the form $(\text{Inf}_1, \text{Trajs})$ that is used for $K-IA$ shall only correspond to the main action laws, and that some other device is needed in the underlying semantics corresponding to the supplementary laws. This means in particular that the definition of the "game" between ego and world becomes more complex. The world's moves can no longer be described just in terms of selecting and imposing one trajectory; there must also be some update policy about how to modify the finite history with secondary changes corresponding to the supplementary laws. This semantics-extending view of ramification opens a number of possibilities, and several additional specialities are required to account for ramification in this view.

### 3.3 Recycling vs. embedding of entailment criteria

Since an extension of the underlying semantics will be needed for surprises, qualification, and some approaches to ramification, we shall repeatedly encounter situations where a number of entailment criteria have been defined and analyzed for a family $Z$ of reasoning problems, and similar criteria are needed for a larger family $Z' \supseteq Z$. For example, we may wish to use our entailment criteria for $K-IA$ as a basis for criteria for $K-IAS$. There are two possible ways of proceeding:
To check whether some of the known methods for $Z$ will apply also to the extended family, or at least to some part of it which can be defined using a sub-speciality. For example, maybe some method for $\mathcal{K}$-IA will also work for a family $\mathcal{K}$-IAS$x$ for some sub-speciality $x$ under the speciality $S$. The existing criterion is recycled\(^1\) to apply for the additional speciality.

- To define a more complex entailment criterion, for example by introducing an additional premise category or an additional preference relation. The expression for the selected models according to the new criterion contains the model-selection expression for the old criterion as a sub-expression. The new criterion is formed as an embedding of the existing one.

As a rule of thumb, the use of recycling ought to be preferred since it avoids the need for introducing more complexity in entailment criteria. However it is not always possible to proceed by recycling, so embedding may sometimes be the only possibility besides inventing an entirely new entailment criterion. If and when entailment methods are chosen on the basis of representative examples, one must be particularly careful not to choose a recycled criterion merely because it works for a few examples in the extended family.

4 Brief overview of assessments for surprises, ramification, and qualification

4.1 Surprises

It is clear that surprises should be minimized non-chronologically, and that it is the cardinality or the combined weight of the surprises that is to be minimized rather than the set of surprises. The only exception is that if one can assume that there is at most one surprise, then of course minimization of cardinality and of set extension is equivalent.

Since the minimization is to be done non-chronologically, then the recycling of approaches for $\mathcal{K}$-IA to apply for $\mathcal{K}$-IAS will only work for non-chronological minimization methods. However such methods have an extremely limited range of applicability. In practice it is therefore only of interest to use embedding approaches, where one makes a separate minimization of the surprises included in the models, thereby increasing by one the number of selection functions that occur in the entailment criterion.

4.2 Ramification

The "ramification problem" has been defined from the point of view of common-sense-motivated formulations for action laws, and concerns how one shall take care of all the normal, indirect effects of an action, where the direct effects of the action are by definition those that are expressed using the main action law. I will recognize three types of phenomena within this general definition:

\(^1\) The term "extended" would also have been appropriate, but is already used for other purposes in non-monotonic logics.
Changes which occur after the termination of the action, as a result of cause-effect chains with delays. This case will be counted to the L speciality for delayed effects, and is not being considered in this paper.

Changes in features of objects which are not included as arguments of the action. This phenomenon will be referred to as dependencies or structural ramification. The full definition of the semantics for $\mathcal{K}$-IA makes an explicit assumption that there are no dependencies, and leaves the case with dependencies to the broader family $\mathcal{K}$-IAD of reasoning problems. Dependencies will not be further discussed here.

Changes in additional features of objects which are included as arguments of the action, including changes in features without arguments. This will be considered as the speciality of local ramification, named by the speciality code U, and is the topic of the present subsection.

The concrete treatment of ramification in the A.I. literature is restricted to the case of local ramification. The distinction between structural and local ramification is quite important in the underlying semantics, since the proofs for assessment of currently used entailment criteria depend critically on the assumption that there are no dependencies.

One possible way of motivating ramification and of formulating supplementary laws is in terms of constraints, i.e. propositions which are supposed to hold at all times. Constraints may have the form

$$\square \kappa$$

where $\square$ represents "always" and $\kappa$ is a fluent formula with certain syntactic restrictions, expressing a condition that must hold momentarily at each timepoint and which does not refer to previous timepoints or to current change. Constraints of that form will be said to be synchronic. In the existing literature, most authors identify ramification with the use of synchronic constraints.

**Semantics-preserving approaches** accommodate constraints on the syntactic level, but without changing the underlying semantics or the entailment criteria. Then the constraints do not define any additional ontological speciality. Let us consider this possibility in the basic case of the $\mathcal{K}$-IA ontological family, with trajectory semantics. The underlying semantics defines the world in terms of a pair $(\text{Inf}, \text{Trajs})$. If the underlying semantics is unchanged, the trajectories in $\text{Trajs}(A,r)$ still represent all changes of feature values when an action $A$ is performed from the starting state $r$. Even within this rigid framework, there are two reasonable uses for constraints. Active constraints represent an approach to ramification; passive constraints actually have nothing to do with ramification and are instead a kind of derived invariants.

In the context of ramification, the purpose of constraint formulae which are used for active constraints is as an economy measure when writing out action laws. Suppose one is given a $\mathcal{K}$-IA world where the discrete state domain $\mathcal{R}_I$ contains only a subset of all the feature assignments that are allowed by the logic. For example, if $a$ represents "it is dead" and $d$ represents "it is alive", then a feature assignment where both $a$ and $d$ are assigned the value $T$ is not
included in the set $\mathcal{R}_I$ — it is not considered to ever occur. The constraint $\Box \kappa$ characterizes this state of affairs precisely if $\mathcal{R}_I$ equals the model set for $\kappa$.

In such a case, all trajectories in $\text{Trajs}(A, r)$ will be consistent with the constraints. The full trajectory normal form for the world has been assumed to enumerate all changes explicitly, but one can also consider an equivalent set of premises consisting of maximally simple action laws, which are intended to be complemented by the separate statement of the constraints. In each action law the consequent will just consist of the appropriate occlusion statements\footnote{Statements about the possibility of change, whose only purpose is to override the default of inertia.} for all $f$ in $\text{Inf1}(A, r)$, combined with the minimal amount of other information about the action's consequences. The additional constraints on the values of the occluded (= possibly changing) fluents is provided by the supplementary laws which are constraint formulae.

**Semantics-extending approaches** may deal with constraints in a manner similar to surprises. The basic logic for inertia, i.e. for the ontological family $K-IA$, defines in a very restrictive way what changes are possible, but if these definitions are applied without exception then one obtains a contradiction. In the case of surprises it was the observations that generated a contradiction and a need for escape; in the case of ramification it is instead the constraints that create this need.

Using again the "dead xor alive" constraint
\[ \Box (a \Leftrightarrow \neg d) \]
for an example, suppose one has also the observation
\[ [10] a \wedge \neg d, \]
saying that $a$ is true and $d$ is false at time 10, as well as the action statement
\[ [10, 12] \text{Kill}, \]
saying that the "Kill" action takes place over the interval from time 10 to time 12, and the action law
\[ [s, t] \text{Kill} \Rightarrow [s, t] a := F \]
which does not imply any possibility of change in $d$. Under the assumptions of $K-IA$ one will obtain an empty intended-model set, and an additional device in the underlying semantics is required in order to save the situation.

The presently most popular choice of that additional device is to use "minimization of change" or more precisely the minimization of the set of changes. However a precise analysis shows that this update policy has serious flaws which seem impossible to repair except by very drastic changes to the underlying logic.

### 4.3 Normality

The speciality of normality concerns what is otherwise known as the qualification problem, i.e. the cases where some of the changes that are stated in the main action law do not take place or take place differently than stated there. The current A.I. literature only contains one concrete reasoning example of qualification,
namely the "potato in the tailpipe" example, and surprisingly few proposals for how to deal with the problem. Also it is quite easy to find counterexamples to those approaches, such as the "tailpipe marauder" example.

At this point I can not report any positive results about assessed entailment methods for the speciality of normality. However the underlying semantics and the other aspects of the systematic methodology has at least made it possible to define the qualification problem in more precise terms than before.

5 Conclusion

For many years, the research on common sense reasoning has been troubled by the choice between two evils. A lot of the reported research has been formal, precise, but apparently of little relevance to actual common-sense reasoning problems. A lot of other research has addressed actual problems, but using a very ad hoc methodology in particular by relying too much on representative examples of common-sense reasoning.

With the systematic methodology which is now emerging for this research, it becomes possible at last to make precise and formally proven statements about whole classes of problems and about the general applicability of logic variants, and not merely about single instances of reasoning problems. As one would expect in a formal approach to any problem area, the systematic methodology starts by analyzing a relatively simple case in depth, namely the \(K-IA\) class of reasoning problems, and then builds on it in order to analyze successively broader and more useful classes of problems. In this way we can gradually address the plethora of logical complexities which have been assembled under the term "the frame problem", but with a firm and reliable basis at each step in the analysis.
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Abstract. To integrate CA*-systems with other applications in the world of CIM, one principal approach currently under development is based on feature representation. It enables any CIM component to recognize the higher-level entities - the so-called features - out of a lower-data exchange format, which might be the internal representation of a CAD system as well as some standard data exchange format. In this paper we present a 'made-to-measure' editor for representing features in the higher-level domain specific representation language FEAT-REP - a representation language based on a (feature-) specific attributed node labeled graph grammar. This intelligent tool, shortly called GGD, supports the knowledge engineer during the representation process by structuring the knowledge base using a conceptual language and by verifying several characteristics of the features.

1 Motivation

Research in feature-based CA*-systems like Computer Aided Design (CAD), or Computer Aided Process Planning (CAPP), has been motivated by the understanding that geometric models represent a workpiece in greater detail than it can be utilized e.g. by a designer or process planner. When CA*-experts look at a workpiece, they perceive it in terms of their own expertise - the so-called features. Features are domain- and company-specific description elements based on the geometrical and technological data of a workpiece that an expert in a domain associates with certain informations [2]. They are build upon a syntax (shape description: geometry and technology, given here by productions of a graph grammar) and a semantics (description of related informations, e.g. skeletal plans in manufacturing or functional relations in design) and they provide an abstraction mechanism to facilitate e.g. the creation, manufacturing or analysis of workpieces or more general to bridge the gap between several systems in the world of Computer Integrated Manufacturing (CIM). Features that are required e.g. for design may differ considerably from those required e.g. for manufacturing or assembly, even though they may be based on the same geometric and technological entities [6].

So representing features is one necessary step to bridge the gap between several CA*-systems and an important step towards truly Computer Integrated Manufacturing. The expected advantages of a close coupling of CA*-systems are:
The information interchange shall lead to a better knowledge transfer, to shorter turnaround times and to improved feedback. At the end, higher flexibility and generally better results are expected.

In current research one method to represent features is based on graph grammars (cf. [3, 6, 15]). This area is a well established field of research and provides a powerful set of methods like parsing, and knowledge about problems, their complexity and how they could be solved efficiently [5]. So in consideration of the feature characteristics 'made-to-measure' tools must be developed to make the recognition and representation process more efficient.

![Fig. 1. A workpiece and its feature structure](image)

From this point of view we present in this paper an implementation of the high level domain-specific feature representation language FEAT-REP [10]. This implementation is realized by the Graph Grammar Developer (GGD) - an intelligent tool to support users of FEAT-REP to fill the knowledge base with definitions of features.

## 2 What are Features?

To become more familiar with the effect of feature characteristics to our representation formalism, we would like to introduce briefly the most important characteristics of its descriptions. Detailed explanations and the analogue to graph grammars can be found in [10]. Some of the most important syntactical characteristics of features are:
Similar definitions: In an application the knowledge base containing the feature descriptions will be large. Many of these descriptions will be similar to each other, descriptions for a single feature as well as those for various features, with respect to a has-parts (e.g. figure 1) and a is-a hierarchy.

Component overlapping: Features may have relations to features of different workpieces (e.g. bearing).

Dependence of Dimensions: In dependence of dimensions, the same structures may be identified as different features (e.g. groove and insertion).

Fragmentizing: Parts of features are not always in direct neighborhood (e.g. FRAGM-LONGTURN in figure 1).

Ambiguity: In the terminology of features an expert often have different alternative descriptions for the same structure (e.g. groove or pocket).

Neighborhood: Feature descriptions form graphs of features and/or surfaces (see figure 3), where edges represents the neighborhood.

Interaction: Areas of features can overlap (see figure 2).

Additional characteristics are context sensitivity (e.g. LONGLTUR-OUT, GROUND-OF-GROOVE in figure 1), and defectivity.
3 Attributed Node Labeled Feature Graph Grammars

In this section we will briefly define the terminology of attributed node labeled graph grammars as used in this paper. Introduction and survey can be found in more detail e.g. in [5].

In our paper the term (feature-) graph means an attributed finite undirected node labeled graph, in the sequel shortly called graph. Such a (feature-) graph \( FG \) is defined as a 4-tupel \( FG := (V, E, \Sigma, \varphi) \), where \( V \) is a finite (nonempty) set of attributed nodes, \( E \subseteq V \times V \) is a set of undirected edges, \( \Sigma \) is a finite (nonempty) alphabet of node labels or sorts and \( \varphi : V \rightarrow \Sigma \). Workpieces are represented by such graphs. The nodes of a work-piece graph represent geometric primitive surfaces, the node label decode the type of the surface (e.g. cylinder jacket), the attributes carry detailed geometric and technologic information (e.g. tolerances) and the edges decode the topology of the workpiece, i.e. two nodes are adjacent if the corresponding surfaces touch each other.

An attributed node label (feature-) graph grammar (ANLFGG) is a 4-tuple \( G : (T, N, P, \text{goal}) \), where \( T \) is a finite (nonempty) set of terminals, \( N \) is a finite (nonempty) set of non-terminals, \( P \) is a finite set of productions and \( \text{goal} \in N \) is the start node. A production (rule) \( p \in P \) is a 4-tuple \( (\text{lhs}, \text{rhs}, \varepsilon, c) \) where \( \text{lhs} \in N \) is a single node, the left hand side of \( p \), \( \text{rhs} \) is a (nonempty) (feature-) graph over \( T \cup N \), the right hand side of \( p \) is an embedding specification and \( c \) is a finite set of conditions over \( \text{lhs} \) and \( \text{rhs} \), the so-called dependency relations.

The conditions or the so-called constraints \( c \) serve two purposes: First to proof or generate informations by calculating attributes and second to lay down certain restrictions and attributes given by a description of a feature.

The most graph grammar formalisms are distinguished by the embedding specification \( \varepsilon \). In our case we define \( \varepsilon \) in that way that always an edge in a (feature-) graph of a derivation step represents the neighborhood of the two incident nodes. For details of our ANLFGG and the analogue to features see [11] and [10].

4 System Architecture of GGD

In contrast to other more general tools editing graph grammars (cf. [7, 9]) the GGD is specialized to edit FEAT-REP - the 'made-to-measure' (feature-) graph grammar formalism. Figure 4 shows the most important components of GGD and their interrelations.

The visualization component is the graphical user interface of the GGD. It offers the user an easy possibility to enter, view and manipulate definitions of features (see figure 7). A part of this component is a text-editor (Constraints for . . . ) to enter conditions. Using the designated menus all functions of the other components could be called. The GGD could also be used without taking advantage of the visualization component.

In figure 4 and 5 the visualization of a typical feature is shown. The user may add or delete nodes, neighborhoods and overlaps. For any of the nodes the
sort has to be given, a label representing a second more specific name given by the user is optional but useful; the numbers are used for the parser GraPaKL as a kind of heuristics to specify an order in which he will try to find instances for the nodes. So they may change during the lifetime of the specified production. The optional labels support the descriptions of the conditions in a more natural way to identify the nodes in mind. Additional functions are provided to close or resize windows, or to move nodes and edges.

As shown the features are entered as graphs, which is a very abstract way to represent features. To give a more vivid illustration we currently develop a tool to show features as they would look as part of a workpiece. A first prototype is shown in figure 7.

Figure 5 shows the feature Pocket and the corresponding features as they are represented by the GGD. Not shown in this illustration are any conditions belonging to the rules.
The representation component stores the entire knowledge. Several functions are provided for access and modification of the (feature-) graph grammar. Integrated in this component is a concept language based on KL-ONE (Knowledge Language ONE), called TAXON [8], which is developed for technical domains.

One drawback which concept languages based on KL-ONE have is that all the terminological knowledge has to be defined on an abstract logical level. In many applications like ours, one would like to be able to refer to concrete domains and predicates on these domains when defining concepts. Examples for such concrete domains are the integers, the real numbers or also non-arithmetic domains, and predicates could be equality, inequality or more complex predicates. TAXON realize a scheme for integrating such concrete domains into concept languages rather than describing a particular extension by some specific concrete domain. The used algorithms such as subsumption, instantiation and consistency are not only sound but also complete. They generate subtasks which have to be solved by a special purpose reasoner of the concrete domain [1].

![Diagram of a hierarchy of features](image)

**Fig. 6.** A hierarchy of features

TAXON is used to handle the feature characteristic of many similar definitions by defining a hierarchy of the productions. The right hand side of any production is compiled to a convenient form to be stored in TAXON. It was necessary to find a representation which allows the concept language to compute exactly the subsumption hierarchy we respectively the expert have in mind. This has to be done efficient as the (feature-) graph grammar may be large. In TAXON a production \( a \) subsumes a production \( b \), if \( b \) is an expansion of \( a \), i.e. \( b \) can be generated out of \( a \) by inserting nodes into the right hand side of \( a \).

According to the feature characteristic of many similar definitions, TAXON hold to kinds of hierarchy: One for all feature definitions and one for every feature. Note that the latter is not just a part of the former.

Figure 6 shows a simple hierarchy of three features. Shoulder-2 and Shoulder-
are expansions of Shoulder-1, Shoulder-2 of Shoulder-1 and Shoulder-2. It should be noted that our hierarchy is more extensive than just a subgraph relation. In future work the similarity of conditions will also be taken into account.

The GGD offers several consistency checks and verify the defined grammar for soundness. This will be performed during the development of a (maybe new) (feature-) graph grammar. The tests are adapted to our purpose, the aim is to prevent the description of features. This offers the user the possibility to detect and to eliminate the most errors as early as possible. Some of the performed tests are:

- A grammar can't be used without a start node. So it has to be checked if it has been defined and if it appear in any production on the right hand side. In the case of manufacturing or design features this should be a production for workpiece.
- Our definition requires that every feature graph is connected. Therefore the system checks if the productions right hand side is connected.
- GGD verifies if the defined grammar sounds [4]. This verification contains the following checks:
  - There is no non-terminal (production) with an empty right hand side.
  - Every non-terminal can be expanded to a terminal graph. (Is there any senseless non-terminal ?)
  - For every non-terminal or terminal the start node can be expanded to a graph containing this symbol. (Is there any unreachable symbol ?)
- The GGD performs the task to check for a correct syntax of the conditions.
- A test is performed if every sort used by a production and its conditions is defined in the associated hierarchy. In addition GGD proof the hierarchy for cycle-free definitions.

Some checks are performed when a new or changed production and its associated conditions are saved by the user to the knowledge base. The complete check (see figure 1: check rulebase) is only performed on a request from the user.

The FEAT-REP compiler has the capability to read and to write files of this specific graph grammar formalism [10]. These files represent the knowledge base containing the descriptions of features. They are usable by programs for recognizing features (parse) and also by programs for feature based design (generate).

The program Graph Parser Kaiserslautern (GraPaKL, [11]) is a heuristic driven chart based parser for our (feature-) graph grammars ANLFGG, adopted to recognize features of workpieces. The GraPaKL compiler translates the data stored in the representation component of GGD to files processable by the GraPaKL, say to its internal representation formalism. GraPaKL realize an abstraction step by transforming the geometrical and technological description of a workpiece into the qualitative level of the feature terminology. As result a feature structure is expected (see e.g. figure 1).
5 Developing a Feature Graph Grammar with GGD

The most important components of our graph grammar ANLFGG are the set of productions specifying the feature definitions and a hierarchy of sorts where every production is associated to one sort. If a production in the GGD is defined without specifying the associated sort, GGD automatically prompt an editor for defining it.

To develop a feature graph grammar the following sequence of steps is recommend to be performed:

Define the set of sorts specifying the super- and subsort relations. Querying the consistency check for the knowledge base maybe defined cycles will be found. Additionally GGD will point out, that there are no associated productions.

Define the set of productions. A copy-function can be used to specify similar rules. Also a.i conditions associated to a production have to be specified. After defining a production, GGD automatically check the (syntactical) correctness of this production. Also it is possible to check the classification of this production by TAXON.

Perform the consistency check for the grammar. After defining the set of sorts and the set of productions, during 4 stages the integrity of the knowledge base is checked. Errors or Warnings are maybe given by GGD.

Save the defined grammar in a FEAT-REP file. This file can be read again by GGD to modify the defined grammar or to generate a file for the parser. So a knowledge base have not to be defined in one session; interruptions are possible even though some errors occur during the previous step. GraPaKL files should be saved only if there are no errors in the knowledge base.

A successful feature graph grammar provided the drawing up (as a kind of a knowledge acquisition step) of a catalog containing the feature descriptions (syntax and semantics) in an informal manner. From one's own experience a typical sketch of the described features make this step more easy and more effective. It is important that this step is performed together with a knowledge engineer or at least by using domain specific acquisition tools (e.g. [13, 16]). After describing the feature graph grammar GraPaKL is recommend to be used for checking the knowledge base of features on concrete workpieces.

6 Conclusion

We introduced an intelligent system to support the representation and the developing of features in CAD/CAM. 'Made-to-measure' graph grammars are used as a formal foundation, which is well suited, to represent the characteristics of features. Our tool GGD to edit our ANLFGG's should be efficient enough to handle even large and sophisticated (feature-) knowledge bases. The computation of hierarchies and the enforcement of several integrity checks make an efficient development of the grammar possible.
The knowledge representation and the integration of TAXON are already implemented. Until today this system is used by our CAPP-system called PIM (Planning In Manufacturing, [12]) to generate and maintain the knowledge base for manufacturing features. But it is also usable as domain independent editor for the specified graph grammar.

Future extension will be additional semantics checks, an improved user interface and a tool to generate graphs representing workpieces. GGD will also be integrated with the editor V-SKEP-EDIT [18] to offer the possibility of describing features and the associated skeletal plans in one session. Also a visualization of the defined features as shapes will be generated in future research. Figure 7 illustrates the today implemented user interface of GGD. In one window the user can highlight the features on the workpiece recognized by GraPaKL – the feature recognizer.

Currently GGD was used by a mechanical engineer to specify design features [17]. The training period takes about one week. No special knowledge about TAXON and the semantics checks was needed. Just the syntax of the language to specify the conditions of the features (Constraints for ... Window) which is like COMMON-Lisp takes a little bit time to learn.
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ABSTRACT Knowledge-based techniques has been applied to many fields, including the design and management of manufacturing systems. This paper emphasizes on how to build a knowledge-based system (KGRS) by the use of XPLOD programming tool, for group analysis in automated manufacturing systems. Clustering algorithm follows Kusiak's method. This approach is suitable for integrating models and algorithms which have been developed in production engineering with a knowledge based system. The particular system (KGRS) provides a user-friendly interface and can be operated without any special computer knowledge or knowledge of artificial intelligence.

1. INTRODUCTION

Knowledge-based systems have received considerable attention during the last few years. This interest stems from the recognition that technical knowledge in a flexibly automated, computer-integrated manufacturing systems increasingly developing into a prominent factor of production. Computer-integrated manufacturing (CIM) embraces both the technological as well as the administrative information flow. Data-producing and data-processing machines are included in a continuous flow of information in order to represent information-needing processes in a transparent, available and nonredundant manner. Computer-aided design, planning, control, manufacturing and quality assurance, as well as knowledge-based systems are to be linked into this information flow (14).

Group Technology (GT) is a philosophy for cellular manufacturing which has been given especially consideration in an automated manufacturing system. Group analysis, a subtask of the group technological approach, is here understood as the task of partitioning the machines of a factory into independent groups, and identifying exceptional machines and products which prevent the task from otherwise being completed successfully (4). Group analysis aims at organizing the production system so that product traffic between different groups, or cells, is minimal. While having several advances in comparison to the use of a functional layout, group technology may also cause problem such as workload imbalance (13).

The group analysis in group technology in automated manufacturing systems can be loosely formulated as follows: determine machine cells and part families with minimum number of parts that visit more than one machine cell, and select a suitable material handing carrier with the minimum corresponding cost subject to the following constraints:

1. Processing time available at each machine is not exceeded.
2. Upper limit on the frequency of trips of material handling carriers for each machine cell is not exceeded.
3. Number of machines in each machine cell does not exceed its upper limit or, alternatively, the dimension (e.g., the length) of each machine cell is not exceeded.

Several algorithms and programs for performing group analysis have been developed. The simple method suggested by Falster (6) finds group in a somewhat unrealistic case where the groups already exist without any modifications to the production system. The graph-theory approach performs the group partition by using clique-finding algorithm.(11) Some methods, e.g., the inter class traffic minimization method attempt to find the partition so that some parts are still manufactured outside their associated groups,(7) while other methods leave some parts and machines completely outside the partition.(8) Further, the partition into groups allow some parts outside their "own" cells, as well as by introducing new machines.(9)

The algorithm and formulation of the GT problem is not only computationally complex, but also involves constraints that are difficult to handle by any algorithm alone. Therefore, we promote the use of a knowledge-based system in the implementation of production system design tools.

XPLAIN is a programming tool available on UNIX workstation using X-window system. It has been developed during the last four years at SINTEF-NTH. XPLAIN has been used to develop several commercial applications to offshore industry.(5)(15) We have also used XPLAIN to develop welding expert system,(2) knowledge-based computer-aided process planning system,(10) and the implementation of XPLAIN, we find that XPLAIN is quit suitable for the purpose of integrating of expert system with industrial environments. In this paper we show how a Knowledge-Based Group Analysis System (KBGAS) is developed by use of XPLAIN, a knowledge-based system, in a flexible automated manufacturing system.

2. SYSTEM ARCHITECTURE

The Knowledge-Based Group Analysis System (KBGAS) architecture, including database, knowledge base, model and algorithm base, inference engine, explanation module, knowledge acquisition module, user interface, is shown in Fig. 1.

2.1 Input Data

The input data required by KBGAS fall into two categories:

- Machine data
- Part data

In addition to these data, depending on the characteristics of the manufacturing system, the following optional data can be provided:

- Maximum number of machines in a machine cell
- Maximum frequency of trips that can be handled by a material handling carrier (for example, AGV and robots)
2.2 Grouping Process

Prior to the beginning of the grouping process, KBGAS constructs a machine-part incidence matrix based on the data provided by the user.

Next, the KBGAS initialized in the database; objects representing facts known about the manufacturing system are considered. Then the system forms machine cells and the corresponding part families. Each machine cell is formed by including one machine at a time. A machine is first analyzed for the possibility to inclusion in machine cell. For example, a bottleneck machine, i.e., a machine that processes parts visiting more than one machine cell, is not included.

Each time a machine cell has been formed, the KBGAS checks whether the constraints 1-3 have been violated and removes all parts violating the constraints.

For a machine cell that has been formed and analyzed by KBGAS, the corresponding machines and parts forming a part family are removed from the machine-part incidence matrix. The system does not backtrack in the grouping process, i.e., once machine cell is formed, the machines included in the cell are not considered for further machine cells.

2.3 Output Data

At the end of the grouping process, KBGAS prints the following data:

![Diagram of System Architecture]

Figure 1. System architecture
- Machine cell formed.
  - machine cell number
  - list of machines in a machine cell
  - part family number
  - list of part number in a part family

- Part waiting list.
- List of machines not used.
- List of bottleneck machines.
- Maximum number of machines in a cell.

3. DATA BASE

The data base stores the basic facts or declarative knowledge currently known about problem domain in the form of objects and frames. Such data are obtained from the user in an interactive mode. The user is required to enter such data as follows:

- Machine frame: Machine frame contains information regarding end machine
- Part frame: The part frame contains information regarding each part
- Matrix-t (machine-part incidence matrix): The machine-part incidence matrix is constructed by the system based on the input data
- Current machine.
- List of candidate machines.
- List of temporary candidate machines.
- Part waiting list.
- List of bottleneck machines.
- List of temporary bottleneck machines.
- List of machines not used.
- MC-k (machine cell k).
- PF-k (part family k).

4. KNOWLEDGE BASE

The knowledge base stores the domain-specified procedural knowledge need to solve problems coded in the form of production rules. The knowledge base consists of six kinds of production rules:

1. Preprocessing rules which deal with the initialization of objects in the data base that are not provided by the user.
2. Current part rules which deal with the current parts being included in part family, for example, whether a current part should be placed in the part waiting list.
3. Current machine rules which deal with the procedure from selecting candidate machine to selecting current machine. selected machine can be put in the candidate machine list and a candidate machine can selected as current machine.
4. Machine part rules which check the appropriateness of a current machine to the machine cell being formed, for example, weather the current machine is a bottleneck machine.
5. Machine cell rules which deal with each machine cell that has been formed. Machine cell rules check for violation of constraints and remove parts violating them.

6. Material handling selection rules which deal with the selection of material handling carriers for a formed machine cell.

Each rules has the following format:

Rule number ( IF conditions THEN actions)

5. THE INFERENCE ENGINE

The inference engine examines facts and implements the rules stored in the knowledge base in accordance with logical inference and control procedure. In this system, a forward-chaining control strategy is employed. In a given class of rules it attempts to fire all the rules that are related to the context considered. If a rule are triggered, i.e., the conditions are true, then the actions of the triggered rule are carried out. However some rules stop the search of the knowledge base and send a message to the algorithm.

6. THE USER INTERFACE

The user interface, representing the interaction between the user and knowledge-based system, provides opportunities for the user to monitor the performance of the system, volunteer information, request explanations, and redirect the problem-solving approach.

7. MODEL AND ALGORITHM BASE

The clustering algorithm developed by Kusiak (6) is an extension of the cluster identification algorithm.(1) This algorithm is stored in the model and algorithm base. It is used to formulate the group analysis problem. The specific model formulated depends upon the nature of the problem, which is reflected in the data provided by the user.

8. IMPLEMENTATION OF KEGAS

8.1 Illustrative example

Give the machine-part incidence matrix shown in Eq. 1, vector fa (frequency of AGV trips required for handling each part), vector fr (frequency of robot trips required to handle each part), max fa = 40 (maximum frequency of trips that can be handled by an AGV), max fr = 100 (maximum frequency of trips that can be handled by robot), and vector T (the column outside of matrix in Eq. 1), solve the group technology problem. The maximum number of machines in a machine cell is 3.

fa \begin{bmatrix} 11 & 30 & 2.5 & -6 & 10 & -6 & 7 & 15 & 18 & 14 \end{bmatrix} \text{ max-fa (40)}

fr \begin{bmatrix} 11 & 30 & 5 & 3 & 6 & 15 & 10 & 12 & 7 & -36 & 28 \end{bmatrix} \text{ max-fr (100)}
The result is shown in matrix 2:

\[
\begin{pmatrix}
1 & 6 & 9 & 5 & 10 & 12 & 2 & 4 & 7 & 8 & 11 & 3 \\
2 & 26 & 10 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
5 & 5 & 6 & 25 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
3 & 0 & 0 & 0 & 0 & 22 & 8 & 0 & 0 & 0 & 0 & 0 \\
7 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 7 & 0 \\
6 & 0 & 0 & 0 & 0 & 0 & 16 & 10 & 3 & 0 & 2 & 0
\end{pmatrix}
\]

Three machine cells, \(MC_1 = \{2,5\}, MC_2 = \{3,7\},\) and \(MC_3 = \{1,4,6\},\) and the three corresponding part families, \(PF_1 = \{1,6,9\}, PF_2 = \{5,10,12\},\) and \(PF_3 = \{2,4,7,8,11\}\) have been generated. Part 3 has been assigned to a functional manufacturing facility. Two AGVs and a handling robot tend the three machine cells.

**8.2 Implementation**

The Knowledge-Based Group Analysis System (KBGAS) is developed by using of XPLAIN programming tool. XPLAIN is a software development tool available on UNIX workstations using X-window system. This tool has been successfully used to develop a welding expert system in SINTEF-NTH. XPLAIN combines features from advanced User Interface Management System (UIMS), expert system, spreadsheet system, sketching tool and database system (see Fig. 2). The layout description of the user interface is done by sketching interactive form and the functionality is defined in expert system like rules. XPLAIN is not code generating system nor an interactive system. When your XPLAIN application is running, you may step into the rule editor, change rules and add rules. Then you may step back into your running application just by pushing a function button.

The system operates through a pull-down menu, by which the user can move between using cursor keys, and then activate the desired module. Figure 3 shows the main menu, which contains 11 items.
The names of the item are self-explanatory. If MANUAL INPUT item is selected, the input data model is activated and interacted with. Figure 4 shows a sub-menu, which further guides the user to input required information, such as, number of machines, number of parts, maximum process time for machines, machine-part matrix, ... etc. Then EXECUTE item can be selected, it handles the input information, interrogates the knowledge base and models and algorithms base, starts inference engine and executes cluster algorithm. Dependent on the items in the main menu, the output can be obtained in three different forms: (1) DATA OUTPUT which is shown in Figure 5. (2) MATRIX FORM which is displayed in Figure 6. and (3) PHYSICAL LAYOUT which is shown in Figure 7.

As shown in Figure 5, for the given example three machine cells and three part families have been developed. MC-1 is served by an AGV, MC-2 is served by a robot, and MC-3 can be served by a robot or an AGV. The overlapping part 3 is placed on the part waiting list. The computation was performed for the maximum cell size equal 3.

9. CONCLUSIONS

In this paper a general formulation of the group technology problem in an automated manufacturing system was presented. The formulation involves a matrix of processing times and three constraints related to the availability of processing time at each machine, requirement for material handling carriers, and the maximum number of machines allowed per machine cell. To solve the grouping problem, a knowledge-based system (KBGAS) was developed by using of XPLAIN programming tool. The KBGAS integrated a heuristic algorithm with a knowledge-based system.

There a lot of models and algorithms in manufacturing engineering
which have been developed and employed. Knowledge-based systems have received considerable attention. To integrate these models and algorithms with a knowledge-based system is an important research area in flexible automated, computer-integrated manufacturing. The system presented demonstrates an approach to integrate some models and algorithms with knowledge-based system by using of XPLAIN programming tool.

Figure 3. The main menu.

Figure 4. The menu for input matrix.
MC Layout

<table>
<thead>
<tr>
<th>Machine Cell (1)</th>
<th>M3 M7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part Family (1)</td>
<td>P5 P10 P12</td>
</tr>
<tr>
<td>MHS Alternative</td>
<td>(AGV)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Machine Cell (2)</th>
<th>M6 M1 M4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part Family (2)</td>
<td>P2 P4 P7 P11 P8</td>
</tr>
<tr>
<td>MHS Alternative</td>
<td>(Robot)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Machine Cell (3)</th>
<th>M5 M2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Part Family (3)</td>
<td>P1 P4 P9</td>
</tr>
<tr>
<td>MHS Alternative</td>
<td>(Robot or AGV)</td>
</tr>
</tbody>
</table>

Part Waiting Line: P3
Bottle Neck Machines: No
Number of machines: 7
Number of parts: 12
Machine cell size: 3

Figure 5. The menu for data output
Figure 6. The menu for output in matrix form.

Figure 7. The menu for the physical layout.
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ABSTRACT
This paper presents CENTER, a new architecture for design for manufacturing. CENTER is based on a new methodology for matching product design with manufacturing processes. The power of CENTER derives from a new technique to analyze manufacturing data and use knowledge-based techniques to guide design simulations based on the result of the analysis. CENTER can be used to construct knowledge-based systems that would compliment the prevailing practice of exclusively relying on human-directed design simulations. We present two case studies: application of CENTER to a welding process and application of CENTER to VLSI manufacturing.

1. Design for manufacturing
Matching product design with the manufacturing process is the key to the success of statistical process control. To understand the this concept, let's first consider a simplified view illustrated in Figure 1. Suppose the quality of a product is determined by parameters x and y. The box (also referred to as the process window) in figure 1a shows the ability to control these parameter in actual manufacturing; that is, that the vast majority (e.g. 99.9999998%, or 6-σ) products can be made with x and y within the box. The design engineer must then make sure that the design would work with any parameters in the process window. Determining the area in the parametric space where a particular design would work, indicated by a dotted boundary in figure 1, is typically difficult. Simulation is the principle tool used to verify designs. It is impossible to simulate every point within the process window. One typically simulates the ‘‘worst case scenarios’’ and hoping that the area in the parametric space where the design would work is larger than the process window (as illustrated in Figure 1a).

If the area in the parametric space where a design would work is larger than the process window, we then say that design and manufacturing are centered, as illustrated by Figure 1a. In such a case the manufacturing process would produce very few defective parts (3 defective parts per million if a process is under 6-σ control). On the other hand, figure 1b shows a case where the design and manufacturing are not centered. In this case, even the vast majority of parts made are within the process window (box), many of them will still fail because of the design.

In this paper we define design sensitivity as the different between the process window and the area where the design actually works. Figure 1a has no design sensitivity, the left hand corners of the box in figure 1b are design sensitivities. Even with the great care exercised by design engineers, design sensitivities do occur. Its prevalence in integrated circuit industry is well documented [9]. It also occurs in other

1This research is supported by a grant from the National Science Foundation MIP-9017151
processes such as welding. Discovering design sensitivities is a very difficult problem, especially in cases where a non-negligible amount of random defects exist. The CENTER architecture presented in this paper is designed to construct intelligent assistants in helping identifying design sensitivities.

2. The CENTER system architecture

The CENTER architecture is based on the idea that feedback from manufacturing data can be used to intelligently guide simulations to center design and manufacturing. Suppose a part is made with parameters $x_0$ and $y_0$, within the process window, and the part is judged to be defective. One of the following two must be true. First, this is due to design sensitivity, or the design will always fail when parameters take values $x_0$ and $y_0$ (such as one of the left corners of the box in figure 1b). Second, the failure is due to some uncontrolled factor(s), or random defect. A statistical model has been developed [2] to distinguish the two possible cases. The goal of CENTER is first to use such a statistical model to hypothesize design sensitivities (i.e. occurrences with high probability of being design sensitivities) and then use knowledge-based techniques to target specific simulation runs to verify such hypotheses. Design engineers would benefit from CENTER by learning unexpected design sensitivities.

Figure 2 illustrates the CENTER architecture. This architecture is designed to address the common need to center design specification in manufacturing process windows. The goal is to isolate those modules that can be shared across manufacturing domains and provide an architecture in which such generic modules can work with other domain specific modules. The generic module in the CENTER architecture is the design-sensitivity hypothesis module formulated in the next section of this paper. Hypotheses proposed by the design-sensitivity hypothesis module is verified by a domain specific knowledge-based system. If the hypothesis is rejected, the hypothesis module may reformulate its hypothesis. Thus CENTER shares the principle of hypothesize-and-testing with many intelligent systems [8].

3. Hypothesis of design sensitivities

Throughout the rest of paper the term parametric space refers to a (multi-dimensional) region where manufactured parts will take values from. In other words a parametric space represents the capability of the manufacturing process. The approach we take can be stated as:

*If one has observed that there is a region in the parametric space containing failed parts only, and the probability of this event occurring due to random defects is very small, then one can hypothesize a design sensitivity in this region of the parametric space.*

This strategy can be achieved in two steps. First, we look for a region in parametric space containing failed parts only. Second, we construct a probability model for random defects and perform a statistical hypothesis testing.

3.1. Hypothesizing a region in the parametric space

There are many ways one can define the boundary of a group of failed dies in a $d$-dimensional parametric space. Our aim is concentrated on looking for a region suspected of having a design sensitivity; expert investigation will be relied upon to
determine the root cause of the design sensitivity. Therefore, using Occam’s Razor, we are only concerned with convex regions, where each surface of the boundary represent some linear combination of parameters that may cause design sensitivity. The simplest algorithm would be the Convex Hull method [4]. However, because we are dealing with many points in a high dimensional space, the complexity of the algorithm is too great to be practical.

We use an alternative greedy algorithm using a series of linear discriminant surfaces [3]. Too start with, we have a d-dimensional hypercube representing the process window. Figure 3(a) shows a cube representing the specification for three parameters, failed parts are depicted as dark dots. The simplest case involves finding a linear surface separating the passed parts from the failed dies as indicated in figure 3(b). This surface along with the the boundary surfaces of the parametric space specification forms the convex region of interest.

More generally, the method of Two-Category Linear Discriminant is to find a Decision Surface that cuts a given space in two parts. The Decision Surface can be represented as $g(x)=0$, where $x$ is a vector of variables of the parametric space, $g(x)$ is a linear discriminant function:

$$g(x)=w^T x + w_0$$ (1)

where $w$ is vector of constants called the weight vector and $w_0$ is the threshold weight. The two parti! spaces separated by $g(x)=0$ are $g(x)>0$ and $g(x)<0$.

Typically, we cannot completely divide all failed and passed dies using one discriminate surface. However, a series of such surfaces will define a convex region enclosing a group of failed die.

More specifically, let

$$Y = \begin{bmatrix} 1 \\ x_1 \\ \vdots \\ x_d \end{bmatrix}, \quad A = \begin{bmatrix} w_0 \\ w_1 \\ \vdots \\ w_d \end{bmatrix}$$

then

$$g(x)=A^T Y$$ (2)

Consider $n$ parts with position vectors $Y_1, Y_2, \ldots, Y_n$ in the parametric space. We would like to construct a surface $g(x)$ minimizing the perceptron criterion function [3]. A succession of such linear surfaces will define a convex hull with failed parts only.

3.2. Differentiating random defects and design sensitivity

With enough manufacturing data, one expects that parts failed due to design sensitivities will be localized to certain areas of the parametric space while parts failed due to random defects will permeate the entire parametric space. However one would like to detect design sensitivities early in the development process, the challenge is to find a probability model that would lead to a statistical test to differential random defects from design sensitivities using as small amount of data as possible.

We use the following formulation to describe a generic manufacturing concern. Suppose that parts are manufactured in lots. Each lot contains $W$ slots. Each slot consists of $K$ positions. Each position contains a part we are manufacturing. This
characterization can be used to model both batched as well as discrete manufacturing processes. In a discrete manufacturing case where one part is manufactured at a time, \( W=K=1 \).

Suppose the parametric space is \( d \)-dimensional, and that \( L \) lots have been manufactured. Values for all \( d \) parameters of all \( T=L \times W \times K \) parts have been measured. Each part has been tested for pass/failure. Suppose that \( F \) of the total \( T \) parts failed.

Each manufactured part can be regarded as a point in the \( d \)-dimensional space. Suppose a convex region \( X \) with \( N \) defective parts is found in the parametric space. Let the probability of \( X \) occurring due to a design sensitivity be denoted as \( \mathcal{P}_{ds} \). Let \( \mathcal{P}_r = 1 - \mathcal{P}_{ds} \) be the probability of \( X \) occurring due to random defects.

We now demonstrate how \( \mathcal{P}_r \) can be estimated. Suppose we take the position that there are no design sensitivities, and the failure of parts are independent. Then the probability for having \( N \) failed parts in region \( X \) is

\[
\mathcal{P}_X = \left( \frac{F}{T} \right)^N \tag{3}
\]

Since there are a total of \( T \) parts, the problem becomes a binomial distribution: we have \( \frac{T}{N} \) regions; the probability for each region to contain all failed parts is \( \mathcal{P}_X \); the probability of finding at least one region with all bad parts due to random defect is:

\[
\mathcal{P}_r = 1 - \left( 1 - \mathcal{P}_X \right)^{T/N} \tag{4}
\]

However the real-world cases are more complicated in that the failure of parts may not be independent. In the most general case we expect three types of dependencies. Lot dependency refers to cases where parts made within the same lot tend to fail together. Slot dependency refers to cases where parts made within the same slot tend to fail together. Cluster dependency refers to cases that parts made within the vicinity of each other in the same slot tend to fail together. Cluster dependency differs from slot dependency in that parts made within the same slot but sufficiently apart from each other may still fail independently. The idea is to find the largest dependent group (lot, slot, or cluster) based on observed data. Assume that failure within a group is dependent and failure across groups are independent, or

\[
\mathcal{P}_X < \left( \frac{F}{T} \right)^{NQ} \tag{5}
\]

Combining (4) and (5) we have:

\[
\mathcal{P}_r < 1 - \left( 1 - \left( \frac{F}{T} \right)^{\frac{N}{Q}} \right)^{\frac{T}{N}} \tag{6}
\]

To determine the largest dependent group, one starts by looking for evidence of lot-dependent defects (this step is not necessary if the lot size is one). We assume that in the absence of lot-dependent defects, the success rate for each lot follows a normal distribution (binomial distribution if the lot size is small). Well known statistical tests [1] exist to verify whether observed data follow such a distribution. If there is evidence for lot-dependent defects, we would like assume that \( Q \) equals to the lot size.

If, on the other hand, we fail to find evidence for lot dependent defects, we then look for evidence of slot-dependent defects (again skip this step if slot size is one). We again base such a test on the assumption that in the absence of slot-dependent defects and lot dependent defects, slot success rates are expected to follow a normal distribution (binomial distribution if slot size is small). If evidence of slot-dependent
defects is found, we take $Q$ to be the number of parts per slot.

If evidence supports neither lot-dependent nor slot-dependent defects, we have to consider the cluster’s size. If the number of parts per slot is one, then $Q$ is one. Otherwise cluster size varies with manufacturing processes. Process dependent knowledge is needed to estimate $Q$. It is common to use a $\Gamma$ distribution to model cluster size [5].

4. CENTER-VLSI: VLSI circuit manufacturing

This section describes a prototype system, CENTER-VLSI, we have built for identifying design sensitivities in VLSI circuit manufacturing based on the CENTER architecture. CENTER-VLSI uses the generic design sensitivity identification module of figure 2. A number of VLSI circuits (parts) are fabricated together on a wafer (slot). Wafers are organized into lots. The selection of cluster size is based on [5].

Figure 4 depicts a typical methodology to design a VLSI circuit. A VLSI circuit typically involves over one million transistors. It is impossible to simulate the entire circuit based on electrical parameters (e.g. mobility, threshold voltage). Instead a design engineer would select a set of electrical parameters from the parametric space defined by the manufacturing process. These parameter values are used to simulate basic logic elements (e.g. gates, flip flops) and identify their delay characteristics (figure 5 shows some typical delay characteristics for a flip flop). Then the entire circuit is simulated at logical level to verify the design.

The dimensionality, proportional to the sophistication of the technology used, is typically very high (greater than 10). Resource constraints dictate that one only selects a very small fraction of the parametric space, referred to as the worst case scenarios, to conduct simulations according to figure 4. Selecting such scenarios is an art practiced by only the most experienced engineers. Even then, design sensitivities are difficult to avoid, especially for early design versions, because it is difficult to foresee all potential interactions among the large number of transistors.

The CENTER architecture is ideally suited to attack such a problem. We describe how a prototype system, CENTER-VLSI, addresses this problem domain under the CENTER architecture. The basic idea of CENTER-VLSI is to have a program initiate all simulations to verify the design sensitivity discovered by the design sensitivity identification module.

CENTER-VLSI, its organization shown in figure 6, relies on a simulation case base acquired from the design engineer. The case base is indexed by the name/version of the design. When an engineer performs a SPICE [7] simulation (based on electrical parameters), with the help of the engineer, this circuit input (in a format readable by SPICE) is recorded in the case base. Delay characteristics extracted from the SPICE simulation is also recorded. Typically the design engineer uses an automated tool to construct logic circuit design based on simulated circuit fragments and their delay characteristics. The role of CENTER-VLSI is that of a learning apprentice [6] in this phase of design.

When manufacturing data is collected and a design sensitivity region, $X$, has been hypothesized, the simulation driver of CENTER-VLSI will randomly select several points from $X$ and repeat the simulations recorded in the case base. Complete logic simulation will also be performed based on the newly obtained delay characteristics under the frequency where actual circuit failed. If the design fails under a set of electrical parameters hypothesized by $X$, then $X$ would be identified as a design
sensitivity and the result is presented to the engineer for design revisions. Otherwise, the simulation driver will set all parts in \( X \) as passed and reinvoke the design sensitivity hypothesis module.

Due to the difficulties in obtaining real design/process data, we tested CENTER-VLSI with a detailed simulated experiment. The experiment has two parts. In the first part we design a circuit with a known design sensitivity. In the second part we test to see if CENTER-VLSI can discover this "bug" on its own.

In the first part, we follow the design methodology of 4 but avoided selecting any electrical parameters from the known design sensitive region. The circuit we use is a Self-Voltage Controlled Oscillator circuit (figure 7). The reasons for selecting this circuit is that circuit’s frequency is very sensitive to device parameters. It is clear that for such a simple circuit, it is unlikely for a trained design engineer to commit the type of design mistake we introduce on purpose. The idea being tested here is that the same type of design sensitivities (e.g. in terms of the combination of circuit parameters) could have been committed in a much more complicated circuit due to unforeseen interactions.

The circuit has two components: an Oscillating Route and a Voltage Reference. The Oscillating Route has 31 stage CMOS inverters and three voltage controlled NMOS transmission transistors. The Voltage Reference is a differential amplifier with a built-in voltage divider as its input. Both parts are sensitive to parameters, especially to the threshold voltages and gain factors of two type devices.

In this example, we selected the following electrical parameters: \( \text{TOX, VTON, VTOP, KPN, KPP} \). \( \text{TOX} \) is gate oxide thickness for both NMOS and PMOS devices; \( \text{VTON and VTOP} \) are NMOS and PMOS threshold voltage \( \text{vsb=0} \) respectively; \( \text{KPN and KPP} \) are NMOS and PMOS gain factors respectively. The assumption is that we are building this circuit with only one size of transistor. In a more realistic situation, different sizes of transistors will be used at the same time and the number of electrical parameters will increase accordingly.

We select the MOSIS process (a public fabrication process funded by the National Science Foundation) as our reference manufacturing process. We have obtained a set of approximate process specifications for these five parameters, as well as other parameters for our simulations.

We first divide the specified ranges of these five parameters into five intervals. Assuming all other parameters being constant, and selecting mid values from each divided interval, we have total of \( 5^5 \) \((3125)\) possible parametric combinations. We use SPICE3e2 to simulate the frequency performance at all these combinations leading to a frequency distribution in a five dimension parametric space. We define 35MHz as the lowest acceptable frequency for this design, thus the region in the parametric space corresponding to frequencies under 35MHz is a design sensitivity.

We proceed to define a simulated manufacturing process that would assign electrical parameter values to each "manufactured" part (a five-place vector). However, precise distributions for device parameters in real manufacturing is difficult to get. To carry out our experiment, we made the following simplifying assumptions. To a certain extent, these assumption can be justified based on the statistical characteristics of device parameter distributions.

(1) The parameter average value for a given lot follows a Gaussian distribution.
(2) The parameter variance within a lot is smaller than the variance among lots. Furthermore, parameter variance of a lot follows a Gaussian distribution.

(3) The parameter average value within a wafer in a given lot follows a Gaussian distribution for VTON, VTOP, KPN, KPP. The mean value of TOX for a wafer is assumed to be uniformly distributed within the limits for a lot.

(4) The parametric variance within a wafer is smaller than that within the lot containing that wafer. This variance also follows a Gaussian distribution.

(5) Within a wafer, the distribution of parameters is linear for TOX, and concentric for VTON, VTOP, KPN, and KPP.

Defects on wafers are also generated randomly. We use a uniform distribution to simulate point defects. We use a Gamma Distribution model [5] to simulate clustered defects. To simulate wafer-dependent defects, we use a uniform distribution to determine whether a wafer is subject to wafer-dependent defects or not. If it is subject to such defects, we again uniformly determine dies on that wafer that are subject to such wafer-dependent defects. To simulate lot-dependent defects, we assume each lot has equal probability of being subject to lot-dependent defects. Once a lot is selected as being subject to a lot-dependent defect, we randomly determine what dies would fail for a wafer, and assumes all wafers within the lot will have the same failure pattern due to the lot-dependent defects.

A total of 30,000 parts where “fabricated” using our simulated process. The total failure rate is set at 60%, a typical situation on a pilot line. About 300 parts fall into the design sensitive region. CENTER-VLSI is able to correctly identify a subset of the design sensitive region containing 100 failed parts.

5. CENTER-WELDING: identifying design sensitivity in a welding process

To demonstrate that the CENTER architecture can be applied to different application domains, we illustrate how it can be used in a generic welding process 2. The main parameters of this process are: the speed of the work piece, the feeding speed of the welding material, the voltage and current applied by the welding gun. The workpieces are selectively X-rayed for defect inspection. Defects can be caused by either process parameters or by other random effects such as impurity of the welding material. The CENTER architecture can be applied to identify welding conditions that will lead to defects in the workpiece.

6. Summary

This report presents CENTER as a system architecture for matching design and manufacturing. At this writing, main components of CENTER-VLSI has been implemented. We are actively seeking opportunities to apply CENTER-VLSI to real design/fabrication data.

7. Reference
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Abstract. The systematic integration of humans with the tools, resources, and information assets of an organization is fundamental to concurrent engineering (CE). In an integrated environment, all entities must first be connected, and they then must work cooperatively. Services that support "concurrency" — through communication, team coordination, information sharing, and integration — in an interactive and formerly serial product development process provide the foundation for a CE environment. Product developers working concurrently in their application domains need "built-in" tools and "operated-in" tools in a computer-aided CE environment. The latter group of tools evolves over time and requires continuous extensions and changes since each next product development is either new or an improvement of the previous one. Product developers need a CE programming environment in which they can build programs from other developed programs, built-in tools, and knowledge bases describing how to perform a complex design process. This paper describes a type of system integration provided by means of a knowledge-based environment that encompasses programs, CAx tools, and knowledge bases. The presented approach is illustrated by selected examples.

1 Introduction

System integration, many consider, is an ill-structured problem (the term ill-structured problem is used here to denote a problem that does not have an explicit, clearly defined algorithmic solution). No specific rules have to be followed when doing integration; integration depends totally upon the environment to be integrated. Experienced designers deal with system integration using judgement and experience. Knowledge-based programming technology offers a methodology to tackle these ill-structured integration and design problems. The Concurrent Engineering Center (CERC) has developed such an environment, called DICEtalk (Sobolewski, 1990a,b, 1991a,b,c, Kulpa and Sobolewski, 1992).

DICEtalk is a knowledge-based development system developed for the DARPA Initiative in Concurrent Engineering (DICE), implemented in Smalltalk object-oriented environment as an implementation tool for engineering design, modeling systems, and system integration (Goldberg and Robson 1989). It includes a knowledge definition and problem solving apparatus together with a set of state-of-the-art user interface tools. It is capable of handling multiple interacting hierarchical knowledge
bases and integrating external (foreign) programs with the knowledge base mechanism. It also supports natural language knowledge definition, fully menu-driven user interaction, and graphical data presentation. More than 20 knowledge-based engineering tasks were experimentally implemented using the system and integrated into a design process model (Padhy & Dwivedi, 1990; Padhy, 1990; Sobolewski, 1990b, 1991a,c; Saidi, 1991; Benner 1991; Chung 1992).

If we assume that everyone in the product development cycle will make the best decision from the overall life-cycle viewpoint, if they are given appropriate advice at the right time, then we can attempt to design a set of knowledge-based systems to provide such advice. The knowledge-based integration framework requires the capture of expert knowledge and analytical tools to build the knowledge-based environment, which will support each of product developers involved in new product design, development, prototype, and manufacture. Properly integrated knowledge-based systems provide many substantive benefits, including an intuitive interaction paradigm, transparent access and invocation of tools integrated, the capability to share relevant data among tools and services, and the capability to combine tools’ capabilities to provide for compound transactions.

We now briefly review some terminology. If a particular set of facts is known about the world, then this factual (declarative) knowledge can be increased if various rules (norms) are known. Factual knowledge may be derived using both observed facts and derived facts through a justified mode of inference. In this simple characterization, the term declarative knowledge base is taken to mean the collection of all facts of the world (domain), and the term inference engine refers to programs that reason with (execute) that declarative knowledge base. An inference engine derives facts (output facts — conclusions, and intermediate facts — findings) from other facts, which include rules, assumptions, user answers, findings, etc. A collection of programs and subroutines needed to compute new facts and conclusions, or used during the execution of a declarative knowledge base by a procedural attachment mechanism, forms a procedural knowledge base. This procedural attachment mechanism can provide graphics, windows, animation, dictionary lookup, or file I/O. Both the declarative knowledge base and the procedural knowledge base are referred to as a global knowledge base, or simply a knowledge base. A knowledge base requires an inference method and fact and goal representations. In knowledge-based systems, these two parts constitute a knowledge representation paradigm.

In the rest of this paper we describe the DICEtalk representation scheme, which involves several language levels. We also delve into the problem solving aspects supporting system integration. An object-oriented problem solving scheme is based on a “dispatching-managing” model. Finally, we discuss specific examples.

2 DICEtalk Knowledge Representation Scheme

In DICEtalk, a knowledge description scheme is based on a surface language, an intermediate language, and a deep language, with the internal languages hidden from the user (Sobolewski, 1987, 1989a, 1989b, 1991b). The surface language sentences appear as simplified English sentences that allow engineers to create knowledge bases and metaknowledge bases naturally, without requiring them to learn specialized data description and manipulation languages. The expressions of intermediate language are logical formulas of the formalized percept language for describing percepts and metapercepts (Sobolewski, 1989b, 1991b). In this case, language primitives of surface
sentences and percept formulas are the same, i.e., a subject of a sentence and its complement, which allow the conversion of natural sentences into percept formulas to be easier and more natural. The deep language is Smalltalk-80 used for implementing structured objects that represent logical (percept and metapercept) formulas at a computer level (Goldberg and Robson, 1989).

The knowledge description language SPDL (Surface Percept Description Language) is used to express declarative (factual) knowledge and metaknowledge bases, as well as goal knowledge bases, whereas the programming language Smalltalk-80 is dedicated to representing procedural knowledge bases. SPDL is defined by 44 EBNF (Extended Backus-Naur Form) rules. In order to give a general idea of what SPDL is, we list below 12 basic SPDL rules:

1. \( \text{sentence} = \text{assumption} \mid \text{rule} \mid \text{goal} \mid \text{initData} \mid \text{question}. \)
2. \( \text{assumption} = [\text{entry}] \text{clause}. \)
3. \( \text{goal} = [\text{entry}] \text{clause}. \)
4. \( \text{rule} = [\text{entry}] \text{"IF"} \text{clause} \text{"THEN"} \text{clause}. \)
5. \( \text{clause} = \{[\text{"not"}] \text{subject} \} \text{complements}. \)
6. \( \text{subject} = \text{path term} \mid \text{inputVariableConstant path} \mid \text{"if"} \text{decisionAttributeName inversePath} \mid \text{"no"} \text{attribute} \mid \text{"has"} \text{attribute} \mid \text{predicate}. \)
7. \( \text{complements} = \text{complement} \{\text{"and"} \text{or"} \text{complement}\}. \)
8. \( \text{complement} = \text{path} \{\text{"is"} \text{or"} \text{are"} \text{=}\} \text{term} \{\text{definiteness}\} \mid \text{path} \{\text{"not"} \text{decisionAttributeName} \{\text{definiteness}\} \mid \text{outputVariableConstant} \{\text{"is"} \text{or"} \text{are"} \text{=}\} \text{path} \mid \{\text{"if"} \text{whether\} \text{decisionAttributeName} \text{inversePath} \mid \text{"no"} \text{attribute} \mid \text{"has"} \text{attribute} \mid \text{predicate}. \)
9. \( \text{term} = \text{literal} \{\text{"and"} \text{or"} \text{literal}\} \mid \text{number} \mid \text{interval} \mid \text{point} \mid \text{vector} \mid \text{date} \mid \text{time} \mid \text{multivalue} \{\text{"for"} \text{SmalltalkExpression\}}. \)
10. \( \text{literal} = \{\text{"not"}\} \text{valueName} \text{variableName}. \)
11. \( \text{predicate} = \{\text{"for"} \text{SmalltalkExpression\} \mid \text{SmalltalkExpression} \text{for variableName\} \}. \)

These rules explain the declarative and procedural knowledge-base integration that is based on expressions included in brackets in Rules 14 and 17. Generally speaking, a clause is a description of an entity in terms of subjects and complements, as in natural sentences. Subjects represent main qualities and quantities, whereas complements represent complementary qualities and quantities. Qualities are expressed by paths — sequences of attributes, and quantities by values, i.e., numbers, intervals, points, names, etc. The following example describes the boring machine HBM2:

```
boring machine HBM2:
  table area is 1000,
surface finish is 63,
tolerance is 0.01
```

where each quality is expressed by a sequence of two attributes or one, the main quantity is a name, and complementary quantities are numbers. Logical connectives (and, or, and not) are allowed to build compound complements and values, including variables. When a subject is omitted in a clause, it means that it is understood.

SmalltalkExpression stands for any sequence of statements (expression series) of the Smalltalk language, possibly with variables, including the special variable "kb".
which represents the current knowledge base of the DICEtalk system (a knowledge
base is an instance of class KnowledgeBase or its subclass); booleanExpression
denotes SmalltalkExpression which evaluates to true or false (boolean objects). These
two forms of Smalltalk expressions provide a procedural attachment mechanism. This
mechanism is especially essential to engineering design tasks, in which many pieces
are given in the form of formulas and calculations, and are most effectively carried out
by appropriate procedures or external programs.

3 Problem-Solving

A problem-solving model is a scheme for organizing reasoning steps and domain
knowledge to construct a solution to a problem. The central issue of problem-solving
deals with the question: What pieces of knowledge should be applied, and where and
how should they be applied? A problem solving model provides both a conceptual
framework for organizing knowledge and a strategy for applying that knowledge. The
DICEtalk problem-solving model is object-oriented and based on a dispatch-managing
problem-solving model. We can view such a dispatch-managing model as a natural
study of how a group of individual solvers can combine to solve a goal (problem).
The presented approach is to split the goal into simpler tasks and to solve each of
these tasks by a dispatch-managing module (DM module). A dispatch-managing
module consists of a task dispatcher and its manager. We suppose that tasks are not
independent, i.e., they interrelate in some way.

The dispatch-managing model deals with problem-solving by separating a goal
into a hierarchical structure of subordinate tasks solved by DM modules. A dispatch-
managing architecture of the problem-solving engine consists thus of five basic
components:

1. The knowledge (five panels):
The main repository of goals, facts, procedures, and control advices.

2. The supervisor (master panel):
The master DM module deals with solving the user defined goal. It creates the top
DM module and controls a DM network activity.

3. The DM network (dispatcher and manager panels):
The problem-solving tasks are organized into the hierarchical structure related to
the current state of goal-solving. Each local DM module deals with local task-
solving, according to its local control strategy and a local knowledge-base taken
as a subtask perspective of the knowledge base. Managers of local DM modules
are responsible to their dispatchers for local strategy. Managers decide what
actions to take next for their dispatchers. Communication and interaction among
parent DM modules and their child modules take place through their dispatchers.

4. The working memory (data panel):
Subtasks are created by dispatchers and are scheduled to be solved by their
managers according to control advices. DM modules produce changes in the
working memory that lead incrementally to a global solution as a unification of
all local solutions. Parameters are user-defined characteristics evaluated by
dispatchers and then used as arguments of procedure calls.

5. The results (inference panel):
Problem solving results (answers, findings, and conclusions) are created by the supervisor and dispatchers and can be transferred to other knowledge bases as the part of their descriptive panels for distributed problem solving.

These five components form a DICEtalk global knowledge base implemented by the highly structured class GlobalKnowledgeBase. An instance of this class can be considered a kind of object-oriented distributed blackboard (Jagannathan, 1989). DICEtalk can contain many concurrent global knowledge bases during complex cooperative problem solving, as shown in Figure 1. All DICEtalk agents have the same structure and can request and provide services to and from each other (peer-to-peer processing). A superagent is an agent that may create and delete its agents.

The DICEtalk object-oriented framework of the presented model is implemented by three types of dispatchers: atomic-dispatcher, and-dispatcher, and or-dispatcher; and three types of managers: task-manager, rule-forward-manager, and rule-backward-manager. The problem-solving engine introduces an architecture that treats a declarative and a procedural knowledge base as one active object. Fundamental to this object-oriented integration is the notion of a DICEtalk knowledge base as an instance of a class created when a user defines a new knowledge-based application. This new class, say SubKnowledgeBase, is a subclass of the predefined KnowledgeBase class. Facts and goals of a declarative knowledge base are stored in instance variables of the KnowledgeBase class, whereas instance variables and user defined methods of the SubKnowledgeBase class form a procedural knowledge base. Thus, this procedural knowledge base inherits a declarative knowledge base from its superclass KnowledgeBase. Procedures defined as methods of the procedural knowledge base can be called by the inference engine when tasks to be solved contain messages sent to kb, the current DICEtalk knowledge base.
4 Knowledge-Based System Integration

The following three knowledge-based applications show how declarative and procedural knowledge can be integrated within a single knowledge base and within an integrated system consisting of other developed programs, built-in tools, and knowledge bases describing how to perform a real, complex design process. This three include:

1. The Printed Wiring Board Manufacturability Advisor (PWBMA) (Padhy & Dwivedi, 1990),
2. The Turbine Blade Fabrication Cost Advisor (Saidi, 1990), and

The open DICEtalk integration framework is illustrated in Figure 2. This framework is based on three fundamental properties: homogeneity of knowledge-based interactions, information exchange, and extensibility.

4.1 Printed Wiring Board Manufacturability Advisor

The tasks in PWBMA are organized into a hierarchical structure. The main goal of the system is to evaluate mfg index. The following rule used in backward reasoning shows the structure of the main goal in terms of its tasks:

\[
\text{IF} \quad \text{border index is x1 and manufacturing index is x2}
\]
and process index is x3
and [kb mfg index for y]

THEN
mfg index is y

ast1: parameter is lborder, ast2: parameter is imanufacturing, ast3: parameter is lprocess

where lborder, imanufacturing, and lprocess are user-defined parameters (for antecedent subtasks denoted by ast with indices) for border index is x1, manufacturing index is x2, and process index is x3, respectively. When this rule is used in backward direction, and the tasks ast1, ast2, and ast3 are solved, then their dispatchers assign values of variables x1, x2, and x3 to the parameters lborder, imanufacturing, and lprocess, respectively. Now, these values can also be used in the procedural knowledge base as pool variables in methods of the current knowledge-base class. Therefore, when the last antecedent task [kb mfg index for y] is executed, the message mfgIndex is sent to kb, the current knowledge base invoking execution of the corresponding Smalltalk method. Within this method, the parameters lborder, imanufacturing, and lprocess defined above in the declarative knowledge base can be accessed as Smalltalk pool variables instantiated by the inference engine:

$$mfg\text{Index} = (\text{lborder value} + \text{imanufacturing value} + \text{lprocess value}) / 3$$

The result of the message is then used as the value substituted for the variable y, and the inference engine returns the task mfg index is y appropriately instantiated as a conclusion.

Tasks in PWBMA consist of other compound or elementary subtasks. At the bottom of the task hierarchy, elementary tasks are solved by rules, such as the following one for the task border index:

IF

board border allowance is x1
and \([x1 < 1.0]\)
and [kb comment: ‘the border allowance should be 1 inch’]

THEN

border index is D

The attribute index takes values A, B, C, and D interpreted in the procedural knowledge base as numbers 4, 3, 2, and 1, respectively. In the above rule, the antecedent second task \([x1 < 1.0]\) and the third task \([kb \text{ comment: ‘the border allowance should be 1 inch’}]\) are performed as procedural tasks performed by the Smalltalk compiler called by the dispatchers for these tasks.

4.2 Turbine Blade Fabrication Cost Advisor

* Consider the following rule in the Turbine Blade Fabrication Cost Advisor:

IF

cluster blade number is x1
and pattern assembly time is x2
and cluster dress time is x3
and cluster inspection time is x4
and \{kb kpp for y\}

\[ \text{THEN} \]

\text{pattern wax cost is y}

\text{ast1: parameter is Ncb, ast2: parameter is Tpa, ast3: parameter is Tcd, ast4: parameter is Tci}

where Ncb, Tpa, Tcd, Tci are user defined parameters for cluster blade number is x1, pattern assembly time is x2, cluster dress time is x3, and cluster inspection time is x4, respectively. Again, when this rule is used in backward direction and the tasks ast1, ast2, ast3, and ast4 are proved, then the inference engine assigns the values of variables x1, x2, x3, and x4 to parameters Ncb, Tpa, Tcd, and Tci, respectively. Next, when the task \{kb kpp for y\} is executed, then kpp is sent to the current knowledge base. The result of that message is used as the value substituted for the variable y, and then the inference engine returns the task cost wax pattern preparation is y, appropriately instantiated as a finding. The message kpp is implemented as the following Smalltalk method:

\begin{verbatim}
kpp
| kppCost |
kppCost := 1 / Ncb value * (Rpl value + Tpa value + Tcd value + Tci value) * kclCost + kpCost.
tbfCost := tbfCost + kppCost.
kppCost asFloat
\end{verbatim}

where tbfCost, kclCost and kpCost are instance variables (for other costs) in the procedural knowledge base, and Ncb, Rpl, Tpa, Tcd, and Tci are parameters defined above in the declarative knowledge base for the rule and treated as Smalltalk pool variables in the procedural knowledge base and therefore in the method kpp.

As the above two examples illustrate, the presented scheme of declarative and procedural knowledge representation is based on the following mechanisms:

1. Transfer of data from the inference engine to the procedural knowledge-base via user defined parameters associated with antecedent tasks in rules.
2. Procedure calls by the inference engine to execute tasks in the form \{booleanExpression\}. If the variable kb appears in booleanExpression, it means that methods of the current procedural knowledge base are executed (SPDL Rule 17).
3. Transfer of data from the procedural knowledge base to the inference engine by executing tasks in the form \{SmalltalkExpression for variableName\} (SPDL Rule 17).

4.3 Process Modeling Knowledge-Based System

The DICEtalk distributed knowledge-based environment also is supported by the above mechanisms. Consider a knowledge base machining in the Process Modeling Knowledge-Based System that contains the following SPDL tasks, as well as a knowledge base about these tasks:

1. Evaluating design modifications
2. Evaluating machining costs for design features
3. Evaluating machining processes

Each of the tasks itself has an appropriate knowledge base. If the first task is selected to be solved, then the following rule is to be fired:

\[
\text{IF} \quad \{ kb \text{ solveWith: 'usr\kb\design'} \}
\]
\[
\text{THEN } \quad \text{design modifications is evaluated}
\]

and the task \{ kb \text{ solveWith: 'usr\kb\design'} \} is executed. The method \text{solveWith:} is the standard DICEtalk method defined in the \text{KnowledgeBase} class as follows:

\text{solveWith: aString}

Switch to a global knowledge base with name aString and open Problem Solving Browser on it. Close Problem Solving Browser opened on the receiver's global knowledge base.

The new DICEtalk agent for the knowledge base design (to be formed in a disk directory \texttt{usr\kb}) is created with the following tasks:

1. Specifying surface coordinates
2. Evaluating profile coordinates refinements
3. Specifying superimpose TRUCE code
4. Specifying cutter path TRUCE code

If the first task is selected to be solved, then the following rule is to be fired:

\[
\text{IF} \quad \{ kb \text{ inputFile: 'usr\kb\design'; cd: 'usr\kb\tools call: 'tur'; turOutput: 'file2.dat'; accumulate: #findings as: #assumptions} \}
\]
\[
\text{THEN } \quad \text{surface coordinates are evaluated}
\]

and the four messages are sent to the current knowledge base. The methods \text{cd:call:} and \text{accumulate:as:} are the standard DICEtalk methods defined in the \text{KnowledgeBase} class as follows:

\text{accumulate: inSymbol as: outSymbol}

Add all elements of the current global knowledge-base collection with the type inSymbol to the elements of the next global knowledge-base collection with the type outSymbol.

\text{cd: aPath call: aString}

Change directory to path name aPath and call a routine aString there.

The two methods \text{inputFile:} and \text{turOutput:} form a kind of a DICEtalk wrapper for the FORTRAN program named "tur" and are defined by the user as part of the procedural knowledge base.
5 Conclusions

This paper has presented a system integration based on a knowledge-based paradigm. A knowledge base is treated as one active object consisting of both declarative and procedural knowledge bases. During problem solving, data is exchanged bidirectionally between declarative and procedural knowledge. The feasibility of using a knowledge-based paradigm in developing systems and system integration for a CE environment has been demonstrated. In the DICE (DARPA Initiative in Concurrent Engineering) program, more than twenty knowledge-based engineering tasks were experimentally implemented with the system: Duct connection (1), Flange connection (2), Material fatigue (3), Disk forging (4), Robot assembly advisor (5), Turbine blade fabrication cost advisor (6), Printed board manufacturability advisor (7), Printed board assemblability advisor (8), Assembly planning simulator (APS) (9), Design process model (PROCESS) (10), Machining processes (11), Preliminary Design Evaluation Module (PDEM) (12), Cost estimation for machining processes (13), Manufacturing process planning (14), Machine operation advisor (15), Machine selection advisor (16), Tool material type selection advisor (17), Tool material selection advisor (18), Cutting fluid selection advisor (19), Knowledge-Based PARametric Finite Element Modeler for aircraft engine blades (KB-PARFEM) (20), and Knowledge-based MODal Finite Element Modeler (MODFEM) (21).

Task 10 integrates all the tasks into a design process model allowing designers to navigate between relevant knowledge bases and engineering tools during problem solving. Task 10 includes Task 11 as a subtask, which itself includes Tasks 12 and 14 as its subtasks. Task 12 integrates four FORTRAN programs, and Task 13 integrates two FORTRAN programs within the DICEtalk knowledge bases. Tasks 15, 16, 17, 18, and 19 are implemented as knowledge bases integrated as subtasks within the knowledge base of Task 14. Task 20 implements a knowledge base about finite element mesh calculation (integrating here a bunch of external C programs and Smalltalk methods) and then calls the tool I-DEAS to do the final finite element analysis. Task 21 implements a knowledge base for geometric parameter selection, substructuring selection, and finite element modeling/analysis (integrating here a collection of external C programs and Smalltalk methods) and then calls I-DEAS to do the final substructuring analysis.

The successful implementation of the experimental applications with DICEtalk suggests the practical usability of the system. Applications were easy and fast to implement, and the user interface and overall system functionality were well received by the users. All the applications mentioned above have been integrated into a design process model under one unifying umbrella to provide an intuitive, uniform model of interactions.
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Abstract. We define a strategic model which uses reflection as part of its control framework. A strategy is a process of building up units of knowledge sources. We use Newell's [5] control model to give structure. The control structures are classed as unit and part-of-unit processes. The unit is the production statement and the process is how the rule will be applied. The part-of unit is the reflective control for the clustering and building of knowledge sources. This method assists in providing clarification during the process of abstraction for the problem. Our blackboard interpreter, which is used to provide part of the control, is extended in a similar way to OPM [8], using hierarchiacl abstractions. As the strategic model is developed to provide a reasoning reflective system, we show how the interpreter is extended to provide an adaptive learning system.

1 Introduction

In this paper we give a brief outline of our blackboard interpreter, and show how to extend the structure to give a reflective model for building problem-solving strategies. The application implemented using our model is a forest fire fighting [2] simulation. We show the changes in the blackboard model to explain how to deal with abstraction: that is, problem definition and solution formation. We use fine-grain knowledge source structures to assist in problem representation and abstraction clarity. The reflective process provides control [10] in a complex and changing environment. The problem domain represented for the reflective process, is that of strategies for problem solving. One approach to problem-solving is planning and the planning process requires abstraction which is used to fill in the vague outline of the strategy. In order to reason about the problem, the system is required to provide the properties of strategies, planning and definition in a recursive form. The problem solving model described here provides a structure for defining such problems. First, however, we will describe the blackboard interpreter.

2 The Blackboard Interpreter

Often in AI, there is difficulty in clearly identifying how the problem should be defined in a given system and the problem definition starts to depend on the
system being used. Blackboard interpreters have been found to be difficult to use to build strategic planners for general cases [3]. We support and amplify these findings: when using such systems we have found the control to be restrictive. Strategies require no restriction in the problem definition, but control has to be developed over time.

The blackboard system provides only a general restrictive and uncontrolled environment. This is close to the strategy context but we need to refine the blackboard structure offered so that complex problems can be handled with an approach which has strategic control. The revised blackboard model gives the necessary control for an adaptive learning system using a strategic method.

The blackboard model requires a problem abstraction for the knowledge sources. The first level of abstraction is to define areas which classify the system. The application used for this discussion is forest fire fighting [2]. A simple abstraction of the knowledge sources for the problem are bulldozer, fire and environment. There are further abstractions which can be considered such as the control centre. It is possible to abstract many knowledge source levels for this application. This helps to illustrate the fine grain knowledge source (KS) definition problem identified by Tate [15], and the abstraction hierarchy difficulties outlined by Craig [3]. Although the system can be defined within the blackboard interpreter, problems are highlighted when trying to represent a dynamic application. Below, we show the template for a simple bulldozer knowledge source requiring a move rule.

**Specifying a KS for the Bulldozer Domain**

```
Knowledge-Source-Name       KS-Bulldozer
Trigger-Condition           $EVENT-L=1
                            or
                            $ENTRY=fire
Precondition                 t
Condition-Action pair: Rule-id Move
  Condition $ENTRY=fire
  Action Move-Bulldozer
```

Each rule is given an identifier which is matched to a user-defined event and events can have states which can be changed via the activated knowledge sources as a result of posting an entry by means of the agenda. Once on the blackboard, the entries can be modified by the knowledge sources, providing the agenda allows the change.

The agenda allows the control to determine which knowledge source will contribute to the problem. The knowledge source is executed as a knowledge activation record and may contribute to forming the problem solution. The KSs are static structures while the knowledge source activation records (KSARs) are dynamic and can be modified. It is the entries which are posted onto the blackboard which allows KSs to be triggered. Once the triggered KSs, which are represented by KSAR's, become eligible they can be executed. The KSARs may add to the blackboard a new event, or a modified event attribute, or add an event attribute. The action part of the knowledge source may be built from a structure...
called propose, (actions do not have to be a propose structure). The propose structure causes the events to be modified and created. These event activities may cause changes to the blackboard entries. Below we show an example of a propose structure.

(PROPOSE :change-type 'add
 :entry 'create-fire
 :level (\$VALUE fire-level)
 :attribute 'fire-temperature
 :value (compute-temperature (\$GET 'create-fire'fire-position)))

The purpose of this action is to calculate the temperature of the area which is now on fire. The fire-level is set by the trigger function and compute-temperature is an external application function.

Events are changes to the blackboard state and are caused via an entry being posted. Entries exist on one level of abstraction on the blackboard, at a given time. They are able to change levels via an event. Network of entries are created as a solution forms on the blackboard. The networks are formed between entries through explicit representation of relationships and the links between entries are through the attribute-value structure.

The communication and the agenda are essentially the control. The control structure says how and when a knowledge source may add to the blackboard. Such an agenda structure is mainly problem-dependent when using the blackboard interpreter [5]. This occurs as the blackboard model is described as an abstract structure [5] and as such becomes problem-dependent as the organisation framework is implemented. This can cause the model to be less adaptive and domain dependent as discussed by Craig [3]. There are other problems encountered by the control mechanism for updating the blackboard [11]. We propose a networking structure for developing a number of levels. These are mainly developing the agenda, blackboard updating and the reflective process. The strategic model overcomes some of the restrictions in the blackboard model. To achieve an adaptive model we need to add another level of control.

3 Defining the new model

Planning is a method of controlling and monitoring changes in the state of a problem environment. There are states which are either static or dynamic. These states are used to represent partial problem abstractions of the system (the system being the problem definition). In the blackboard every KSAR executed is a state change. The user-defined events for the blackboard allow an event to change, the actions being modify, add or new. The strategic networking structure is defined to allow the user to define powerful control systems easily. Control structures work on critical state-changes as a priority mechanism. To achieve control, levels of state inference are defined in terms of unit and part-of unit processes. This becomes important to a reflective or general problem solving system as perception and problem description of the objective can be presented in context.
3.1 The problem context

To give emphasis to a problem context requires an appreciation of the problem in terms of itself i.e. the sub-system needs to be detached while still being part of the problem. This again falls well in to an orthogonal system which is reflective and infinite. Problem organisation hierarchy requires survival towards the problem, the context, and the approach.

The reflective process has no strict hierarchical control but allows sub-components in terms of understanding the interaction that component has i.e. the components provide the part-of unit process for the sub-components. The next level of reasoning [9] informs the system how that control should be handled without breaking the code of the strategy i.e. it should be flexible to avoid destruction which is a control to achieve a result.

For reflective process we define the meta-state which gives meta-state level control. The meta-objects, which define the reasoning rules [6], are needed to decide if we can solve the problem at this level. However this can be seen as one process, as Smith [12] discusses the use of identifying the components and realising the structure. The decision process looks after the state process which in turn looks after the decision process.

The agenda is defined as the meta-ks and looks after the other KS structures which have become part-of the agenda structure (Meta-Meta-Ks will look after the Meta-ks etc). The definition will depend on what level the system is being viewed from. All planning structures are defined within themselves [16] so that sub-plans are themselves planning. System adaption is allowed by copying KS to new structure to modify this structure. The next time the agenda uses the structure the level of interpretation has changed. It is a meta-state change which will cause a new KS to be expressed.

3.2 Extensions Required to provide a flexible Strategic Model

Figure 1 shows the explicit panels of the strategic model which is defined in terms of the blackboard structure but is extended explicitly to deal with reflection in terms of the unit process, part-of process and the strategic system.

The Agenda-ks is the intermediate process which provides the part-of unit for the Ks-fine-grain process unit. The Agenda-ks is expressed by the knowledge source template and provides for further structures the same template. The Meta-agenda is formed from the Agenda-ks and can be a unit which has both Ks-fine-grain and Agenda-ks. The part-of unit exists as the Meta-agenda once it has spawned the Meta-meta-agenda process, which follows the same procedure as the Agenda-ks. The system as described can view problem definitions and solutions in the form of the blackboard, the agenda and the knowledge source. This allows the different strategic processes to be viewed as different reasoning context definitions. The most reflective process is the part-of which is used to provide the adaptive learning context for the strategic model.
The `ks-type-1` can have a number of problem dependent KS attached. To provide solution islands the system may generate `ks-type-2` etc. The `ks-type` can communicate via the agendas and the blackboards. Below shows the structure of a simple bulldozer definition through the strategic model.

If an operation `move` is required specific to the bulldozer then the information to move has to be acquired. The information can be established either from an event or a KS. If an event or KS does not exist for an operation then the structure needs to be built. This system adaption is controlled from the agenda level. Once the possible KS solution has been generated control is passed back to the `ks-type`. Part of the reflective control occurs through the `id ks-type`. As all the conditions have an `id` they all have the control option.

```
ks-type-1(bulldozer)
  :triggers ((($EVENT-IS 'setup) level(operation))
              (or $EVENT-IS 'active))
  :precondition (type level active)
  :action (rules:new-rule :id ks-type(bulldozer ret-op)
                :conditions ($priority-set return-operations)
                :action
                (PROPOSE :change-type ($ret-val ret-op)
                           :entry ($ret-entry ret-op)
                           :level ($case-rule ret-op)
                           :attributes ($res-op ret-op)
                           :value ($res-val ret-op)))
    :local variable-returns))
```

The figure 2 shows how the links are provide and the indexing is achieved for the strategic model. The structure can encompass each component allowing the meta-control look at all of the blackboard. Internally, this view can be the whole structure, that is the meta-control which is also operates as part-of process.
Like OPM we can view parts of the blackboard, which is itself a blackboard, and we can request restructuring from a high level. The network perspective is important at this point of analysis and assists in answering some of the classification problems in abstraction analysis. The overall model allows: reasoning links, partial blackboard analysis, updating and the recognition of changes, the blackboard to remain distributive, the control to remain distributive, levels of interpretation from the model to the execution (KSI), and static and dynamic updating from execution which allows an adaptive learning system.

The network control structure builds the KS from the condition set. This organisation of the conditions depends on how the KS is to interact with the overall problem. The process used to is establish possible linked relationships. Strategies are dependent in their most abstract definition for their approximation of a problem. The reasoning has to be supported for explanation which can be internal to the unit process, part-of the unit, or as whole system. The infinite model is represented by a reflective reasoning process. Knowledge sources are formed from the basic production system to the most complicated meta-agenda.

3.3 Defining the strategy

In most systems a protocol is defined for how a problem can be expressed. Difficulties arise with this when a problem is not well understood or when more information is needed. Each situation is a symptom of the other. Tutoring systems provide environments of increasing [1] information when a student is finding difficulty with a problem. In a problem solving environment the information may be available to solve the problem but the understanding of the information is not
present in a form which can be easily reasoned about. The process of solving a problem can be presented with a solution process. It is this solution process that describes a structure from each process, which may also offer further problem representation in context.

This idea, in itself, is not new: a similar process is used in Case-based reasoning [9, 7] (CBR) systems. Learning by analogy is a method to improve and solve similar problem situations. The analogy method of problem solving uses already solved cases as a domain comparison. The case is modified and or extended to solve the new problem. There is a bootstrap problem with this form of problem solving when there is no case to do a comparison on. Although in reality there is always some level of case rule to compare to. A context of abstraction-level is required to employ the right level of case rule. The context requires not only the rules but also the appreciation of how and when to use the rule. This form of context analysis can take many forms, for example, to establish a simple condition as true or false or to initialise the strategic outline from the system rules.

In most planning system results are presented in one form only. However, to appreciate the process of problem solving in an abstract fashion, this process cannot be fixed, an open structure is required. This open structure requires a condition analysis process. The first step we take in bringing this system into focus to be implemented is the use of the condition set.

### 3.4 Defining the Condition Set

Conditions are built by the system state which will have degrees of dynamic interaction. This is determined by the priority setting which decides critical factors from the user event definition. In defining the condition the context of the abstraction definition becomes such that the reflection looks at how the condition reacts to the system state.

Condition-n, as a unit is the statement that represents n for example fire or refuel. To arrive at a condition there must be a before-action (and before the before-action a condition etc): this describes a causal relationship. The usual condition-action pair definition results but the classification of an action is a condition. This allows the initial definition of the world we are interested in to be statements (similar to horn clauses in Prolog [13]). To start our initial reflective condition we look for the most basic element, which in this problem of definition, is the condition or the action. This method is used to provide the constructs for building the more complex structure. The building of the structure is the strategy. By using such a method we are able to reason and present context in the unit form and as a part-of form. This technique of using reflection is not unlike the method used in ELEKTRA [4] when interfacing to the blackboard structure.

The ELEKTRA system is constructed in such a way it supports reflective processing; that is, ELEKTRA programs (sets of production rules) can reason about themselves in a theory-relative, causally-connected fashion. In terms of production systems, this means that production rules are allowed to match other rules and to inspect and reason about their contents. The execution of some
rules, in particular those rules which assigned the status of meta-rules, causes changes to the system which are directly felt at the object level. This goes beyond the normal property of production systems by which the execution (or ‘firing’) of one rule alters working memory contents, thus enabling some other rules, while disabling others, even though this is one of the main ways in which the causal connection between levels is achieved. In our strategic model we carry this process through to the condition level. This allows conditions to be complete knowledge source structures. Although the condition from one level may be only an expression which returns a value or a structure which requires further evaluation.

As the strategic reflective process is already built before passing the condition to the blackboard, then many of the abstraction problems are resolved. The condition definitions can become part of the blackboard to allow further consistent control to follow through from one system to another.

3.5 Adding control through Reflection

Using the agenda and the knowledge source structure we develop from O-Plan2, NONLIN [14] and OPM ideas incorporating reflection and abstraction. Planning systems demand a form of problem abstraction.

We use layered agendas; these define the KS network and are themselves structured as KS. The agendas are more abstract, but are still knowledge sources which are able to reason. One of the problems outlined by Tate [15] is the choice between modular fine grain KS and efficient large KS. The agenda in KS representation allows KS clusters for a defined point (sub-task). The agendas (Higher-Level KSs) are controlled by a further level, the scheduler. The structure is easy to visualise in a static mode or a snap shot of the “state”. However, in a reflective system the control of each component is independent and at the same time has complete control over the system. A heterarchical structure in OPM is used [8] for a further abstraction plane(s). The blackboard model is restrictive in allowing KSs to be aware of other knowledge sources other than via the database with the control through the agenda. In a reflective system all structures have control and are themselves controlled. The hierarchy of a problem is not always a true structure of the problem but it is a way of representing a problem solution. In a strategic system this can be analysed in a number of ways: as a new problem definition, solution, addition to the system, control, success or failure.

The user event meta-system creates events when required either internally or by external request: this is part of the reflective process. This allows a (sub)system to recognise a need and create a “system solution”. This will use the building blocks to present what it can contribute to the (sub)system drawing all other possible KSs into action.

As explained earlier the agenda can be posted as a whole structure. A meta structure is used to view the system for a global self-analysis although this will be organised into groups. The control method uses a NONLIN [14] characteristic, that is to allow groups (and sub groups etc) to interrogate structures and create
further analysis structures which contains a context value. The context value is relative to the level of abstraction. This method is used to develop more efficient solutions where efficiency is calculated by the number of steps required to achieve a goal.

Below gives the initial outline structure for the agenda template. The $name functions are built from the condition class. This class inherits structure from the trigger language provided in the blackboard interpreter. Once the initial structure is provided by the system the strategic network can be used to put the condition-set in place. The whole process may take many passes to provide the solution framework.

(declare-user-events 'agenda :new)

(setq ks-agenda
  (def-ks
    :name 'ks-agenda
    :trigger '(or ($agenda-setup-is 'set-up)
                  ($improve-agenda-is 'make-new))
    :precondition '($relationship-set 'agenda)
    :action (list (rules:new-rule
                   :id 'agenda
                   :conditions t
                   :action
                   (PROPOSE :change-type 'make-sub-ks
                             :entry ($create-agenda)
                             :level ($create-level)
                             :attribute ($event-contribution)
                             :value ($set-macro-type))))
    :local-variable-names '())

The agenda is structured as a knowledge source which means that the value context can be represented as a knowledge source. This context representation can take a range: from part of to a complete KS. This is all part of the abstraction and reflection processes. Each level is indexed and can be searched and identified. The condition-action control shows the developing abstraction structure. This differs from other systems as the reasoning mechanism allows the structure to be compartmentalised in a form that can be evaluated as either a unit process or part-of unit process. We are required to make structures explicit for the problem definition representation which requires knowing how to represent structures, when and understanding why.

4 Conclusion

Our organisational method is a reflective model which allows plan repair, provides decision explanation, and new rules to be added. To establish these attributes along with problem context and definition the model needs to view itself and the problem objectively.

Abstractions even in simple problems can be difficult to define and may not provide a hierarchy: this structure allows the problem definition to move between forms.
To provide blackboard unification the agendas are made up of KS which may be subagendas. Like other planners, it reduces complexity by providing another level of control. As part of a control method the system can force a value context, this can only occur once parts of the problem have been well defined through the system structure. For parts of the problem to become well defined and for solutions to form may take many passes through the system. Our model provides mechanisms to: allow statement definition through the condition set, use the natural expert system strategy for solution expression, overcome the blackboard interpreter problems, improve abstraction definition in problems, allows strategic analysis, and provides reflection for an adaptive learning environment with control.

Our model and blackboard system are both being developed in Common Lisp. We would like to thank Iain Craig who has allowed us to use his blackboard interpreter for the basis of our research.
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Abstract. We present a natural and realistic knowledge acquisition and processing scenario. In the first phase a domain expert identifies deduction rules where he thinks that they are good indicators of a specific target concept to occur. Then, in a second knowledge acquisition phase, a learning algorithm automatically adjusts, corrects and optimizes the deterministic rule hypothesis given by the domain expert by selecting an appropriate subset of the rule hypothesis and by attaching uncertainties to them. Finally, in the running phase of the knowledge base we can arbitrarily combine the learned uncertainties of the rules with uncertain factual information.

1 Introduction

The aim of this study is twofold. First, we show how the learning techniques for propositional concepts given by [KS90] can be used to learn probabilities of not necessarily propositional deduction rules. Second, we show how to integrate or simulate these learned probabilities in a rule-based calculus which deals quantitatively with vague rule premises [Wüt92b]. Together, this gives a knowledge representation tool for uncertain rule-based reasoning.

We start by saying why we think that a combination of rule-based reasoning and probabilities is a promising and needed approach to capture the knowledge of domain experts into a knowledge base system. Humans like to think in terms of disjunctions of conjunction (e.g. see [Val85, p.560]) or in terms of rules like

\[
\text{has.cancer}(x) \leftarrow \text{person}(x) \land \text{smoker}(x)
\]

(1)

\[
\text{has.cancer}(x) \leftarrow \text{person}(x) \land \neg \text{does.sport}(x)
\]

(2)

\[
\text{has.cancer}(x) \leftarrow \text{person}(x) \land \text{ancestor}(y, x) \land \text{has.cancer}(y)
\]

(3)

However, in many situations to get from a domain expert such rules is not the end of the knowledge acquisition task since these rules do not express precisely enough the reality. For instance, the rules (1),(2) and (3) are only true to a certain degree. This raises the need to have a means to deal with “degreelessness” of truth. There are two sources of vagueness. The rule (1) itself holds only to a certain degree, and, the premise smoker(x) needed to deduce the conclusion has.cancer(x) can also be more or less true. For instance, smoker(hans) : 0, smoker(hans) : 0.5, and smoker(hans) : 1 can model respectively that hans is a non-smoker, smokes one package of cigarettes a day and smokes more than
two packages a day. So in many situations the rule-based paradigm alone is not sufficient. We need a way to express uncertainty. Also, a combination of rules and uncertainties can be used to simulate default reasoning in rule-based systems [Ric83]. Note that an uncertainty can be interpreted in different ways. The fact smoker(hans) : 0.5 can either express that hans is a medium strong smoker or, that he is a smoker or a non-smoker but we have absolutely no hint which of the two possibilities is the right one.

There are basically two ways of dealing with vagueness, either quantitatively or qualitatively. We will adopt the former one and try to formalize and handle the knowledge quantitatively. However, quantitative methods have a serious drawback versus qualitative approaches like the one proposed in [HR83]. As stated there, the main problem with probabilistic reasoning is that people are unwilling to give precise numerical probabilities to outcomes. Therefore, Halpern and Rabin proposed in the former study a qualitative, propositional logic of likelihood to deal with the intuitively appealing notion of “likely” without using explicit numbers or probabilities. Since people are unwilling to give precise values to outcomes, it is exceedingly important to show how to eliminate the need that people have to estimate probabilities of deduction rules; especially when the task is also complicated by the fact that one has to give numerical values for the eight different cases that has.cancer(x) holds if only the rule body of (1) is true, if exactly the bodies of (1) and (2) are true, and so on. While the heuristic estimation of probabilities of rules seems indeed to overtax the human capabilities, an appropriate setting of the truth degree of individual facts or ground atoms seems to be manageable by domain experts. For instance, to attach a number to exercises(hans, soccer) expressing the degree of truth for this fact is not more or less difficult than to judge whether exercises(hans, soccer) necessarily holds, does not necessarily hold, likely holds, possibly holds and so on - to speak in terms of the language introduced in [HR83].

We will overcome the problem of probability estimation by giving a learning algorithm for probabilities of rules. Furthermore we will show how these numbers can be dealt with in a rule-based system also dealing with uncertain premises. Together this results in a framework where people can think in terms of (not necessarily propositional) deduction rules and where the reasoning is more precise than in the framework proposed in [HR83]. Our framework allows preciser information because event dependencies cannot only be “likely” or “conceivable” as in [HR83] - p occurs likely or conceivably respectively if q occurs - but p ← q : γ can express any degree of dependence between “p holds” if “q holds”. The degree of dependence is expressed by γ ∈ [0, 1]. The use of explicit numbers circumvents also a serious problem occurring in Halpern’s and Rabin’s likelihood logic [HR83, p.318]. Let us interpret “likely” as being greater or equal to 0.5. Now consider a situation where we toss a fair coin twice, and let p represent “the coin lands heads both times”, while q represents “the coin lands tails both times”. Then from the likelihood logic follows that since p ∨ q is likely
either $p$ is likely or $q$ is likely, which is not the case. On the other hand, using our approach this problem is avoided. In terms of rules and facts, the former situation is $p \leftarrow \text{head}(1) \land \text{head}(2)$, $q \leftarrow \neg \text{head}(1) \land \neg \text{head}(2)$, $\text{head}(1) : 0.5$ and $\text{head}(2) : 0.5$. Then using the rule-base calculus proposed in [Wit92b] we get the probability of event $p$ and those for event $q$ to be $0.25$, the probability of $p \lor q$ to be $0.5$, the probability of both events occurring, i.e. $p \land q$, to be zero, and the probability of $\neg q \lor p, p \lor \neg q, \neg q$ and also $\neg p$ to be $0.75$.

Now we come to the delicate task of making some realistic assumptions on the real world. Suppose a domain expert identifies a set of relevant rules, like (1) to (3) in order to define when a concept like $\text{has-cancer}(x)$ occurs for a particular person $x$. Then we distinguish eight cases: either none of the three rule bodies is true for this person, or only the rule body of (1) is true, ..., or only the rule bodies of (1) and (2) are true, or all three rule bodies are true. In either case, there is a specific probability for this person having cancer. Hence, in this example, we assume that there are probabilities $\gamma_1, \gamma_2, \gamma_3, \gamma_4, \gamma_5, \gamma_6, \gamma_7$ satisfying the following. Whenever we investigate in future a randomly drawn person like hans where all premises like $\text{exercises}(\text{hans}, \text{soccer})$ or $\text{smoker}(\text{hans})$ are either true or false then $\text{has-cancer}(\text{hans})$ has probability $0$ if none of the rule bodies of (1) to (3) is true wrt the substitution $\{x/\text{hans}\}$; it has probability $\gamma_1$ if exactly rule body (1) is true wrt $\{x/\text{hans}\}$; it has probability $\gamma_2$ if precisely the body of (2) and (3) is true wrt $\{x/\text{hans}\}$; and so on. When saying that for instance the body of (3) is true wrt $\{x/\text{hans}\}$ we mean that the existential closure of (3) $\{x/\text{hans}\}$ is true, i.e. that $\exists y(\text{person}(\text{hans}) \land \text{ancestor}(y, \text{hans}) \land \text{has-cancer}(y))$ is true. Note that the assumption of the existence of the numbers $\gamma_i$ seems indeed to be realistic since if we add the additional rule $\text{has-cancer}(x) \leftarrow \text{person}(x)$ then we will also capture those persons having cancer but for which none of the rule bodies is true. However, in this case we then assume the existence of the fifteen numbers $\gamma_1, \ldots, \gamma_{1234}$ with their straightforward meaning.

## 2 Preliminaries

We define the model of efficient distribution-free learning of probabilistic concepts as it was introduced in [KS90]. This model is a natural and important extension to Valiant's probably approximately correct learning model for (deterministic) concepts [Val84, Nat91].

A probabilistic concept, abbreviated by p-concept, over a domain set (or instance space) $X$ is simply a mapping $c : X \rightarrow [0,1]$. For each $a \in X$, we interpret $c(a)$ as the probability that $a$ is a positive example of the p-concept $c$. A learning algorithm is attempting to infer something about the underlying target p-concept $c$ solely on the basis of labeled examples $(a,b)$, where $b \in \{0,1\}$ is a bit generated randomly according to the conditional probability $c(a)$. Thus, examples are of the form $(a,0)$ or $(a,1)$ - not $(a,c(a))$.

A p-concept class $C$ is a family of p-concepts. On any execution, a learning
algorithm is attempting to learn a distinguished target p-concept \( c \in C \) with respect to a fixed but unknown and arbitrary target distribution \( D \) over \( X \). The learning algorithm is given access to an oracle \( EX \) that behaves as follows: \( EX \) first draws a point \( a \in X \) randomly according to the distribution \( D \). Then with probability \( c(a) \), \( EX \) returns the labeled example \((a, 1)\) and with probability \( 1 - c(a) \) it returns \((a, 0)\).

Now in this setting we are interested in inferring a good model of probability with respect to the target distribution. We say that a p-concept \( h \) is an \( \epsilon \)-good model of probability of \( c \) with respect to \( D \) if we have

\[
\Pr_{a \sim D}[|h(a) - c(a)| \leq \epsilon] \geq 1 - \epsilon.
\]

Hence the value of \( h \) must be near that of \( c \) on almost all points \( a \).

Let \( C \) be a p-concept class over domain \( X \). We say that \( C \) is learnable with a model of probability if there is an algorithm \( A \) such that for any target p-concept \( c \in C \), for any target distribution \( D \) over \( X \), for any inputs \( \epsilon, \delta > 0 \), algorithm \( A \), given access to \( EX \), halts and with probability \( 1 - \delta \) outputs a p-concept \( h \) that is an \( \epsilon \)-good model of probability for \( c \) with respect to \( D \). We say that \( C \) is polynomially learnable if \( A \) runs in time \( \text{poly}(1/\delta, 1/\epsilon) \), i.e. in time polynomial in \( 1/\epsilon \) and \( 1/\delta \).

We need an additional assumption in order to be able to use Kearn's and Schapire's learning model also for non-propositional concepts. Assume to have some rule bodies \( d_1(\overline{x}), \ldots, d_m(\overline{x}) \). Then oracle \( EX \) returns not only a randomly drawn example \( \overline{a} \in X_1 \times \cdots \times X_n \) for some \( n > 0 \) together with the bit \( b \in \{0, 1\} \), but the oracle will also tell us whether \( d_i(\overline{a}) \) for \( 1 \leq i \leq m \) is true or not. The closed formula \( d_i(\overline{a}) \), \( \overline{a} = a_1, \ldots, a_n \), is obtained from \( d_i(\overline{x}) \), \( \overline{x} = x_1, \ldots, x_n \), by applying the ground substitution \( \{x_1/\overline{a}_1, \ldots, x_n/\overline{a}_n\} \). Thus, the oracle \( EX \) returns the labeled example \((\overline{a}, b_1, \ldots, b_m, b)\), where \( b_1, \ldots, b_m, b \in \{1, 0\} \). This extension implies that if a domain expert gives an indicator \( d_i(\overline{x}) \) then someone (the oracle or a set of background information in the form of facts and rules respectively) has to be able to tell us whether \( d_i(\overline{a}) \) is true or not for some point \( \overline{a} \in X_1 \times \cdots \times X_n \). So if we draw for instance hans during the learning phase the oracle decides whether hans is a smoker or not. However, this does not imply that later on when having learned the concept we may not value persons of having cancer where we are not one hundred percent sure whether these persons are now non-smokers or smokers. Or in other words, although we will cope later on with uncertain premises, we assume certain premises during the learning phase. As we will see, the truth value of the premises is not estimated directly but indirectly giving numbers to ground atoms only. The assumption that the oracle has to decide during the learning phase whether a premise is true or not can be justified as follows. Whenever we have a training example and we (the oracle or a set of background information in the form of rules and facts respectively) can not decide on the truth of the premises then we simply skip this example and try another one. This implies that if we would need \( \text{poly}(1/\delta, 1/\epsilon) \) training examples to learn a particular concept and if we can decide only on \( \beta \) of them whether the premises are satisfied or not then we actually have to draw \( \text{poly}(1/\delta, 1/\epsilon)/\beta \).
training examples. Consequently, we will learn the uncertainties of the rules on a subset \( X' \) of the domain \( X \) and assume that the examples from \( X' \) behave as the examples from \( X \). So we extrapolate from \( X' \) to \( X \). But for the mathematical analysis of the learning algorithm, we will assume that the training examples are randomly drawn from \( X \) according to the unknown and arbitrary distribution \( D \). Note that we do not allow an additional length parameter like the number of relevant indicators (e.g. see [Nat91, section 2.1]). The reason is that a domain expert can realistically be asked to give at most \( m \) relevant indicators for some fixed \( m \). Moreover, if we would allow this additional complexity parameter then the class of concepts we are particularly interested in here (vdp-concepts defined below) would neither be efficiently learnable nor could these concepts be evaluated in polynomial time. Hence, we are really forced to impose an upper bound on the number of potentially relevant indicators.

We discuss syntactic restrictions on the rule bodies. We tacitly assume that the given rule bodies \( d_1(\overline{x}), \ldots, d_m(\overline{x}) \) are function-free, conjunctions of literals, all having the same free variables and that the domain \( X_1 \times \ldots \times X_n \) from which the oracle will randomly draw the values for \( \overline{x} = x_1, \ldots, x_n \) is explicitly encoded in each rule body in the form \( \text{dom}(x_1) \land \ldots \land \text{dom}(x_n) \), i.e. in the form of an additional conjunction of atoms. In rule (1) to (3) this conjunction is just \( \text{person}(x) \). We also impose that the rule bodies are allowed (each head variable occurs in a positive body literal). This has no consequence on the learning itself but ensures good properties when afterwards combining the learned probabilities with a special rule-based calculus.

In this study we are particularly interested in the class \( C \) of visible disjunctive \( p \)-concepts with respect to \( \{d'_1(\overline{x}), \ldots, d'_m(\overline{x})\} \) - abbreviated by vdp-concepts (wrt \( \{d'_1(\overline{x}), \ldots, d'_m(\overline{x})\} \)). When appropriate we write \( d_i \) instead of \( d_i(\overline{x}) \). Each rule body \( d'_i \) obeys the previously defined restrictions. A vdp-concept \( c \in C \) wrt \( \{d'_1(\overline{x}), \ldots, d'_m(\overline{x})\} \) is defined by a set of \( n \) rule bodies \( \{d_1, \ldots, d_n\} \subseteq \{d'_1, \ldots, d'_m\} \) and by \( 2^n - 1 \) real numbers \( \gamma_{i_1} (1 \leq i_1 \leq n), \gamma_{i_1 i_2} (1 \leq i_1 < i_2 \leq n), \gamma_{i_1 i_2 i_3} (1 \leq i_1 < i_2 < i_3 \leq n), \gamma_{i_1 i_2 \ldots i_n} (1 \leq i_1 < i_2 \ldots < i_n \leq n) \). Each real value \( \gamma_i \) is in the interval \([0, 1]\). We use the convention \( \gamma_i' = \gamma_i \) if \( i' \) is a permutation of the indices \( i \). For a point \( \overline{a} \in X \), we have \( c(\overline{a}) = \gamma_1 \ldots k \) if \( \{d_1(\overline{a}), \ldots, d_k(\overline{a})\} \) is the maximal subset of \( \{d_1(\overline{a}), \ldots, d_n(\overline{a})\} \) such that each \( d_i(\overline{a}) \) for \( 1 \leq i \leq k \) is true. Otherwise, if no disjunct is true wrt \( \overline{a} \) then \( c(\overline{a}) = 0 \).

3 Learning Rule Uncertainties

Proposition 1 Visible disjunctive probabilistic concepts wrt \( \{d'_1, \ldots, d'_m\} \) are polynomially learnable.

Proof. The learning algorithm taking as input \( \delta \) and \( \epsilon \) makes direct use of a technique suggested in [KS90, p.386] and performs in two steps. First, for each of the \( 2^m \) possible hypothesis \( h = \{d_1, \ldots, d_n\} \) wrt \( \{d'_1, \ldots, d'_m\} \) we do the following.
We estimate $\gamma_{1..l}$ as the frequency with which the target concept occurs in a randomly drawn new sample of size $\text{poly}(1/\delta, 1/\epsilon)$ if $d_1 \land \ldots \land d_l \land \neg d_{l+1} \land \ldots \land \neg d_n$ is true. If this disjunct is never true then we can set $\gamma_{1..l}$ to any real number in $[0, 1]$. This yields an estimation $\hat{h}$ for each of the $2^m$ hypothesis $h$. Second, for each of the $2^m$ hypothesis $\hat{h}$ we estimate its error using the quadratic loss method proposed in [KS90, p.386] and choose the best possible hypothesis. This is done using the function $Q_{\hat{h}}$ for a hypothesis $\hat{h}$ which is specified for an example $(x, y)$ as $Q_{\hat{h}}(x, y) = (\hat{h}(x) - y)^2$. For each individual $\hat{h}$ we draw $\text{poly}(1/\delta, 1/\epsilon)$ many new examples $(x_1, y_1), \ldots, (x_n, y_n)$ randomly from $X$ and estimate with this sample the expected loss $E[Q_{\hat{h}}]$ as $E[Q_{\hat{h}}] = 1/n \cdot (Q_{\hat{h}}(x_1, y_1) + \ldots + Q_{\hat{h}}(x_n, y_n))$. Then we output as $\epsilon$-good model of probability a hypothesis $\hat{h}$ with minimal empirical loss $E[Q_{\hat{h}}]$. The prove that the algorithm performs as claimed is given in [Wüt92a].

4 Integrating vdp-Concepts

We show how a learned vdp-concept can be handled by the rule-base calculus [Wüt92b]. We briefly introduce the main characteristics of this calculus first. Let $KB = (F, R)$ be a knowledge base consisting of a finite set of facts or ground atoms $F$, each having attached a probability in the closed real interval between zero and one, and a finite set of stratified deduction rules $R$. Then the mentioned calculus computes for each ground formula a probability which reflects whether it is true or false with respect to the given facts and rules. For example, on the rules

$$
\begin{align*}
\text{has.cancer}(x) & \leftarrow \text{person}(x) \land \text{ancestor}(y, x) \land \text{has.cancer}(y) \\
\text{ancestor}(x, y) & \leftarrow \text{parent}(x, y) \\
\text{ancestor}(x, y) & \leftarrow \text{parent}(x, z), \text{ancestor}(z, y)
\end{align*}
$$

and the facts \{parent(d, c) : 1, parent(c, b) : 0.8, has.cancer(d) : 0.7, person(d), person(c), person(b)\} the calculus computes for has.cancer(b) a probability of 0.56, denoted $I_{KB}(\text{has.cancer(b)}) = 0.56$, and for ancestor(d, b) a probability of 0.8. Note that if for some information there is not given an explicit uncertainty, like for person(d) or the rules, then this information is taken to be sure. If we interpret each ground atom as denoting a special ground formula (under the minimal model semantics of [ABW88], has.cancer(b) denotes person(b) \land parent(d, c) \land parent(c, b) \land has.cancer(d) in our example) then for this calculus the following properties can be shown:

1. $I_{KB}(p) \leq I_{KB}(q)$ if $p$ logically implies $q$.
2. $I_{KB}(p) \geq 0$
3. $I_{KB}(p \lor q) = I_{KB}(p) + I_{KB}(q)$ if $p$ and $q$ are mutually exclusive i.e. $p \land q$ is unsatisfiable.
4. $I_{KB}(p) = 1$ if $p$ is the certain event, i.e. a tautology.

Thus, on the boolean algebra $([S], \land, \lor)$, where $S$ is a set of ground formulas and $[S]$ is $S$ modulo logical equivalence, we have that the mapping $I_{KB}$ is well defined, i.e. $I_{KB}(p) = I_{KB}(q)$ if $p \leftrightarrow q$, and that $I_{KB}$ defines a probability function in the sense of axiomatic probability theory. Thus, all the usual consequences of probability theory also hold here [Par60, pp. 18-21] when replacing the relation $\subseteq$ between events by $\rightarrow$. Moreover, from property $I$ we have that the calculus is monotone in the number of derivations for a particular ground atom. For instance, if has-cancer(b) could also be deduced by person(b) $\land$ smokes(b) then the probability of has.cancer(b) increases. In [Wit92b] is also shown how to approximate the function $I_{KB}$ in time polynomial in the number of the facts $F$ and that this calculus reduces to the usual minimal model $MF_{UR}$ of the stratified Datalog program $F \cup R$ (see [ABW88]) if each fact in $F$ is sure.

We now outline how to simulate a learned vdp-concept $c$ in the calculus introduced. For a vdp-concept defined by $n$ rules we solve a system of $2^n - 1$ linear equalities in $2^n - 1$ unknowns $x$. In our example, we solve

$$
\begin{align*}
\gamma_1 &= x_1 \cdot x_12 \cdot x_13 \cdot x_123 \\
\gamma_2 &= x_2 \cdot x_12 \cdot x_23 \cdot x_23 \\
\gamma_3 &= x_3 \cdot x_13 \cdot x_23 \cdot x_23 \\
\gamma_12 &= \gamma_1 + \gamma_2 - x_1 \cdot x_2 \cdot x_12 \cdot x_23 \cdot x_13 \cdot x_123 \\
\gamma_13 &= \gamma_1 + \gamma_3 - x_1 \cdot x_3 \cdot x_12 \cdot x_23 \cdot x_13 \cdot x_123 \\
\gamma_23 &= \gamma_2 + \gamma_3 - x_2 \cdot x_3 \cdot x_12 \cdot x_23 \cdot x_13 \cdot x_123 \\
\gamma_123 &= x_1 \cdot x_12 \cdot x_13 \cdot x_123 + x_2 \cdot x_12 \cdot x_23 \cdot x_123 + x_3 \cdot x_13 \cdot x_23 \cdot x_123 - x_1 \cdot x_2 \cdot x_12 \cdot x_23 \cdot x_13 \cdot x_123 - x_2 \cdot x_3 \cdot x_12 \cdot x_23 \cdot x_13 \cdot x_123 + x_1 \cdot x_2 \cdot x_3 \cdot x_12 \cdot x_23 \cdot x_13 \cdot x_123
\end{align*}
$$

Note that if $\gamma_7 = 0$ then we approximate this by setting $x_i$ to an arbitrary small but non zero value. These equations have exactly one solution provided they are friendly defined, i.e. no divisor happens to be zero and none of the $x_i$ is zero. But clearly also the case that a divisor is zero can be approximated arbitrarily precise by replacing it by any value greater than zero. Now assume that these equations have been solved yielding in our example $x_1 = \frac{(1 + \gamma_1 + \gamma_2 + \gamma_3 + \gamma_12 + \gamma_13 + \gamma_23 + \gamma_123 - (\gamma_1 + \gamma_2 + \gamma_3) + \gamma_123)}{(\gamma_1 + \gamma_2 + \gamma_3 + \gamma_12 + \gamma_13 + \gamma_23 + \gamma_123)}$. If each left hand side is non zero. Then we generate the rules

- $\textit{has.cancer}(x) \leftarrow \textit{per}(x) \land \textit{smoker}(x) \land a_1 \land a_12 \land a_13 \land a_123$
- $\textit{has.cancer}(x) \leftarrow \textit{per}(x) \land \neg\textit{does.sport}(x) \land a_2 \land a_12 \land a_23 \land a_123$
- $\textit{has.cancer}(x) \leftarrow \textit{per}(x) \land \textit{anc}(y, x) \land \textit{has.cancer}(y) \land a_3 \land a_13 \land a_23 \land a_123$

and add the new facts $\{a_1 : x_1, a_2 : x_2, a_3 : x_3, a_12 : x_{12}, a_13 : x_{13}, a_23 : x_{23}, a_123 : x_{123}\}$. We will here not write down how an arbitrary vdp-concept is simulated.
but this as well as the resulting values for the \( x_i \) are easily generalized from the above example. Of more interest is the question whether the presented simulation technique is correct or not (see [Wiit92a for the proofs of proposition 2 and 3].

**Proposition 2 (correctness of the simulation of vdp-concepts for certain rule premises)** Let \( c \) be a vdp-concept defined by \( \{d_1, \ldots, d_n\} \) and \( \gamma_1, \ldots, \gamma_n \) such that the rules \( R = \{c \leftarrow d_1, \ldots, c \leftarrow d_n\} \) are stratified, and the corresponding system of \( 2^n - 1 \) equalities for the \( x_i \) is friendly defined. Let \( R' \) be the set of rules \( \{c \leftarrow d_1 \wedge a_1 \ldots \wedge a_{n_i}, \ldots, c \leftarrow d_n \wedge a_n \wedge a_{n_i} \} \) and \( I \) be a Herbrand interpretation (which can be regarded as a set of facts each with attached probability one) defining whether a disjunct \( d_i \) is true or not wrt an example \( \bar{a} \). Then for each point \( \bar{a} \) and each interpretation \( I \), if \( R \) is non-recursive or \( I = M_{R,R} - \{c(\bar{a})\} \), then \( I(\bigcup_{R'} \bigcup R')(c(\bar{a})) = \gamma_1 \ldots \gamma_n \), where \( \{d_1(\bar{a}), \ldots, d_n(\bar{a})\} \) is the maximal subset of \( \{d_1(\bar{a}), \ldots, d_n(\bar{a})\} \) which is true wrt \( I \).

5 Combining Rule and Premise Uncertainties

We show now what happens if a vdp-concept is evaluated under uncertain premises. Let us take the rule

\[
\text{has.cancer}(x) \leftarrow \text{person}(x) \wedge \text{ancestor}(y, x) \wedge \text{has.cancer}(y)
\]  

(4)

where we know that it is true in 0.1 percent of the cases. Furthermore, we have five fact sets

- \( F_1 = \{\text{ancestor}(\text{fritz}, \text{hans}), \text{ancestor}(\text{heiri}, \text{hans}), \text{has.cancer}(\text{fritz}) : 0.8, \text{has.cancer}(\text{heiri}) : 0.3\} \)
- \( F_2 = \{\text{ancestor}(\text{fritz}, \text{hans}), \text{has.cancer}(\text{fritz}) : 0.8\} \)
- \( F_3 = \{\text{ancestor}(\text{heiri}, \text{hans}), \text{has.cancer}(\text{heiri}) : 0.2\} \)
- \( F_4 = \{\text{ancestor}(\text{fritz}, \text{hans}), \text{ancestor}(\text{heiri}, \text{hans}), \text{has.cancer}(\text{fritz}) : 0.8\} \)
- \( F_5 = \{\text{ancestor}(\text{heiri}, \text{hans}), \text{ancestor}(\text{fritz}, \text{hans}), \text{has.cancer}(\text{heiri}) : 0.2\} \)

Using our concepts introduced we get

\[
0.08 = I(F_1, \{(4)\})(\text{has.cancer}(\text{hans})) = I(F_1, \{(4)\})(\text{has.cancer}(\text{hans}))
\]

\[
0.02 = I(F_1, \{(4)\})(\text{has.cancer}(\text{hans})) = I(F_1, \{(4)\})(\text{has.cancer}(\text{hans}))
\]

\[
0.084 = I(F_1, \{(4)\})(\text{has.cancer}(\text{hans}))
\]

Proposition 3 gives the precise information on what actually happens in the non-recursive case and assures the correctness of the combination of rule uncertainties with vague premises under the assumption that the rule uncertainties are independent from the premise uncertainties. We write \( Pr[A] \) instead of \( I(F,R)(A) \) since it is clear to which facts and rules we refer.
Proposition 3 (correctness of the simulation of non-recursive vdp-concepts under vague premises) Let \((F, R)\) be a knowledge base where predicate \(c\) does not occur and let \(c\) be a vdp-concept defined by the disjuncts \(\{d_1, \ldots, d_n\}\) and the friendly real numbers \(\gamma_1, \ldots, \gamma_{1..n}\). Then for any point \(\bar{a}\), we have:

\[
Pr[c(\bar{a})] = Pr[d_1(\bar{a}) \land \neg d_2(\bar{a}) \land \ldots \land \neg d_n(\bar{a})] \cdot \gamma_1 \\
+ Pr[\neg d_1(\bar{a}) \land d_2(\bar{a}) \land \ldots \land \neg d_n(\bar{a})] \cdot \gamma_2 \\
+ \ldots \\
+ Pr[\neg d_1(\bar{a}) \land d_2(\bar{a}) \land \ldots \land \neg d_n(\bar{a}) \land \neg d_3(\bar{a}) \land \ldots \land \neg d_n(\bar{a})] \cdot \gamma_24 \\
+ \ldots \\
+ Pr[d_1(\bar{a}) \land \ldots \land d_n(\bar{a})] \cdot \gamma_{1..n}
\]

and therefore \(0 \leq Pr[c(\bar{a})] \leq 1\).

The conclusion of proposition 3 can be seen as the formula of the total probability. If \(A_1 \lor \ldots \lor A_n\) is the certain event then, according to probability theory, \(Pr[B] = \sum_{i=1}^{n} Pr[A_i] * Pr[B | A_i]\) holds. So, since the \(\gamma\)'s are the conditional probabilities \(Pr[B | A_i]\) and since the conditional probability \(Pr[c | \neg d_i]\) is by definition zero, the stated fact follows.

The presented simulation technique can also be used to express other non-obvious cases. Assume to have three mutually exclusive events \(b_1, b_2\) and \(b_3\) with probability \(cf_{b_1}, cf_{b_2}\) and \(cf_{b_3}\) respectively. It is now no longer obvious how to express mutual exclusiveness as for example when having two mutually exclusive events (see our example “we toss a fair coin twice” given in section 1). We set \(p_1 \leftarrow b_1 \neg b_2 \neg b_3 a_1, \ldots, p_3 \leftarrow \neg b_1 \neg b_2 b_3 a_3\) and attach for instance to \(a_1\) the uncertainty \(1/(1 - cf_{b_2}) \cdot (1 - cf_{b_3})\). This assures the desired effect that \(Pr[p_i] = Pr[b_i] = cf_{b_i}, Pr[p_i \land p_j] = 0, Pr[p_i \lor p_j] = Pr[p_i] + Pr[p_j]\) and \(Pr[p_1 \lor p_2 \lor p_3] = cf_{b_1} + cf_{b_2} + cf_{b_3}\) for \(1 \leq i < j \leq 3\). So we then look at \(p_i\) instead of \(b_i\) which results in the desired behavior.

6 Conclusions

This study combines results from three different areas: probability theory, rule-based reasoning and machine learning. In particular, we presented a natural and realistic knowledge acquisition and processing scenario. A domain expert gives a couple of hopefully strong indicators of whether a target concept will occur. A learning algorithm then selects a subset of these rules and attaches weights to them such that the concept will be predicted probably optimally within the bounds of the original rules. Although we do not make any assumption on the correctness of the domain expert’s specification, it is clear that the better the original rules are the better results the learning algorithm can produce. Finally, we integrate the learned concepts into probabilistic knowledge bases where we
can also give the probability of a concept to occur even when the rule premises are vague. Moreover, different learned concepts and non-learned deterministic rules can be added together yielding a large uniform knowledge base.

We believe that a prerequisite for a successful real world application of uncertain information in knowledge bases is to have available a "good" uncertainty calculus as well as "good" uncertainties themselves. We hope we have satisfied both prerequisites.
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Abstract. Discovery of regularities in data involves search in many spaces, for instance in the space of functional expressions. If data do not fit any solution in a particular space, much time could be saved if that space was not searched at all. A test which determines the existence of a solution in a particular space, if available, can prevent unnecessary search. We discuss a functionality test, which distinguishes data satisfying the functional dependence definition. The test is general and computationally simple. It permits errors in data, limited number of outliers, and background noise. We show how our functionality test works in database exploration within the 49er system as a trigger for the computationally expensive search in the space of equations. Results of tests show the savings coming from application of the test. Finally, we discuss how the functionality test can be used to recognize multifunctions.

1 Introduction: the Role of Application Conditions

Machine Discovery systems such as BACON [4], FAHRENHEIT [11], KDW [7], EXPLORA [2,3], FORTY-NINER (49er) [9,10], and many others, explore data in search for hidden knowledge. They conduct search in usually large spaces of hypotheses. More discoveries can be made when a hypotheses space is larger, but search in a large space takes plenty of resources: time and memory. Using 49er to explore a database, for instance, even if a single search for an equation may take few seconds, when repeated thousands of times it can consume very significant resources. Can unsuccessful search be avoided? What tests can be applied to determine whether there is a chance for a solution in a particular space?

Another reason to avoid the search is when results would not have meaning. Different types of regularities make sense for different types of variables. For instance, even if two variables have numerical values, if the numbers are on the nominal scale rather than on interval or ratio scales, the discovered equations are not meaningful. Similarly for a nominal attribute it does not make sense to aggregate the values in two or more classes classes to summarize data in simple contingency tables, because in almost all cases the a priori conducted grouping has little sense. Simple conditions, which do not even consider the data, but only domain knowledge about the type of variables, can be sufficient. Zembowicz and Żytkow [9] summarize the dependence between variable type and regularity type for the use of 49er. All application tests are evaluated before the corresponding space is searched, so that the number of spurious regularities decreases and/or the efficiency of search is improved.
In this article we will concentrate on the functionality test that prevents an
unsuccessful but costly search in the space of functional expressions. Rather than
considering only types of variables, our test analyzes the actual data.

2 Testing Functionality

Empirical equations are efficient summaries of data, if the data distribution is
close to a functional relationship. In many machine discovery systems, equations
form large, potentially unbound search spaces [1,4,5,6,8,9]. The search in the
space of equations is expensive, and it may be repeated many times for different
combinations of variables and different ranges of data. It would be a good idea to
avoid search on the data which are not conducive to functional description. The
problem occurs typically in database discovery, where most of data follow weak
statistical patterns rather than strong functional dependencies, but still some
data can be described by equations. Many discovery systems assume functional
relationships in data, and focus on identifying the best functional expression.
This assumption is justified if the data come from well designed, high quality
experiments in physics or chemistry, but is seldom satisfied in most other cases.
However, when strong functional relationships are possible, it would be a big
fault not to notice them when they occur. We need a test which applies to all
datasets and is passed only when the data can be approximated by a function.

We will present such a test, which determines whether there is a functional
dependency between two given variables: independent (called x) and dependent
(y). If the dependent variable cannot be identified, the test should be run twice,
first for y as dependent and then for x as dependent.

2.1 The Definition of Functionality

We will use the following mathematical definition of functional relationship:

**Definition:** Given a set \(DB\) of pairs \((x_i, y_i)\), \(i = 1, \ldots, N\) of two variables \(x\) and
\(y\), and the range \(X\) of \(x\), \(y\) is a function of \(x\) iff for each \(x_0\) in \(X\), there is exactly
one value of \(y\), say \(y_0\), such that \((x_0, y_0)\) is in \(DB\).

We could add a second requirement: \(y\) should be a continuous function of
\(x\). However, discrete data make testing continuity difficult and missing data
frequently results in artificial discontinuities. After conducting many experiments
we decided not to use analysis of continuity in our functionality test. The issue
of continuity is re-visited in the section on multiple equation finder.

2.2 Problems with Functionality in Real Data

It would be easy to check functionality in a given dataset by the strict appli-
cation of the definition, that is, by checking whether indeed a unique value of
\(x\) corresponds to one value of \(y\). However, in real world data, because of phe-
nomena collectively called error and noise, strict uniqueness does not occur and
therefore the condition is unrealistic. We want a more relaxed test that will admit data sets which can be reasonably approximated by equations. In particular, we want to admit a deviation in values, so rather than require a single value of \( y \) to permit a distribution of values in a relatively small interval. This fits a statistical model \( y = f(x) + \delta(x) \), where \( f(x) \) describes relationship between \( x \) and \( y \), \( \delta(x) \) incorporates effects of phenomena like error or noise.

Figure 1a illustrates how error complicates the problem: for the same value of \( x \) there could be many different values of \( y \). A test strictly based on the definition would frequently fail even if the data could be described by a function within a small deviation of \( Y \). If the error \( \delta_y \) of \( y \) is known, the comparison of values of \( y \) should be related to the error. For example, one can compare \( |y_1 - y_2| \) versus \( \delta_{\delta_1} + \delta_{\delta_2} \) (\( \delta_y \) is the error of \( y \)). It means that the definition of the functionality should be modified for our purpose: for each value of \( x \), differences between the corresponding values of \( y \) must be in the range \((-\delta_y, \delta_y)\). However, in many cases error is unknown. Error is typically estimated only for experimental data.

Fig. 1. (a) Effect of error: there is many points that have the same value of \( x \) but different \( y \) values. Because these data could be described by a (linear) function plus a small error, we need a more permissive definition of functionality. (b) Effect of noise: in addition to data that follow a functional dependency, additional distribution of points is not correlated with that dependency. These additional points clearly violate the definition of functionality, even if tolerance to small error is introduced, because in many cases the differences between the values of \( y \) for one value of \( x \) are large). However, a linear dependency in data still can be easily noticed.

Another important factor is background noise, which comes from many sources and is common in databases. Even if all combinations of values are present in the data due to the noise, the functional relationship may still stand out by higher concentration of data. Figure 1b shows background noise added to a functional dependency: in addition to data that can be well described by a linear function, a large number of points is randomly distributed.

Possibility of missing data is another factor that adds to the complexity of the problem. For some values of \( x \), data on the functional dependence may not be
present. This is common in databases because in many cases there is no control over data collection process.

Finally, we want to tolerate a small number of outliers, that is data which stand out from noise and lie drastically outside the error distribution. Such data could be entered by error, or they represent a phenomenon of potential interest. Still we wish to neglect those data if they are too few to make sense of them.

2.3 Determination of the Uniqueness

In databases, typically a small discrete set of values is permitted for each attribute. Given a small set \( X \) of \( x \) values, and a small set \( Y \) of \( y \) values, the product \( X \times Y \) is computationally manageable, as well as the corresponding frequency table \( F \) which is a mapping \( F : X \times Y \rightarrow N \), where \( N \) is the set of natural numbers, and \( F(x_0, y_0) = n \) when \( n \) is the number of datapoints with \( x = x_0 \) and \( y = y_0 \). If the number of values of \( x \) and/or \( y \) becomes too large to compute the frequency table, the values of \( x \) and \( y \) can be grouped into bins \( b(X) \) and \( b(Y) \), respectively.

Aggregating the values of \( x \) into bins \( b(X) \) of equal size \( \Delta x \) means that the point \((x_0, y_0)\) is replaced by a pair of integer numbers \((k_x, k_y)\) such that \( x_0 \) is in the range from \( x_{\min} + k_x \Delta x \) to \( x_{\min} + (k_x + 1) \Delta x \), and \( y_0 \) is in the range from \( y_{\min} + k_y \Delta y \) to \( y_{\min} + (k_y + 1) \Delta y \), where \( x_{\min} \) and \( y_{\min} \) are the smallest values of \( x \) and \( y \), respectively. Note that the frequency table \( F \) can be interpreted as a grid \( b(X) \times b(Y) \) imposed on the data \((x, y)\) and defined by \( \Delta x \) and \( \Delta y \).

Binning the original variables \( x \) and \( y \) into bins \( b(X) \) and \( b(Y) \) is very helpful for determining functionality in data which include error and/or noise. If the grid size \( \Delta y \) is comparable to the error \( \delta_y \), the requirement for differences between \( y \) values corresponding to the same value of \( x \) can be replaced by the following: all points lying in the same \( x \)-bin \( k_x \) must lie in the adjacent \( y \)-bins (for example, in bins \( k_y - 1 \), \( k_y \), \( k_y + 1 \)). Note that the problem of error is removed only if the bin sizes \( \Delta x \) and \( \Delta y \) are not smaller than corresponding errors; otherwise it may still happen that the functionality test fails because points in the same \( x \)-bin may not lie in adjacent \( y \)-bins, even if the original data really follow a functional dependency plus error. On the other hand, if the sizes \( \Delta x \) and \( \Delta y \) are too large, the test could assign functionality to data that intuitively should not be described by a single function. In the extreme case, when \( \Delta y \) is larger than \( y_{\max} - y_{\min} \), all points always lie in the same \( y \)-bin, because one includes all values of \( y \).

The problem of background noise can be at least alleviated if instead of checking adjacency of non-empty cells \( F(k_x, k_y) \) which have the same value \( k_x \), one considers only cells that contain an above average number of points. This noise-subtraction works effectively only if the background noise is not stronger than the regularity itself.

If the errors \( \delta_x \) and \( \delta_y \) are known, they can be used as the corresponding bin sizes \( \Delta x \) and \( \Delta y \). But if they are unknown or uncertain, the proper grid sizes must be estimated.
Before we present the algorithm which estimates the grid sizes, let us consider an ideal functional dependence, say a straight line, as in Figure 2a: the data are evenly distributed with constant distance \( \Delta \) in \( x \) between points. Let us define the "density" \( \rho \) as the average number of points in all cells which contain at least one point. As long as the grid size \( \Delta x \) is smaller than \( \Delta \), \( \rho \) is equal to one. The density \( \rho \) starts to grow when \( \Delta x \) becomes greater than \( \Delta \). Note that as opposed to the true density equal to the number of data points divided by the total number of cells, \( \rho \) does not depend on the number of \( x \)-bins in the following sense. If we extend the range of \( x \) by adding more points which are evenly distributed, and keeping \( \Delta x \) constant, then in our ideal example, \( \rho \) will have exactly the same values. This is important because it means that the "density" measure \( \rho \) does not depend on the range of \( x \) or \( y \) as long as bin sizes are the same. Therefore \( \rho \) can be used to determine \( \Delta x \) and \( \Delta y \).

**Determination of the Grid Size.** Our algorithm for finding the grid size starts from some small initial sizes \( \Delta x \) and \( \Delta y \) and then changes these sizes until a criterion for density of points is satisfied.

**Algorithm: Determine grid size**

\[
\Delta x \gets \frac{X}{2N \rho_0}, \quad \Delta y \gets \frac{Y}{2N \rho_0} \\
\rho \gets \frac{N}{\text{(# of non-empty cells)}} \\
\text{if } \rho \leq \rho_0 \text{ then} \\
\quad \text{repeat} \\
\quad \quad \Delta x \gets 2\Delta x, \quad \Delta y \gets 2\Delta y \\
\quad \quad \rho \gets \frac{N}{\text{(# of non-empty cells)}} \\
\quad \text{until } \rho > \rho_0 \\
\text{else} \\
\quad \text{repeat} \\
\quad \quad \Delta x \gets \frac{\Delta x}{2}, \quad \Delta y \gets \frac{\Delta y}{2} \\
\quad \quad \rho \gets \frac{N}{\text{(# of non-empty cells)}} \\
\quad \text{until } \rho < \rho_0 \\
\Delta x \gets 2\Delta x, \quad \Delta y \gets 2\Delta y \\
\text{end if} \\
\text{end algorithm}
\]

\( \rho_0 \) is the minimum required "density" of points in non-empty cells. The initial values of \( \Delta x \) and \( \Delta y \) are chosen to be \( X/2N \rho_0 \) and \( Y/2N \rho_0 \), respectively, because for monotonic functions with more or less evenly distributed points the resulting density \( \rho \) would be close to \( \rho_0 \). The additional factor 1/2 was introduced to avoid decreasing the grid size in cases when initial \( \rho \) is only slightly larger than \( \rho_0 \); note that decreasing the grid size is more costly than increasing it — because the latter operation can be performed on the existing grid from the previous step, while in the former case the density grid must be built from data. From the definition of \( \rho \) one can see that its value is never smaller than 1. If the grid size is too small, the value of \( \rho \) is about 1. When \( \rho \) starts to grow and becomes significantly greater than 1, say its value is about 2, it means that there is on average about two points per each non-empty cell. At that moment for most
Fig. 2. Comparison of density for cells which contain data ($p$) and true density: (a) sample points lying along a straight line $y = ax + b$; (b) grid with $\Delta x = \Delta/2$, $p = 1$, density $= 1/16$; (c) grid with $\Delta x = \Delta$, still $p = 1$ but $\text{density} = 1/4$; (c) grid with $\Delta x = 2\Delta$, $p = 2$ and $\text{density} = 1$. Note that parameter $p$ stays the same until $\Delta x$ becomes larger than $\Delta$ or $\Delta y$ larger than $b\Delta$; $\Delta$ is the smallest difference between $x$ coordinates of points.

data one can start analyzing functionality based on that grid size, therefore the best default value for $\rho_0$ is around 2. This default value works very well for more or less evenly distributed data points. However, when the distribution of data is very uneven, $\rho_0$ should be increased.

### 2.4 Functionality Test

The input to the functionality test is a frequency table of data for a grid based on $b(X)$ and $b(Y)$, the binned values of $x$ and $y$. The grid $b(X) \times b(Y)$ can be (1) built based on the known error, (2) determined by the above algorithm, or (3) obtained from the already binned data. The following algorithm determines whether it is worthwhile to search for an equation that fits the data:
Algorithm: Test functional relationship between $z$ and $y$
given the table of actual record counts

$AV \leftarrow$ average number of records per cell

for each value in $b(X)$
  find all groups of adjacent cells with counts $> AV$
  if # of groups $> \alpha$ then
    return NO-FUNCTION
  end if
end for

if average # of groups $> \beta$ then
  return NO-FUNCTION
else
  return FUNCTION
end if

end algorithm

The algorithm is controlled by two modifiable parameters, $\alpha$ and $\beta$, which are measures of local ($\alpha$) and global ($\beta$) uniqueness in $y$, that correspond to the number of values of $y$ for the same value of $x$. The default values used by 49er are $\alpha \approx 3$, $\beta \approx 1.5$. For $\alpha = 3$ the functionality test fails when for a value in $b(X)$ there is more than 3 adjacent groups of cells with the above average density of points. This higher value of $\alpha$ solves the problem of rare outliers: there could be up to 2 outliers (that is, cells having an above average number of points) provided it happens very rarely. However, many outliers or frequent discontinuities in $y$ should fail the test, therefore the value of $\beta$ should be much smaller and close to one.

The values of $\alpha$ and $\beta$ should be increased for sparse data with strong background noise, while they should be reduced if we are looking for high-precision functional dependencies in experimental data. If the background noise is strong, fluctuations in noise could results in cells having above the average number of points coming from pure noise. In that case, considering cells with the above average density of points may not always be a cure for the noise. In such cases one should increase the values of $\alpha$ and $\beta$ to allow more discontinuities in $y$, coming from noise. On the other extreme, if the data result from high-precision experiments with very little noise, discontinuities in $y$ usually would reflect the true nature of the dependency in data (if any) and therefore should be treated more seriously: $\alpha$ and $\beta$ should be decreased.

3 An Application: Discovery of Functionality in 49er

49er is a machine discovery system that analyzes large databases in search for regularities hidden in those data. In the first phase of its exploration of a database, 49er looks for regularities holding for 2 attributes (variables). We will focus on that problem.

The two basic types of regularities considered by 49er are contingency tables and equations. While analysis of contingency tables is relatively fast (for exam-
ple, 49er needs about 0.1s for a typical contingency-all regularity), the search
for equations is quite costly (3-5 seconds for the same data). Therefore 49er uses
domain knowledge about attributes (for example, to avoid search for equations
for nominal attributes) and the test for functionality to avoid the search for
equations when there is no hope to find them.

Table 1 presents empirical data which show advantages of the functionality
test on several test runs. While the number of detected regularities was only
slightly smaller when the test has been applied, the computation time was sig-
ificantly shorter. In tests 1-4 some 26,000 of datasets were examined by 49er.
Only few of them can be reasonably approximated by functional dependencies.
Most discovered equations are very weak. Equations "lost" when the test was
used belong to the weakest of all discovered equations and their number varies
when one slightly changes \( \alpha \) and \( \beta \). Test 5 and 6 demonstrate the very small
overhead introduced by the application of the test: a quite strong functional
dependence was in all datasets. Note that this time no equation was lost. Many
tests conducted on real and artificially generated data show that only a small
percent of very weak equations could be sometimes lost when the test is used.

Table 1. Comparison of 49er execution times with and without test for functionality.
Tests 1-4 were conducted on about 1400 records, 10 attributes, and an average 10
values per attribute. 49er considered about 26,000 datasets in those data. The results
show that run-time was reduced significantly while only about 10% of equations were
not discovered. Tests 5 and 6 were applied to about 6000 records, 6 attributes and from
3 to 50 values per attribute. In tests 5 and 6 49er focused only on pairs of attributes that
had some functional dependencies, known or discovered earlier, so that the test almost
always resulted in the "yes" answer. Note that execution times for tests 5 and 6 are
almost the same — it means that the overhead introduced by the test for functionality
can be neglected compared to time needed by Equation Finder.

<table>
<thead>
<tr>
<th>Test number</th>
<th>Functionality test used?</th>
<th>Number of equations</th>
<th>CPU time</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>yes</td>
<td>71</td>
<td>258 minut</td>
<td>database of 1400 records</td>
</tr>
<tr>
<td>2</td>
<td>no</td>
<td>77</td>
<td>610 minut</td>
<td>1400 records</td>
</tr>
<tr>
<td>3</td>
<td>yes</td>
<td>24</td>
<td>58 minut</td>
<td>same data but a more shallow search</td>
</tr>
<tr>
<td>4</td>
<td>no</td>
<td>26</td>
<td>80 minut</td>
<td>shallow search</td>
</tr>
<tr>
<td>5</td>
<td>yes</td>
<td>23</td>
<td>699 second</td>
<td>6000 records, only datasets</td>
</tr>
<tr>
<td>6</td>
<td>no</td>
<td>23</td>
<td>695 second</td>
<td>with functional dependencies</td>
</tr>
</tbody>
</table>

The functionality test can be also applied as a tool for discovering functional
dependencies between attributes. When requested, 49er can use only this test
while analyzing a database. The results are of interest to users looking only
for the existence of functional dependencies in data, but can also be used to
modify the default search strategy of 49er. The latter application is especially
useful for databases with many attributes: the functionality test can be quickly
applied to many pairs of attributes. The results of this preliminary search can be
used to direct the search in the most promising directions, without considering
combinations of attributes for which the functionality test failed or returned high
values of \( \beta \).
4 Discovery of Multifunctions

We will now discuss an extension of the functionality test that leads to discovery of multifunctions. Given data pass our functionality test when for most values of $x$ there is only one continuous group of cells with counts above the average. However, if the test consistently shows two groups of cells for a subrange of $x$, it could mean that there are two functional dependencies in data: $y_1 = y_1(x)$ and $y_2 = y_2(x)$.

The existence of two or more functional dependencies in data is practically useful. For example, if one collects data being weight of African elephants of different age, one can observe that there seems to be two distinct dependencies weight-age. A closer look could show that there are actually two kinds of African elephants: large bush elephants ($Loxodonta africana$) and smaller forest elephants ($Loxodonta cyclotis$). Such a discovery of two or more functional dependencies in data could lead to the discovery of a classification cite Piatetsky-Shapiro.

We have implemented Multiple Equation Finder (called MEF) that uses an extended version of the functionality test to discover many functional dependencies. If the test returns high value $\beta$, MEF checks continuity of cell groups in $x$ direction, partitions data, runs Equation Finder for every group of adjacent cells, and finally tries to extend range of discovered equations (if any) and reduce number of groups by merging them if they can be described simultaneously by means of the same equation. Detailed description of group merging goes beyond the scope of this paper and will be presented in another article.

**Algorithm: Multiple Equation Finder**

run Test for Functionality

if average # of groups $< \beta$ then

run Equation Finder

else

for each group of adjacent high-density cells

merge the group with others if they are adjacent in $x$

end for

for every group spanning through many subranges of $x$

run Equation Finder

end for

repeat

merge two groups when they have similar equations or

equation of one groups describes data in the other group

until no merging happened in the last iteration

end if

end algorithm

5 Conclusions

In this paper we have presented a test which detects existence of functional dependencies in data. Currently, the functionality test is used (1) in the database
mining system 49er as an application condition of the search for equations and (2) to find multiple equations in data coming from databases. In 49er, the test for functionality is always applied to data before Equation Finder search starts searching for equations. In Multiple Equation Finder, the test determines whether and how the data should be partitioned so that a single equation can become a search target in each partition.
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Abstract. Rough set theory is a useful tool for analysis of decision situations, in particular multi-criteria sorting problems. It deals with vagueness in the representation of decision maker's (DM's) preferences, caused by granularity of the representation. Using the rough set approach, it is possible to learn a set of sorting rules from examples of sorting decisions made by the DM. The rules involve a minimum number of most important criteria and they do not correct vagueness manifested in the preferential attitude of the DM; instead, produced rules are categorized into deterministic and non-deterministic. The set of sorting rules explains a decision policy of the DM and may be used to support next sorting decisions. The decision support is made by matching a new case to one of sorting rules; if it fails, a set of the 'nearest' sorting rules is presented to the DM. In order to find the 'nearest' rules a new distance measure based on a valued closeness relation is proposed.

1 Introduction

Decision making is one of the most natural acts of human beings. Decision analysis has attracted scientists for a long time who offered various mathematical tools to deal with. Scientific decision analysis intends to bring into light those elements of a decision situation which are not evident for the actors and may influence their attitude towards the situation. More precisely, the elements revealed by the scientific decision analysis either explain the situation or prescribe, or simply privilege some behavior in order to increase the coherence between evolution of the decision process on the one hand and goals and value systems of the actors, on the other hand (cf. Roy (1985)).

When making real decisions, the decision maker (DM) usually takes into account multiple points of view (criteria) for evaluation of decision alternatives. However, the multi-criteria decision problem has no solution without additional information about DM's preferences. Having the preferential information, one can build on the multiple criteria a global preference model which yields 'the best' solution of a given decision problem.

There are two major ways of constructing a global preference model upon
preferential information obtained from a DM. The first one comes from mathematical decision analysis and consists in building a functional or a relational model (cf. Roubens and Vincke (1985)). The second one comes from artificial intelligence and builds up the model via learning from examples (cf. Michalski (1983)). In the context of artificial intelligence, the preferential information is called knowledge about preferences and the DM is often called an expert.

In this paper, we are interested in the second way of constructing a global preference model for a multi-criteria sorting problem. The sorting problem consists in assignment of each object from a set to an appropriate pre-defined category (for instance: acceptance, rejection or request for an additional information). In this case, the global preference model consists of a set of logical statements (sorting rules) "if ... then ..." describing a preferential attitude of the DM. The set of rules is derived from examples of sorting decisions taken by the DM (expert) on a subset of objects. The multi-criteria sorting of a new object is then supported by matching its description to one of the sorting rules; if it fails, a set of the 'nearest' sorting rules (in the sense of a given distance measure) is presented to the DM.

The preferential information is usually vague (inconsistent) because of different sources of uncertainty and imprecision (cf. Roy (1989)). Vagueness may be caused by granularity of a representation of preferential information. Due to the granularity, the rules describing a preferential attitude of the DM can be categorized into deterministic and non-deterministic. Rules are deterministic if they can be described univocally by means of 'granules' of the representation, and they are non-deterministic, otherwise.

A formal framework for discovering deterministic and non-deterministic rules from a given representation of knowledge has been given by Pawlak (1982) and called rough set theory. The rough set theory assumes knowledge representation in a decision table form which is a special case of an information system. Rows of this table correspond to objects (actions, alternatives, candidates, patients, etc.) and columns correspond to attributes. For each pair (object, attribute) there is known a value called descriptor. Each row of the table contains descriptors representing information about corresponding object from the universe. In general, the set of attributes is partitioned into two subsets: condition attributes* (criteria, features, symptoms, etc.) and decision attributes (decisions, assignments, classifications, etc.).

The observation that objects may be indiscernible in terms of descriptors is a starting point of the rough set philosophy. Indiscernibility of objects by means of attributes prevents generally their precise assignment to a set. Given an equivalence relation viewed as an indiscernibility relation which thus induces an approximation space made of equivalence classes, a rough set is a pair of a

---

*In decision problems, the concept of criterion is often used instead of condition attribute. It should be noticed, however, that the two concepts have sometimes different meaning because the domain (scale) of a criterion has to be ordered according to decreasing or increasing preference while the domain of a condition attribute has not to be ordered. Similarly, the domain of a decision attribute may be ordered or not.
lower and an upper approximation of a set in terms of the classes of indiscernible
objects. In other words, a rough set is a collection of objects which, in general,
cannot be precisely characterized in terms of the values of the set of attributes,
while a lower and an upper approximation of the collection can be. Using a lower
and an upper approximation of a set (or family of sets - partition) one can define
an accuracy and a quality of approximation. These are numbers from interval
$[0, 1]$ which define how exactly one can describe the examined set of objects using
available information. The most complete presentation of the rough set theory
can be found in Pawlak (1991).

We shall use the rough set approach to derive sorting rules from examples
given by the DM. In the next section, we characterize the methodology, including
the use of sorting rules for decision support. In section 3, we apply the proposed
methodology to an example of selection of candidates to a school. The final
section groups conclusions.

2 Rough Set Approach to a Multi-Criteria Sorting
Problem

2.1 Problem definition and expected results

Having a set of objects described by a number of criteria, the sorting problem
consists in assignment of each object to an appropriate pre-defined category (for
instance: acceptance, rejection or request for an additional information).

Let the preferential information coming from a DM, or an expert, be given
in the form of a decision table where objects correspond to examples, condition
attributes to criteria and the only decision attribute, to decisions about assign-
ment to a category. In other words, the rows of the table are examples of sorting
decisions related to the corresponding objects.

We are expecting the following results from the rough set analysis of the
above preferential information:

- evaluation of importance of particular criteria,
- construction of minimal subsets of independent criteria ensuring the same
  quality of sorting as the whole set, i.e. reducts of the set of criteria,
- non-empty intersection of those reducts gives a core of criteria which cannot
  be eliminated without disturbing the ability of approximating the sorting
decisions,
- elimination of redundant criteria from the decision table,
- generation of the sorting rules from the reduced decision table; they involve
  the relevant criteria only and explain a decision policy of the DM (expert).

Of course, the most important result from the viewpoint of decision support
is the set of sorting rules. It constitutes a global model of DM's (expert's)
preferences based on the set of examples. Using the terms from AI, the set of
examples is a training sample for learning of the expert’s preferential attitude (cf. Grzymala-Busse (1992)).

Rough set approach has been applied with success to sorting problems from medicine (Fibak et al. (1986), Slowinski et al. (1988)), pharmacy (Krysinski (1990)), technical diagnostics (Nowicki et al. (1992)) and many others (the most complete reference can be found in Slowinski, ed. (1992)).

2.2 Decision support using sorting rules

The sorting of a new object can be supported by matching its description to one of the sorting rules. The matching may lead to one of four situations:

(i) the new object matches exactly one of deterministic sorting rules,
(ii) the new object matches exactly one of non-deterministic sorting rules,
(iii) the new object doesn’t match any of the sorting rules,
(iv) the new object matches more than one rule.

In (i), the sorting suggestion is direct. In (ii), however, the suggestion is no more direct since the matched rule is ambiguous. In this case, the DM is informed about the number of sorting examples which support each possible category. The number is called a strength. If the strength of one category is greater than the strength of other categories occurring in the non-deterministic rule, one can conclude that according to this rule, the considered object most likely belongs to the strongest category.

Situation (iii) is more burdensome. In this case, one can help the DM by presenting him a set of the rules ‘nearest’ to the description of the new object. The notion of ‘nearest’ involves the use of a distance measure. In this paper, we present one known distance measure and define a new one having some good properties.

As a sorting rule may have less conditions (criteria) than the description of an object to be sorted, the distance between the sorting rule and the object will be computed for criteria represented in the rule only. So, it is assumed that there is no difference for other criteria.

Let a given new object \( x \) be described by values \( c_1(x), c_2(x), \ldots, c_m(x) \) \((m \leq \text{card}(C))\) occurring in the condition part of the sorting rule \( y \) described by values \( c_1(y), c_2(y), \ldots, c_m(y) \) of the same \( m \) criteria.

According to the first definition (cf. Stefanowski (1992), Slowinski and Stefanowski (1992)), the distance of object \( x \) from rule \( y \) is equal to

\[
D = 1/m \left\{ \sum_{l=1}^{m} [k_l] c_l(x) - c_l(y) / (v_{l_{max}} - v_{l_{min}}) \right\}^{1/p}
\]

where: \( p = 1, 2, \ldots \) - natural number to be chosen by an analyst,
\( v_{l_{max}}, v_{l_{min}} \) - maximal and minimal value of \( c_l \), respectively,
\( k_l \) - importance coefficient of criterion \( c_l \).
Let us notice that depending on the value of $p$, the distance measure is more or less compensatory. Moreover, the greater is the value of $p$ the greater is the importance of the largest partial difference in $D$. The importance coefficients can be determined either subjectively or taking into account a sorting ability of criteria, e.g. the difference between the quality of sorting for the set of all considered criteria and the quality of sorting for the same set of criteria not including the checked one.

Some restrictions on the distance between a given object and the rule can also be introduced, e.g. a maximal number of differences on corresponding positions of criteria.

The above definition has, however, some weak points. In particular, for low values of $p$, it allows a major difference on one criterion to be compensated by a number of minor differences on other criteria. For high values of $p$, it has a tendency to overvalue the greatest partial difference, up to the point of ignoring all other partial differences, for $p = \infty$.

This criticism leads us to definition of a new distance measure based on, so called, valued closeness relation $R$. It is inspired by the outranking relation introduced by Roy (1985).

The new object $x$ will be compared to each sorting rule $y$ in order to assess the credibility of the affirmation: "$x$ is close to $y$", what is denoted by $xRy$. The calculation of the credibility $r(x, y)$ of this affirmation is based on common-sense: the formula determining the value of $r(x, y)$ over the interval $[0, 1]$ is constructed so as to respect certain qualitative principles, and, in particular, excludes the possibility of undesired compensation. Credibility $r(x, y) = 1$ if the assertion $xRy$ is well-founded; $r(x, y) = 0$ if there is no argument for closeness of $x$ to $y$.

The formula for calculation of $r(x, y)$ is essentially based on two concepts called concordance and discordance. The goals of these concepts are to:

- characterize a group of criteria (conditions) considered to be in concordance with the affirmation being studied and assess the relative importance of this group of criteria compared with the remainder of the $m$ criteria,

- characterize among the criteria which are not in concordance with the affirmation being studied, the ones whose opposition is strong enough to reduce the credibility which would result from taking into account just the concordance, and to calculate the possible reduction in it that would thereby result.

To be able to carry out such calculations, one must first express explicitly and numerically:

- the relative importance $k_i$ that the DM wishes to confer on criterion $c_i$ in the calculation of concordance,

- the minimum value of discordance which gives criterion $c_i$ the power to take all credibility away from the affirmation of the closeness, even if opposed to all the other criteria in concordance with the affirmation; it is denoted by $v_i(c_i(x))$ and called the veto threshold of criterion $c_i$. 

The global concordance index is defined as

\[ C(x, y) = \sum_{i=1}^{m} k_i c_i(x, y) / \sum_{i=1}^{m} k_i \]

where \( c_i(x, y) \) is a partial concordance index for criterion \( c_i \). Calculation of \( c_i(x, y) \) involves two thresholds: \( 0 \leq q_i[c_i(x)] \leq p_i[c_i(x)] \), called indifference and strict difference thresholds, respectively. The definition of \( c_i(x, y) \) and discordance index \( D_i(x, y) \) for criterion \( c_i \) is given graphically in Fig.1.

![Fig.1. Concordance and discordance indices for object x and rule y, with respect to criterion c_i](image)

The degree of credibility \( r(x, y) \) of the closeness relation \( xRy \) is obtained from the global concordance index weakened by discordance indices (up to the point of its annulment):

\[ r(x, y) = C(x, y) \prod_{l \in L} \frac{1 - D_l(x, y)}{1 - C(x, y)}, \quad L = \{ l : D_l(x, y) > C(x, y) \} \]

The rules \( y \) with the greatest values of \( r(x, y) \) are presented to the DM together with an information about the strength of the corresponding categories.

Situation (iv) may also be ambiguous if the matched rules (deterministic or not) lead to different categories. Then, the suggestion can be based either on the strength of possible categories, or on an analysis of the sorting examples which support each possible category. In the latter case, the suggested category is that one which is supported by a sorting example being the closest to the new object, in the sense of relation \( R \).

3 Selection of Candidates to a School

To illustrate the rough set learning of a preferential attitude, let us consider a simple case of selection of candidates to a school (cf. Moscarola (1978)).
The candidates to the school have submitted their application packages with secondary school certificate, curriculum vitae and opinion from previous school, for consideration by an admission committee. Basing on these documents, the candidates were described using seven criteria (condition attributes). The list of these criteria together with corresponding scales, ordered from the best to the worst value, is given below:

- \( c_1 \) - score in mathematics, \{7,5,4,3\}
- \( c_2 \) - score in physics, \{5,4,3\}
- \( c_3 \) - score in English, \{5,4,3\}
- \( c_4 \) - mean score in other subjects, \{5,4,3\}
- \( c_5 \) - type of secondary school, \{7,5,3\}
- \( c_6 \) - motivation, \{7,5,3\}
- \( c_7 \) - opinion from previous school, \{7,5,3\}

Fifteen candidates having rather different application packages have been sorted by the committee after due consideration. This set of examples will be used to learn a preferential attitude of the committee.

The decision attribute \( d \) makes a dichotomous partition \( Y \) of the candidates:

- \( d = A \) means admission and \( d = R \) means rejection. The decision table with fifteen candidates is shown in Table 1. It is clear that \( C = \{c_1, c_2, c_3, c_4, c_5, c_6, c_7\} \) and \( D = \{d\} \).

Let \( Y_A \) be the set of candidates admitted and \( Y_R \) the set of candidates rejected by the committee, \( Y_A = \{x_1, x_4, x_5, x_7, x_8, x_{10}, x_{11}, x_{12}, x_{15}\} \), \( Y_R = \{x_2, x_3, x_6, x_9, x_{13}, x_{14}\} \). Let \( Y = \{Y_A, Y_R\} \). Sets \( Y_A \) and \( Y_R \) are \( D \)-definable sets in the decision table. There are 13 \( C \)-elementary sets: couples of indiscernible candidates \( \{x_4, x_{10}\} \), \( \{x_8, x_9\} \) and 11 discernible candidates. The \( C \)-lower and the \( C \)-upper approximations of sets \( Y_A \) and \( Y_R \) are equal, respectively, to:

- \( CY_A = \{x_1, x_4, x_5, x_7, x_{10}, x_{11}, x_{12}, x_{15}\} \)
- \( CY_R = \{x_2, x_3, x_6, x_9, x_{10}, x_{11}, x_{12}, x_{13}, x_{14}\} \)
- \( Bn_C(Y_A) = \{x_8, x_9\} \)
- \( Bn_C(Y_R) = \{x_8, x_9\} \)

The accuracy of approximation of sets \( Y_A \) and \( Y_R \) by \( C \) is equal to 0.8 and 0.71, respectively, and the quality of approximation of the decision by \( C \) is equal to 0.87.

Let us observe that the \( C \)-doubtful region of the decision is composed of two candidates: \( x_8 \) and \( x_9 \). Indeed, they have the same value according to criteria from \( C \) but the committee has admitted \( x_8 \) and rejected \( x_9 \). It means that the decision is inconsistent with evaluation of the candidates by criteria from \( C \). So, apparently, the committee took into account additional information from the application packages of the candidates or from an interview with them. This
Table 1. Decision table composed of sorting examples

<table>
<thead>
<tr>
<th>Candidate</th>
<th>c₁</th>
<th>c₂</th>
<th>c₃</th>
<th>c₄</th>
<th>c₅</th>
<th>c₆</th>
<th>c₇</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>x₁</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>A</td>
</tr>
<tr>
<td>x₂</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>R</td>
</tr>
<tr>
<td>x₃</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
<td>R</td>
</tr>
<tr>
<td>x₄</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>x₅</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>A</td>
</tr>
<tr>
<td>x₆</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>R</td>
</tr>
<tr>
<td>x₇</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>x₈</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td>A</td>
</tr>
<tr>
<td>x₉</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td></td>
<td>R</td>
</tr>
<tr>
<td>x₁₀</td>
<td>5</td>
<td>3</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>x₁₁</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>x₁₂</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>A</td>
</tr>
<tr>
<td>x₁₃</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td></td>
<td>R</td>
</tr>
<tr>
<td>x₁₄</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>R</td>
</tr>
<tr>
<td>x₁₅</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>A</td>
</tr>
</tbody>
</table>

Conclusion suggests to the committee, either adoption of an additional discriminatory criterion or, if its explicit definition would be too difficult, creation of a third category of candidates: those who should be invited to an interview.

The next step of the rough set analysis of the decision table is construction of minimal subsets of independent criteria ensuring the same quality of sorting as the whole set \( C \), i.e. the reducts of \( C \). In our case, there are three such reducts:

\[
RED_1^2(C) = \{c_2, c_3, c_6, c_7\}
\]

\[
RED_2^2(C) = \{c_1, c_3, c_7\}
\]

\[
RED_3^2(C) = \{c_2, c_3, c_5, c_7\}
\]

It can be said that the committee took the fifteen sorting decisions taking into account the criteria from one of the reducts and discarded all the remaining criteria. Let us notice that criterion \( c_4 \) has no influence at all on the decision because it is not represented in any reduct.

It is interesting to see the intersection of all reducts, i.e. the core of criteria:

\[
CORE_2^2(C) = RED_1^2(C) \cap RED_2^2(C) \cap RED_3^2(C) = \{c_3, c_7\}
\]

The core is the most essential part of set \( C \), i.e. it cannot be eliminated without disturbing the ability of approximating the decision.

In a real case, all the reducts and the core should be submitted for consideration by the committee in view of getting its opinion about what reduct should be used to generate sorting rules from the reduced decision table.

Let us suppose that the committee has chosen reduct \( RED_3^2(C) \) composed of \( c_1, c_3, c_7 \), i.e. scores in mathematics and English, and opinion from previous school. This choice could be explained in such a way that the score in mathematics (\( c_1 \)) seems to the committee more important than the score in physics (\( c_2 \)) plus type of secondary school (\( c_5 \)) or motivation (\( c_6 \)).
Now, the decision table can be reduced to criteria represented in $RED_3^2(C)$. The sorting rules generated from the reduced decision table have the following form:

rule #1: if $c_1 = 5$ then $d = A$
rule #2: if $c_3 = 5$ then $d = A$
rule #3: if $c_1 = 4$ and $c_7 = 1$ then $d = A$
rule #4: if $c_1 = 4$ and $c_3 = 4$ and $c_7 = 2$ then $d = A$ or $R$
rule #5: if $c_1 = 3$ then $d = R$
rule #6: if $c_3 = 3$ then $d = R$

Five rules are deterministic and one is non-deterministic. The non-deterministic rule #4 follows from indiscernibility of candidates $x_8$ and $x_9$ which belong to different categories of decision. It defines a profile of candidates which should create the third category of decision, e.g. those candidates who should be invited to an interview.

The rules represent clearly the following policy of the selection committee:

Admit all candidates having score 5 in mathematics or in English.
Admit also those who have score 4 in mathematics and in English but very good opinion from a previous school. In the case of score 4 in mathematics and in English but only a moderate opinion from a previous school, invite the candidate to an interview. Candidates having score 3 in mathematics or in English are to be rejected.

The sample of fifteen sorting decisions have been considered as a training sample and used to reveal the preferential attitude of the committee. The global preference model represented by the set of 6 sorting rules could be applied now to support selection of new candidates, as suggested in p.2.2. of this paper.

4 Concluding Remarks

The aim of this paper was to show that the rough set theory is a useful tool for discovery of a preferential attitude of the DM in multi-criteria decision making problems, in particular multi-criteria sorting problems.

We claim that the global preference model in the form of rules derived from a set of examples has an advantage over a functional or a relational model because it explains the preferential attitude through important facts in terms of significant criteria only. The rules are well-founded by examples and, moreover, inconsistencies manifested in the examples are neither corrected nor aggregated by a global function or relation. The rough set approach does not need any additional information like probability in statistics or grade of membership in fuzzy set theory. It is conceptually simple and needs simple algorithms.

The set of rules can be used to support decisions concerning new coming objects. The decision support is made by matching a new object to one of rules; if it fails, a set of the 'nearest' rules is presented to the DM. In this paper, in order to find the 'nearest' rules, a new distance measure based on a valued closeness relation has been proposed. It involves concordance and discordance tests for threshold comparisons of the new object with each particular rule.
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