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Abstract

New tunable pump and probe data are reported for the S1-S0 reverse electron transfer in betaine in solution. The observed dynamics are a dramatic function of probe wavelength due to energy deposition into solute and solvent molecular degrees of freedom from the electron transfer. These data indicate that in nonpolar solvents, this energy is primarily deposited into intramolecular modes, but some is specifically deposited into polar collective motions of the solvent, i.e., the solvent coordinate. Modern theories of electron transfer that include diffusive motion along the solvent coordinate as a driving mechanism for electron transfer predict this specific energy deposition into the solvent coordinate. In this paper, we extend a model by Walker et al. to predict the spectral dynamics due to solvent coordinate heating caused by the electron transfer and compare to experimental results. We show that the diffusive electron transfer mechanism creates a displaced distribution along the solvent coordinate that is characterized by an absorption spectrum that is red-shifted from the equilibrium ground-state distribution, in agreement with experimental observations. The model is not in quantitative agreement with experiment, however, because it neglects the contributions of vibrational heating of the intramolecular modes to the spectral dynamics. This type of vibrational heating is evident in the observed dynamics in nonpolar solvents.
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ABSTRACT

New tunable pump and probe data are reported for the $S_1$-$S_0$ reverse electron transfer in betaine in solution. The observed dynamics are a dramatic function of probe wavelength due to energy deposition into solute and solvent molecular degrees of freedom from the electron transfer. The data indicate that in nonpolar solvents, this energy is primarily deposited into intramolecular modes. In polar solvents, most of the energy is deposited into intramolecular modes, but some is specifically deposited into polar collective motions of the solvent, i.e. the solvent coordinate. Modern theories of electron transfer that include diffusive motion along the solvent coordinate as a driving mechanism for electron transfer predict this specific energy deposition into the solvent coordinate. In this paper, we extend a model by Walker et al. to predict the spectral dynamics due to solvent coordinate heating caused by the electron transfer and compare to experimental results. We show that the diffusive electron transfer mechanism creates a displaced distribution along the solvent coordinate that is characterized by an absorption spectrum that is red-shifted from the equilibrium ground-state distribution, in agreement with experimental observations. The model is not in quantitative agreement with experiment, however, because it neglects the contributions of vibrational heating of the intramolecular modes to the spectral dynamics. This type of vibrational heating is evident in the observed dynamics in nonpolar solvents.
I. INTRODUCTION

Fast exothermic processes in solution, including internal conversions from excited states, can deposit large quantities of energy into the solvent and into vibrational modes of the reacting molecule(s).\(^1\text{--}\text{7}\) This paper is concerned with transient spectral effects caused by energy deposition from fast electron transfer in betaine--30. Following optical preparation of the \(S_1\) state by excitation within the \(S_0\)\(\text{--}\)\(S_1\) charge-transfer absorption band, betaine undergoes a rapid, reverse \(S_1\)\(\text{--}\)\(S_0\) electron transfer.

Scheme 1

Relaxation along nuclear coordinates in the excited state and subsequent electron transfer yields a nonequilibrium, or "hot" ground--state distribution.

We recently reported observations of red--shifted absorption spectra following the \(S_1\)\(\text{--}\)\(S_0\) electron transfer in several compounds\(^1\text{--}\text{5}\) and assigned these spectra to "hot" ground state configurations of the solute/solvent system. The red edge of an electronic absorption band is particularly sensitive to excess internal energy because of vibrational hot bands. In solution, however, these hot bands are obscured by solvent broadening. In addition to vibrational heating, broadening on the red edge can indicate nonequilibrium displacements of the solvent configuration, especially in cases where the electronic
absorption spectrum is strongly coupled to the solvent polarity.\textsuperscript{1–5}

In recent treatments of electron transfer, the solvent coordinate (a one-dimensional description of the polar, collective motions of the solvent) is often modeled as a classical degree of freedom. Sumi and Marcus\textsuperscript{9} assumed that the electron transfer reaction occurs along vibrational degrees of freedom with a rate that depends on the solvent polarization. In the application of their ideas, they used a classical diffusion equation to describe solvent polarization motion. The vibrational coordinates were modeled as a single, average classical coordinate. Jortner and Bixon proposed a related model.\textsuperscript{10} However, they modeled the vibrational degrees of freedom as a single, quantized harmonic oscillator whose frequency, like the frequency in Sumi–Marcus theory, corresponds to an average of the true frequencies coupled to the electron transfer. These models are closely related to various forms of inhomogeneous theories of reaction rates.\textsuperscript{11}

One interesting limit of these inhomogeneous polarization models occurs in the small barrier regime: the reaction rate can be limited by fluctuations of the solvent polarization. Fluctuations drive the reaction by allowing the molecule to access values of the solvent polarization that have faster rate constants. A closely related behavior has previously been observed in the excited-state electron transfer of bianthryl.\textsuperscript{12} In this case, optical excitation of the molecule corresponds to a local excitation of one of the anthracene moieties. Following excitation to this locally excited (LE) state, electron transfer to the charge transfer (CT) state occurs with a rate equal to the rate of polarization fluctuations of the solvent. Therefore, the rate depends on the dynamical properties of the solvent.\textsuperscript{13}

Another example of an electron-transfer rate that can depend on the dynamical properties of the solvent is the $S_1$$\rightarrow$$S_0$ electron transfer in betaine.\textsuperscript{1–3} Betaine is particularly interesting because optical excitation directly accesses the CT state (rather than some intermediate LE state), which undergoes subsequent electron transfer to reform the ground state. Therefore, the parameters needed to predict the rate can be obtained independently from optical spectroscopy of the $S_0$$\rightarrow$$S_1$ transition,\textsuperscript{1,2,4,5,14–16} allowing for
direct comparison between electron-transfer theory and experiment. We previously used parameters estimated from the absorption spectrum to predict electron-transfer rates\(^1,2\) using Sumi–Marcus theory\(^9\) and Jortner–Bixon theory.\(^{10}\) The predictions from Sumi–Marcus theory were orders of magnitude too slow. The predictions from Jortner–Bixon theory were excellent in rapidly relaxing solvents, when the observed rate was well correlated with the rate of solvation dynamics. However, Jortner–Bixon theory predicted rates that were much too slow in slowly relaxing solvents, demonstrating the importance of low–frequency intramolecular fluctuations in driving the electron transfer.

We developed a third model\(^2\) that incorporates the strong points of both the Sumi–Marcus and Jortner–Bixon models. In particular, our model includes a quantum vibration as in Jortner–Bixon theory, a classical vibration as in Sumi–Marcus theory, and the classical solvent present in both theories. Using this model, we were successful in making accurate rate predictions in both fast and slow solvents. This paper presents further time–resolved, variable–wavelength, pump–probe data on betaine in several solvents and a further investigation of the hybrid model, including some of the spectral consequences of this type of diffusive model. Section II describes the experimental apparatus used in the pump–probe measurements. Section III summarizes the previous data, presents the new experimental data, and provides a qualitative interpretation. Section IV describes the hybrid model in detail and presents simulated, time–resolved spectra. Some of the main findings about the model are: 1) nonexponential electron–transfer kinetics can lead to exponential spectral kinetics (within the accuracy of the calculation), even measured near the absorption band maximum; 2) inductive electron–transfer behavior (the rate is small at early times and accelerates due to nuclear relaxation in the excited state) in fast solvents can be masked in the transient spectra by transient–Stokes–shifting phenomena; 3) motion of population in the excited state can lead to a transient increased absorption on the low–energy edge of the absorption band following charge transfer; and 4) different initial population distributions can lead to vastly
different spectral kinetics. Section V compares experimental data with the predictions of the model and discusses the shortcomings and approximations of the model in light of the comparison. Special attention is given to the possible consequences of an inertial component in solvation dynamics and to the assumption of instantaneous vibrational relaxation. Finally, the conclusions are presented in Section VI.

II. EXPERIMENTAL METHODS

Most of the time-resolved experiments presented in this paper were performed using a femtosecond dye laser amplified by the output of a Nd:YAG regenerative amplifier, as shown in Figure 1. An acoustooptically modelocked Nd:YAG laser produced a train of 100 ps pulses at 76 MHz. Most of the light was doubled in KTP and used to synchronously pump the dye laser. A small fraction of the light was used to seed the Nd:YAG regenerative amplifier. The output from the dye laser was amplified in 3 flowing dye cells by the doubled output of the Nd:YAG regenerative amplifier. This light was then used for the experiments.

Our regenerative amplifier is based on the designs of Nelson\textsuperscript{17} and Dlott,\textsuperscript{18} with cavity modifications to match the thermal lensing that occurs in our Nd:YAG rod. The cavity is an acoustooptically Q-switched, electrooptically cavity dumped, continuously pumped Nd:YAG laser built around a Quantronix 116 head. An antireflection-coated glass plate following the output coupler of the modelocked Nd:YAG laser was used to remove a small fraction of the light for reamplification in the Nd:YAG regenerative amplifier. This low-intensity pulse train from the modelocked Nd:YAG passed through crossed polarizers surrounding a LiNbO\textsubscript{3} crystal, which was used to electrooptically select single "seed" pulses at 500 Hz. Because the Nd:YAG regenerative amplifier reached saturation, switching the full $\lambda/2$ voltage on the LiNbO\textsubscript{3} crystal was unnecessary. The selected pulses passed through a lens, which served to match the size and divergence of the seed beam to the beam size and divergence of the regenerative amplifier for more efficient
injection. Injection was achieved acoustooptically by Bragg diffraction through the Q-switch. The seed pulse arrived at the Q-switch after the RF driving field had been stopped but before complete relaxation of the acoustic wave in the crystal. Because the acoustic wave still had some amplitude, the seed pulse was Bragg diffracted into the cavity. The seed pulse was selectively amplified and then electrooptically ejected, yielding 1.0–1.2 mJ pulses at 1064 nm. These pulses were frequency doubled in KTP with \( \pm 50\% \) efficiency.

The major fraction of the output from the modelocked Nd:YAG passed through an acoustooptic modulator (IntraAction), which was used to remove amplitude fluctuations. The light was frequency doubled in KTP. A small fraction of the resultant green light was directed onto a photodiode to provide the error signal that was applied to the acoustooptic modulator. Using this scheme, amplitude fluctuations of the 532 nm light were less than 0.1\% in the 0 Hz–40 kHz regime.

The amplitude–smoothed 532 nm pulses were used to synchronously pump a 5-mirror, 2-jet, linear dye laser that does not contain prisms. The gain medium was Styryl 8 and the saturable absorber was HITCI. The output of the dye laser, when pumped at threshold, was several milliwatts of \( \pm 150 \) fs pulses near 800 nm. When pumped above threshold, the pulses developed wings and satellites. This performance was recently improved (\( \pm 70 \) fs) by switching to a different mirror set and a 6-mirror cavity design.

The dye-laser output was amplified in a 3-stage dye amplifier pumped by the output of the regenerative amplifier. All three stages used flow cells containing Styryl 8 in propylene carbonate. The first two stages were single-pass 1 mm cells with focusing of the green and the red. The third stage was a double-pass 10 mm cell with mild focusing of the green pump beam. Double passing was achieved by placing a high reflector for normal incidence at 800 nm as close to the cell as physically possible and pumping through the high reflector. This double passing gave an extra factor of 2–3 in amplification. Coarse timing of the amplifier was achieved using a fixed optical delay line. Exact timing was
achieved by varying the cavity length of the regenerative amplifier. Because the timing is optical rather than electronic, there was no timing drift as there is in copper vapor laser or Q-switched Nd:YAG pumped amplifiers. The output from the amplifier has been as high as 16 μJ/pulse although 10–12 μJ/pulse was more common.

The output power from the dye amplifier was sufficient to perform pump–probe spectroscopy that required nonlinear generation of light, including frequency doubling or continuum generation. One common configuration is shown in Figure 2. Twenty percent of the light was split off for the pump and the rest was used to generate continuum in H₂O. A portion of the continuum was selected with a 10 nm interference filter and reamplified in a dye cell pumped by some of the 532 nm output from the regenerative amplifier. We have also performed one–color continuum pump/continuum probe experiments at 700 nm and 600 nm by using all of the light to generate continuum and reamplifying the continuum in 2 stages to the 0.2 μJ/pulse and 2 μJ/pulse energy level for 700 nm and 600 nm, respectively. Some experiments on betaine in alcohols used independently tunable pump and probe light. In this case, all of the amplified dye laser light was used for continuum generation. The continuum was split into two beams, which were independently spectrally filtered and amplified. The probe was amplified in one dye cell and the pump was amplified in two dye cells.

After generation of pump and probe pulses, the pump beam was chopped at 250 Hz, blocking every other pulse. One beam was passed through a variable delay and the other was passed through a fixed delay. Both beams were focused into the sample, and the probe was detected. Probe and reference beams were adjusted to have equal intensities in the absence of the excitation beam. Both signals were amplified in boxcars (Stanford Research Systems SR250) and subtracted. (Subtraction was used as an approximation to division, which is valid for small signals and equal probe and reference levels in the absence of pumping.) The difference signal was the input to a third boxcar operated in toggle mode (successively adds and subtracts every other shot) to give the change in transmission upon
excitation by the pump beam. The maximum change in transmission caused by the pump was 1% of the total transmission. The sensitivity of the system is better than $10^{-4}$.

Betaine in toluene data were taken on a Ti:sapphire-based, ultrafast, pump-probe spectrometer, which is described in detail elsewhere. In this system, 90 fs pulses were generated by a Kerr-lens-modelocked Ti:sapphire oscillator. These pulses were stretched to $\approx 120$ ps using a grating stretcher, amplified at 2 kHz in a Ti:sapphire regenerative amplifier, and temporally recompressed. The resultant light consisted of 130 fs pulses centered at 780 nm with 200 $\mu$J per pulse. For these experiments, 60 $\mu$L in a several millimeter spot were used for pumping the sample and 140 $\mu$L were used to generate continuum in quartz for probing.

Static absorption spectra were taken on either a Shimadzu UV160 or a Cary 17 absorption spectrometer. All solvents were either of spectrophotometric or HPLC grade. Some of the nonpolar solvents were dried over activated alumina prior to use. Betaine-30 was purchased from Aldrich and used as received.

III. EXPERIMENTAL RESULTS AND DISCUSSION

We have made extensive new pump-probe measurements on betaine in a variety of solvents with tunable pump and probe wavelengths. The results are consistent with the previously reported measurements following excitation into $S_1$ and $S_3$. The $S_0-S_1$ absorption in the visible to the near-infrared region of the spectrum corresponds to a charge transfer absorption band. The position of this band (which is the basis for the $E_T(30)$ empirical polarity scale) is a strong function of solvent polarity, appearing at higher energy in more polar solvents. Excitation of this band causes an electron to move from the phenolate ring to the pyridinium ring, Scheme 1. We previously reported reverse electron transfer rates (pyridinium-phenolate) obtained by single color pump-probe spectroscopy in a variety of solvents, as summarized in Table 1.

In contrast to the $S_0-S_1$ absorption band, the $S_0-S_3$ absorption band does not shift
with solvent polarity, indicating that the $S_3$ state has approximately the same dipole moment as the ground state. We previously determined that $S_0-S_3$ excitation was followed by an extremely fast (<200 fs in all solvents studied) $S_3-S_1$ internal conversion.\(^3\) This fast internal conversion was followed by a slower $S_1-S_0$ internal conversion, which occurred on the same time scale as the $S_1-S_0$ internal conversion following optical preparation of the $S_1$ state.\(^3\)

Most of the previously reported data followed excitation into $S_1$ and were recorded at a single probe and a single pump wavelength. Because the absorption band position is a function of solvent polarity, experiments in different solvents probed different regions of the absorption band. From the previous data, it is difficult to evaluate the possibility that selective excitation out of an inhomogeneous distribution contributes to the observed differences in different solvents. Also, extraction of electron-transfer times is complicated by contributions to the observed dynamics from band shifting following the electron transfer. To address these issues, we have performed variable wavelength pump-probe experiments on betaine, the results of which are reported here.

Figures 3–8 show the strongly diverse dynamics that are observed upon changing the solvent, pump wavelength, and probe wavelength. Each plot shows the change in absorbance caused by the pump pulse ($\Delta O D$) as a function of delay time between the pump and probe pulses. A positive signal corresponds to a pump-induced absorption and a negative signal corresponds to a pump-induced stimulated emission and/or bleach.

Following excitation of the charge transfer band ($S_0-S_1$), we observe dynamics that depend strongly on probe wavelength and solvent, Figures 3–6. The initial sign of the signal depends on probe wavelength. At long wavelengths we observe a negative signal (bleach of the $S_0-S_1$ absorption and/or stimulated emission, $S_1-S_0$), and at short wavelengths (640 nm and shorter) we observe an excited state absorption ($S_1-S_n$). The alcohols have no absorption at 790 nm at room temperature so the initial negative signal (Figure 6, 1-propanol) must be due to stimulated emission. In most cases, however, we
believe that the major contribution to the negative signal at late times is a bleach and we will refer to a negative signal as a bleach for the rest of this discussion.

The observed signals depend on the relative pump and probe polarization. The initial bleach is larger for parallel polarizations than for perpendicular polarizations as expected when pumping and probing the same transition. However, the initial absorption is larger for perpendicular polarization than for parallel polarization indicating that the transition dipole moment of the $S_1$ absorption points in a different direction than that for $S_0$.

The sign of the signal at long time depends on the position of the probe wavelength relative to the absorption maximum of betaine in that particular solvent. The signal is an absorption at probe wavelengths longer than the absorption maximum and a bleach at probe wavelengths shorter than the absorption maximum. The polarization dependence of the long time component is the same as the polarization dependence of the initial bleach at longer probe wavelengths, indicating that this signal is associated with the $S_0$-$S_1$ transition. As we will show in Sections IV–V, this late time behavior is consistent with energy deposition into nuclear degrees of freedom of the solute and solvent.

The late–time band shifting is minimized near the absorption maximum. Table 2 lists bleach recovery times measured near the absorption maximum in various solvents, which we assign to the electron transfer times. In several cases, these electron transfer times are longer than the previously reported electron transfer times listed in Table 1 because most of the previous data were obtained on the red edge of the absorption spectrum and therefore, were complicated by band–shifting. We have also extended our solvent dependent studies to include several alcohols. These results, listed in Table 3, are consistent with our previous interpretation$^{1–3}$ that the electron transfer rate becomes independent of solvation dynamics in slowly relaxing solvents.

The dynamics do not seem to be a strong function of pump wavelength when exciting in the charge–transfer band and probing near the absorption maximum, Table 4.
The dynamics at late time also seem to be independent of pump wavelength following excitation to $S_1$ or $S_3$ and probing in $S_3$. However, there is a significant difference in behavior between $S_1$ and $S_3$ excitation when probing at the low-energy edge of the $S_0$-$S_1$ absorption band. In acetone, the sign of the initial signal is different (Figure 7). In glycerol triacetate (GTA) the bleach recovery is faster and the relative size of the late time absorption is much larger following $S_3$ excitation (Figure 8). This pump-wavelength dependence is also consistent with energy deposition, see below.

IV. SIMULATION OF TRANSIENT-ABSORPTION SPECTRA

To simulate the time dependence of the $\Delta$OD spectra, we must consider the population dynamics in the ground and excited states, including both motion upon the excited and ground state surfaces and transitions between the two surfaces. At any given time after excitation, the population that is "missing" from the ground state due to the excitation contributes a bleach signal to the $\Delta$OD spectrum. The population in the excited state at that time contributes to the $\Delta$OD spectrum by absorption to higher excited states ($S_1$-$S_n$) and stimulated emission to the ground state. Because we do not have a good estimate for the shape or the oscillator strength of the $S_1$-$S_n$ transition, we will only model the bleach and stimulated emission signals. This section presents calculations of time-resolved $\Delta$OD spectra for betaine in acetone and GTA. These two solvents were chosen as representative solvents with similar polarities (as measured by the $E_\pi$ polarity scale) but very different solvation times. The model used is an extension of an inhomogeneous model for electron transfer that was previously used by Walker et al. to predict the electron-transfer dynamics in betaine. All parameters used were obtained independently and were not adjusted in these simulations. Therefore, comparison of the predicted results with the experimental results provides an unambiguous assessment of the strengths and weaknesses of the model.
The Walker et al. Model.

The Walker et al. model includes two vibrational modes, a quantum mode to act as an energy accepter for inverted-regime electron transfer and a classical mode to drive the electron transfer in the absence of solvent fluctuations. The third degree of freedom in the model is an overdamped classical coordinate that represents the solvent. All three degrees of freedom contribute to the reaction dynamics in varying amounts depending on the electron transfer system being studied. Electron transfer to an upper level of the quantized vibrational mode of the product state can greatly reduce the barrier to reaction, increasing the rate in the inverted regime. Fluctuations of the solvent polarization can be rate limiting when the vibrational barrier is small. These fluctuations equalize the energy levels between the two states, driving the reaction with a rate proportional to 1/\( \tau_s \), where \( \tau_s \) is the correlation time for the polarization fluctuations, often called the solvation time. Low-frequency vibrations, the classical vibration in this model, can also drive the reaction in nonpolar solvents and in polar solvents with very slow solvation dynamics (\( \tau_s \) very large).

In the Walker et al. model, as in Sumi–Marcus theory, the electron transfer occurs along the vibrational coordinates with a rate, \( k(X) \), that is a function of the solvent coordinate, \( X \). Motion of the classical population distribution along \( X \) in the excited state, \( P_e(X,t) \), and population transfer from the excited state to the ground state (electron transfer) are described with a classical reaction–diffusion equation:

\[
\frac{\partial P_e(X,t)}{\partial t} = D \frac{\partial^2 P_e(X,t)}{\partial X^2} + \frac{D}{k_B T} \frac{\partial}{\partial X} \left[ P_e(X,t) \frac{\partial V_e}{\partial X} \right] - k(X)P_e(X,t). \tag{1}
\]

We have added a second reaction–diffusion equation to describe the appearance and motion of the classical population distribution on the ground state, \( P_g(X,t) \):
\[
\frac{\partial P_g(X, t)}{\partial t} = D \frac{\partial^2 P_g(X, t)}{\partial X^2} + \frac{D}{k_B T} \frac{\partial}{\partial X} \left[ P_g(X, t) \frac{\partial V_g}{\partial X} \right] + k(X) P_e(X, t). \quad (2)
\]

Both have the same diffusion constant, \(D=(k_B T)/(2\lambda_{\text{solv}} \tau_s)\), where \(\lambda_{\text{solv}}\) is the solvent reorganization energy.

The \(X\)-dependent rate can be expressed as a sum over rates to different vibronic states, \(n\), of the ground electronic state,

\[
k(X) = \sum_{n} k_{\text{NA}}^{0-n}(X) \quad (3)
\]

where \(k_{\text{NA}}^{0-n}(X)\) is the nonadiabatic rate constant,

\[
k_{\text{NA}}^{0-n}(X) \propto V_{\text{el}}^2 \left| \langle 0 | n \rangle \right|^2 \exp(-\Delta G_{0-n}^\dagger /k_B T). \quad (4)
\]

Here, \(V_{\text{el}}\) is the electronic matrix element and \(\left| \langle 0 | n \rangle \right|^2\) is the Franck-Condon factor for the quantized vibration. \(\Delta G_{0-n}^\dagger\) is the barrier to the \(n\)th vibrational level of the ground state and depends on the quantized mode and both classical modes:

\[
\Delta G_{0-n}^\dagger = (\lambda_{\text{solv}} + \Delta G^\circ - 2X\lambda_{\text{solv}} + n\nu_{\text{QM}} + \lambda_{\text{cl, vib}})^2/(4\lambda_{\text{cl, vib}}). \quad (5)
\]

Here, \(\nu_{\text{QM}}\) is the frequency of the quantized vibration and \(\lambda_{\text{cl, vib}}\) is the reorganization energy of the classical vibration. Since electron transfer in betaine occurs in the inverted regime, electron transfer to an excited vibrational level of the ground state involves a smaller barrier, and therefore a faster rate than electron transfer to \(n=0\). Also, the barrier depends on \(X\), and solvent motion can therefore increase the rate.
It is important to note that each vibronic transition in the hybrid model acts like a Gaussian sink with a width proportional to $\lambda_{cl,vib}$. Electron transfer can therefore occur in the absence of solvent relaxation. In contrast, in Jortner–Bixon theory\textsuperscript{10} the vibronic transitions act as delta-function sinks. Therefore, in the absence of solvent relaxation, there is no mechanism to equalize the energy levels and electron transfer cannot occur for most solvent configurations. In fact, in the low barrier limit, Jortner–Bixon theory predicts that the rate is proportional to $1/\tau_s$. In the Walker et al. model, as in Sumi–Marcus theory,\textsuperscript{9} the rate can exceed $1/\tau_s$, as has previously been observed experimentally for betaine in GTA.\textsuperscript{1,2}

To obtain the parameters used in the kinetic model, we fit the measured absorption lineshape to a model that includes two nuclear degrees of freedom, one classical and one quantized.\textsuperscript{2,14} From this fit, we obtain the reorganization energies for the two degrees of freedom, $\lambda_{cl}$ and $\lambda_{QM}$, the free energy gap, $\Delta G^0$, and the frequency of the quantum mode, $\nu_{QM}$. $\lambda_{cl}$ is partitioned into the solvent and vibrational portions by assuming that $\lambda_{cl} = \lambda_{cl,vib}$ in cyclohexane. $\lambda_{solv}$ in any other solvent is then equal to the difference between $\lambda_{cl}$ (measured in that solvent) and $\lambda_{cl,vib}$ (from cyclohexane). $V_{el}$ is estimated from the Hush relationship\textsuperscript{23} (1400 cm\textsuperscript{-1} for betaine–30 assuming that the distance the electron is transferred is equal to the prediction of a valence bond description as in Scheme 1). The parameters for betaine–30 in acetone and GTA are summarized in Table 5.

Implicit in the preceding discussion is the assumption of instantaneous relaxation of both the quantized and classical vibrational modes. Because these relaxations occur instantaneously, there is no back reaction within this model. In contrast to the vibrational degrees of freedom, the solvent bath has a finite relaxation rate. Because the electron transfer rate is a function of $X$, the initial population distribution along the solvent coordinate, $P_e(X,t=0)$, and its subsequent evolution can strongly influence the dynamics. For the simulations presented here, we studied two limits, selective and broadband excitation.
Broadband Excitation Simulations

For broadband excitation simulations, we used the equilibrium ground-state distribution along X for the zero-time excited state probability distribution, \( P_e(X,t=0) \). Figure 9a shows the free energy curves for the electron transfer in acetone. Figures 9b and 9c show the time dependence of the ground- and excited-state population distributions for acetone following broadband excitation. At \( t=0 \), there is a Gaussian distribution centered at \( X=1 \) in the excited state and no population in the ground state. In the excited state, the population solvates towards lower energy (\( X=0 \)) and decays due to the electron transfer. In the ground state, the population appears near \( X=0 \) due to electron transfer and then solvates back towards \( X=1 \). Note that at intermediate times, the ground-state population near \( X=0 \) is greater than the equilibrium population there. As will be shown later, this situation leads to an increased absorption.

Figure 10 shows the ground- and excited-state population distributions for GTA, again assuming broadband excitation. As before, at \( t=0 \), there is a Gaussian distribution centered at \( X=1 \) in the excited state and no population in the ground state. In this case, however, we observe very little motion along X in the excited state. In fact, the population appears to be shifting towards higher energy. This shifting is an illusion, however, due to the strongly inhomogeneous electron transfer kinetics: molecules whose solvent configuration is more favorable for reaction (closer to \( X=0 \)) react faster. Examination of the ground-state dynamics shows that there is a small amount of shifting due to solvation dynamics. As in acetone, there is excess population at lower X, indicating that the solvent is being displaced slightly during the course of the reaction. However, solvent motion is certainly not driving the electron transfer as it does in acetone.

We can calculate the transient spectrum as a function of time, \( TS(\nu,t) \), by convoluting the time-dependent ground- and excited-state population distributions with a vibrational shape function. The missing ground-state population contributes to a bleach band, \( TS_b(\nu,t) \). The excited-state population contributes to a stimulated emission band,
TS_s(ν, t), which is vibrationally Stokes shifted from the bleach because we have assumed instantaneous vibrational relaxation. The vibrational shape function is a series of lines arranged in the Franck–Condon progression for a harmonic oscillator with frequency \( \nu_{QM} \) and reorganization energy \( \lambda_{QM} \) appropriately directed for the bleach band or the stimulated emission band. The vibronic lines are modeled as Gaussians with widths corresponding to a Boltzmann distribution in the classical vibrational coordinate.

Figure 11 shows TS_s(ν, t), TS_b(ν, t), and TS(ν, t) (=TS_s(ν, t)+TS_b(ν, t)) for acetone. The stimulated emission band, shown in Figure 11a, shifts to lower energy due to solvation dynamics and decreases in amplitude due to the electron–transfer reaction. The bleach band, shown in Figure 11b, recovers and then changes sign to become an absorption on the low energy edge due to reaction. Subsequently, solvation dynamics redistributes the population to recover the equilibrium spectrum. Figure 11c shows the full spectrum as a function of time. From this spectrum, it is apparent that the observed dynamics will be a strong function of probe wavelength. Dynamics at the red edge of the stimulated emission band reflect motion of the population in the excited state and the charge transfer. Dynamics observed in the region between the two bands reflect a complicated combination of dynamics, from both excited–state and ground–state solvation as well as the electron transfer. Dynamics near the peak of the bleach band show the smallest contribution from solvation dynamics and are most representative of the electron–transfer dynamics. Dynamics at the blue edge of the bleach band are due to both the charge transfer and solvation dynamics in the ground state.

Figure 12 shows TS_s(ν, t), TS_b(ν, t), and TS(ν, t) for GTA. In this case, the bands shift very little due to solvation dynamics during the course of the reaction because the electron transfer is much faster than solvation dynamics in GTA. The major contribution to the spectral dynamics is the electron transfer reaction. The stimulated emission band, shown in Figure 12a, shifts slightly, and there is a slight increased absorption on the red edge of the bleach band as seen in Figure 12b. The total spectral dynamics, Figure 12c, are
not a strong function of probe wavelength, in contrast to acetone.

Selective Excitation Simulations

We have studied the effect of selective optical excitation, or spectral hole burning, on the kinetics. The excitation pulse was modeled with a Gaussian frequency profile centered at a chosen wavelength with a 10 nm width and a variable intensity. We calculated $P_e(X,t=0)$ by projecting out population in $S_0$ as a function of $X$; the probability of absorption at any $X$ is a function of the energy gap, the vibrational shape function, and the excitation intensity. The figures presented here all used the same arbitrary excitation intensity. $P_g(X,t=0)$ is the difference between the equilibrium ground-state distribution function, $P_g(X,t=\infty)$, and $P_e(X,t=0)$.

Figure 13 shows the ground- and excited-state population dynamics for betaine in acetone using selective excitation assuming a center wavelength of 700 nm. In the excited state, Figure 13a, the initial population distribution is broad, although it is narrower than the width of the distribution obtained under broadband excitation conditions, Figure 9a. As in the broadband excitation case, the initial distribution solvates towards lower energy and then undergoes electron transfer. In the ground state, Figure 13b, the population hole broadens with time due to solvation and is subsequently filled in by reaction. As in the broadband excitation case, there is excess population in the ground state near $X=0$ at intermediate times, which leads to an increased absorption, as seen in Figure 14, which shows the transient spectrum for acetone assuming 700 nm excitation.

Although the qualitative features are similar, the details differ for broadband and selective excitation. The total electron-transfer dynamics under different excitation conditions can be conveniently compared using the survival probability, $S(t)$, which is the total population in the excited state at time $t$ divided by the total population at $t=0$:

$$S(t) = \frac{\int P_e(X,t) \, dX}{\int P_e(X,0) \, dX}.$$  \hspace{1cm} (6)
Figure 15 shows $S(t)$ for betaine in acetone assuming broadband excitation and selective excitation at 800 nm, 700 nm, and 640 nm. In all four cases, there is an induction period at early time during which the electron-transfer rate is very small. This delay is followed by an acceleration of the rate. The induction period corresponds to the period of time during which excited-state solvation is occurring prior to the electron transfer. The contribution of the induction period to the dynamics is smallest at 800nm excitation because the initial population distribution has a smaller average energy gap than the other initial population distributions. Despite the differences in the induction period, the long-time dynamics are quite similar. Since solvation dynamics move the population to the region of the free energy surface where electron transfer effectively competes with solvation, the rate coefficient, $k(t)$, defined as

$$k(t) = \frac{d S(t)}{d \tau} \bigg|_t$$

becomes independent of the initial solvent configuration for $t >> \tau_s$.

Figure 16 shows $S(t)$ for betaine in GTA assuming broadband excitation and selective excitation at 800 nm, 700 nm, and 640 nm. For GTA, there is no obvious induction period or an acceleration of the rate at later times; the reaction occurs through the vibrational channels near the initially excited solvent positions. Because of the strongly inhomogeneous electron-transfer kinetics, the late-time dynamics vary considerably under different excitation conditions and the population decays are nonexponential. Interestingly, the spectral dynamics at the absorption maximum are not very sensitive to the inhomogeneous kinetics. This result implies that it is difficult to experimentally study hole burning effects in the present measurements, see below.

We have also investigated the influence of different excitation intensities on the
spectral dynamics. With increasing intensity, the differences between different excitation wavelengths decrease until, at high enough intensity, the broadband excitation limit is reached. Conversely, decreasing the excitation intensity increases the excitation wavelength dependence of the calculated dynamics.

V. COMPARISON OF EXPERIMENT AND THEORY

From the spectral simulations, we can obtain absorption—transients that are directly comparable to the experimental data by calculating the time—dependent absorption changes at specific wavelengths and convolving these calculated signals with an experimental instrument response function. This procedure allows us to determine the initial conditions that best represent the experiment. We are also able to quantitatively evaluate various predictions of the model, including the presence or absence of an induction period, the degree of inhomogeneous spectral kinetics, and contributions to the spectral dynamics from energy deposition into the solvent polarization. Such comparisons highlight the strengths and limitations of the model.

Figure 17 compares simulated (broadband excitation) and experimental transients for GTA at several probe wavelengths. The agreement is remarkable, especially since we used no adjustable parameters in making these predictions: all parameters were obtained from static absorption spectra of betaine and from independent measurements of solvation dynamics in the relevant solvents. The model predicts the main qualitative features, including the long—time increased absorption at 800 nm and the two—component bleach recovery at 640 nm. At 700 nm and 640 nm the agreement is almost quantitative. At 800 nm, the observed bleach recovery is faster than the predicted recovery. This discrepancy may be caused by the assumption of instantaneous vibrational relaxation in the simulations, see below.

Figure 18 compares the observed and predicted (broadband excitation) transients in acetone. The model predicts the main features of the observed spectral dynamics,
including faster bleach recovery at lower energy and the increased absorption at 800 nm. However, the model predicts inductive behavior at 700 and 640 nm, which was not observed experimentally. The model also predicts the wrong amplitude and decay rate for the increased absorption at 800 nm. These failures of the model may also be caused by the assumption of instantaneous vibrational relaxation, see below.

Surprisingly, the experimental and simulated transients in GTA are both exponential near the absorption maximum (700 nm), even though the survival probability was predicted to be nonexponential. Also, there is not a strong variation with probe wavelength for the predicted and observed transients, as might be expected for inhomogeneous electron transfer. Apparently, the observed spectral dynamics reflect the average electron transfer kinetics rather than the inhomogeneous details, because, in the case of betaine, the vibrational contribution to the width of the absorption spectrum is larger than the solvent contribution to the width.

Experimentally, we did not observe an excitation wavelength dependence of the kinetics, as seen in Table 4. For acetone, this result might be expected because the reaction is driven by solvation dynamics. This observation is somewhat surprising, however, for GTA, which according to the model should show an excitation wavelength dependence in the case of selective excitation (Figure 16). This discrepancy between experiment and simulation may be due to high excitation intensities and/or the assumption of a single solvent relaxation time. High excitation intensities can cause the system to behave in the broadband excitation limit. Fast solvent relaxation times, relative to the instrument response function, can redistribute population in the ground state during the excitation process and, thereby, "wash out" the photoselection effect.

The Effects of Vibrational Relaxation

In acetone, the model predicts an induction period at probe wavelengths of 700 and 640 nm but no induction at 800 nm (Figure 18). There is no predicted induction at 800 nm because the early—time dynamics in acetone at 800 nm are dominated by the shifting of the
stimulated emission band, see Figure 11. In calculating the dynamics, we assumed instantaneous vibrational relaxation; that is, at \( t=0 \), the stimulated emission band was assumed to be vibrationally Stokes shifted. Immediately after excitation, however, the stimulated emission band should reflect the degree of vibrational excitation in the excited state. Then, through vibrational relaxation and solvation dynamics, the stimulated emission band will shift to its equilibrium position. Adding a rapid but finite vibrational relaxation (rather than an instantaneous vibrational relaxation) to the model would "wash out" the predicted inductive kinetics at higher energy by introducing a time-dependent vibrational Stokes shift component to the dynamics at higher energies.

Adding excited-state vibrational relaxation to the model could also help to rectify the differences between experiment and theory for GTA. An excited-state vibrational relaxation that is faster than the electron-transfer rate would cause a faster decay at 800 nm. Therefore, solvent relaxation and vibrational relaxation are both necessary for the description of the observed dynamics in GTA. Vibrational relaxation gives the accelerated dynamics and solvent relaxation yields the long-lived increased absorption.

The difficulty in predicting the correct amplitude and relaxation time of the increased absorption at 800 nm in acetone could also be rectified with a more realistic treatment of vibrational relaxation. Slow vibrational relaxation in the ground state would increase the recovery time and change the predicted amplitude of the increased absorption. This idea is consistent with the observation of energy deposition in toluene, where heating of the solvent coordinate should be quite small due to the small solvent reorganization energy for a nonpolar solvent. In some sense, the model emphasizes heating in the wrong degree of freedom. During solvent relaxation in the excited state, \( \lambda_s \) (=1881 cm\(^{-1}\) for acetone) is deposited into the solvent. Because excitation occurred with a 12,500 cm\(^{-1}\) photon, much more energy must be deposited into intramolecular modes of the solute than into specific excitation of the solvent polarization.

Table 6 lists the recovery times of the late-time absorption observed on the red
edge at nearly equal shifts from the absorption maximum in several solvents. The size of this late-time absorption is a measure of the energy deposition and therefore the absorption recovery time is a measure of the local cooling time. The cooling in toluene is slower than the cooling in acetone and benzonitrile but much faster than that in GTA and the alcohols. This variation of cooling rates as a function of solvent can be understood if we assume that energy deposition and cooling involving intramolecular degrees of freedom occurs in both polar and nonpolar solvents. The cooling observed in nonpolar solvents reflects exclusively intramolecular cooling. The cooling in polar solvents, however, has contributions from both intramolecular cooling and relaxation of the nonequilibrium solvent polarization. $\tau_s$ for acetone and benzonitrile is faster than the intramolecular cooling time (the cooling time in toluene), so the total rate cooling is faster than the rate in toluene. Conversely, $\tau_s$ for GTA and the alcohols is much slower than the intramolecular cooling time, so the rate of total cooling is slower.

The dynamics observed following excitation of the $S_3$ band are also consistent with energy deposition into intramolecular modes of the solute. Following excitation at 400 nm, twice as much electronic energy is converted into nuclear energy than in the case of 800 nm excitation. This additional energy leads to a much larger shift in the transient-absorption spectrum and a much larger observed absorption at a probe wavelength of 800 nm. The additional 12,500 cm$^{-1}$ of energy must go into intramolecular nuclear degrees of freedom because $S_0$ and $S_3$ have similar dipole moments so that the population distribution created along the solvent coordinate in $S_1$ is similar whether it is created optically ($S_0$-$S_1$) or by internal conversion ($S_3$-$S_1$). In acetone, the absorption is so large that we no longer observe a bleach at early times, only an increased absorption that decays on the same time scale as the increased absorption observed when pumping at 800 nm, see Figure 7. In GTA, we still observe the bleach, but the size of the increased absorption is much larger and recovers faster, see Figure 8. The dynamics observed in benzene following excitation at 400 nm show a bleach but no increased absorption because 800 nm is very close to the
absorption maximum in benzene, so the effects of energy deposition are minimized here.

The Effects of an Inertial Component in Solvation Dynamics

We have investigated the possible effects of an inertial component of the solvent response on the predicted dynamics. Inertial effects in solvation dynamics have been predicted by molecular dynamics simulations $^{24,25}$ and were recently observed experimentally. $^{26}$ We crudely simulated an inertial component of a given magnitude ($\%$Inertial) by further partitioning the solvent reorganization energy, $\lambda_{\text{solv}}$, into an instantaneously relaxing portion, $\lambda_{\text{fast}}$, and a slowly relaxing diffusive portion, $\lambda_{\text{slow}}$. $\lambda_{\text{fast}}$ roughly represents the inertial contribution to the solvation energy. Table 7 lists survival probabilities as a function of the size of the inertial component. The two survival probabilities are defined as $^9$

\[ \tau_a = \int S(t) \, dt \]  
\[ \tau_b = \int t \cdot S(t) \, dt. \]

\[ \tau_a \] is most sensitive to early time dynamics while $\tau_b$ is more sensitive to late time dynamics. $\tau_a < \tau_b$ indicates a distribution of rates arising from an inhomogeneous distribution. When $\tau_a \approx \tau_b$, the electron-transfer dynamics can be reasonably well represented by a single exponential decay. $\tau_a > \tau_b$ indicates an acceleration of the rate due to solvent relaxation following an induction period during which the rate is slow.

The tabulated numbers indicate that an inertial component of considerable size would be supported within this model for acetone but not for GTA. The inertial dynamics diminish the predicted induction in acetone, bringing the theoretical predictions into closer agreement with experiment. In GTA, however, there is no predicted induction so the added inertial component serves to accelerate the electron transfer rates to values that are not in agreement with experiment. Acetone probably does have a much larger inertial
component than GTA because of the very large mass of GTA.

Spectral simulations performed assuming an inertial component also show the same qualitative features as the simulations discussed above, including specific heating of the solvent coordinate (see Figure 19, which compares $TS(\nu,t)$ in acetone for %Inertial values of 20%, 40%, 60%, and 80%). The major differences for %Inertial values ranging from 0% to 60% are the contribution of the induction and the relative amplitude of the increased absorption. At %Inertial = 80%, the model predicts an increased absorption at all wavelengths probed experimentally. Thus, we conclude that the model is consistent with an inertial component as large as 60% for acetone but is not consistent with any inertial component in GTA. For comparison, the Fleming group has reported experimental observations of an inertial component of 80% for acetonitrile and molecular dynamics simulations by Fonseca and Ladanyi predict an inertial component of 20% for methanol.

VI. CONCLUSIONS

We have measured the electron-transfer dynamics of betaine in polar and nonpolar solutions. The rate is controlled by solvation dynamics in rapidly relaxing polar solvents. However, the electron transfer can be faster than solvation dynamics in slowly relaxing solvents and also occurs in nonpolar solvents, indicating the importance of intramolecular vibrations in promoting the reaction. In addition to the electron-transfer kinetics, we have observed evidence for energy deposition into nuclear degrees of freedom following the charge transfer in polar and nonpolar solvents. The observed heating is almost certainly caused by energy deposition into intramolecular modes in nonpolar solvents. In polar solvents, however, the observed heating reflects energy deposition into intramolecular modes and the solvent polarization, both of which can be displaced in the excited state prior to electron transfer. The relative contribution of the two heating mechanisms to the spectral dynamics in polar solvents is a function of the electron-transfer time, the solvation time, and the vibrational cooling time. For solvents in which the electron-transfer time
and the solvation time are slower than the vibrational cooling time (GTA and the alcohols), the observed cooling dynamics are primarily due to displacement of the solvent polarization. In faster solvents, the observed cooling dynamics are due to energy deposition in both the solvent polarization and intramolecular modes.

We have modeled the dynamics using a diffusive model for the reaction. This model predicts the electron-transfer dynamics and some of the local heating, due to displacement along the solvent coordinate following reaction, giving an indication of the partitioning of energy into the various nuclear degrees of freedom following the electron transfer. A more complete description would include vibrational relaxation and inertial components of the solvation dynamics. These effects could diminish the predicted induction in acetone. Vibrational relaxation could lengthen the lifetime of the predicted increased absorption in acetone and recover the spectral inhomogeneity in GTA.
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Table 1. Summary of Previously Reported 790nm Data for Betaine–30.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\tau$ (ps)</th>
<th>$\lambda_{\text{max}}$ (nm)</th>
<th>$\tau_s$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetonitrile</td>
<td>0.5</td>
<td>630</td>
<td>0.5</td>
</tr>
<tr>
<td>Acetone</td>
<td>0.7</td>
<td>687</td>
<td>0.8</td>
</tr>
<tr>
<td>Methyl Acetate</td>
<td>1.3</td>
<td>725</td>
<td>1.7</td>
</tr>
<tr>
<td>Ethyl Acetate</td>
<td>1.5</td>
<td>761</td>
<td>2.6</td>
</tr>
<tr>
<td>Benzene</td>
<td>2.7</td>
<td>840</td>
<td>-</td>
</tr>
<tr>
<td>Toluene</td>
<td>3.2</td>
<td>855</td>
<td>-</td>
</tr>
<tr>
<td>GTA</td>
<td>3.4</td>
<td>697</td>
<td>125</td>
</tr>
<tr>
<td>Benzonitrile</td>
<td>3.6</td>
<td>690</td>
<td>4.8</td>
</tr>
</tbody>
</table>
Table 2. Bleach Recovery Times (Electron Transfer Times) Measured Near the Absorption Maximum.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>( \tau ) (ps)</th>
<th>( \lambda_{\text{max}} ) (nm)</th>
<th>( \lambda_{\text{probe}} ) (nm)</th>
<th>Shift (cm(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>1.3</td>
<td>687</td>
<td>700</td>
<td>-270</td>
</tr>
<tr>
<td>2-Propanol</td>
<td>2.2</td>
<td>591</td>
<td>600</td>
<td>-254</td>
</tr>
<tr>
<td>Toluene</td>
<td>3.1</td>
<td>855</td>
<td>820</td>
<td>500</td>
</tr>
<tr>
<td>Benzonitrile</td>
<td>4.4</td>
<td>690</td>
<td>700</td>
<td>-207</td>
</tr>
<tr>
<td>GTA.</td>
<td>7</td>
<td>697</td>
<td>700</td>
<td>-61</td>
</tr>
</tbody>
</table>
Table 3. Best Fit Parameters for Betaine-30 in Alcohols with $\lambda_{\text{pump}} = 550$ nm and $\lambda_{\text{probe}} = 550$nm, 600nm. The shorter lifetime is indicative of the electron transfer time and the longer lifetime is indicative of the solvent cooling time.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\lambda_{\text{probe}}$</th>
<th>$\tau_1$ (ps)</th>
<th>$\tau_2$ (ps)</th>
<th>$\lambda_{\text{max}}$ (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeOH</td>
<td>550</td>
<td>2.3</td>
<td>30</td>
<td>515</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>1.0</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>EtOH</td>
<td>550</td>
<td>3.8</td>
<td>20</td>
<td>551</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>4.8</td>
<td>52</td>
<td></td>
</tr>
<tr>
<td>1-PrOH</td>
<td>550</td>
<td>7</td>
<td>30</td>
<td>564</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>2.3</td>
<td>90</td>
<td></td>
</tr>
<tr>
<td>1-BuOH</td>
<td>550</td>
<td>6.5</td>
<td>50</td>
<td>570</td>
</tr>
<tr>
<td></td>
<td>600</td>
<td>4.3</td>
<td>146</td>
<td></td>
</tr>
</tbody>
</table>
Table 4. Experimental Dependence of Electron Transfer Time on Excitation Wavelength ($\lambda_{\text{probe}} = 700\text{nm}$, which is close the the absorption maximum for acetone and GTA).

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\lambda_{\text{pump}} = 800\text{nm}$</th>
<th>$\lambda_{\text{pump}} = 700\text{nm}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>$1.3 \pm 0.3$ ps</td>
<td>$1.3 \pm 0.1$ ps</td>
</tr>
<tr>
<td>GTA</td>
<td>$7.8 \pm 2.4$ ps</td>
<td>$7.2 \pm 0.4$ ps</td>
</tr>
</tbody>
</table>
Table 5. Best Fit Parameters of Betaine–30 Absorption Spectra and Parameters used in Electron Transfer Simulations.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$V_{el}$</th>
<th>$\Delta G^*$</th>
<th>$\lambda_{QM}$</th>
<th>$\nu_{QM}$</th>
<th>$\lambda_{cl,vib}$</th>
<th>$\lambda_{cl,sol}$</th>
<th>$\tau_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>1400</td>
<td>-10954</td>
<td>924</td>
<td>1736</td>
<td>1223</td>
<td>1881</td>
<td>0.83</td>
</tr>
<tr>
<td>GTA</td>
<td>1400</td>
<td>-10660</td>
<td>1372</td>
<td>1800</td>
<td>1223</td>
<td>1741</td>
<td>125</td>
</tr>
</tbody>
</table>
Table 6. Absorption Recovery Times at Nearly Constant Energy Shift.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>$\lambda_{\text{probe}}$ (nm)</th>
<th>$\lambda_{\text{max}}$ (nm)</th>
<th>Shift (cm$^{-1}$)</th>
<th>$\tau$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>790</td>
<td>687</td>
<td>1900</td>
<td>2.3</td>
</tr>
<tr>
<td>Benzonitrile</td>
<td>790</td>
<td>690</td>
<td>1830</td>
<td>4.7</td>
</tr>
<tr>
<td>Toluene</td>
<td>1000</td>
<td>855</td>
<td>1700</td>
<td>6.6</td>
</tr>
<tr>
<td>GTA</td>
<td>790</td>
<td>697</td>
<td>1690</td>
<td>&gt;100</td>
</tr>
<tr>
<td>1-Butanol</td>
<td>640</td>
<td>570</td>
<td>1920</td>
<td>140</td>
</tr>
</tbody>
</table>
Table 7. The effect of an inertial component on the electron transfer rate.

<table>
<thead>
<tr>
<th>Solvent</th>
<th>%Inertial</th>
<th>$\lambda_{\text{fast}}$ (\text{cm}^{-1})</th>
<th>$\lambda_{\text{slow}}$ (\text{cm}^{-1})</th>
<th>$\tau_a$</th>
<th>$\tau_b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetone</td>
<td>0</td>
<td>0</td>
<td>1881</td>
<td>2.1</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>376</td>
<td>1505</td>
<td>1.8</td>
<td>1.2</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>752</td>
<td>1129</td>
<td>1.5</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1129</td>
<td>752</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>1505</td>
<td>376</td>
<td>1.3</td>
<td>2.6</td>
</tr>
<tr>
<td>GTA</td>
<td>0</td>
<td>0</td>
<td>1741</td>
<td>7.4</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>348</td>
<td>1393</td>
<td>3.5</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>696</td>
<td>1045</td>
<td>1.5</td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>1045</td>
<td>696</td>
<td>0.6</td>
<td>0.8</td>
</tr>
</tbody>
</table>
Figure Captions

Fig. 1. The laser system. A modelocked Nd:YAG laser is used to synchronously pump a dye laser and seed a Nd:YAG regenerative amplifier. The dye laser output is amplified by the output of the regenerative amplifier. BS: beam splitter; AOM: acoustooptic modulator; SPS: single pulse selector; 2X: KTP frequency doubling assembly.

Fig. 2. An 800nm pump, continuum probe experimental setup. Continuum is generated in a 10mm cell containing H₂O and reamplified in an appropriate laser dye. BS: beam splitter; CG: continuum generation cell; IF: interference filter; CA: continuum amplification cell; C: chopper; S: sample cell; PD: photodiode.

Fig. 3. Transient pump–probe spectra of betaine–30 in acetone with λ\(\text{pump} = 800 \text{ nm} \) and λ\(\text{probe} = a) 800 \text{ nm, b) 700 nm, c) 640 nm, and d) 600 nm.\)

Fig. 4. Transient pump–probe spectra of betaine–30 in GTA with λ\(\text{pump} = 800 \text{ nm} \) and λ\(\text{probe} = a) 800 \text{ nm, b) 700 nm, c) 640 nm, and d) 600 nm.\)

Fig. 5. Transient pump–probe spectra of betaine–30 in toluene with λ\(\text{pump} = 780 \text{ nm} \) and λ\(\text{probe} = a) 1000 \text{ nm, b) 820 nm, c) 680 nm, and d) 580 nm.\)
Fig. 6. Transient pump–probe spectra of betaine–30 in 1–propanol with \( \lambda_{\text{pump}} = 550 \, \text{nm} \) and \( \lambda_{\text{probe}} = \) a) 790 nm, b) 720 nm, c) 600 nm, and d) 550 nm.

Fig. 7. Transient pump–probe spectra of betaine–30 in acetone with \( \lambda_{\text{probe}} = 800 \, \text{nm} \) and \( \lambda_{\text{pump}} = \) a) 400 nm and b) 800 nm.

Fig. 8. Transient pump–probe spectra of betaine–30 in GTA with \( \lambda_{\text{probe}} = 800 \, \text{nm} \) and \( \lambda_{\text{pump}} = \) a) 400 nm and b) 800 nm.

Fig. 9. Population dynamics in acetone assuming broadband excitation. a) shows the free energy curves for the reaction. b) shows the excited state population dynamics. c) shows the ground state population dynamics. In this picture, the residual ground state population has been subtracted for clarity.

Fig. 10. Population dynamics in GTA assuming broadband excitation. a) shows the excited state population dynamics. b) shows the ground state population dynamics. In this picture, the residual ground state population has been subtracted for clarity.

Fig. 11. Spectral dynamics in acetone assuming broadband excitation. a) Dynamics of the stimulated emission band due to the excited state population dynamics shown in Figure 9b. b) Dynamics of the bleach band due to the ground state dynamics shown in Figure 9c. c) The total transient spectrum.
Fig. 12. Spectral dynamics in GTA assuming broadband excitation. a) Dynamics of the stimulated emission band due to the excited state population dynamics shown in Figure 10a. b) Dynamics of the bleach band due to the ground state dynamics shown in Figure 10b. c) The total transient spectrum.

Fig. 13. Population dynamics in acetone assuming selective excitation at 700nm. a) shows the excited state dynamics. b) shows the ground state dynamics. In this picture, the residual ground state population has not been subtracted in order to emphasize the hole burning features.

Fig. 14. Spectral dynamics in acetone assuming selective excitation at 700nm.

Fig. 15. The survival probability, $S(t)$, for acetone assuming different excitation conditions. Solid line: broadband; dashed line: 800nm; dotted line: 700nm; dashed–dotted line: 640nm.

Fig. 16. The survival probability, $S(t)$ for GTA assuming different excitation conditions. Solid line: broadband; dashed line: 800nm; dotted line: 700nm; dashed–dotted line: 640nm.

Fig. 17. A comparison of the predicted and observed dynamics in GTA. a) 800nm probe. b) 700nm probe. c) 640nm probe.

Fig. 18. A comparison of the predicted and observed dynamics in acetone. a) 800nm probe. b) 700nm probe. c) 640nm probe.
The effect of an inertial component on the spectral dynamics of acetone.

a) $\%_{\text{Inertial}} = 20\%$. b) $\%_{\text{Inertial}} = 40\%$. c) $\%_{\text{Inertial}} = 60\%$.

d) $\%_{\text{Inertial}} = 80\%$. 
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Figure 18: Time (ps) vs. ΔOD (a), (b), and (c).
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