2nd International Conference on
MILLIMETER WAVE AND
FAR-INFRARED TECHNOLOGY

Editor
Col M. Tiek

DTIC ELECTED
MAY 14 1993

Reproduced From
Best Available Copy

PUBLISHING HOUSE OF ELECTRONICS INDUSTRY

STIBUFIN STATEMENT
Approved for public release
Distribution Unlimited
## International Conference on Millimeter Wave and Far-Infrared Technology

### Title and Subtitle

International Conference on Millimeter Wave and Far-Infrared Technology

### Authors

R.W. McMillan (principal investigator on project)

### Performing Organization Name(s) and Address(es)

Georgia Institute of Technology
Atlanta, GA 30332

### Sponsoring/Monitoring Agency Name(s) and Address(es)

U.S. Army Research Office
P.O. Box 12211
Research Triangle Park, NC 27709-2211

### Distribution and Availability Statement

Approved for public release; distribution unlimited.

### Abstract

The conference was held as scheduled. The conference is recognized as a forum for the presentation of research results from the very capable scientists and engineers at China's universities, research institutes, and factories. In addition 95 papers were received from other countries. Conference sessions included radiometry/astronomy, plasma diagnostics, quasi-optics, atmospheric effects, gyrotrons, materials, spectroscopy, integral circuits, and optically-pumped lasers.
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FOREWORD

The International Conference on Millimeter-Wave and Far-Infrared Technology in 1992 (ICMWFT'92) is the second in the series of conferences following the highly successful ICMWFT'90 held in Beijing in June of 1990. Initial discussions for this series of meetings took place between H. C. Hu of the Beijing Vacuum Electronics Research Institute and J.J. Gallagher and R. W. McMillan of Georgia Tech during a visit by the latter two persons to China in 1984. Detailed planning for this first meeting took place beginning in 1988, and the technically successful and socially entertaining ICMWFT'90 was the result. During the plenary session of that meeting, which was held in the Chinese Year of the Horse, H.C. Hu showed a slide characterizing this series of conferences as a herd of horses following a lead horse, designated as ICMWFT'90, and expressed the hope that similar conferences would follow just as the herd followed the lead animal. It appears that his wish will be fulfilled, since there are now at least preliminary plans to hold conferences in China on this growing area of research every even-numbered year.

This conference is recognized as a forum for the presentation of research results from the very capable scientists and engineers at China’s universities, research institutes, and factories, but it is an international forum in a very real sense. At last count, approximately 95 papers from Australia, Belgium, Canada, Egypt, France, Germany, India, Japan, Lithuania, Poland, Republic of China, Russia, Switzerland, Turkey, Ukraine, United Kingdom, and United States, in addition to 86 papers from the Peoples Republic of China, had been received. The conference organizers hope that this meeting will be an effective forum for the exchange of ideas between members of the international millimeter-wave and far-infrared community and that those who attend will find this exchange useful in their work.

The venue for the conference is the Yanxiang or “Flying Swallow” hotel, located about midway between the Beijing international Airport and the city center. The Yanxiang is a modern three-star hotel in the Chinese style. Its location is convenient for sightseeing and shopping, and a variety of dining rooms and recreational facilities are available in the hotel.

The conference organizers would like to thank the Georgia Tech Research Institute which has provided initial funding for the organization of this conference. The U.S. Army Research Office provided funding for part of support of some invited speakers from the West, and the Chinese Institute of Electronics and the National Natural Science Foundation of China have provided cooperative support. The program organizers and digest editor would also like to thank Mr. Rick Hoffner of Georgia Tech, who designed the First and Second Calls for Papers and aided in formulating this digest and the Advance Program.

M. von Ortenberg
General Chairman

H.C. Hu
Program Co-Chairman

R. W. McMillan
Program Co-Chairman

Braunschweig, Beijing, and Atlanta
May 24, 1992
Jim Gallagher was born in Albany, NY on November 15, 1922. He entered Siena College in the fall of 1941, enrolling in the School of Business. While at Siena, he played on the nationally ranked basketball team and was president of the sophomore class. He entered the Army in 1943 and served until the end of World War II, completing his tour in the Philippines. Gallagher graduated from Siena with a degree in physics in 1948 and earned a Master's Degree in Physics at Columbia University, studying under Nobel Laureates Charles Townes and Willis Lamb. After doing further graduate work at Johns Hopkins University, he worked for a time at the JHU Radiation Laboratory.

Jim was especially gifted and motivated to share his knowledge with younger scientists, engineers, and students. He was instrumental in establishing the interwave research program at Georgia Tech Research Institute and served as the first chairman of the International Conference on Infrared and Millimeter Waves, held in Atlanta in 1974. This conference has been held every year since, alternating between locations in the U.S. and abroad. In 1990 he was General Chairman of the first International Conference on Millimeter Wave and Far Infrared Technology, held in Beijing, China. He served on program committees of several other international conferences and has more than 200 publications and meeting presentations.

Jim was a man of extraordinary warmth, a trait not evident in reading a list of his accomplishments. He helped and encouraged many students and young scientists in their careers, and was very generous with his time and abilities. He could be found on many Saturday mornings in the laboratory at Martin Marietta or Georgia Tech, helping some young scientist with a thesis problem or sharing his knowledge of millimeter wave science.
<table>
<thead>
<tr>
<th></th>
<th>Mon AM</th>
<th>Mon PM</th>
<th>Tues AM</th>
<th>Tues PM</th>
<th>Wed AM</th>
<th>Wed PM</th>
<th>Thurs AM</th>
<th>Thurs PM</th>
<th>Fri PM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Plenary Session</td>
<td></td>
<td>Radiometry/Astronomy</td>
<td>Atmospheric Effects I</td>
<td>FEL &amp; Ototron I</td>
<td>Materials/Measurements I</td>
<td></td>
<td></td>
<td>Laboratory and Institute Tour</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Plasma Diagnostics</td>
<td>Sources I</td>
<td>Atmospheric Effects II</td>
<td>Materials/Measurements II</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Detectors</td>
<td>Gyrotrons</td>
<td>Spectroscopy I</td>
<td>Integrated Circuits</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Quasi-Optics</td>
<td>Materials/Measurements III</td>
<td>Spectroscopy II</td>
<td>Sources II</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Applications/Systems I</td>
<td>Sources III</td>
<td>Atmospheric Effects III</td>
<td>Materials/Measurements IV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Applications/Systems II</td>
<td>FEL &amp; Ototron II</td>
<td>Spectroscopy III</td>
<td>Optically-Pumped Lasers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Room 1</td>
<td>Room 2</td>
<td>Room 3</td>
<td>Room 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Registration Period
Sunday, August 16, 7PM - 10PM

Monday-Thursday, August 17-20, 8AM - 12PM

Monday AM, August 17, 1992, 0830
Invited Plenary Session M1
President: H.C. Hu

Welcome and Introductory Remarks, M. von Oortenberg, H.C. Hu and R.W. McMillan

M1.1 "Sub-Millimeter Microwave Spectroscopy with Primary Radiation Sources" - A.F. Krapov, Institute of Applied Physics, Academy of Sciences of Russia, 603600 Nizhny Novgorod, Russia

M1.2 "Research on Millimeter Wave Propagation in China" - M. G. Zhang, China Research Institute of Radiowave Propagation, Qingdao, P.R. China

Break

M1.3 "Novel Strange and Ultrashort-Pulse High-and Far-Infrared Lasers and Their Applications" - F.K. Kneubuhl, Swiss Federal Institute of Technology, Zurich, Switzerland

M1.4 "Optical Phase and Frequency Control of FET Oscillator" - F. J. Liao, Beijing Vacuum Electronics Research Institute, Beijing, P.R. China and R.W. McMillan, Georgia Institute of Technology, Atlanta, GA, USA

Lunch

Monday PM, August 17, 1992, 1330
Invited Plenary Session M2
President: R.W. McMillan

M2.1 "A New Milestone of Active Devices — Vacuum Microelectronics and its Preliminary Research in P.R. China" - Han C. Hu, Beijing Vacuum Electronics Research Institute, and Guang Yi Liu, Electronics Research Institute, Chinese Academy of Sciences, Beijing, P.R. China

M2.2 "Study of the Dynamical Properties of E12 Centers in GaAs by Infrared and Millimeter Wave Measurements" - T. Oryama, Osaka University, Osaka, Japan

M2.3 "Whispering Gallery Mode in Dielectric Waveguide and Dielectric Resonators" - Sheng Gang Liu, University of Electronic Science and Technology of China, Chengdu, P.R. China

Break

M2.4 "Millimeter-Wave Quasi-Optical Rectifying Antennas for Power Transmission Applications" - Kai Chang, Texas A&M University, College Station, Texas, USA

M2.5 "Interband Transition Modulated FIR Cyclotron Resonance in Semiconductors" - S.C. Chen and Wei Lu, Shanghai Institute of Technical Physics, Shanghai, P.R. China, and Michael von Oortenberg, Institute of Semiconductor Physics and Optics, University of Braunschweig, Germany
Tuesday AM  August 18, 1992
Session TI
Radiometry / Astronomy
Room 1
Presider: H. Rothmeier  08:30

T1.1  "A 345 GHz Open Structure SIS Receiver at the IBAM 30-m Telescope", Invited, H. Rothmeier, Max Planck Institute for Extraterrestrial Physics, Garching, Germany; K.H. Grundlach and B. Lazzare, IRAM, Saint Martin D'Heres, France

T1.2  "SIS Junction Millimeter Wave Receivers", Invited, A. Vystovkin, M. Tarasov, V. Koshelev, S. Shitov, V. Belinsky, S. Kovronyk, O. Kaplunenko, G. Prokopenko, L. Filonenko, V. Kaplunenko, M. Khadiev, and S. Turygin, Institute for Radioengineering and Electronics, Moscow, Russia

Break

T1.3  "Five mm Microwave Radiometer Receiver", Zhi Cal Xu, Purple Mountain Observatory, Academia Sinica, Nanjing, and Shu Sheng Peng, Xi'an Space Radio Technology Institute, Xi'an, P.R. China

T1.4  "Far-Infrared Balloon-Some Imaging of the Cygnus Region", A. P. Heitenstein, G. Schenker, St. Clerc, and P. K. Navehbu, Swiss Federal Institute of Technology, Zurich, and D. Huguenin, Geneva Observatory, Sauverny, Switzerland

T1.5  "5 mm Microwave Radiometer Scanning Antenna", Zong Zhen Shen and En Hui Zhao, Xi'an Institute of Space Radio Technology, Xi'an, P.R. China

T1.6  "Correlation Reflectometry Via Synoast Atttenuation Signals", V.S. Kotorets, I.A. Lukin, O.S. Pavlichenko, R.O. Pavlichenko, V.A. Rudynskiy, and V.P. Shvetsov, Institute of Radiophysics and Electronics, Kharkov, Ukraine

Tuesday AM  August 18, 1992
Session T2
Atmospheric Effects I
Room 2
Presider: C.J. Gibbins  08:30

T2.1  "Inversion of Rain Distribution Along Earth-Space path by Meteorological Radar and Satellite", Da Zhang Hu, China Research Institute of Radiowave Propagation, Qingdao, P.R. China

T2.2  "Correlation of Cloudiness and Rain Components of Millimeter Radiowave Attenuation in Hydrometeorological Formations in the Troposphere", V.V. Stroganov, Radiophysics Research Institute, Nizhny Novgorod, Russia

T2.3  "Rain induced Depolarization of Millimeter and Sub-Millimeter Waves in a Xian Environment", Y. Yan, Xidian University, Xi'an, P.R. China

Break

T2.4  "Measurements of Atmospheric Attenuation in the Region of 300 GHz", N.I. Furushov, V.Yu. Katkov, and B.A. Sverdlov, Radiophysical Research Institute, Nizhny Novgorod, Russia

T2.5  "The Integration Times and the Rainfall Climatic Classification in China", Qing Sheng Dong, Qingdao Research Center of CRRP, Qingdao, P.R. China

T2.6  "Millimeter Wave Propagation Experiment in Sand-Dust Storm and Smoke", Qing Sheng Dong, Qingdao Research Center of CRRP, Qingdao, P.R. China
<table>
<thead>
<tr>
<th>Session</th>
<th>Date</th>
<th>Time</th>
<th>Room</th>
<th>Presenter</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 3</td>
<td>Y. A. Myasun</td>
<td>&quot;Comparison Between the FEL Radiation and Cyclotron Radiation&quot;, Yuan Zhao Yin, Institute of Electronics, Academia Sinica, Beijing, P.R. China</td>
</tr>
<tr>
<td>T3</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 3</td>
<td>Y. A. Myasun</td>
<td>&quot;Free Electron Laser with Electron Ring and Electromagnetic Pumping Wave&quot;, invited, Yuan Zhao Yin, Institute of Electronics, Academia Sinica, Beijing, P.R. China</td>
</tr>
<tr>
<td>T3</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 3</td>
<td>Y. A. Myasun</td>
<td>&quot;Simulation of FEL Pumped by Electromagnetic Wave in the Relativistic Backward Wave Oscillator&quot;, Tian Guan Deng, University of Electronic Science and Technology, Chengdu, P.R. China</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08:30</td>
<td></td>
<td></td>
<td>Break</td>
</tr>
<tr>
<td>T3</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 3</td>
<td>Y. A. Myasun</td>
<td>&quot;Study of Centimeter and Millimeter Wave Range powerful Orbitron&quot; Efficient Regimes at the IIE of the Academy of Sciences of the USSR&quot;, invited, Ye. A. Myasun, V. D. Korov, A. N. Solovyov, S. G. Tschigarev, L. M. Nifrovich, U. Tatton, U. V. Andreev, T. A. Litina, Institute of Radioengineering and Electronics, Moscow, Russia</td>
</tr>
<tr>
<td>T3</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 3</td>
<td>Y. A. Myasun</td>
<td>&quot;The Space Charge Effects in Orbitron and EECM Mode&quot;, Zhi Qing Liu, Institute of Electronic Product Reliability and Environmental Testing of China, Guangzhou, Cai Dong Xiong and Shen Gang Liu, University of Electronic Science and Technology of China, Chengdu, P.R. China</td>
</tr>
<tr>
<td>T3</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 3</td>
<td>Y. A. Myasun</td>
<td>&quot;Analysis of Instability in EECM System&quot;, Cai Dong Xiong and Shen Gang Liu, University of Electronic Science and Technology of China, Chengdu, P.R. China</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Research on the Millimeter-Wave Radomes&quot;, Cheng Song and Ke Qin Chen, Shanghai Research Institute of Microwave Technology, Shanghai, P.R. China</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Shielded Suspended Coupled Dielectric Guide and Directional Coupler&quot;, Akh Kumar Rastogi, MVAM, and A. K. Tiwari, MACT, Bhopal, (M.P), India</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;A Simple and Accurate Method for Analysis of Dielectric Period Structures&quot;, invited, Shan Jia Xu, University of Science and Technology of China, Hefei, and Li Guo Sun, Institute of Remote Sensing Applications, Beijing, P.R. China</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Characteristics Impedance of Waveguides and a Design Method for Two-Section Quarter-Wave Transformers&quot;, Junichiro Hanamoto and Fujio Ishihara, Tamagawa University, Machida, Japan</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Dispersion Characteristics of a Cylindrical Dielectric Waveguide with Periodic Metallo Steps&quot;, Shan Jia Xu and Xin Zhang Wu, University of Science and Technology of China, Hefei, P.R. China</td>
</tr>
<tr>
<td></td>
<td></td>
<td>08:30</td>
<td></td>
<td></td>
<td>Break</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Analysis of a Planar Transmission Line with Discontinuity Using the New Time-Domain Method of Lines&quot;, invited, Ling Chen and Si Fan Li, Southeast University, Nanjing, P.R. China</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;The New Approach of Full-Wave Analysis of Discontinuities in a Planar Transmission Line&quot;, Ling Chen and Si Fan Li, Southeast University, Nanjing, P.R. China</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Transient Analysis of Microstrip Step Discontinuities on Anisotropic Substrate Hosting a Tilted Optical Axis&quot;, Guo Wu Zheng and Kang Shen Chen, Zhejiang University, Hangzhou, P.R. China</td>
</tr>
<tr>
<td>T4</td>
<td>Tuesday AM</td>
<td>08:30</td>
<td>Room 4</td>
<td>H.C. Hu</td>
<td>&quot;Efficient Analysis of Finline Structures by the Boundary-Element Method&quot;, invited, Bin Song and Jun Mei Fu, X'ian Jiaotong University, X'ian, P.R. China</td>
</tr>
<tr>
<td>Session T5</td>
<td>Tuesday PM August 18, 1992</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>----------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Room 1</td>
<td>Presider: T. Tsukishima 13:30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>T5.2</strong></td>
<td>&quot;Non-Coherent Reflectometry Method for Measurement of Plasma Cut-Off Layer Position&quot;. V.V. Kulik, K.A. Liu, V.A. Radzhanov, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Session T6</th>
<th>Tuesday PM August 18, 1992</th>
</tr>
</thead>
<tbody>
<tr>
<td>Room 2</td>
<td>Presider: R. W. McMillan 13:30</td>
</tr>
<tr>
<td><strong>T6.1</strong></td>
<td>&quot;Dual-Band Millimeter Wave Oscillators for Medical Use&quot;, Shu Xian Song, Dong Cheng Liu, and Chi Ping Deng, Beijing Institute of Technology, Beijing, P.R. China</td>
</tr>
<tr>
<td><strong>T6.2</strong></td>
<td>&quot;Quasi-optical Transmitter on Ruby&quot;. A.A. Vertly, S.P. Gavrilov, S.I. Tarazov, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
</tr>
<tr>
<td><strong>T6.3</strong></td>
<td>&quot;W-Band Harmonic Mode GaAs Gunn Diodes&quot;. Yan Mao Deng, Nanjing Electronic Devices Institute, Nanjing, P.R. China</td>
</tr>
<tr>
<td><strong>T6.4</strong></td>
<td>&quot;The Experimental Investigation of the Super-Slow Electromagnetic Waves in the Periodic Semiconductor Structure&quot;. A.A. Bugakov, S.K. Kondrazhin, V.V. Kutuzov, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
</tr>
<tr>
<td><strong>T6.5</strong></td>
<td>&quot;MM-Wave B-Tuning VCO&quot;. Invited. Dong Jin Wang and Dun Fu Li, University of Science and Technology of China, Hefei, P.R. China</td>
</tr>
<tr>
<td><strong>T6.6</strong></td>
<td>&quot;Ka-Band Gunn VCOs&quot;, Cheng Xi Li, the Institute of Electronic Engineering of PLA, and Yong Li, No. 16 Institute, Ministry of Machine-Building and Electronics Industries of China, P.R. China</td>
</tr>
<tr>
<td><strong>T6.7</strong></td>
<td>&quot;New Wave Processes in the Inhomogeneous Semiconductors and Superlattices&quot;. F.G. Bats, A.A. Bugakov, and S.I. Khadzhina, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
</tr>
<tr>
<td><strong>T6.8</strong></td>
<td>&quot;Continuous Radiation Generator's Utilization in Coherent Millimeter Radiar Radiation Properties, Construction Schemes, Results of Experiments&quot;. A.A. Kostenko, G.I. Krupov, V.P. Shestopatov, U.V. Vasenkov, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
</tr>
</tbody>
</table>
Tuesday PM  August 18, 1992  
Session 17  
Atmospheric Effects II  
Room 3  
President: D.Z. Hu 13:30

17.1  "The Attenuation of Electromagnetic Waves Due to Fog", invited, D.J. Harris, University of Wales College of Cardiff, Cardiff, United Kingdom

17.2  "A New Model of Frequency Scaling of Rain Attenuation", invited, Jie Huang and Da Zhang Hu, China Research Institute of Radio-wave Propagation, Qingdao, P.R. China

17.3  "Experimental Investigation of Atmospheric Gas and Cloud Absorption in Millimeter Wave Band", Qin Jun, Feng Xia Wang, and YiGuang Zhao, China Research Institute of Radio-wave Propagation, Qingdao, P.R. China

17.4  "Fluctuations of MMW Propagation in Layered Inhomogeneous Turbulent Thickness", G.A. Andreyev and S.A. Ogarev, Institute of Radioengineering and Electronics, Moscow, Russia

17.5  Break

17.6  "Scanning Radiometer and Atmospheric Attenuation at 3 mm Wave Band", Pei Yuan Xu and Yin Long Cao, Shanghai University of Science and Technology, Shonghai, Yi Ting Cao and Hu Bo Shen, Purple Mountain Observatory, Academia Sinica, Nanjing, P.R. China

17.7  "Investigation of Rain-induced XPD by Using Differential Attenuation at 38 - 188 GHz", Zhen Wei Zhao, China Research Institute of Radio-wave Propagation, Qingdao, P.R. China

17.8  "Measurement of Millimeter Wave Scintillation on a Terrestrial Path", Zhi Huang Wu and YaQing Tan, China Research Institute of Radio-wave Propagation, Qingdao, P.R. China

17.9  "The Use of Atmospheric Molecular Emission Lines for Passive Remote Sensing of the Earth's Surface", A.A. Shvetsov, Institute of Applied Physics, Nizhni Novgorod, Russia

---

Tuesday PM  August 18, 1992  
Session 18  
Materials/MMW  
Apparatus unJ Measurements II  
Room 4  
President: K.H. Jian 13:30

18.1  "Solution of Periodic and Nonperiodic Inhomogeneous Nonlinear Klein-Gordon Equations", F. K. Kreuzer and J. Feng, Swiss Federal Institute of Technology, Zurich, Switzerland

18.2  "Complex Permittivity (ε) and Permeability (μ) Measurements at Millimeter Wavelengths", Kun Huo Jian, Zhong Chen, and Shi Zhi Li, Beijing Institute of Technology, Beijing, P.R. China

18.3  "Internal Matching Broadband Method of Millimeter Waveguide Circulator", Deng Guo Zhang, Southwest Jiao Tong University, Chengdo, P.R. China

18.4  Break

18.5  "Solution in Periodic Structures with Nonlinearities", J. Feng and F. K. Kreuzer, Swiss Federal Institute of Technology, Zurich, Switzerland

18.6  "NRF Guide Power Divider", Ming Li Zhu, Huazhong University of Science and Technology, Wuhan, P.R. China

18.7  "NRF Waveguide LSE Mode Exciter", Hong Ma and Lan Fen Qi, Huazhong University of Science and Technology, Wuhan, P.R. China
### Wednesday AM August 19, 1992
#### Session W1
**MMW Detectors**
**Room 1**
**President:** J.T. Lin  **08:30**

<table>
<thead>
<tr>
<th>Session</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1.1</td>
<td>&quot;Wideseband Bm-Wave Mixer with High IF,&quot; Zhou Q. No. 16 Institute, The Ministry of Machine-Building and Electronics industries of China</td>
</tr>
<tr>
<td>W1.2</td>
<td>&quot;DC to 120 GHz Harmonic Mixers for Millimeter Wave Instrumentation,&quot; A. M. Shan’to, J. S. Zaitsev, and A. M. Lambkin, Institute of Electronic Measurements (KievRZ), Nizhny Novgorod, Russia</td>
</tr>
<tr>
<td>W1.3</td>
<td>&quot;Detector of Millimeter Waves Based on Inhomogeneous Electron Heating,&quot; A. I. Vaiser, Institute of Radio physics and Electronics, Kharkov, Ukraine</td>
</tr>
<tr>
<td>W1.4</td>
<td>&quot;A Thin-Film Antenna-Coupled MOM Detector of IR Radiation,&quot; I. Wilke, K. Glies, W. Hermann, and F. K. Kneubühl, Swiss Federal Institute of Technology, Zurich, and Y. Oppinger, CSEM, Neuchâtel, Switzerland</td>
</tr>
</tbody>
</table>

#### Break

<table>
<thead>
<tr>
<th>Session</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>W1.7</td>
<td>&quot;2D Electron Gas as a Far-Infrared and Millimeter-Wave Detector,&quot; V.A. Pogrebnyak, D.D. Khaimovich, V.M. Yakovenko, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
</tr>
</tbody>
</table>

### Wednesday AM August 19, 1992
#### Session W2
**Gyrotrons**
**Room 2**
**President:** S.G. Liu  **08:30**

<table>
<thead>
<tr>
<th>Session</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>W2.1</td>
<td>&quot;Numerical Simulations of Operational Characteristics of Cavity Tube with an Anti-Coaxial-Magnetron-Type Waveguide Circuit,&quot; invited, Xiao Min Wang, Hong Zhou, and Kang Sheng Chen, Zhengang University, Hangzhou, P.R. China</td>
</tr>
<tr>
<td>W2.2</td>
<td>&quot;Simulation of Non-Adiabatic Collector for Gyrotrons,&quot; A.L. Goldenberg and V.N. Manukov, Institute of Applied Physics of Academy of Sciences, Nizhny Novgorod, Russia</td>
</tr>
<tr>
<td>W2.3</td>
<td>&quot;A Study of Harmonic Gyrotrons with Two Structures,&quot; Hong Fu Li, Pin Zhang Du, and Jian Kai Hu, University of Electronic Science and Technology of China, Chengdu, P.R. China</td>
</tr>
<tr>
<td>W2.4</td>
<td>&quot;The Helical Cerenkov Effect and Harmonic Emission in a Medium,&quot; Josef Smit, Harry Diamond Laboratories, Adelphi, Maryland, USA</td>
</tr>
</tbody>
</table>

#### Break

<table>
<thead>
<tr>
<th>Session</th>
<th>Title</th>
</tr>
</thead>
<tbody>
<tr>
<td>W2.5</td>
<td>&quot;Submillimeter Cyclotron Resonance Lasers and Their Applications,&quot; Yu.B. Vasilyev, Yu.L. Ivanov, S.D. Suchalin, A.F. Ioffe Institute, St. Petersburg, Russia</td>
</tr>
<tr>
<td>W2.6</td>
<td>&quot;Production and Study of Angle-Closing Electron Beams for Penetron&quot;, V.D. Yeremenko, Institute of Radiophysics and Electronics, Kharkov, Ukraine, and I.I. Golentiev, B.C. Djibus, O.V. Efthianenko, V.P. Sazonov, R &amp; P Corporation, Fryazino, Russia</td>
</tr>
<tr>
<td>W2.7</td>
<td>&quot;Power and Band Characteristics of Autosegment Amplifier-Penitron,&quot; V.D. Yeremenko and V.A. Zhukovskiy, Institute of Radiophysics and Electronics, Kharkov, Ukraine</td>
</tr>
</tbody>
</table>
### Wednesday AM August 19, 1992

**Session W3**

**Spectroscopy I**

**Room 3**

**President: N. Miura 08:30**

| W3.1 | "The Concept and Performance of a Continuous Submillimeter Wave Spectrometer in the Range of 250 μm to 7.5 mm Wavelength", Invited, E.A. Vinogradov, General Physics Institute, Moscow, Russia |
| W3.2 | "Torsion-Relaxation FMR Spectrum of "C=O", "H2O", Li-Hong Xu and R. M. Lees, University of New Brunswick, Fredericton, N.B., and J.W.C. Johns, National Research Council of Canada, Ottawa, Canada |

---

**Break**

| W3.5 | "Submillimeter Magneto and Dielectric Properties of the Baren-Banana Orthoferrites", V.B. Andri, G.B. Kostov, S.P. Lebedev, A.A. Mukhin, A.S. Proshorov, Institute of General Physics, Moscow, Russia |
| W3.7 | "Effect of the Magnetic Field on the Polariation of Thermoelectric Emission from an Isotropic Semi-Odnoconductors", A.G. Kolyvan and V.A. Morezhinov, Institute of Semiconductors, Kiev, Ukraine |
| W3.8 | "Transmission, Reflection, and Absorption in Transversal Superlattices", R. Beza and L. Satorova, Institute of Semiconductor Physics, Vilnius, Lithuania |
| W3.9 | "Dielectric Characterization of Materials at Submillimeter Wavelengths using BWO Spectrometers", V.B. Andri, Yu.G. Gonorov, B.P. Goshunov, G.V. Kostov, S.P. Lebedev, A.A. Volkov, Institute of General Physics, Moscow, Russia |
| W3.10 | "Characterization of Millimeter-Submillimeter Filters by Use of BWO Spectrometers", V.B. Andri, Yu.G. Gonorov, B.P. Goshunov, G.V. Kostov, S.P. Lebedev, A.A. Volkov, Institute of General Physics, Moscow, Russia |

### Wednesday AM August 19, 1992

**Session W4**

**Integrated Circuits**

**Room 4**

**President: K. Chang 08:30**

| W4.1 | "Design and Performance of a Ka-Band Integrated Circuit Mixer", Bao Wang, Bao-Qing Zhou, and Lin Xie Bei, Institute of Technical Physics, Shanghai, P.R. China |
| W4.2 | "Ka-Band GaAs Gunn MMIC VCO", Invited, Ping Lai, Mao Sen Wang, and Jin Ying Lin, Nanjing Electronic Devices Institute, Nanjing, P.R. China |
| W4.3 | "Progress in Millimeter-Wave Integrated-Circuit Horn Antennas", Invited, Yong Guo, Clemson University, Clemson, South Carolina, Jang-Chin Chiao, Kent A. Potter, and David B. Rutledge, California Institute of Technology, Pasadena, California, USA |
| W4.4 | "Millimeter Wave Integrated Circuits Based on a Dielectric-Slotted Waveguide", S. E. Bankov, V. D. Vazakov, M. O. Duplevz, V. I. Kacperov, V. N. Kozj. U. V. Kurajnov, V. I. Levchenko, E. V. Rodionova, The Moscow Power Engineering Institute, Moscow, Russia |
| W4.5 | "Application of CO2 Laser To Formation of Silicon Carbide Lattice Films", A. Medved, T. Puria, J. Koupauza, M. Ogina, and A. Kanoua, Riga Technical University, Riga, Latvia |
W6.1 "Calculation of 5-Parameters of Planar Junctions by Boundary-Element Method", Bin Song and Jun Mei Fu, Xian Jiaotong University, Xi'an, P.R. China

W6.2 "On the Elimination of Infinities in the PO Component of Equivalent Edge Currents", Toner Guzey, Ayhan Attila, Bilikent University, and O. Murat Buyukdura, Middle East Technical University, Ankara, Turkey

W6.3 "Analysis of Transmission Characteristics of Inhomogeneous Planar Dielectric Waveguides Using Method of Transfer Matrix", Fu Yong Xu, Ke Yu Zhao, Zhong Ying Yang, and Hei L. Lanzhou University, Lanzhou, P.R. China

W6.4 "Electromagnetic Whispering Gallery Modes in a Radial Layer Dielectric Resonator", Yu. F. Foppov, S. N. Khazovskiy, and Z. Ye. Yeremenko, Institute of Radiophysics and Electronics, Kharkov, Ukraine

W6.5 "Dimensional Optimization of Computed Rectangular Flexible Waveguides in Millimeter Band", Yao Kun Chen, Hua Yao He, and Yi Xin Yang, Shanghai Transmission Lines Research Institute, Shanghai, P.R. China

W6.6 "A New Calibration Method for the Four-Port Reflectometer", Hong Xing Wu, Da Quan Liu, and Chu Hua Pan, Shanghan University, Guangzhou, P.R. China

---


W5.2 "Optimization Design and Experiment for 5 mm Quasi-Optical Power Combiner of Solid-State Sources", Guan Tian Xue, Li Ming Lei, Hu Zheng Li, Hai Wen Zhang, and Ying Lu, Nanjing University, Qiao Min Wang, Tianjin University, P.R. China

W5.3 "Design Frequency of the Near-Millimeter Wave Quasi-Optical Monolithic Diode-Gold Frequency Multiplier Array", R. J. Hwu and L.P. Sadwick, University of Utah, Salt Lake City, Utah, USA

W5.4 "A New Kind of Compound Microstrip Quasi-Optical Power Combiner", Yu-Jun He and Guan-Rang Yang, Research Institute of EMF and Microwaves, Southwest University, Nanjing, P.R. China

---

W5.5 "A Solid-State Generator with a Quasoptical Dielectric Resonator", S. N. Khazovskiy and A. Ya. Kistenko, Institute of Radiophysics and Electronics, Kharkov, Ukraine

W5.6 "Ferro and Semiconductor Quasoptical Devices of Millimeter and Submillimeter Wave Band Isolators, Circulators, and Switches", Alsay A. Kistenko, Grigory I. Khopov, Victor P. Shestopalov, and Ulf B. Yakimchuk, Institute of Radio-physics and Electronics, Kharkov, Ukraine


W5.8 "The Calculation of the Transitions Between the Quasi-Optical Waveguides", Vladimir K. Kiselev and Tanas M. Khait, Institute of Radio-physics and Electronics, Kharkov, Ukraine

W5.9 "A New Type of an Open Resonator for MM- and Sub-Mill-Wave Range Band Electronics Devices", V.P. Sazonov, Research and Production Corporation "Trio", Pyzanza, Russia


Wednesday PM  August 19, 1992
Session W7
Spectroscopy II
Room 3
Presider: F.K. Kneubuhl  13:30

W7.1  "Far-Infrared Spectral Emission from Simple Ionic Films", Invited, Kumao Hisano, National Defense Academy, Yokosuka, Japan

W7.2  "Interactions Between Millimeter Wave Polar and Nonpolar Molecules", Jian Bo Chen and Bin Hong Li, Shanghai Jiao Tong University, Shanghai, P.R. China

W7.3  "Far IR Transmission Spectra of Yb3+CuCl2, Thin Films", A. Hadji and X. Gerboux, University of Nancy, Nancy, France

W7.4  "Absorption Properties of Pure Water Vapor at 297, 343, 412, and 460 GHz", N.I. Furushov and V. Yu. Koltov, Radiophysical Research Institute, Nizhny Novgorod, Russia

Break

W7.5  "Application of IR and FIR Radiation in High Magnetic Field Spectroscopy", Invited, N. Mura, University of Tokyo, Tokyo, Japan

W7.6  "Experimental Study of Four-Sublattice Antiferromagnets CuCl2:2H2O Resonance Properties", V. V. Ermenko, S. A. Zvyagin, V. V. Plinko, Yu. G. Postievich, and V. V. Shekhtov, Institute for Low Temperature Physics and Engineering, Kharkov, Ukraine

W7.7  "E-Beam Ionizer-Stabilizer Laser for Rotational Transitions of molecules", E. Ya. Kogan and N. E. Malovich, Pedagogical Institute, Samara, Russia

Wednesday PM  August 19, 1992
Session W8
Sources, Source Technology II
Room 4
Presider: J.T. Lin  1:30 PM

W8.1  "Study of a Gunn Oscillator Workable in Dual Bands", Xing Hau Ju, Zhejiang University, Hangzhou, P.R. China

W8.2  "Tuning Performance of Ka-Band Radial Line Varactor Controlled Oscillator", Hajar Sultan, Canadian Space and Telecom Inc., Onear, Ontario, Canada

W8.3  "U-Band Highly Stabilized Gunn Oscillator", Invited, Ji Huo Cao and Jiu Ming Zhang, University of Science and Technology of China, Hefei, P. R. China

W8.4  "Wide Range Tunable Submillimeter Cyclotron Resonance Germanium Laser: Spectral Characteristics and Applications", Ya.A. Mityogin, V.M. Murzha, S.A. Steklyar, and O.N. Shmelev, P.N. Lebedev Physical Institute, Moscow, Russia

Break

W8.5  "Varactor Tuning for 3 mm Harmonic Oscillators", Jun Liu Tai, Chongqing Institute of Posts and Telecommunications, Chongqing, Zheng De Wu, and Xiao Hong Tang, University of Electronic Science and Technology, Chengdu, P.R. China

W8.6  "Superheterodyne Waves in Periodic Structures", A.A. Bulgakov and V.D. Komlev, Institute of Radiophysics and Electronics, Kharkov, Ukraine

W8.7  "Highly Stable Ka-Band GaAs Gunn Monostable Oscillator", Invited, Da De Zhao, Yan Mao Deng, Hong Gu Qin, Bin Qian Tang, Jia Ling Zhang, Xiao Peng Sun, and Kai Shao, Nanjing Electronic Devices Institute, Nanjing, P.R. China

W8.8  "Open Resonators with Modulating Excitation", I.G. Kuznetsova, A.A. Kostensko, G.I. Khlopov, V.P. Shastoponov, U.V. Yaltschik, Institute of Radiophysics and Electronics, Kharkov, Ukraine
<table>
<thead>
<tr>
<th>Thursday AM  August 20, 1992</th>
<th>Thursday AM  August 20, 1992</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Session Th1</strong></td>
<td><strong>Session Th2</strong></td>
</tr>
<tr>
<td>Applications/Systems I</td>
<td>Sources, Source Technology III</td>
</tr>
<tr>
<td>Room 1</td>
<td>Room 2</td>
</tr>
<tr>
<td>Presider: S.F. Lu 08:30</td>
<td>Presider: F. J. Liao 08:30</td>
</tr>
</tbody>
</table>

| Th1.1 | "The Quest for Antenna Elements for Wide Band Multifunction Phased Arrays", invited, N. Fourakis, Defence Science and Technology Organisation, Salisbury, South Australia |
| Th1.2 | "High Profile Processing Techniques for FMCW Millimeter Wave Radar", Song Hua He, Gui Rong Guo, Xu Huang Guo, and Wei Zhang, Changsha Institute of Technology, Hunan, P.R. China |
| Th1.3 | "The Longwave Radiation Around Buildings at Different Angles", H. Nowak and K. Cao, Technical University of Wroclaw, Wroclaw, Poland |
| Th1.4 | "Analysis of Singularity of EMP on Aperture with Image", Ka Mao Huang and Yong Xue Yu, Sichuan University, Chengdu, P.R. China |

**Break**

| Th1.5 | "A Function of Lateral Inhibition Spectrum and Neural Networks in Heat Image Handler", Y. Gao, Department of Space Physics, Wuhan University, Wuhan, P.R. China |
| Th1.6 | "Application of Millimeter-Wave Radar in the Trajectory Measurement of Satellite", Guang Jin Zhang, Wen Xian, and Ji Guang Wu, East China Institute of Technology, P.R. China |
| Th1.7 | "Universe, Human Beings, and Millimeter Waves", Wen Zhou Huang, Fu Cheng Mao, and Jin Zhen Hong, Fuzhou Light Industry Institute, P.R. China |
| Th1.8 | "Testing System for High Isolation of Milli-Wave Dimmer", Dong Jin Wang, Sun Fu Li, and Yuan Zhu Dou, University of Science and Technology of China, Hefei, P.R. China |
| Th1.9 | "An Investigation of the RF Channel Coupling and the RF Space Coupling in a Multichannel Millimeter-Wave System", Ya Ming Wang, Luoyang Optoelectronic Institute, Luoyang, P.R. China |

| Th2.1 | "A Three-Cavity Reflective Klystron Amplifier", H. C. Chen, R. A. Stahr, and V. M. Ayres, Naval Surface Warfare Center, White Oak, MD, USA |
| Th2.2 | "3 mm Band (76 - 110 GHz) EMI Blockage Development", Ye Mei Zhu and Li Gang Xu, Beijing Vacuum Electronic Device Research Institute, Beijing, P.R. China |
| Th2.3 | "Test of WRC-48 (3 mm) Millimeter-Wave Source", Shou Fang Yang, Southwest Institute of Applied Magnetics, P.R. China |
| Th2.4 | "Millimeter-Wave Injection-Locked Frequency Divider", Ru Shan Chen, Ming Song Sun, and Xing Guo Li, East China Institute of Technology, P.R. China |
| Th2.5 | "Investigation of the Cathode for Millimeter Wave Tube", Zh Zheng Zhou and Al Ju Chen, Beijing Vacuum Electronics Research Institute, Beijing, P.R. China |

**Break**

| Th2.6 | "Network Synthesis of RF Windows for Millimeter Wave Sources", J. L. Zhang and G. J. Su, Beijing Vacuum Electronics Research Institute, Beijing, P.R. China |
| Th2.7 | "Millimeter-Wave Synthesizers", G. M. Altshuler, O.G. Antin, O. P. Povolotv, E. M. Karyakin, V. P. Kozakov, and A. F. Kupnov, Institute of Electronic Measurements (INVAR), Navy Novgorod, Russia |
| Th2.8 | "Negative High Frequency Conductivity in Submonolayer Semiconductor Structures", V. M. Yakovenko, Institute of Radiophysics and Electronics, Kharkov, Ukraine |
| Th2.9 | "Balanced Electron Beams in O-Type Devices with Distributed Interactions", G.A. Akimov, Institute of Radiophysics and Electronics, Kharkov, Ukraine |
Thursday AM August 20, 1992
Session Th3
Atmospheric Effects III
Room 3
President: Y.P. Wang  08:30

Th3.1  "Statistics and Variability of Millimeter-Wave Propagation and Related Meteorology Over a 500 m Path", Invited, C.L. Gibbons, Rutherford Appleton Laboratory, Chilton, United Kingdom

Th3.2  "Attenuation and Depolarization for 3 mm Wave Band Induced by Rain", Invited, Ji Ying Huang and Yi Ping Wang, Xi'an University, Xi'an, P.R. China

Th3.3  "3 mm Microwave Radiometer and Snow Radiometric Temperature Research", Zu Yin Zhang and Jun Deng, Huazhong University of Science and Technology, Wuhan, P.R. China

Break

Th3.4  "Monte Carlo Solution of Rain Attenuation for Millimeter Waves", Zhen Sen Wu, Yi Yan, and Li Hong Chen, Xi'an University, Xi'an, P.R. China

Th3.5  "Conversion of 10-Min Rainfall Rate to Equivalent 1-Minute Value at Some Locations in China", Shen Bo Gu and Xu Wan Lin, China Research Institute of Radiowave Propagation, Qingdao, P.R. China

Th3.6  "Backscattering Cross-Section of Sand and Snow Surfaces on Short Millimeter Waves", G.A. Andreev and G.I. Khodzhev, Institute of Radioengineering and Electronics, Moscow, Russia

Th3.7  "Experimental Investigation of Cloud Attenuation", Lan Li, China Research Institute of Radiowave Propagation, Qingdao, P.R. China

Thursday AM August 20, 1992
Session Th4
Materials/MMW Apparatus & Measurements IV
Room 4
President: N. Fourakis  08:30

Th4.1  "Rigorous Numerical Analysis of Quasi-TEM Transmission Lines", Bing Song and Jun Mei Fu, Xi'an Jiaotong University, Xi'an, P.R. China

Th4.2  "Exact Singular Integral Equation Solution for the Mode Functions of Pinned Guiders", P.V. Ramakrishna and D. Chaudhary, Indian Institute of Technology, New Delhi, India

Th4.3  "An Example of Millimeter Wave (8 mm) Scalar Network Measurements", Shu Feng Yang, Southwest Institute of Applied Magnetics, P.R. China

Th4.4  "Some Aspects Concerning Characteristic Parameters Calculating Algorithms for Main Transmission Lines in mm and mm Wave Range", R. K. Starodubrovsky, Institute of Electronic Measurements (KVAR), Nizhny Novgorod, Russia

Th4.5  "Optimum Design of Waveguide Taper from Rectangular to Grooved Cross Section", Jin Ying Lu and Jian Zhang Gia, Beijing Vacuum Electronics Research Institute, Beijing, P.R. China

Break

Th4.6  "The Characteristic Equation of Asymmetric Double Circular Groove Guide", Jian Lei Ma, Hong Sheng Yang, and Zhong Zuo Li, Southeast University, Nanjing, P.R. China

Th4.7  "Scattering Characteristics of Epitaxial Layer on Lossy Dielectric Segments Perfectly Filled in Waveguides", Xu Shanxia and Wu Xinhong, University of Science and Technology of China, Hefei, P.R. China; P. Greiner, C.J. Becker, and R. Geiers, University of Wurzburg, Wurzburg, Germany

Th4.8  "Research Progress in Grooved NRD Waveguides", Xun Zhong Wen, Lin Xiao Li, and Zhu Lei, Southwest University, Nanjing, P.R. China

Th4.9  "A Millimeter-Wave Broadside Gap-Coupled Suspended Substrate Broadband Bandpass Filter", Yi-Chun Chiang, Ching-Kuang Tsang, and Shyong Su, National Chiao Tung University, Hsinchu, Taiwan, Republic of China

xvi
| Th5.1 | "Contemporary Millimeter Wave Radar", Invited, Stephen L. Johnston, International Radar Directory, Huntsville, Alabama, USA |
| Th5.2 | "W-Band Communication System and Electrical Wave Propagation Measurement System", Shu Yi Dong, Dong Gou Zhang, Yi Yan, Li Min Giao, Xi'an University, Xi'an, P.R. China |
| Th5.3 | "Applications of High-Temperature Superconductors in Millimeter-Wave Components", A. R. Jha, Jia Technical Consulting Services, Caritos, California, USA |
| Th5.4 | "Study of Dual-Band and Dual-Polarization MMW Antenna Feed System", C. Peng Deng, Xin Lu, and Zhen Li, Beijing Institute of Technology, Beijing, P.R. China |
| **Break** |
| **Th5.5** | "New Excitation Method of Axion Switch", Ling Qing Zhang and Ke Qin Wu, Shanghai Millimeter-Wave and Submillimeter-Wave Laboratory, Shanghai, P.R. China |
| **Th5.6** | "Millimeter-Wave ECM - A New Field of Electronic Combat", Jin Xuan Gong, Southwest Institute of Electronic Equipment, Chengdu, P.R. China |
| **Th5.7** | "Investigation of Frequency Scanning Characteristic of Periodically Loaded Leaky-Wave Antenna with Metal Strip", Guo Ding Li, Chang Sheng Shi, and Zhi Hong Zang, Tsinghua University, Beijing, P.R. China |
| **Th5.8** | "Influence of Electromagnetic Wave on Encapsulated Semiconductor Devices", Ka Ma Huang and Yong Yue Yu, Shuchuan University, Chengdu, P.R. China |

**Thursday August 20, 1992**

**Session Th6**

**Applications/Systems II**

**Room 2**

**Presider: A. L. Nosich 13:30**

| **Th6.1** | "Some Topics on ECM Theory", Sheng Gong Liu, University of Electronic Science and Technology of China, Chengdu, P.R. China |
| **Th6.2** | "Investigation of a Free-Electron Laser with an Electromagnetic Wiggler", Sheng Liang, Jia Yin Li, Bin Zhang, Jian Gong Wu, Wen Duo Mao, Z. Xiang Yong, Han Quan Deng, Xin Yu Chen, Xiao Lan Zhou, Jia Hong Sun, and Sheng Kong Liu, University of Electronic Science and Technology of China, Chengdu, P.R. China |

| Th6.4 | "Synchronous and Chaotic Oscillations in the Smith-Purcell Free-Electron Lasers", Dmitry M. Vovlov, Institute of Radio Astronomy, Kharkov, Ukraine |

**Break**

| Th6.5 | "Radiative Damping of Two-Dimensional Plasmons in an Open Structure with a Metal Grating", O.R. Matov, O.V. Polischuk, and V.V. Popov, Institute of Radioengineering and Electronics, Saratov, Russia |
| Th6.6 | "Theory and Design of a New Smith-Purcell Amplifier", Yuri A. Romanov, Institute of Radio Astronomy, Kharkov, Ukraine |
| Th6.7 | "Distributed Interaction of Open Resonator Fields with Semiconductor", V.A. Bucholz and I.D. Revin, Institute of Radiophysics and Electronics, Kharkov, Ukraine |
| Th6.8 | "Superlaser Waves in Periodic Structures", A.A. Bugakov and V.D. Korneev, Inst. of Radiophysics and Electronics, Kharkov, Ukraine |
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ABSTRACT

In this paper we present spectroscopic results obtained with radiation sources operating at fundamental frequencies up to greater than one terahertz. These sources are powerful, tunable over broad bandwidths, and have excellent spectral qualities. Absorption spectra of several molecular species measured with these oscillators are presented and discussed.
RESEARCHES OF MM WAVE PROPAGATION IN CHINA

M. G. Zhang

(China Research Institute of Radiowave Propagation)

ABSTRACT

Researches in China are outlined of mm wave propagation, including the main research units and the main measurements and studies of rain attenuation, rain caused depolarization and rainfall characteristics.

1. INTRODUCTION

Researches of mm wave propagation began in China in the late seventies. The measurements were made previously at frequencies between 10 and 40 GHz, and now are made at frequencies up to about 100 GHz. The main items are rain attenuation, rain caused depolarization and rainfall characteristics. The effects of atmospheric gases, clouds, sand and dust-storms and scintillation are measured as well.

2. RESEARCH UNITS

The main research units are China Research Institute of Radiowave Propagation (CIRRF), Xidian University (XIDIAN) and Wuhan University (WUDA).

CIRRF has a research center special for mm wave propagation—Qingdao Research Center. The Center has a terrestrial path system operating at 12, 25, 33, 72 and 94 GHz, an Earth-space system consisting of an Earth station for Satellite BS-2 and a 35 GHz radiometer, and a meteorological system consisting of a rain radar, a rain gauge network and a particle measuring system. Figure 1 is the illustration of it. The Center organizes some measurements also outside Qingdao for other items, e.g. sand and dust-storms. At the main body of CIRRF, multiple frequency measurements of rain attenuation were made also on a terrestrial path for several years, and absorption and radiation of atmospheric gases and cloud attenuation have been measured in the last years. Typical measurements and statistical analyses of rain intensity have been made for the whole country.

Department of Physics of XIDIAN has made measurements of rain attenuation and rain caused depolarization at 35 GHz with relevant rainfall measure-
ments on a terrestrial path in Xian, and now installed a 94 GHz system. More theoretical studies were made there.

Department of Space Physics of WUDA measured rain attenuation on a slant path using a 35 GHz radiometer in Wuhan, and statistically analysed rain intensity data for the whole country.

In addition, some other units are involved in measurements of atmospheric gases effects.

3. MEASUREMENTS AND STUDIES OF RAIN ATTENUATION

Rain attenuation has been measured on terrestrial paths in Xinxiang, Qingdao and Xian and on slant paths in Beijing, Qingdao, Wuhan, Taipei and Hong Kong. Rain intensity being measured simultaneously.

The examples of long-term statistics of rain attenuation and relevant rain intensity for terrestrial paths are given in Table 1 for Xinxiang(1) and in Figure 2 for Qingdao(2).

The long-term statistics of rain attenuation and relevant rain intensity for slant paths are given in Table 2.

Relevant studies have been done for the prediction models of rain attenuation by CIRP(3), XIDIAN(4) and WUDA(5), and the existing typical models tested against the Chinese data. As seen from Figure 2, the model in CCIR Report 338-6 is in reasonable agreement with the measured results in Qingdao. Using the testing variable presented in CCIR Report 564-4, with the Chinese data for slant paths, the mean error and the standard deviation of the model in CCIR Report 564-4 are found to be 7% and 36%, respectively, for 0.01% of time.

4. STUDIES OF RAIN CAUSED DEPOLARIZATION

Rain caused depolarization has been studied by XIDIAN and CIRP. On a 2.2 km path in Xian, measurements have been made at 35 GHz with a linear polarization of 45°, relevant meteorological factors being measured or collected for Xian. Using the first order scattering approximation, the rain intensity data of ten years and the measurement result of rain drop canting angles, the statistics of cross polarization discrimination $\gamma_{XP}$ caused by rain for Xian has been estimated as shown in Figure 3(6).
Further estimations are made recently for 94 GHz, taking into account the
effects of incoherent and multiple scattering [7, 8].

5. MEASUREMENTS AND ANALYSES OF RAINFALL

In addition to the simultaneous measurements of rain intensity with propa-
gation experiments, analyses of the statistics of rain intensity have been
made by CRIRP and WUDA based on the data from the conventional meteorologi-
cal stations all over the country. The statistics of rain intensity for
several tens of points, the contours of rain intensity for 0.1% and 0.01%
of time and twelve rain climatic zones in China have been drawn.

Figure 4 shows the contours of rain intensity for 0.01% of time [9].

Additional measurements have also been made in Xinxiang, Nanjing and Guang-
zhou for the conversion of rain intensity data with different integration
time. According to CIR Report 563-4, the conversion factor of the statistics from 10 minutes to 1 minute can be written as

\[ P_{10}(P) = aP^b \quad (0.001\% \leq P \leq 0.3\%) \]

where \( P \) is the percentage of time for which the rain intensity is exceeded,
\( a \) and \( b \) are found as listed in Table 3.

An analysis based on data from over twenty typical points shows that the
relationship between the worst month and the annual statistics of rain
intensity in China is

\[ P = 0.22P_w^{1.16} \]

where \( P \) and \( P_w \) are the time percentage for annual and worst month statist-
ics, respectively.
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Table 1 Long-term statistics of rain attenuation and relevant rain intensity in Xinxiang
path length: 2.5km pol.: horizontal
Freq. Period Rain attenuation in dB (rain intensity in mm/h) exceeded for percentages of time (%) (GHz)

<table>
<thead>
<tr>
<th>(GHz)</th>
<th>0.001</th>
<th>0.002</th>
<th>0.003</th>
<th>0.006</th>
<th>0.01</th>
<th>0.02</th>
<th>0.03</th>
<th>0.06</th>
<th>0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>12.1</td>
<td>6.3</td>
<td>5.8</td>
<td>5.2</td>
<td>4.0</td>
<td>3.5</td>
<td>2.6</td>
<td>2.4</td>
<td>1.9</td>
<td>0.9</td>
</tr>
<tr>
<td>25.3</td>
<td>14.8</td>
<td>12.7</td>
<td>11.5</td>
<td>8.8</td>
<td>7.6</td>
<td>5.7</td>
<td>4.9</td>
<td>3.0</td>
<td>1.5</td>
</tr>
<tr>
<td>33.5</td>
<td>30.0</td>
<td>26.6</td>
<td>24.8</td>
<td>20.5</td>
<td>16.5</td>
<td>11.0</td>
<td>9.4</td>
<td>6.8</td>
<td>4.8</td>
</tr>
</tbody>
</table>

(98) (82) (71) (51) (42) (26) (21) (14) (9)
Table 2: Long-term statistics of rain attenuation and relevant rain intensity for slant paths

<table>
<thead>
<tr>
<th>Station</th>
<th>Lat.</th>
<th>long.</th>
<th>height</th>
<th>Sat. freq.</th>
<th>elev.</th>
<th>pol.</th>
<th>years</th>
<th>time %</th>
<th>A (dB)</th>
<th>R (mm/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beijing</td>
<td>40°N</td>
<td>116°E</td>
<td>0.05km</td>
<td>SIRIO 11.5GHz</td>
<td>32.5°</td>
<td>C</td>
<td>2</td>
<td>7E-3</td>
<td>2E-2</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1E-2</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7E-1</td>
<td>1E-1</td>
<td>2E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4E-1</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7E-1</td>
<td>1E-1</td>
<td>2E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4E-1</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7E-1</td>
<td>1E-1</td>
<td>2E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4E-1</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7E-1</td>
<td>1E-1</td>
<td>2E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4E-1</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7E-1</td>
<td>1E-1</td>
<td>2E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4E-1</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7E-1</td>
<td>1E-1</td>
<td>2E-1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4E-1</td>
<td>2E-1</td>
<td>4E-1</td>
</tr>
</tbody>
</table>

Table 3: Conversion parameters

<table>
<thead>
<tr>
<th>City</th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Xinxiang</td>
<td>1.0357</td>
<td>-3.54E-2</td>
</tr>
<tr>
<td>Nanjing</td>
<td>1.1006</td>
<td>-3.52E-2</td>
</tr>
<tr>
<td>Guangzhou</td>
<td>1.0496</td>
<td>-5.87E-2</td>
</tr>
</tbody>
</table>
Figure 1 MM Wave Measuring System of Qingdao Research Center

Figure 2 Long-term statistics of rain attenuation and relevant rain intensity on a 1.26 km path in Qingdao during 1986-1989
Figure 3 XPD estimated for Xian

Figure 4 Contours of rain intensity for 0.01% of time
NOVEL STRANGE AND ULTRASHORT-PULSE MID- AND FAR-INFRARED LASERS AND THEIR APPLICATIONS

Fritz K. Kneubühl

Infrared Physics Laboratory
Swiss Federal Institute of Technology (ETH), CH-8093 Zurich, Switzerland
Tel. (1) 377 23 40 Fax (1) 371 59 89

The realization of powerful 50ns-pulse TEA [1] and hybrid [2] 10 μm CO₂ lasers [3] and far-infrared gas lasers pumped by CO₂ lasers [4, 5] in the early seventies gave a drastic impetus to the further development of mid-and far-infrared lasers. In the meanwhile these lasers have found wide applications in basic and applied research. Thus, these lasers helped to study and to understand new basic laser principles as well as to develop ultrashort-pulse mid- and far-infrared laser systems with pulse durations in the pico- and femtosecond range. The following reviews the recent development in these fields of research as well as applications.

The broadband optical feedback by standard laser mirrors does not provide longitudinal mode-selectivity [e.g.5]. Longitudinal mode selection is achieved e.g. by axially periodic laser structures called distributed feedback (DFB) lasers [6, 7]. In these lasers which were introduced in 1971 [7, 8], a frequency-dependent feedback distributed over the laser axis and originating in the Bragg effect replaces the feedback by resonator mirrors. Today, DFB is widely used in dye [7, 8] and semiconductor [9] lasers. After many attempts DFB was also realized in gas lasers [10, 11], i.e. in optically pumped far-infrared gas lasers with periodically corrugated waveguides. These lasers permit to test DFB theories [12, 13] and remarkable DFB phenomena, e.g. nonlinear phenomena and in-gap modes in DFB lasers with interrupted periodic refractive index modulations [6,14] which are now of interest in semiconductor lasers [15].

A strange modification of DFB lasers are the helical-feedback (HFB) lasers [6, 16-19] which exhibit an axially helical structure instead of the axially periodic structure of DFB lasers. As demonstrated by group theory [16-18] the feedback in HFB lasers represents a quasi-Bragg effect. The first proper HFB lasers in operation were optically pumped gas lasers with helical oversized metallic waveguides [16-19]. Another kind of DFB laser consists of mixture of a laser dye with a cholesteric liquid crystal [6, 13, 20] which in the laser-wavelength scale exhibits the symmetry of the continuous symmetric double helix [17, 18]. HFB represents a rather sophisticated optical feedback in lasers.
A successful scheme to generate single intense picosecond 10 µm pulses represent the “Optical-Free-Induction-Decay” or OFID-10 µm CO₂ laser systems first realized in 1974 [21, 22]. These systems consist usually of a hybrid or TEA CO₂ laser, a laser-triggered plasma shutter, and a cell of hot CO₂ gas acting as OFID spectral filter. The plasma shutter first truncates the 50 to 100 ns pulse. The subsequent hot CO₂ cell transforms the truncated pulse into a ps pulse by OFID.

Hitherto, the OFID systems suffered from the unreliable performance of the plasma shutter which drastically reduced their range of application. In the meanwhile, new designs of plasma shutters improved performance and reliability considerably [23-25]. As a result the new OFID laser systems generate reproducible single, intense laser pulses of 30 to 300 ps as well as 50 to 100 ns pulses truncated without jitter within 10 ps. Just recently [26], a new type of 10 µm OFID-CO₂ laser system was discovered which uses far-infrared laser gases, e.g. CH₃F, as OFID spectral filter instead of hot CO₂ gas. This very promising new laser scheme is now under investigation.

Verification and evaluation of single 10 µm pulses shorter than 0.5 ns requires an autocorrelation measurement, e.g. with a Michelson interferometer followed by a nonlinear material for 2nd-harmonic generation. Hitherto, single crystals of GaAs or Te served as nonlinear material. Recently, it was demonstrated that polycrystalline GaAs, ZnSe, CdTe work as well in pulse-autocorrelation measurements with less optical adjustment [27, 28].

The single 30 ps to 300 ps 10 µm OFID-CO₂-laser pulses are predestinated for testing so-called fast mid-infrared detectors. Consequently, a comparative test with these pulses on pyroelectric detectors, non-resonant p-Ge Detectors and resonant photon-drag detectors made from Alₓ Ga₁₋ₓ As/GaAs multi-quantum-well systems was performed to examine the present detector theories [29].

The reproducible single 30 ps to 300 ps 10 µm OFID pulses as well as as the 10 ps-truncated 50 ns to 100 ns pulses of 10 µm wavelength open new aspects on optical pumping of far-infrared laser gases. Besides the generation of ultrashort subnanosecond far-infrared superradiant emissions [30] they also permit the observation of two-photon noise-initiated fluctuations of Dicke’s far-infrared superradiance [31] and other exciting phenomena.

Finally, the single ultrashort far-infrared pulses are presently applied to high-Tc superconductors to gain further information on their exciting and complicated features and to test their potential as far-infrared detectors.
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ABSTRACT

This paper gives a method to use the optical fiber network to control the phase and frequency of FET oscillator independently. In the phased array antenna, there are thousands of MIMIC transmit/receive (T/R) modules. This technique can be used to synchronize the frequencies for all the modules and to adjust their signal phase individually to make the beam forming and steering easy.

I Introduction

The new generation of phase array antennas are very important to the airborne and space-based communication and radar systems. This new generation of antenna systems operating at mm-wave frequencies (20 GHz and above) will be composed of independent and spatially distributed MIMIC T/R modules[1]. One of the formidable challenges in the phased array antennas is the frequency synchronization of the individual T/R modules using the optical fiber networks. Recent years, an increasing interest has been paid to the light effects to control the various functions of the FET's, which includes frequency, phase and amplifier gain controls[3-9]. Optical control not only provides the light coupling medium, but also allows the control signal to be distributed using optical fiber networks. This offers advantages, especially where electrical isolation and immunity from electromagnetic interference are important requirements. There are three methods for the optical frequency and phase control of FET oscillators, i.e. the direct injection locking, indirect injection locking and phase locking.

In the direct optical injection locking, the reference signal is distributed through the optical fiber network, the modulated optical signal which carries the RF reference is used to shine on the active area of FET. Because the nonlinearity limitation of the optical fiber network, the transmitted RF signal is weak and not enough to make FET oscillation stable, therefore the indirect injection locking can be used. In the indirect injection locking, the transmitted optical signal will return to RF signal first, then is amplified to some higher signal level and used to electrically injection locking the FET oscillators[8] or use an injection locked oscillator to serve as an interface between the optical feed and the T/R module[11].

Optical injection locking of oscillator in principle is almost identical to electrical injection locking. From small signal electrical theory, the locking range $\Delta f_{\text{inj}}$ can be related to the injected power $P_{\text{inj}}$, the oscillator output power $P_{\text{opr}}$ and the oscillator external $Q_{\text{ext}}$ by [12,13]

$$f = \frac{f_{\text{opr}}}{Q_{\text{ext}}} \sqrt{\frac{P_{\text{inj}}}{P_{\text{opr}}}}$$

(1)

where the optically shifted unlocked operating frequency of the oscillator, $f_{\text{opr}}$. 
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The phase angle between the oscillator signal and the injected signal. Under the locked condition, $\frac{d\theta}{dt} = 0$ and

$$\theta = \arcsin\left(\frac{2A_f}{Af_m}\right)$$

where $\Delta f = f_{opr} - f_{inj}$ is the optically controlled difference frequency between the operating frequency $f_{opr}$ and the injected frequency $f_{inj}$. This phase difference can vary widely between oscillators due to manufacturing tolerances. In the phased array antenna applications, it is necessary to lock the phases of a large number of oscillators to a single reference. Therefore, the phase locking technique must be used to make the phase synchronization. The beam forming for the phased array antenna requires adjustment of both amplitude taper and phase taper [14].

The optical phase locking method and test result will be described in following section. The phase adjustment method is also given to meet the beam forming and steering requirement.

II Optical control of frequency and phase for MW/MMW FET Oscillator

Fig. 1 shows the linear phase locking loop and phase adjustment diagram. The reference signal is transmitted by the fiber optical link system to the phase detector and compared the phase with that of FET oscillator signal. The phase error signal will pass through the filter and feed back to the FET oscillator. When the frequency and phase of the FET output signal is exactly equal to the frequency and phase of reference signal, the FET oscillation is locked to the reference signal. If the phase of reference signal is changed, the phase of the FET oscillation must follow this change. This is the way to control the phase of the FET oscillation. In this test, a stretch line is used to as the phase shifter and inserted between the reference signal generator and electro-optic modulator (EOM). This arrangement means the phase control component can be put on the control board and separated with the antenna array board. A phase detector is used to check the phase change of the FET oscillation when the length of the stretch line is changed. When the length of the stretch line is changed, the FET oscillation frequency is not changed. So the phase and frequency of FET oscillation can be controlled independently. Fig. 2 shows the measured result for the FET oscillation phase change when the length of the stretch line is changed. The stretch line can be changed to move the straight line on the oscilloscope to its highest position, it is the start position for the master signal phase change. Then the stretch line can be continuously lengthened or shortened, the straight line on the oscilloscope will move down until to its lowest position if the length change of the stretch line is half of wavelength. The upper straight line on the oscilloscope is for 0° phase shift of the reference locking signal. The lower line is for 180° phase shift.

III Discussion and Conclusions

The beam forming and steering technique is the key point for the phased array antenna application. The optical beam forming generally can fall into one of the two areas: fiber optic beam forming networks (BFNs) and optical processed BFNs [15]. In the fiber optic beam forming networks, the variable phase shifters and variable power amplifiers must be inserted to create an array aperture with the appropriate phase and amplitude distribution. A programmable optical fiber delay line or other phase shifters can be used in the fiber optic beam forming networks. Most phased array antenna architectures studied so far put the phase shifter on the antenna board, therefore the light weight and easy operation are required for the phase shifter. The optical phase locking of FET oscillator technique described in this paper not only makes the frequency and phase synchronization for all the T/R modules, but also can separate the phase shifter from the T/R module. The phased array antenna board can be simplified.
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Fig. 1 Linear phase locking loop and phase adjustment diagram.

Fig. 2 Phase locked FET oscillator output signal displayed on spectrum analyzer while its phase was changing.

Fig. 3 Phase control test for FET oscillator. Upper line is for 0° phase shift, lower line is for 180° phase shift.
A NEW MILESTONE OF ACTIVE DEVICE—VACUUM MICR ELECTRONICS AND ITS PRELIMINARY RESEARCH IN P. R. CHINA
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HISTORY OF DEVELOPMENT OF ACTIVE DEVICES
FACTORS PAVING THE WAY & FACTORS LIMITING THE DEVELOPMENT

1. Vacuum Triode
In 1906 Lee DeForest invented the electrostatically controled vacuum triode. The factor paving the way was the Edison Effect in 1883 which discovered the source of electrons. The principle of electrostatic control has been employed for the development of receiving tubes, transmitting tubes and gas-filled tubes operating in the long wave, medium wave and short wave wavebands. The limiting factors were the transit time taken by the electron to traverse the cathode to anode space, lead inductance and interelectrode capacity. These factors become serious at a frequency of 300MHZ (λ = lm).

2. Microwave Tubes
In 1939 the Varian brothers developed the klystron and in 1940 Rardall & Boot developed the multicavity magnetron. The factors paving the way were research in 1930s on studies of waveguide transmission, electron motion in crossed electric and magnetic fields, velocity modulation and electron bunching, incorporation of the resonant cavity into the tube. The new principles circumvented the limitation imposed by transit time, lead inductance and interelectrode capacity, thereby providing the means of generation and amplification in decimeter and centimeter wavebands. Microwave tubes encountered limitation in millimeter waveband owing to the small size of the structure being of the same order as the wavelength. The consequences of small size were difficulty in power dissipation and difficulty in fabrication.

3. Semiconductor Devices
1948 was the year of the advent of semiconductor. The factors paving the way was the employment of diode crystal detector in radar during second world war and its study in depth after the war with the measurement of surface potential distribution. The current control effect was discovered when the measuring probe was very near to the p-n junction lead serving as the emitter. Semiconductor promoted the miniaturization of electronic equipment, however, it was limited by being unable to withstand high temperature and strong radiation.

4. Laser Devices
1960 was the year of the advent of ruby solid state laser and He—Ne gas laser. The factor paving the way was the study of Maser (Microwave Amplification By Stimulated Emission of Radiation) in the 1950s. Maser employed a microwave resonant cavity to support energy level transition in microwave waveband. Similarly laser employed an optical cavity to support energy level transition in visible light waveband. Laser was limited by the fixed frequency determined by energy difference in a transition.

5. Integrated Circuit
1960s were the years of advent of integrated circuit which made use of thin film technology to integrate semiconductor and L.C.R into a circuit. IC developed rapidly through the stages SSI, MSI, LSI, VLSI, VH-SIC continually advancing in the scale of miniaturization.

6. Cyclotron Resonance Maser (CRM)
1970s were the years of advent of CRM which was a device in which electrons interacted with fast wave using the relativistic change of mass with velocity to achieve phase bunching. This principle circumvented the limitation of structural size being of the same order as wavelength, thereby providing high power in millimeter and submillimeter wavebands.

7. Free Electron Laser (FEL)
1970s were the years of advent of FEL. A pumping electromagnetic wave is scattered by a relativistic electron beam traveling in the opposite direction. The wavelength of the scattered wave depends on the wavelength of the pumping wave and energy of the e-beam. Thus FEL provides high power in submillimeter waveband and its frequency is tunable.

8. Vacuum Microelectronics (VME)
In 1988 at Williamsburg, 1st Vacuum Microelectronics Conference heralded the advent of VME. The factors paving the way were study of field emission in the research of vacuum breakdown, microfabrication technology in developing microelectronics and observation of micrometer dimensions with electron microscope. This new device circumvents the previous limitations with potentiality of miniaturization to nanoelectronics as well as capable of withstanding high temperature and strong radiation.

THE PRINCIPAL FACTOR IN THE MINIATURIZATION OF ACTIVE DEVICE—CURRENT DENSITY OF ELECTRON SOURCE

The size of active device is related to the current density of its electron source. This can be seen from the following relation $P_s = P_o / n$, where $P_s$ is the supplied power, $P_o$ is the output power and $n$ is the efficiency. $P_s = V I$ where $V$ and $I$ are voltage and current respectively. $I = J A$ where $J$ is current density and $A$ is the area of electron source, hence the greater $J$ has, the smaller $A$ is, it means the device could be made smaller.

The renowned researchers in the field of vacuum microelectronics, Henry F. Gray and Charles A. Spindt remarked in the foreword of Proc. 1st International Vacuum Microelectronics Conference, June 1988 "Since the invention of the transistor some 40 years ago, research and development in the field of solid state electronics has dwarfed that of vacuum electronics. It is generally accepted that the transition from vacuum tubes to solid state transistors was due primarily to the fact that one could obtain a far greater current density in a transistor compared to that available from a vacuum tube's thermionic cathode. This greater current density allowed the electronic devices based on solid state transistors to be orders of magnitude smaller than their vacuum tube counterparts. However semiconductor is not a panacea, the optical and acoustic mode scattering limits the saturation drift velocity to about $3 \times 10^6$ cm/s. With the successful demonstration of both a high current density metal field emitter array (FEA) and a silicon planar vacuum transistor based on FEA's, a new vacuum microelectronics has emerged".

In order to get a clearer understanding of the relation between current density and device miniaturization, table 1. will list the current density capabilities of various electron sources for comparison.

<table>
<thead>
<tr>
<th>Electron Source</th>
<th>Current Density $J$</th>
<th>Working Cond.</th>
<th>Device size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxide Cathode</td>
<td>$200 \text{mA/cm}^2$ cw</td>
<td>$1100^\circ$K</td>
<td>mm cm $10^{-5}$ mm $10^{-3}$</td>
</tr>
<tr>
<td>Ba-W Cathode</td>
<td>$3-5 \text{A/cm}^2$ cw</td>
<td>$1300^\circ$K</td>
<td>mm cm $10^{-5}$ mm $10^{-3}$</td>
</tr>
<tr>
<td>P.N Current Carrier</td>
<td>No published data</td>
<td>$300^\circ$K</td>
<td>$0.1 \text{mm-um}; 10^{-5}$ mm $10^{-4}$</td>
</tr>
<tr>
<td>FEA Field Emitter</td>
<td>$10^4 \text{A/cm}^2$ in array, $10^2 \text{A/cm}^2$</td>
<td>$300^\circ$K</td>
<td>mm um $10^{-5}$ mm $10^{-3}$</td>
</tr>
<tr>
<td>Array*</td>
<td>single field emitter, MTBF</td>
<td>$80,000$ hrs Medium J data (SRI)</td>
<td></td>
</tr>
</tbody>
</table>
An article in IEEE publication "The institute" June 1989 issue expressed the viewpoint that vacuum microelectronics also named nanoelectronics will play a major role in the last decade of this century i.e. 1990-2000 on the emerging electronic technology stage. The basis of this prospect is that in the miniaturization from microelectronics to nanoelectronlcs, the $10^{-4}$m feature is reduced to $10^{-6}$m in so doing $J$ will be increased by three orders of magnitude, FEA is expected to have such capability based upon its demonstrated performance.

THE PRINCIPAL PERFORMANCE OF VACUUM MICROELECTRONICS DEVICE

The two principal disadvantages of vacuum tube i.e. thermionic cathode requiring a heater and fabrication involving mechanical machining can be circumvented by employing vacuum microelectronics technology.

1. Performance of Field Emitter Array.
A. No need of heating, it can work at room temperature.
B. The current density of FEA is higher than that of thermionic cathode by several orders of magnitude, thus enabling the vacuum tube to miniaturize from mil-scale (mil is $1 \times 10^{-4}$ inch or $2.54 \times 10^{-4}$ m) to submicron scale $10^{-7}$m. Such small size can be fabricated by using solid state device fabrication technology and silicon integrated circuit technology, i.e. using the integral microgrid or gate to implement low voltage modulation. Fig. 1 shows the high current density integral grid field emitter array experimented by Stanford Research Institute for application in high definition flat panel display.

2. Performance of Vacuum Microelectronics Device (VMD)
A. It possesses the merits of vacuum tube, high temperature resistant $775^\circ$K and radiation resistant $>10^{17}$ neutrons/cm$^2$, for comparison, the capability of solid state device is respectively $600^\circ$K and $10^{13}$ neutrons/cm$^2$.
1. In this device the electron motion is entirely ballistic, hence its drift velocity is higher than that in solid state device $3 \times 10^7$cm/s limited by scattering. The velocity of electron in vacuum approaches the velocity of light, hence vacuum microelectronics can achieve higher switching speed or higher operating frequency.

3. The Operation of Vacuum Microtriode Requires Only Low Vacuum.
In order to avoid the occurrence of ionization when the electron traverses the path from cathode to anode, the mean free path $\lambda e$ of the electron in the residual gas must be much greater than the cathode to anode distance d, i.e. $\lambda e d$. For air the mean free path is given by a simple expression $\lambda (\text{mm}) = 6.6/\rho$ where $\lambda$ is in millimeter and $\rho$ is the pressure in pascal. The mean free path of electron in gas $\lambda e = 4 \sqrt{2} \lambda_{\text{gas}} = 5.66 \lambda_{\text{gas}}$. In vacuum microtriode d can be as small as $1 \mu m$, $\lambda e d$ can be fulfilled with $\lambda = 10^6 \mu m$ or $\lambda = 1 \mu m$. The required vacuum is therefore $p = 6.6$ pascal or $6.6/133 < 0.05$ Torr.

4. The transit time in Vacuum Microtriode.
In GaAs, InP and Si semiconductor materials the peak electron drift velocity approaches $2 \times 10^7$cm/s, the
time required to traverse 0.5 um channel is $2.5 \times 10^{-12}$ sec. The transit time of electron in the uniform electric field of vacuum microtriode is $t = \frac{(2d_m/v)}{v}$, for $d = 0.5 \mu m, v = 20$ volts, $t = 3.8 \times 10^{-12}$ sec, when $t = T/10$ where $T$ is period of high frequency signal, transit time effect is not serious, $T = 10t = 3.8 \times 10^{-11}$ sec, $f = 1/T = 2.64 \times 10^9$ Hz or 2.64 GHz.

5. Vacuum Microelectronics Technology Can Be Employed For The Fabrication Of Submillimeter Devices

USSR and USA have done research on planar BWO (Backward Wave Oscillator). U. S. Scientists fabricated thin film interdigital slow wave structure on single crystal quartz and diamond substrate with a pitch of 18um. This BWO can operate at 1000GHz with a maximum output of 100uw. The microwave tube structure with a period of 18um is a minute dimension which can not be fabricated by mechanical machining technique.

OVERVIEW OF VACUUM MICROELECTRONICS

PRELIMINARY RESEARCH PROJECTS IN P. R. CHINA.

For more than thirty years Chinese scientists have been continually paying attention to the advances of vacuum microelectronics. As early as 1976, Electronics Research Institute, the Chinese Academy of Sciences (ERI-CAS) fabricated miniature planar thermionic cathode triode with dimensions of the order of millimeter and submillimeter. In 1978 the group of cathode specialists led by Prof. P. Bian led the way with research and development on TFFEC (Thin Film Field Emission Cathode). The experimentation on the scheme and flow chart of TFFEC processing obtained support from many industrial institutions such as Nanjing Semiconductor Research Institute, Beijing Electron Tube plant and 14th Radio Plant of Shanghai. The group solved successfully the processing of hole punching, tip growing and packaging. Through using the measures of wide channel dielectric surface isolation, interval scribing and beam type lead-out etc., the group solved the difficult problems of capability to withstand the voltage across the spacing of the order of micrometer and three dimensional packaging. These efforts had the aim to lay the foundation to implement TFFEC research with the relatively poor integrated circuit processing facilities in P. R. China. In 1986 the project obtained the support of National Natural Sciences Foundation of China (NNSFC) which promoted the union of research resources in P. R. China. The union of research resources in the initial stage was a research group formed by researchers from ERI-CAS, Xi Dian University (XDU) and Li—shan Microelectronics Institute (LSMI). LSMI with its relatively strong integrated circuit processing facility served as the processing base for the group. They were concentrated to fabricate the sandwich type molybdenum cone field emission cathode (see Fig. 2) when the joint testing group formed by ERI-CAS, XDU and Scientific Instrument Plant, the Chinese Academy of Sciences (SIP-CAS) tested the cathode. 100 micro amperes of emission was obtained (under a vacuum of $2 \times 10^4$ pa).

The research on TFFEC in P. R. China was not limited in following the processing developed by SRI during the period 1986—1987 with the support of NSF, LSMI and ERI-CAS have done experiment in the entire processing with the facilities in their laboratories. These researches have displayed some creativity. Besides fabrication processing, some subprojects related to TFFEC had successively achieved progress with distinguishing features. For instance, during this period, the following progresses were achieved, development of a special purpose imitating SRI design all solid state digital pulse generator, three metal gasket and oil, fast loading

Fig. 2 A SEM micrograph of TFFEC fabricated by LSMI (Nov. 1987)
and unloading ultra high vacuum system; potential distribution and electric field simulator for the space of
the order of micrometer; measurement of distributed parameter and graphic design of TFFEC; three dimen-
sional packaging of TFFEC etc. These achievements were partially reflected in the proceedings of 1st, 2nd
and 3rd Chinese Field Emission Symposium. In 1990 XDU began the research on the application of TF-
FEC, they initiated the research on the flat panel display device using TFFEC.

In late 1980s, the preliminary TFFEC research in P. R. China obtained the recognition of International
Field Emission Symposium (IFES) and International Vacuum Microelectronics Conference (IVMC). The
paper submitted by researchers of P. R. China was accepted as early as 1988 on 1st IVMC and was given
special invitation. In 1989 for the first time P. R. China sent a delegate to attend the 2nd IVMC. In this
conference the formula\textsuperscript{11} for the calculation of tip electric field derived by Prof. EnZe Luo of XDU obtained
favorable appraisal by conference experts. Prof. Luo was elected to be the standing member\textsuperscript{12} of the program
committee by the conference. From that time, the research on TFFEC and Vacuum Microelectronics began
the movement toward high tide. In 1990, 3rd Chinese Field Emission Symposium marked the beginning of
gaining momentum. In this symposium, both the topics involved in the fields of the subject and representa-
tive figure of the attendance at this conference bore a resemblance to the conference held abroad. Presently,
the vacuum microelectronics technology in P. R. China is moving with great strides toward the prosperous
future.
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Study of the Dynamical Properties of EL2 centers in GaAs by Infrared and Millimeter Wave Measurements

Tyuzi Ohyama
Department of Physics, College of General Education, Osaka University, Toyonaka, Osaka 560, Japan

In this work we report on the far-infrared laser cyclotron resonance absorption by conduction electrons as well as Zeeman absorption by shallow donors in semi-insulating GaAs. Combining with results obtained from the microwave photoconductivity measurements over the temperature range of 4.2 - 250 K, various new features for EL2 centers in semi-insulating GaAs are clarified under photoexcitation conditions.

I. Introduction

The EL2 center is the dominant mid-gap state in LEC-grown GaAs crystals, which is known as a deep donor. This deep level makes it possible to obtain semi-insulating undoped crystals, on which high quality GaAs single crystals are epitaxially grown. The origin and nature of the EL2 center has been subject of controversy since its first observation. Besides its importance for semiconductor technology, EL2 itself is a basically interesting object for basic research. The main probe for investigating the characteristics of that deep center has so far been restricted to photoluminescence, photocapacitance measurements, and Deep Level Transient Spectroscopy (DLTS). Both FIR-magneto-absorption and microwave photoconductivity measurements enable us to get an experimental novel insight into the dynamical behaviour and the electronic properties of the EL2 center.

II. Samples and Experimental Procedures

Experiments are performed on two LEC-grown semi-insulating GaAs crystals, one of which is an as-grown sample (GaAs-LEC-2) and the other was annealed in a nitrogen atmosphere at 800 °C for thirty minutes (GaAs-LEC-1). As the far-infrared source, wavelength of 119 and 220 μm were obtained from an H₂O laser, and 84 and 172μm from a D₂O laser, all of which are operated in the pulsed mode at the repetition of 30 Hz in synchronized combination with the photoexcitation light pulses at 15 Hz. The excitation light is provided by a xenon flash lamp with a pulse width of 1 μs. The absorption spectra are obtained as ln (I₀/I) by a two-channel boxcar averager with an aperture of 0.5 μs. Here I₀ and I are the transmitted beam intensities of the pulsed FIR laser with and without the photoexcitation.

The microwave set-up, on the other hand, was a nonresonant reflection-type wave guide system working at 35 GHz. In order to obtain the decay profile of the microwave photoconductivity, we employed a wave-memory system. It should be noted that, when recording the decay profile after the photo-pulse excitation at a fixed temperature, the sampling time was much too short to produce any noticeable photo-quenching effect, which is a characteristic nature of the EL2 center. On this account, the wave-memory system was very useful.

In order to make selective excitation, we employed two kinds of filters: one to cut off wavelength shorter than 0.9 μm (1.38 eV), hereafter called IR filter and the BBG (Below Band Gap) excitation, and the other to cut off wavelengths longer than 0.75 μm (1.65 eV), IRC filter and the ABG (Above Band Gap) excitation. By making use of the IR filter, we could suppress the band-gap excitation, so that
electrons could be excited only from the mid-gap states. With the aid of the IRC filter, on the other hand, electrons could be excited mainly from the valence band. We are thus able to make experiments under the condition of selective excitation.

III. Experimental Results

a) Microwave Photoconductivity

The time-resolved microwave photoconductivity measurement is a powerful aid to understand the capture mechanism of photoexcited carriers as well as electronic properties of the EL2 center. The method is particularly successful for high resistive semi-insulating GaAs, since no electrode contact problem arises.

Figure 1 shows decay profiles of the microwave photoconductivity obtained at various temperatures and with IR filter. All the quantities decay very nearly exponentially. It is clearly demonstrated that the electron lifetime strongly depends on temperature above 50 K under the BBG excitation condition. The lifetime becomes shorter as the temperature is raised above 50 K. The photoconductivity signal obtained with the IR filter decreases rapidly in intensity as the time proceeds. The diminished signal never recovers its original strength below 140 K. This feature must be connected with the "photo-quenching effect", which is a characteristic behaviour of EL2 centers in LEC-grown semi-insulating GaAs.
If we use the IRC filter in place of the IR filter, it is found that the lifetime is 10 μs in the order of magnitude and almost temperature independent. Though the photoconductivity signal decays after each photo-pulse, we can obtain the same signal intensity for any length of time.

b) Far-infrared Magnetoabsorption

A fully compensated sample as semi-insulating GaAs contains very few neutral shallow impurities and a great deal of ionized impurities at low temperature equilibrium. It is practically impossible to get proper information of semi-insulating GaAs which contains very few neutral shallow impurities and conduction electrons without photoexcitation, because only shallow neutral donors and conduction electrons can absorb photons in the FIR region.

Suppose that the semi-insulating GaAs is illuminated by ABG or BBG light. Most of electrons excited from the valence band or from the mid-gap states are instantly captured by shallow impurities which are neutralized as a consequence. In this way we can investigate even the character of semi-insulating GaAs through the FIR magneto-optical absorption of photo-neutralized impurities and short-lived conduction electrons.

A series of time dependent traces under photoexcitation with the IRC filter is shown in Fig.2. The signal showing up at 3.8 T arises from the $1s \rightarrow 2p_{\alpha}$, Zeeman transition of typical shallow donor electrons. The cyclotron resonance of conduction electrons, on the other hand, is observed at 6.2 T. In this case, electrons involved in both resonances are mainly excited from the valence band and not from the mid-gap states. Signals are obtained with the wavelength of 119 μm and at various steps during the photo-quenching by the BBG excitation. It is demonstrated that the donor Zeeman absorption signal gradually dies away, as the photo-quenching proceeds. The cyclotron resonance absorption of conduction electrons, on the other hand, scarcely undergoes a change. This fact suggests that the photo-quenching effect of EL2 centers is closely related with shallow impurities. Similar results are obtained for experiments with different wavelength.

IV. Discussions

For understanding all the observations, we propose a model of the metastable state for the EL2 center after photo-quenching. The ground state of the EL2 center will be composed of an As$_{Ga}$ antisite and a shallow impurity that is in the vicinity and coupled very weakly. Provided that the stable configuration of the EL2 center is strongly charge-state-dependent, continuous release and capture of an electron by the center through the BBG excitation will raise a migration or a transition to a metastable atomic configuration. As a result a complex center consisting of an As$_{Ga}$ antisite strongly coupled with a shallow impurity is built up, and the EL2 center is translated to its metastable state. To be more precise, both the shallow impurity which serves the Zeeman absorption and As$_{Ga}$ antisite are raised to their metastable state. If the EL2 center turns into its metastable state by the BBG light excitation without forming a complex center, the ionized shallow donor is still neutralized by an electron excited from the valence band by the ABG light excitation and should be able to contribute to the Zeeman absorption. Our experimental result, however contradicts this assumption.

The time variation of the photoexcited conduction electron density derived from the microwave photoconductivity measurements is given by the simple relation:
LEC-GaAs 2

Fig. 3] Temperature dependence of the electron capture cross-section $\sigma$ by the EL2 center. Open circles represent the results obtained from the microwave photoconductivity. The dotted straight line yields the value of the activation energy $E_A=70$ meV.

$$n_e(t) = n_0 e^{-t/\tau}$$

where $n_0$ is the density of initially created electrons and $\tau$ the lifetime of electrons given by $1/\tau = N^*\langle v \rangle$. Here $N^*$ is the density of the ionized EL2 center, $\langle v \rangle$ the mean square thermal velocity of electrons and $\sigma$ the electron capture cross-section. Figure 3 shows the dependence of the electron capture cross-section $\sigma$ on the reciprocal temperature. At higher temperature ($T > 80$ K), we can deduce for the electron capture cross-section:

$$\sigma = \sigma_0 \exp \left(-\frac{E_A}{k_B T}\right)$$

where $E_A$ is a characteristic activation energy, $k_B$ the Boltzmann constant and $\sigma_0$ the capture cross-section for $T=\infty$. The dotted line in Fig.3 yields $E_A=70$ meV. $E_A$ may originate from a barrier in the conduction band related to the Franck-Condon shift of the EL2 center.

In summary, various new features of electronic and defect properties for the EL2 center in semi-insulating GaAs have been observed by infrared laser magnetooptical absorption as well as microwave photoconductivity measurements.

This work has been partially supported by Casio Science Promotion Foundation.

References


WHISPERING GALLERY MODE IN DIELECTRIC WAVEGUIDE AND DIELECTRIC RESONATORS
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(University of Electronic Science and Technology of China, Chengdu, Sichuan 610054, P. R. China)

Trinogga Lothar
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ABSTRACT

A systematic study of the whispering gallery mode (WGM) in cylindrical dielectric waveguide and resonators is presented in this paper. The general dispersion equations and the behaviour of the waves in a dielectric waveguide are given. The resonance frequencies, unloaded quality factors of the dielectric resonators have also been obtained. Furthermore, the planar whispering gallery (WG) solid dielectric resonators and hollow dielectric resonators have been studied as well. The coupling and possible applications of WGM of the dielectric resonator (DR) are discussed and the general equations concerning the coupling of a WGM DR with two microstrips are given in this paper.

INTRODUCTION

The study of dielectric waveguides and resonators has a long history. Owing to the development of optical fibres, wave propagation along dielectric waveguides becomes an attractive subject in the engineering field. Additionally, DR's have also been widely used in conjunction with microstrips for filter and oscillator applications. As the frequency increases the dimensions of the microwave components decrease and introduce new problems. Using the WGM, larger sized DR's can be used in mm-wave applications. A number of papers have been published and this work builds on these studies.

It is well known that the modified Bessel function $K_\nu(x)$ represents a decaying (evanescent) field whilst the Hankel functions of the second kind $H_\nu^{(2)}(x)$ are usually used to represent the outgoing propagating wave. In the case of the WGM there are different cases as shown in Table 1. For the case $k_1 > k > k$, there is no wave propagation in the radial direction and it would be better to use the modified Bessel function $K_\nu(x)$

* The work is supported by the Royal Society of UK
rather than the Hankel function $H_n^{(2)}(x)$. As is the case for $\beta < k_i < k_T$ and the case where $\beta = 0$, it is felt that it would be better to use the Hankel function $H_n^{(1)}(x)$ since there is some leakage from the wave travelling in the radial direction. It thus seems reasonable or appropriate to use different radial variation functions for different cases as shown in Table 1.

The paper is structured as follows:
1. Systematic study of the waves propagating in a dielectric waveguide and resonator.
2. Dispersion equations of WGM of a DR.
3. Analytical formulas for unloaded $Q$.
4. Hollow DR WGM.
5. General coupling formulas.

GENERAL ANALYSIS

In this section, a general analysis of a dielectric waveguide is taken out. From Maxwell's equation and boundary conditions, the field components and dispersion equation are obtained. A detail discussion is also carried out.

WHISPERING GALLERY MODE

A detail analysis of the features of whispering gallery modes is taken here. In the case of the WGM the coupling term is negligible and the TE and TM modes are independent from each other. The field components are given and the dispersion equations of WG modes in many cases are obtained. The resonance frequency, storage energy and unloaded quality factor in a dielectric resonator are also given and studied in detail.

WGM IN A HOLLOW DIELECTRIC WAVEGUIDE AND DR

The properties of electromagnetic field of the WGM in a hollow dielectric waveguide and is studied in this section. By applying the boundary conditions, the WGM field components and dispersion equations are studied, the stored energy and unloaded $Q-$value are obtained by applying the methods similar to that of the above section. Considering the properties of the WGM, a general coupling equation of the WGM in a DR with two microstrips are studied. In special cases, the equations for directional power combiners and filters are also obtained.

CONCLUSIONS

A systematic theoretical study of the whispering gallery mode in a cylindrical waveguide and resonator has been presented. When $\beta = 0$, the general dispersion equations have been given with the consideration that the proper radial variation functions should be used in accordance with the value of $\beta$, and the dispersion equations give the relationship between $\beta$ and $\omega$ with $n$, the azimuthal variation number, specified. When $\beta \to 0$, the dispersion equations give the relationship between $n$ and $\omega$ in this case, the dispersion equations for TE and TM can be simplified. In the case $\beta > k_i > k_T$ there is radiation loss and the unloaded $Q$ may be calculated.
Since in the WGM the field is concentrated in the vicinity of the dielectric boundary, there is almost no field in the central region, thus we can visualise that the hole in the guide structure will have an insignigicat effect on the wave propagating along the guide boundary. Hollow dielectric waveguide and hollow dielectric resonator have also been studied in the paper. One of the important features of the WGM in a DR is the analogy with a travelling wave ring resonator. The coupling approach and the general coupling equations of the WGM of the DR with two microstrips are discussed as well here.

REFERENCES

1. Lord Rayleigh, Finite applications of Bessel functions of higher order to the whispering gallery and allied problems, Phil. Mag., 27, (1914)100
3. Arnoud, J., Note on the use of whispering gallery modes in communication, Bell Labs., Memorandum, 1971
Correct radial variation functions

<table>
<thead>
<tr>
<th>$r &lt; a$</th>
<th>$r &gt; a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z_n(k_1 r) = I_n(k_1 r)$</td>
<td>$X_n(k_2 r) = K_n(k_2 r)$</td>
</tr>
<tr>
<td>$k_1 =</td>
<td>k_1</td>
</tr>
<tr>
<td>$Z_n(k_1 r) = J_n(k_1 r)$</td>
<td>$X_n(k_2 r) = K_n(k_2 r)$</td>
</tr>
<tr>
<td>$k_1 =</td>
<td>k_1</td>
</tr>
<tr>
<td>$Z_n(k_1 r) = J_n(k_1 r)$</td>
<td>$X_n(k_2 r) = N_n(k_2 r)$ or</td>
</tr>
<tr>
<td>$Z_n(k_1 r) = J_n(k_1 r)$</td>
<td>$X_n(k_2 r) = H_n^{(3)}(k_2 r)$</td>
</tr>
<tr>
<td>$k_1 = k_1$</td>
<td>$k_2 = k_2$</td>
</tr>
</tbody>
</table>

Value of $\beta$, $k_{i1}$, $k_{i2}$

<table>
<thead>
<tr>
<th>Feature of waves</th>
<th>$\beta &gt; k_1 &gt; k_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>slow waves</td>
<td>$k_{i1}^2 &lt; 0$, $k_{i1}$ imaginary</td>
</tr>
<tr>
<td>$v_p = (C/\sqrt{\epsilon_1}) &lt; C$</td>
<td></td>
</tr>
<tr>
<td>slow waves</td>
<td>$k_{i2}^2 &lt; 0$, $k_{i2}$ imaginary</td>
</tr>
<tr>
<td>$v_p &gt; (C/\sqrt{\epsilon_1})$</td>
<td></td>
</tr>
<tr>
<td>fast waves</td>
<td>$k_1 &gt; k_2 &gt; \beta$</td>
</tr>
<tr>
<td>$k_{i1}^2 &gt; 0$, $k_{i1}$ real</td>
<td></td>
</tr>
<tr>
<td>$k_{i2}^2 &gt; 0$, $k_{i2}$ real</td>
<td></td>
</tr>
<tr>
<td>$v_p &gt; C &gt; (C/\sqrt{\epsilon_1})$</td>
<td></td>
</tr>
<tr>
<td>azimuthally travelling waves</td>
<td>$k_{i1}^2 = k_{i2}^2 &gt; 0$, $k_{i1}$ real</td>
</tr>
<tr>
<td>$v_p = w/\omega$</td>
<td></td>
</tr>
<tr>
<td>$k_{i2}^2 = k_{i2}^2 &gt; 0$, $k_{i2}$ real</td>
<td></td>
</tr>
<tr>
<td>$v_p \rightarrow \infty$</td>
<td></td>
</tr>
</tbody>
</table>
Millimeter-Wave Quasi-Optical Rectifying Antennas for Power Transmission Applications
(Invited Paper)

Kai Chang
Department of Electrical Engineering
Texas A & M University
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USA

Abstract

Recent developments in 35 GHz rectifying antenna (rectennas) have made millimeter-wave power transmission possible. This paper summarizes the recent results and predicts the future developments.

Introduction

Microwave or millimeter-wave power transmission is a viable means to deliver power from space to ground [1], ground to ground, ground to space and space to space [2]. In all these systems, the DC power is first converted to RF power using tubes or solid-state devices, the RF power is then radiated into the free space and received by an array of rectifying antenna (rectenna). The RF power is then converted back into DC power by the rectenna. Figure 1 shows the system block diagram.

Microwave power transmission systems at 2.45 GHz have been extensively studied and components have been developed [1]. Operating at millimeter-wave frequencies has the advantage of smaller antennas allowing transmissions over longer distances. The efficiencies of rectenna and generator are lower at millimeter-wave frequencies, but the overall system efficiency could be higher at millimeter-wave frequency than 2.45 GHz for long distance transmission using the same size of antenna and rectenna.

35 GHz Rectennas

A 35 GHz quasi-optical integrated circuit rectenna has been recently developed at Texas A & M University with 39% RF to DC conversion efficiency. The circuit uses a microstrip dipole antenna and a commercially available beamlead mixer diode [3]. It (Figure 2) consists of a dipole antenna, a lowpass filter, a diode, and a DC pass filter. The circuit was built on Duriod 5880 substrate with a thickness of 0.25 mm. The length and the width of the dipole were designed to be 0.46 λ₀ and 0.02 λ₀. Figure 3 shows the performance of conversion efficiency as a function of input power. It can be seen that 39% efficiency was achieved at 60 mW input power with a load of 400 ohms. The measured results agree well with the theoretical analysis using nonlinear circuit modeling. The measurements were done using a waveguide simulator in an arrangement shown in Figure 4.

The diode used was not optimized for power conversion application. Higher efficiencies of 60 to 70% could be possible if special devices are designed for this application.

System Assessment

The candidates for microwave/millimeter-wave generators are gyrotrons, klystrons, and magnetrons. At millimeter-wave frequencies (35 GHz, for example), high efficiency gyrotrons are viable sources. With the availability of rectennas and gyrotrons, 35 GHz transmission systems are feasible in the near future.
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Fig 1 System diagram for microwave/millimeter-wave power transmission.
Fig 2  35 GHz rectenna circuit layout. \( L_1 = 0.92 \text{ mm} \), \( L_2 = 1.19 \text{ mm} \),

\( L_3 = 0.58 \text{ mm} \), and \( L_4 = 0.18 \text{ mm} \).

Fig 3  Measured conversion efficiency for 35 GHz rectenna.
Fig 4 Conversion efficiency measurement setup.
INTERBAND TRANSITION MODULATED CYCLOTRON RESONANCE IN SEMICONDUCTORS

S. C. Shen and W. Lu
National Laboratory for Infrared Physics
Academia Sinica
Shanghai 200083, China

and

Michael von Ortenberg
Institute fur Halbleiterphysik und Optik
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D-3300 Braunschweig, Germany

Abstract

An interband transition modulated cyclotron resonance (CR) technique has been developed to study the CR in intrinsic wide gap semiconductors. The differential change of the FIR transmission induced by the extra monochromatic excitation light is recorded in this technique. The sensitivity of this technique is at least 10 times higher than that of conventional methods. The new technique is used to study the intraband transition and impurity transition in II-VI and III-V group semiconductors. The pronounced CR transition and impurity transition signal have been observed in the sample of CdTe and In$_{0.52}$Ga$_{0.48}$As/InP MQWs which could not be observed in conventional techniques. A strong resonant excitation effect has been observed. For the first time, both the spin-flip transition and CR have been observed in semimagnetic semiconductor CdMnTe. The strong exchange interaction effect has been observed. Moreover, the CR in MQWs CdTe/Cd$_{0.8}$Mn$_{0.2}$Te has also been observed for the first time. Comparing to the peak position of bulk CdTe, the CR of MQWs CdTe/Cd$_{0.8}$Mn$_{0.2}$Te has a shift to lower magnetic field. It may indicate the influence of Mn in barriers.
A 345 GHz Open Structure SIS Receiver at the IRAM 30-M Telescope

H. Rothermel
MPI f. extraterrestrische Physik, 8460 Garching, Germany
K.H. Gundlach, B. Lazareff
IRAM. 38406 Saint Martin D’Heres, France

1 Introduction

Superconductor-insulator-superconductor (SIS) mixers in open structure technique have been studied in the last 10 years for application in the submillimeter wavelength range. They can be built at much lower costs than waveguide mixers and may have better transmission especially below 0.5 mm wavelength. This advantage is easily lost if the mainbeam efficiency of an open structure system falls short in comparison to a competing waveguide system. This may be the reason why open structure SIS systems have not yet been installed at radiotelescopes. We report about a system which not only has very low receiver noise but also accomplished unsurpassed sensitivity after installation at the to date largest radiotelescope precise enough for submillimeter observations.

2 Description of the receiver

The receiver consists of an open structure SIS mixer in a liquid Helium bath dewar, a Gunn-oscillator with frequency-tripler, and a beam combiner.

The open structure mixer [1-3] is based on an aspheric immersion lens of 1 cm diameter, made from crystal quartz, and a \(0.5 \times 5\) mm fused quartz substrate which carries the SIS junctions (fig 1). A movable backplane behind the substrate is used to peak the mixer gain at a given frequency. As its tuning characteristic is soft and much wider than the sideband distance (2.7 GHz), we conclude that this receiver sees a continuum source with equal sensitivity in both sidebands. The mixer element, produced in the IRAM junction laboratory [4] consists of a series array of two Nb-Al oxide-Nb junctions of \(2 \mu m^2\) each. The junction array has a total capacitance of \(60 \text{ fF}\) (± 50%) which is sufficient to short the feed antenna almost perfectly. Very little signal could reach the mixer unless the junction capacitance was compensated by a resonant circuit. An inductance in shunt connection would be the best method but, in order to allow for DC biasing of the junction, a large capacitance has to be connected in series with it. The deposition of a sufficient large capacitance without parasitic resonance, is a technological problem. On the other hand, an inductance in a series resonance transforms the normal resistance of the junction of roughly 50 \(\Omega\) down to a few ohms. With a quarterwave transmission line this small impedance has to be transformed back into its orginal value or larger, to match the antenna. We have chosen this compensation method implementing the small series inductance by chosing the transmission line the right amount longer than \(1/4\) wavelength. With different characteristic impedance of the transmission line both the junction capacitance can be removed and the normal resistance can be transformed to any desired value. Most important this compensation method can handle the large tolerances in junction capacitance inherent in the production method (fig.2) Superconducting coils on both sides of the mixer block produce a field of 100 Gauss in order to suppress the Josephson effect. The mixer output is connected to low noise amplifiers on the 4.2 K and 77K stage of the dewar which have an overall gain of 50 dB and a bandwidth of 1000 to 1800 MHz. Mixer
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and preamplifiers are integrated into a commercial (Infrared Laboratories) 3-liter $^3$He bath dewar which has a quiescent hold time of 3 days.

The local oscillator [5] consists of a Gunn oscillator followed by a frequency tripler. The InP Gunn oscillator covers a frequency range of 110--120 GHz, with an output power of more than 10 mW, and a maximum power of 38 mW at 115 GHz. The tripler output is injected into the signal path by various Mylar and Polypropylene foils providing coupling ratios between 1.5 and 4 % depending on LO power available at various frequencies. The Gunn-oscillator was phase-locked to the 10th harmonic of a commercial synthesized frequency generator (HP 8671) using a harmonic mixer, a diplexer and a commercial (STS) lock-box (fig. 3). Frequency tracking in both the LSR and heliocentric reference system was accomplished under the control of the telescope computer.

The amplified IF signal from the dewar is connected to a third low-noise amplifier of 40dB gain and afterwards (fig. 2) converted to the frequency range of the IRAM filter spectrometer (512 1MHz filters centered at 342 MHz), using a 1700 MHz second LO which is hand-set.

3 Measurements

The receiver optics must be matched to the telescope optics. The effective focal ratio of the Nasmyth focus is $f/D = 9.73$. Aiming at a -14 dB taper at the edge of the secondary mirror, the receiver should have a beam radius $w_0 = 6.2\,\text{mm}$ at the waist.

The beam of the receiver was measured using a rotary table and a chopped cold load with a 30 mm aperture at a distance of 600 mm. Reading the beamwidths in the E and H cuts at the 8.6 dB threshold, waists were derived assuming two Gaussian profiles. These two waists served as a basis for the design of the optics necessary to adapt the receiver to the telescope. Although the measured beam profiles are not Gaussian, it is not wrong to design an optical system by first adjusting a Gaussian profile to the measured beam and calculating secondary waist sizes and positions using formulae for the 1st order Gaussian mode. The only additional requirement is to make the aperture large enough that higher order modes are transmitted without diffraction. A grooved Polyethylene lens with 100 mm focal length was designed which has a diameter of 50 mm corresponding to $2\,\alpha$. The secondary waist is in a distance of 200 mm from primary waist. It is elongated now in the H-plane (table below).

<table>
<thead>
<tr>
<th>E-plane mm</th>
<th>$w_{01}$</th>
<th>$w_{02}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.67</td>
<td>7.46</td>
<td></td>
</tr>
<tr>
<td>H-plane mm</td>
<td>2.32</td>
<td>11.8</td>
</tr>
</tbody>
</table>

With a 11.8 mm waist in the H-plane the telescope was underilluminated leading to the elongated beam profile observed when scanning the planet Mercury (fig. 4). This shortcoming can be corrected in future by e.g adding a prism.

The receiver noise is 116K at 345 GHz if measured in the laboratory without matching optics at the 1st IF in 50 MHz bandwidth and a bath temperature of 3.8K, corresponding to 3000m altitude (fig. 5). Values below 100K have been reached at 340 GHz and a bath temperature of 1.5K. The average noise temperature over the full bandwidth of 512 the MHz IRAM filter spectrometer is ~20K higher. Some noise is added by (i) the grooved lens necessary to match beams of receiver and telescope, (ii) the 2nd IF conversion (fig. 3), (iii) 50 m cable, equalizers
and other backend components. The overall noise temperature recorded by the telescope computer during the observing period (table below) is 50K higher than laboratory results and degrades towards the edges of the tuning range. The gain was stable to better than 1% for integration times in excess of 5 hours.

<table>
<thead>
<tr>
<th>LO Freq.</th>
<th>U bias</th>
<th>I bias</th>
<th>Noise T. [50MHz]</th>
<th>Noise T. [500MHz]</th>
</tr>
</thead>
<tbody>
<tr>
<td>GHz</td>
<td>mV</td>
<td>µA</td>
<td>K (DSB)</td>
<td>K (DSB)</td>
</tr>
<tr>
<td>330</td>
<td>3.8</td>
<td>7.5</td>
<td>157</td>
<td>170</td>
</tr>
<tr>
<td>333</td>
<td>3.8</td>
<td>7.5</td>
<td>135</td>
<td>155</td>
</tr>
<tr>
<td>336</td>
<td>3.8</td>
<td>13</td>
<td>151</td>
<td>208</td>
</tr>
<tr>
<td>339</td>
<td>3.8</td>
<td>13</td>
<td>149</td>
<td>160</td>
</tr>
<tr>
<td>342</td>
<td>3.8</td>
<td>13</td>
<td>152</td>
<td>160</td>
</tr>
<tr>
<td>345</td>
<td>3.8</td>
<td>13</td>
<td>173</td>
<td>180</td>
</tr>
<tr>
<td>348</td>
<td>3.8</td>
<td>13</td>
<td>170</td>
<td>216</td>
</tr>
<tr>
<td>351</td>
<td>3.8</td>
<td>13</td>
<td>226</td>
<td>242</td>
</tr>
<tr>
<td>354</td>
<td>3.8</td>
<td>13</td>
<td>235</td>
<td>270</td>
</tr>
<tr>
<td>357</td>
<td>3.8</td>
<td>8</td>
<td>264</td>
<td>310</td>
</tr>
<tr>
<td>360</td>
<td>3.8</td>
<td>8</td>
<td>330</td>
<td></td>
</tr>
</tbody>
</table>

From pointing cross-scans on the planets we derive the following antenna temperatures and corresponding mainbeam and aperture efficiencies for the antenna:

<table>
<thead>
<tr>
<th>Object</th>
<th>Diam.</th>
<th>Br. Temp.</th>
<th>Elevation</th>
<th>Scan Width</th>
<th>Mainbeam</th>
<th>T_a</th>
<th>η</th>
<th>η_a</th>
</tr>
</thead>
<tbody>
<tr>
<td>arc sec</td>
<td>K</td>
<td>degree</td>
<td>arc sec</td>
<td>arc sec</td>
<td>K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mercury</td>
<td>4.8</td>
<td>518</td>
<td>28</td>
<td>9x12.5</td>
<td>9.3</td>
<td>18.2</td>
<td>0.14</td>
<td>0.072</td>
</tr>
<tr>
<td>Venus</td>
<td>12.2</td>
<td>203</td>
<td>32</td>
<td>12x15</td>
<td>45</td>
<td>45</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td>Mars</td>
<td>4.2</td>
<td>215</td>
<td>31</td>
<td>9.5x12.5</td>
<td>10</td>
<td>6.0</td>
<td>0.14</td>
<td>0.072</td>
</tr>
<tr>
<td>Jupiter</td>
<td>42.7</td>
<td>165</td>
<td>56</td>
<td>44</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saturn</td>
<td>14.5</td>
<td>150</td>
<td>30</td>
<td>16.5x17.5</td>
<td>2</td>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Uranus</td>
<td>3.44</td>
<td>95</td>
<td>30</td>
<td>8x10</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neptun</td>
<td>2.6</td>
<td>90</td>
<td>31</td>
<td></td>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To show the capability of the system we give two examples of galactic spectra. The first (fig. 6), is the circumstellar envelope of a carbon-rich star measured at the ^12CO (3-2) transition at 345.8 GHz. The next (fig. 7) the same transition from the rare isotope ^13CO observed in a molecular cloud complex. The last spectrum (fig. 8) is from an external galaxy. NGC 891 is an ordinary galaxy similar to the Milky Way which is seen almost perfectly edge on. Apart from its high scientific interest this object was chosen, because it is about a factor of 20 weaker than radiogalaxies which have been studied so far at these frequencies at competing telescopes. At an absorption constant r = .22 towards zenith and a system noise temperature of 1242K this spectrum was recorded in 30 minutes. The RMS noise on the baseline is ~0.02K in a 4 MHz channel and the line emission (0.12 K antenna temperature) is measured with reasonable quality. The large width of the emission line in comparison to the previous spectra is due to a large number of objects at different radial velocities seen in this distant galaxy with a 10" antenna beam. 12 spectra of comparable quality have been taken from different regions of
this source in 7 hours of observing time. In combination with spectra taken lower transitions of CO taken previously with the same antenna these data will be used to derive excitation temperatures.

4 Conclusions

To our knowledge this is the first open structure system of its kind which was installed at a large radiotelescope for scheduled observations by observers not engaged in this project. In a 2.5 weeks observing period at 24 hours operation per day and roughly 50 frequency changes the system proved to be extremely stable, reliable and convenient to handle. Its high sensitivity combined with an angular resolution of ~10" and ~70 m^2 of effective area of this telescope at 0.86 mm wavelength allows for investigations at extragalactic objects not possible with competing telescopes.
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fig. 1

Schematic of the open structure SIS mixer.

fig. 2

Frequency response of a 2-junction array with 45 to 90 fF total capacitance compensated by a 5 ohm transmission line.
fig. 3
Block diagram of the 350 GHz SIS receiver installed at the 30-M telescope.

fig. 4
Beam map of the receiver at the 30m telescope, measured at the sky observing the planet Mercury.
fig. 5

Calibration curve for the receiver noise temperature measured in the laboratory at 345.8 GHz.

fig. 6

Molecular line emission (345.8 GHz) from $^{12}CO$ (3-2) measured at the source IRC+10216.
Isotopic line emission (330.6 GHz) from $^{13}$CO (3-2) measured at the source OR IRC2.

Molecular line emission (345.8 GHz) measured at the external galaxy NGC 891.
1. Introduction.

Development of low noise receivers of mm and sub mm wave bands is stimulated mainly by radioastronomy requirements for measurements, for example, of cosmic background noise with temperature of the order of 3 K, thermal radiation of interstellar dust, synchrotron radiation from ionized cosmic regions, molecular lines radiation with temperature 10–100 K. Achievements in sensitivity of such receivers increase leads to the possibility of application in passive and active radar, communications technique, studies of materials and biological systems, etc. The best sensitivity in the band 0.6–3 mm is achieved by receivers with superconductor-insulator–superconductor (SIS) junctions. In SIS mixers noise temperatures \( T_{dsb} \sim 10^4 \) K which is close to quantum limit and conversion gain close and even higher unity were achieved at frequencies of the order of 100 GHz. The best attained results for SIS mixers and receivers obtained by different authors are presented in Table 1.

<table>
<thead>
<tr>
<th>Frequency, GHz</th>
<th>100</th>
<th>250</th>
<th>350</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T^M ), K (mixer)</td>
<td>6</td>
<td>40</td>
<td>30</td>
<td>240</td>
</tr>
<tr>
<td>( T^{dsb} ), K (receiver)</td>
<td>20</td>
<td>60</td>
<td>150</td>
<td>420</td>
</tr>
</tbody>
</table>

The upper limit of SIS mixer signal frequency may be estimated by expression: \( \text{frequency} = \frac{2\Delta}{h} \), where \( 2\Delta \) is the sum energy gap of superconductors, \( h \) is Planck's constant. For the most common junctions of structure Nb–AlO\(_x\)–Nb this relation gives \( \text{frequency} = 750 \) GHz.

Input beam of SIS mixer in radioastronomical observations is an output beam of parabolic antenna converted by quasi-optic methods with lenses and mirrors into Gaussian beam which is fed into cryostat. For SIS mixer matching with such beam two methods are using one of waveguide type with scalar horn and placed in waveguide SIS junction with IF/RF filters and another of quasi-optic or open type with parabolic antenna which directly transforms Gaussian beam energy to current via SIS junction integrated in such parabolic antenna structure.

2. SIS series–parallel arrays.

The traditional series SIS-arrays have some disadvantages, the noticeable influence of difference in the junction's normal state resistance and significant mismatch at IF output. To overcome these drawbacks of the traditional series arrays we have proposed and developed a new concept of parallel biased SIS arrays. The parallel connection on dc and IF is provided by specially designed superconducting circuits which maintain the same low frequency voltages across any junction in the array. At the same time SIS junctions are connected in series for rf signals because of high impedance of biasing circuits.

The most evident advantage of parallel biased SIS arrays is the equality of dc voltages even at significantly spreading of the
junction normal state resistances. The variation of the local oscillator (LO) power for different junctions due to the difference of the normal state resistances does not result in noticeable deteriorations of the mixer performance. Another reference of the parallel biased SIS arrays is decreasing of the IF output impedance. It gives a possibility to provide the matching of high efficiency mixer (where individual junctions have very large output dynamic resistance) with standard 50 Ohm IF amplifier.

High quality Nb–AlO–Nb tunnel junctions were employed as the elements of the parallel biased arrays. The optimized preparation conditions were used to avoid intrinsic stress in the junction electrodes. As a result the SIS junctions with $R/R_0$ ratio about 50 and the gap smearing $\delta V \approx 100 \mu V$ have been realized for the junction areas $3 \pm 5 \mu^2$ at ambient temperature 4.2 K. For 100 GHz microwave experiments the ten or eleven 2.5 $\mu^2$ junction arrays were designed and fabricated on crystalline or amorphous quartz substrates (0.09 $\pm$ 0.2 mm thick). The array normal state resistances were $17 \pm 20 \Omega$ for the case of maximum conversion gain ($\alpha \approx 1$) at $f_0 \approx 100 \text{ GHz}$. The values of the rf input impedances were 700$\pm800 \Omega$, the output differential resistances about 45 $\Omega$.

The lowest receiver noise temperature $T_{rb^{\text{dsb}}} = 19.5 \pm 2 \text{ K}$ has been achieved for small LO power with $G_m \approx -2 \text{ dB}$. Mixer with one tuning (non-contacting backshort placed at 5/4 $\lambda$ from SIS array) was used for SSB measurements, the receiver noise temperature $T_{rb^{\text{dsb}}}$ as low as 40 K has been realized. The estimated mixer noise temperature $T_m = 6 \pm 3 \text{ K}$. This value is very close to the quantum limit $hf/k=5 \text{ K}$. The measured receiver noise temperature was determined mainly by the input circuits rather than the mixer and IF amplifier noise contribution. Preliminary experiments with over mode waveguide input system have demonstrated even lower $T_r$ values.

3. Integrated quasioptic mixer chip.

Another solution of matching problem may be demonstrated by the example of integrated quasioptic structure for SIS mixers and direct detectors. In this structure spiral antenna parameters allows to transform impedance of free space 1200 $\Omega$ to 50 $\Omega$ and further matching of SIS $R_n \approx 8 \Omega$ is realized by microstrip impedance transformer that allows not only to tune out stray capacitance, but also to transform the real part of impedance to antenna output resistance value.

The mixer noise temperature as low as $8 \pm 6 \text{ K}$ at the hot input for 109.8 GHz LO frequency was measured in such quasioptic mixer at the second quasiparticle step.

4. DC SQUID RF amplifier.

One of the most promising types of IF amplifiers are DC SQUID RF amplifiers (SQA) which have noise temperatures lower 0.5 K at frequencies up to 500 MHz. The nearest competitor of SQA are cooled HEMT amplifiers which have $T_N \approx (1-3) \text{ K}$ at $f=(1-3) \text{ GHz}$, but have rather high power dissipation and nearly achieved their ultimate parameters. SQA has more than one order reserve in the limit of gain, noise temperature and signal frequency even on the basis of the present technology. The advantages of SQA are extremely low power dissipation of several picowatt, small size ($\approx 1 \text{ mm}^2$) and full electrical and temperature
compatibility with superconducting sensitive devices such as Josephson and SIS mixers.

To increase the input signal frequency and bandwidth of SQA we designed a four-loop dc SQUID with an integrated input coil in the form of rectangular turns inside the loops. Our measurements of noise temperature has shown $T_N = 0.4 \text{ K}$ that is only twice higher above the calculated quantum limit. Taking the limiting value of Josephson frequency in SQUID loop corresponding to Nb energy gap one can in principle achieve gain of 20 dB at signal frequency almost 10 GHz.

5. Superconducting LO source.
Superconducting mm and sub mm local oscillator may have many advantages for SIS receivers in comparison with BWO or Gunn diode oscillators. Temperature and technological compatibility of such oscillator with SIS junction allows to integrate it at the same substrate. Extremely low necessary LO power level of several nanowatt and small dissipation in superconducting high Q-factor resonators allow to utilize several types of superconducting oscillators.

The most natural type seems to be Josephson oscillators based on small single junctions. Another one is one or two dimensional arrays of small single junctions, large (also called continuous or distributed) Josephson junctions. In distributed junctions oscillations frequency may be determined either by length of junction in which fluxons oscillations occur or by voltage and magnetic field in flux flow mode.

It is possible to construct a non-Josephson oscillator, for example by means of regenerating external resonator by negative dynamic resistance at IV curve of superconductor-insulator-normal metal-superconductor (SINS) junction over the energy gap voltage. Junction with SINS structure may have large region of negative dynamic resistance. Such junction may be connected to microstrip resonator which is easily compatible to SINS junction. We have designed and tested integrated circuit with SINS oscillator junction, microstrip resonator, microstrip transformers and additional SIS junction microwave detector.

6. Digitizing of output signal.
At the output of integrated superconducting receiving chip may be applied a superconducting ADC for conversion of IF signal in digital signal for further computer processing and displaying. Such ADC can be based on rapid single flux quantum (RSFQ) logic. We designed and tested experimentally all necessary elements of such ADC made on the base of niobium. A technology was developed for this. It was shown that logic elements using RSFQ-logic have switching frequencies up to 100 GHz and more. Experimental prototype of such 8-bit ADC was designed and manufactured. The working ability of elements of this ADC was demonstrated. Successful operation of whole two-bit ADC of such type was also demonstrated.

7. Conclusion. On the way to integrated superconducting receiver.
Our results in development of superconducting SIS mixers, IF SQUID amplifiers, superconducting LO and ADC makes possible to design and create integrated superconducting single-chip receiver. Before such chip cooled ferrite modulator-phase-shifter may be placed. We have designed and produced such device for SIS radioastronomic receiver placed in vacuum cryostat.

Full text of this paper will be spread at the Conference or send on the request.
FIVE mm MICROWAVE RADIOMETER RECEIVER
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ABSTRACT

The paper presents the principle of 5mm microwave radiometer receivers, which include four frequencies: 50.30GHz, 53.74GHz, 54.96GHz and 57.95GHz, and the test results. As usual, the receiver is Dicke-type so as to eliminate the gain vibration of the receiver system, but its sensitivity is less than that of a total-power type. In 5mm receivers, a total-power receiver is used to get higher sensitivities and periodic calibration is adopted to reduce the gain shift of the receiver system. This receiver is called Total-power-Switch receiver, TS receiver for short. From the test results, a conclusion can be got that TS receivers are feasible and has a large extent of development, especially in remote sensing on satellites.

Key words: total-power receiver, TS receiver, sensitivity, gain shift, periodic calibration

Introduction

A microwave radiometer is a useful tool in remote sensing, because microwave can penetrate the content of the atmosphere, such as cloud, rain and haze, and has the all-weather ability. In China, radiometers have only been used on the ground to measure the water vapor and rain of the atmosphere. The wave lengths used in the radiometer usually are 8mm and 13.5mm, these radiometers are Dicke receivers. Now 5mm radiometer receivers are developed in total-power type for a satellite remote sensing. A periodic calibration technology is adopted to eliminate the gain shift of the system in receivers. We call this receiver a total-power-Switch receiver, TS receiver for short. The principle of a 5mm TS receiver is described in the second part, the theoretical measurement sensitivity is presented in the third part and the test results are given in the fourth part. At last the conclusion and acknowledgments are given.

Fundamental principle of TS radiometer

The Dicke switch used in Dicke radiometers has an important function to eliminate the gain shift of the receiver system by alternatively inputting the antenna temperature signal and the calibrating signal with a high frequency in the integration time. This technology results in that the sensitivity of a Dicke radiometer is just as half times as that of a total-power radiometer. If the gain shift is little enough as the performance of devices has been greatly developed, it is not necessary to input the calibration signal just following the antenna signal. The calibration signal can be put off for an interval. As a result, a total-power radiometer is adopted to improve the sensitivity. In satellite remote sensing, the antenna of a radiometer must be cyclely scanned in
order to attain a wide scanning belt on the earth. In cycle scanning, the radiometer gets several instantaneous fields of view (IFOV) and two calibration fields of view, one for cold sky and another for warm temperature blackbody, which are used to calibrate IFOV's temperatures. This technology is called periodic calibration. It has been used to control the system gain and calibrate the IFOV's temperatures in 5 mm TS radiometers.

In figure 1 is shown the sketch of a 5 mm TS radiometer. The system includes a reflector, a feed horn, a mixer, a local oscillator, an IF amplifier, a square-law detector, a LF amplifier, an integrator, A/D and D/A transfers as well as a microprocessor. In the measurement at the laboratory, a chopping-wave wheel, which is shown in figure 2, is used instead for a reflector to get cold and warm temperatures. A personal computer is used to store and process the output data from the microprocessor. The motor is controlled by the microprocessor and drives the chopping-wave wheel. A/D transfer puts the output of the integrator into digital data and the output of the D/A transfer control the gain of IF amplifier.

Here it must be mentioned that an ideal integrator has been used in the TS radiometer.

![Fig.1 A 5mm TS radiometer](image)

The period of the system is 25.6 seconds. In the laboratory measurement, there are eight fields of view, two of which are calibration fields of view, in one period. The integration time is 1.8 seconds. The motor runs an angle, 45°, at a time so that the cold and warm temperature signals reach the horn in turn. Take the seventh (cold) and the eighth (warm) field of view as calibration fields of view and the temperatures of other six fields of view can be deducted by calibration. When the horn looks at the eighth field of view, the output of the receiver is the reference voltage to control the system gain. The time series are shown in figure 3.

![Fig.2 A chopping-wave wheel](image)

Theoretical measurement sensitivity

As a total-power radiometer, its sensitivity is given in theory by:

$$\Delta T_{\text{min}} = T_{\text{sys}} \sqrt{\frac{1}{B \tau} \cdot (\triangle \frac{G}{G})^2}$$
Fig. 3 Time series

where $T_{sys}$ is the system noise effective temperature, in K; $B$ is the bandwidth of the receiver, in Hz; $\tau$ is the integration time, in s; and $(\Delta G/G)$ is the relative gain shift in $\tau$ seconds.

Just as describing above, the seventh and the eighth fields of view are calibration fields of view in TS radiometers. The temperatures of other six fields of view are given as follows:

$$T_i = T_8 + \frac{V_i - V_8}{V_8 - V_7} (T_8 - T_7) \quad (2a)$$

or

$$T_i = T_7 + \frac{V_i - V_7}{V_8 - V_7} (T_8 - T_7) \quad (2b)$$

( $i = 1, 2, 3, 4, 5, 6, 7, 8$ )

where $V_i$ is the receiver output when the horn observes the $i$th field of view. $T_7$ and $T_8$ are the temperatures of the cold and warm calibration blackbodies, respectively. From equation (2a) or (2b), get

$$\Delta T_{meas}(i) = \sqrt{[(\Delta T_i)^2 + \left(\frac{V_i - V_8}{V_8 - V_7}\right)^2(\Delta T_8)^2 + \left(\frac{V_i - V_7}{V_8 - V_7}\right)^2(\Delta T_7)^2]} \quad (3)$$

where $\Delta T_i, \Delta T_7$, and $\Delta T_8$ are defined by equation (1). $\Delta T_{meas}(i)$ is the measurement sensitivity of the $i$th field of view in a TS radiometer. To take the gain shift into account, equation (3) must be altered by

$$\Delta T_{meas}(i) = \sqrt{[(\Delta T_i)^2 + \frac{(V_i - V_8)^2(\Delta T_8)^2 + (V_i - V_7)^2(\Delta T_7)^2 + (\Delta G/G)^2T_{sys}}{V_8 - V_7}]} \quad (4)$$
where \( \frac{\Delta G_i}{G} \) is the relative gain shift of the receiver system between the ith field of view and the calibration field of view.

Test results

In laboratory measurement, two fields of view are adopted. One is 102k and another 290k, and the calibration temperatures are the same, e.g. \( T_7=102k \) and \( T_8=290k \). When \( i=1,3,5,7 \), the horn looks at the cold blackbody, e.g. \( T_i=102k \) (\( i=1,3,5,7 \)); when \( i=2,4,6,8 \), the horn looks at the warm blackbody, e.g. \( T_i=290k \) (\( i=2,4,6,8 \)). Under these conditions, we have

\[
\Delta T_{\text{meas}}(i) = \sqrt{\left( (\Delta T_i)^2 + \left( \frac{\Delta G_i}{G} \right)^2 T_{\text{sys}}^2 \right)^i} \quad (i=1,3,5)
\]

and

\[
\Delta T_{\text{meas}}(i) = \sqrt{\left( (\Delta T_i)^2 + \left( \frac{\Delta G_i}{G} \right)^2 T_{\text{sys}}^2 \right)^i} \quad (i=2,4,6)
\]

The test results of 50.30GHz, 53.74GHz, 54.96GHz and 57.95GHz four channels are shown in Table 1. From the results, we know the relative gain shift of the receiver system in one period is very little enough not to affect the receiver sensitivity and the measurement sensitivities are very high.

Table 1 The characteristics of 5mm TS radiometers

<table>
<thead>
<tr>
<th>f (GHz)</th>
<th>measurement sensitivities (k)</th>
<th>( \frac{\Delta G_p}{G} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>cold (^a)</td>
<td>warm (^b)</td>
</tr>
<tr>
<td>50.30</td>
<td>0.181</td>
<td>0.238</td>
</tr>
<tr>
<td>53.74</td>
<td>0.277</td>
<td>0.305</td>
</tr>
<tr>
<td>54.96</td>
<td>0.280</td>
<td>0.326</td>
</tr>
<tr>
<td>57.95</td>
<td>0.296</td>
<td>0.331</td>
</tr>
</tbody>
</table>

\(^a\) The horn looks at the cold blackbody, \( T=102k \)

\(^b\) The horn looks at the warm blackbody, \( T=290k \)

\(^c\) \( \frac{\Delta G_p}{G} \) is the relative gain shift of the receiver in one period (25.6s)

Conclusion and acknowledgment

Four-channel 5mm TS radiometers have been designed and will be applied to remote sense the atmospheric vertical temperature distribution on satellites. From the test results the TS radiometer is realistic and can be used in any other microwave radiometers. The authors are very thankful to Mr. Sheng Yijian, Mrs. Liming, Mr. Rong Yahe and Mr. La Xuangao who have attended the work.
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Since the terrestrial atmosphere exhibits poor transmission for far-infrared and submillimeter radiation, relatively few observations of astronomical objects exist in this wavelength range. Reliable observations have to be performed from satellites, rockets, stratospheric balloon gondolas or aircraft. Far-infrared astronomy provides important information on star formation in molecular clouds. During the contraction of a protostellar cloud into a massive main-sequence star most of the energy is emitted in the far-infrared wavelength range. For the observation of the galactic Cygnus-X region, which contains many active star-forming clouds, a 60 cm diameter far-infrared balloon-borne telescope (Fig. 1) has been developed at ETH Zurich in collaboration with the Geneva Observatory [1-3]. Its design is based on similar balloon-borne telescopes built by the authors for successful far-infrared solar spectroscopy [4] and imaging [5]. The Cassegrain-type telescope is equipped with secondary-mirror chopping and an attached photometer including a liquid helium cooled silicon bolometer with an NEP of $1.3 \times 10^{-14}$ W/Hz$^{1/2}$ and three mesh bandpass filters. The latter are centered at the wavelengths 80 μm, 130 μm and 310 μm with bandwidths of only $\pm 3$ μm, $\pm 3$ μm and $\pm 15$ μm, respectively. These bandwidths are the smallest ever used in flown astrophysical photometers. For comparison we show in Fig. 2 the spectral transmissions of these 3 filters with those used by the Infrared Astronomical Satellite (IRAS) [6] which performed a complete far-infrared survey of the sky in 1983. The pointing accuracy of the stabilized telescope is $\pm 17$ arcsec with a stability of typically 3 arcsec RMS.

Observations have been performed during 5 hours on the occasion of a flight with a 380'000 m$^3$ stratospheric balloon at a height of 39 km at Aire/Adour, France, on September 26/27, 1990. Successful measurements have been made on the dust emission of the molecular cloud complexes DR21/W75N and S106 at 80 μm and 130 μm wavelength as well as on Mars at all wavelengths mentioned above [1-3]. Because of the considerably smaller bandwidths of our filters our measured intensity contour maps are of higher quality than those performed by the IRAS satellite in spite of the fact that the 60 cm IRAS telescope was operated at a temperature of 3 K in comparison to 250 K of our telescope. An example of such a spectral intensity map is shown in Fig. 3. On the basis of the 80 μm and 130 μm data dust colour temperatures of $36 \pm 2$ K for DR21, $34 \pm 4$ K for W75N and $45 \pm 6$ K for S106 have been calculated. Furthermore, peak-intensities and total luminosities for the different sources have been determined and compared with the results of other authors.

The next flight of our telescope for far-infrared imaging of the Cygnus region should take place in April 1992 with a new broadband filter which has a bandpass between 225 μm and 295 μm wavelength.

References:
Fig. 1  The balloon-borne far-infrared telescope of ETH Zurich and Geneva Observatory flown on September 26/27, 1990 at Aire/Adour, France
Fig. 2  Comparison of spectral filters used by the IRAS satellite [6] and by the ETH Zurich / Geneva Observatory balloon-borne telescope [1-3]

Fig. 3  130 μm image of Cygnus DR21/W75N taken by ETH Zurich / Geneva Observatory balloon-borne telescope on Sept. 26/27, 1990
5mm MICROWAVE RADIOMETER SCANNING ANTENNA
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ABSTRACT

The paper presents the design and the test results of 5mm offset paraboloidal scanning antenna for spaceborne microwave radiometer, which includes four frequencies: 50.3GHz, 53.74GHz, 54.96GHz, and 57.95GHz. A 90° offset paraboloidal reflector fed by corrugated conical horn is used to get 360° circular scanning and high beam efficiency. The test main beam efficiencies are approximately 97 percent. The antenna is feasible, especially in spaceborne remote sensing.

INTRODUCTION

The 5mm spaceborne microwave radiometer is a useful instrument in remote sensing to measure profile of the atmospheric temperature, using in the oxygen resonance band (50-60GHz). It has the all-weather ability. An antenna is required with multi-frequency, dual (linear) polarization, high beam efficiency and fast scanning. A 90° offset paraboloidal scanning antenna fed by corrugated conical horn with a orthogonal-mode coupler is developed. That antenna system has advantages: simple, lightweight. It has no high frequency rotating joint. Thus the fine electrical performances are easy to access.

THE GENERAL PRINCIPLE

The configuration of the antenna is shown in Fig. 1. That includes a offset paraboloidal reflector, a corrugated conical horn feed, an orthogonal-mode coupler and a scanner. The 90° offset reflector is used to avoid deterioration of sidelobe level and VSWR, and to achieve scanning. The corrugated conical horn is used to improve antenna beam efficiency and to reduce spillover. The orthogonal-mode coupler is used to separate two orthogonal-components received by the antenna, and to couple them into one of receivers respectively. A mechanical scanning device is used. The feed horn is fixed on the inner circle of a bearing and the reflector is fixed on the outer lane of the bearing. The inner circle is fixed and the outer lane is rotated round axis of the horn by a motor. In the spaceborne remote sensing, the 360° cyclical scanning of the antenna beam is in the perpendicular plane to the spaceborne velocity vector. In each scanning period, the radiometer gets several instantaneous fields of view (IFOV) and two calibration fields of views, one for cold sky and the other for warm blackbody.

Fig. 1 The configuration of the antenna
THE MAIN POINTS OF DESIGN

1. The Design of Offset-Parabolic Reflector
The geometry of the single-offset-parabolic is shown in Fig. 2. The basic parameters of the reflector are obtained by the simple geometry relationship, the focal length \( F \) of the paraboloid:

\[
F = \frac{d (\cos \theta_0 + \cos \theta^*)}{4 \sin \theta^*}
\]

where
- \( \theta_0 \) — the offset angle
- \( \theta^* \) — the half angle subtended at the focus by feed on the reflector rim
- \( d \) — the diameter of the projected aperture of the offset reflector. It can be given as follows:

\[
d = B \frac{\lambda}{\theta - 3\theta_0}
\]

where
- \( \lambda \) — the operating wavelength
- \( \theta - 3\theta_0 \) — the half power beamwidth
- \( B \) — the parameter on field distribution of the antenna aperture.

The half power beamwidth is determined by the desirable resolution at nadir. The cross-polarization is increased with the offset angle. Usually the large offset angle is not used. However, because of the particular scanning requirement, the 90° offset angle have to be used. To reduce the cross-polarization, a small illuminate half angle \( \theta^* \) is used and a suitable taper level at the edge of the reflector is used.

2. The Design of The Corrugated Conical Horn
The radiation pattern characteristics of a corrugated conical horn can be normalized conveniently by using the dimensionless parameter \( \Delta \) in wavelengths (Fig. 3):

\[
\Delta = a \tan \left( \frac{\theta_0}{2} \right)
\]

In this design, the small flange-angle horn is used. It is desirable for the radiometer antenna applications to have \( \Delta \approx 0.2 \) to obtain high beam efficiencies. If a higher beam efficiency is required, \( \Delta \) must be reduced, which requires the horn half flange-angle to be reduced and the horn length to be increased by a corresponding amount.

3. The Main Beam Efficiency
The main beam efficiency, described by \( \alpha_m \), is defined as the ratio of the radiating power in the main beam \( Q_m \) to the total radiating power. \( \alpha_m \) is given as following:

\[
\alpha_m = \frac{\int_{\Omega_m} P(\Omega) d\Omega}{\int_{\Omega} P(\Omega) d\Omega}
\]

The main beam efficiency means that when the \( \Omega_m \) is constant, the larger
Fig. 5 Test radiation patterns at 50.3, 53.74, 54.96 and 57.95 GHz for offset reflector with corrugated horn feed.
the more concentrated the antenna energy is and the lower the sidelobe level is, or, the lower the noise temperature is. The measurement main beam efficiency is given by integrating of the antenna pattern data got in measurement.

THE DESIGN EXAMPLE AND THE TEST RESULTS

The 5mm microwave radiometer scanning antenna is developed. The offset parabolic reflector has a diameter D of 72mm and a offset angle of 90°. The feed horn has a semi-flage angle of 4.7°, covered four frequencies (50.3GHz, 53.74GHz, 54.96GHz, 57.95GHz). The feed horn provides a taper of approximately 20 dB at the edge of the reflector and has low sidelobes, low spillover, high beam efficiencies, and similar patterns of the E- and H-plane (shown in Fig.4).

![Fig. 4 Test radiation patterns for corrugated conical horn.](image)

A good impedance match at the throat is obtained when two tapers are made between the input waveguide and the corrugated horn aperture: One is a smooth taper and the second is the slot depth taper. The antenna combination gives a VSWR of less than 1.15 at four frequencies. The test second radiation patterns for both vertical and horizontal polarization shown in Fig. 5. These patterns shown: The patterns at four frequencies are very similar. The all of patterns beamwidths are approximately 6.0°. Nearly all sidelobe level are more than 30 dB below the peak. The main beam efficiency at each frequency is about 97 percent.

CONCLUSION AND ACKNOWLEDGMENT

5mm offset reflector scanning antenna has been designed, the test result is satisfactory. It will be applied to spaceborne microwave radiometer, also can be used in other similar remote senser.

The authors are very thankful to Prof. Lu Mingrui, Prof. Wang Yifei, Mr. Zhang Shichang, Mr. Gao Xuanzheng, Mr. Zhong Ying and the members of the task who have attended the work.
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CORRELATION REFLECTOMETRY VIA STOCHASTIC NOISE SIGNALS.
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I. Introduction

Main problems of microwave reflectometry using measurement of phase delay of reflected wave - density fluctuations and trapped modes in the oversized waveguide transmission systems - still need solution. An alternative approach which is discussed now - to use the pulse radar reflectometry and time of flight measurement [1]. The difficulty of this approach - the need of ultra short (<1ns) microwave pulses - was successfully overcome [2].

In this report we discuss a new approach [3] to reflectometry technique - use of stationary wide-band noise microwave signals and correlation technique for measurements of plasma cut-off layer position. The key components of this scheme are the microwave oscillator producing wide-band stochastic noise signal (F=35GHz, F=1GHz, P=1W) [4,5] and controlled PIN-diode delay line. The necessary calculations were done for the upper X-mode reflectometry for two devices: "Uragan-2M" torsatron (Kharkov Institute of Physics and Technology) and ITER. The principal layout and parameters of the noise correlation reflectometer (NCR) which is being developed for U-2M torsatron in the Institute of Radiophysics and Electronics of the Ukrainian Academy of Science (Kharkov,IRE) are described.

2. Auto- and cross-correlation functions of stochastic microwave signals reflected in a plasma.

Stochastic microwave signal propagation in a plasma was modeled by means of a numerical code NOISIM. The input block of code was generating a stationary random function describing a time behavior of stochastic microwave signal amplitude. Second block was producing a random function with the frequency band corresponding to that of the NOISE BWO developed in IRE and described a time behavior of probing microwave signal amplitude. Then for each Fourier component of microwave signal with a frequency corresponding to that of the upper X-mode the phase delay was calculated and reflected signal time behavior was obtained by means of inverse FFT. Finally auto- and cross-correlation functions of input and output signals were calculated.

Plasma parameters needed for microwave propagation studies (electron density and magnetic field) were calculated by means of numerical codes.
describing 2D plasma equilibrium for tokamak with a double-null diverter (EQUT) and stellarator (EQUS). The calculations were done for ITER Standard Case (B=4.85T, J=22kA, n(0)=1*10^{14} cm^{-3}, \beta_i=0.6, l_i=0.65) and U-2M Standard Case (B=2.4T, n(0)=1*10^{13} cm^{-3}, \alpha(0)=0.24, \alpha(a)=0.47).

The analysis of the auto-correlation functions for input and output signals and cross-correlation one for input and output signals for "U-2M" UX-mode reflectometry shows that the auto-correlations functions of input and output signals are similar and their half width is equal to 2.5 ns (inverse of frequency band width). The cross-correlation function demonstrates clearly the time lag of the noise signal in a plasma. The time lag for signals, which are reflected at the same distance from the plasma edge (40 cm) for two devices with a different plasma radius (ITER - 2.15 cm, U-2M - 0.3 m) is shown on Fig.1. The analysis of the time lag versus the cut-off layer distance for both experiments which was obtained by the probing frequency variation shows a strong diminution of average velocity \bar{v}_n of noise signal propagation in a plasma (\bar{v}_n(ITER) \approx 0.1c, \bar{v}_n(U-2M) \approx 0.03c). This give grounds for nontrivial and encouraging conclusion about comparatively larger slowing-down of noise microwave signal in devices of lesser size. Reason of this phenomenon is a considerable decrease of a wave group velocity only in a region adjacent to cut-off layer. Numeric calculations using code NOISIM allowed to evaluate the integration time which is necessary for obtaining of acceptable signal-to-noise ratio. From such calculations one can make a conclusion that for noise oscillator with a noise frequency band \Delta f \approx 0.5 GHz the acceptable integration time is of order of 10 \mu s. Of course the correlation technique can be used in a pulse radar reflectometry. Unquestionable advantage of the noise oscillator is much larger (factor of 30-50) output detector signal at equal radar oscillator power and correlator detector integration time (fig.2).

3. Noise correlation reflectometer for "Uragan-2M" torsatron

The noise correlation reflectometer is developed now in IRE for UX-mode reflectometry on the "Uragan-2M" torsatron. Basically the layout of the reflectometer repeats the homodyne reflectometer one; main differences are the noise oscillator and controlled delay line. Delay line with fixed delay time will be used for a time lag compensation in waveguides between oscillator and antenna. The controlled delay line have to provide a variable time lag corresponding to that in "Uragan-2M" plasma.

The noise oscillator is a source of stationary random signals of middle power (2-10 W) in the K_a-band. Operating principle of oscillator...
is based on the effect of dynamical stochastisation of 0-type backward wave tube oscillations due to nonlinear interaction between electron beam and longitudinal electric field of an intensive surface EM wave field of slow-wave structure. Stable generation and electron retuning of carrying frequency of stochastic oscillation spectrum is provided by use of wide band weakly resonant oscillatory system. Such generators allow to obtain stochastic signals in the frequency range of 30-100 GHz with the noise band 0.3-1.5 GHz and power of 10-0.5 W. Now the noise generators in the frequency band of 34-64 GHz with the noise band of 0.3-1 GHz and output power of 5-1 W are manufactured in the IRE.

The microwave controlled delay line consists of a set of short single-mode waveguides connected to each other via PIN-diode switches providing step-wise change of time lag during a time less than 10 ns. In the delay line which is being developed now the time lag step is chosen to be equal of 0.1 ns which corresponds for U-2M reflectometry the cut-off distance shift of order of 1 mm.

4. Conclusion.

We have shown that the stochastic microwave signals can be used in reflectometry for fusion plasma. Estimates of time lag ranges for UX-mode reflectometry for the "Uragan-2M" torsatron and experimental tokamak-reactor ITER are made. It is shown that the noise radar and pulse radar can be used for measurement of cut-off layer position even in a magnetic traps with plasma radius of 20-30 cm. The accuracy of cut-off layer position measurement is increasing in a large tokamaks. We hope that the proof-of-principle experiment which is planned now for the U-2M torsatron will reveal a possible difficulties which are not seen usually for a new approach.
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INVERSION OF RAIN DISTRIBUTION ALONG EARTH-SPACE PATH
BY METEOROLOGIC RADAR AND SATELLITE

Hu Da-Zhang
Qingdao Research Center of CRIRP
33 Fu Long Shan, Qingdao, China (266003).

Abstract: A new method on inversion of rain distribution along Earth-Space path by meteorologic radar and satellite is given in this paper. A inversed recurrent formula of specific attenuation of rain is derived from radar equation and a assume of exponent relation between specific attenuation of rain K and radar reflectivity Z, K=cZ**d. An optimum solution of parameter c and d is given by computer. The combined system of 713 meteorologic radar at frequency 5.4 GHz and B5-2B satellite receiver at frequency 12 GHz are described. Data of experiment and results of rain intensity distribution along Earth-Space path are also presented. This method may be applied to improvement for recent meteorologic radar with one frequency.

1. Introduction.
There are considerable error by conventional meteorologic radar, because they need to employ data of radar echo to determine two parameters of radar reflectivity and specific attenuation of rain. In order to reduce the error, a double frequency meteorologic radar [2] or double polarization meteorologic radar [3] are refered. Other method of radar-radiometer is presented by lu-lin [1], but the method is not right in begger rain, because radiometer have not high distinguish at bigger rain. Here a new method of radar-satellite is presented and its employment is not restricd by case of begger rain.

In the method of radar-satellite, both antenna of radar and satellite receiver all point to direction of satellite BS-2B (see Fig.(1)). The radar echo and satellite signal are received, simultaneously.

In general, the radar echo P(r) is given by following radar equation:

\[
P(r) = \frac{C_a}{r^2} Z(r) \exp(-2 \int K(r')dr')
\]

where

\[
C_a = \frac{\pi^\frac{3}{4} P h G \theta \varphi}{1024 \ln 2 \Lambda^4} \left(\frac{m+1}{m+2}\right)^4
\]

which

- r is a distance between radar and atmospheric precipitation (such as rain, cloud, snow and fog and so on);
- Z(r) are radar reflectivity from atmospheric precipitation;
- K(r) are specific attenuation of rain;
- P is peak power of transmit pulse;
- h is a special length of transmit pulse;
- G is antenna gain; \( \theta, \varphi \) are half-power-beam width of radar antenna at vertical and horizon plane, respectively. The parameter of \( m \) is complex index of refractivity of rain water. In equation (1), the radar echo intensity depend on both radar reflectivity and the specific attenuation of rain along Earth-Space path. Because both radar reflectivity and specific attenuation of rain are determined by raindrop size distribution and rain type, they have some inner re-
lation. In order to simplify problem, an exponent relation between radar reflectivity and specific attenuation of rain is assumed as:

\[ K = cZ^d \]  

(3)

where coefficients of c and d are determined by experiment.

The space distribution of rainfall intensity are assumed from \( r_1 \) to \( r_{n+1} \) (see Fig.1). In the range from \( r_i \) to \( r_{i+1} \) the rainfall intensity is \( R_i \). Substituted eq.(3) into eq.(1), the specific attenuation of rain \( K \) is represented by measured value of radar echo \( P(r_i) \), \( i=1,2,...,n \) and value of parameters \( c \) and \( d \) as the following recurrent equational set:

\[ P(r_1)r_1 \frac{d}{Ca} \]

\[ K_1 = c \]

\[ P(r_2)r_2 \frac{2K_1(r_2-r_1)}{d} \]

\[ K_2 = c \]

\[ P(r_n)r_n \frac{2\sum K(r_{i+1}-r_i)}{d} \]

\[ K_n = c \]

(4)

Because both antennas of radar and satellite receiver all point to same direction, the satellite attenuation of rain can wrote as

\[ A(dB) = \sum_{i=1}^{n} K_i(r_{i+1}-r_i) \]  

(5)

The equations of (4) and (5) are a contradictory equation set, which have \( n+1 \) equations and have \( n+2 \) unknown numbers (They are the parameters of \( c \), \( d \) and \( K_i \), \( i=1,2,...,n \)). In order to solve the contradictory equations, an optimum solution method is presented below section. After solving the specific attenuation of rain \( K \), the rain intensity can be solved by Olsen formula (4) as:

\[ b \]

\[ K = aR \]  

(6)

where coefficients \( a \) and \( b \) are depended by the operate frequency and raindrop size distribution. For famous M-P model of raindrop size distribution, \( a=0.00213 \) and \( b=1.209 \) at frequency of 5.4 GHz. If both radar frequency \( f_1 \) and satellite frequency \( f_2 \) is not same, a formula of scala frequency can be used by CCIR [5] as:

\[ A_2 = A_1*G(f_2)/G(f_1) \]  

(7)

where

\[ G(f) = \frac{1.72}{(1+3*10^{-7})} \]

(8)

where \( A_1 \) and \( A_2 \) are specific attenuation of rain at frequencies \( f_1 \) and \( f_2 \), respectively.

3. Optimum solution of parameters \( c \) and \( d \)

Based on empirical relation between radar reflectivity \( Z \) and rain intensity \( R \), \( Z=200R^{1.6} \) and Olsen formula eq.(6), the typical value of parameters \( c \) and \( d \) is as \( c=0.00004 \) and \( d=0.75 \). The range of parameter \( c \) is from \( 10^{-4} \) to \( 10^{-7} \) and the range of parameter \( d \) is from 0.6 to 1.2. In order to find the optimum solution of parameters \( c \) and \( d \), a objective function is introduced as:
\[ Q = [A - \sum_{i=1}^{n} \kappa_i(r_{ij} - r_{i})]^{d} \]  

where \( A \) is measured attenuation of rain by satellite receiver. If both frequency of radar and frequency of satellite are not same, the value of rain attenuation of radar is scaled by equation (7). Under sum sign the term of \( \kappa_i(r_{ij} - r_{i}) \) is represent as the predictive value of rain attenuation.

A program figure of the optimum solution of rain intensity distribution is shown in the Fig.(2). There are two compared ring to approach true value of parameters c and d. One ring is used to find the optimum parameter of d with step length \( \Delta d \), when fixed parameter of c (c=10**(-4)), where d=10**(-J), the range of(-J) from (-1) to (-4) (corresponds to accuracy with 10**(-4)). Other ring is used to find the optimum parameter of c with step \( \Delta c \), when the parameter of d is fixed as optimum value solved by above ring, where c=10**(-m), the range of (-m) from (-7) to (-11) (corresponding to accuracy with 10**(-12)). Each ring includes a lot of compare process, which found two values of Q (corresponding to parameters c and d) and Q' (corresponding to parameters of c' and d') by equation (8), then compared two Q and Q', the smaller value of Q (or Q') is as new initial value of Q. Simulating above process, chose a new parameter of c' (or d'), with some step length of c (or d), until to find the optimum value of c (or d'), which corresponding to a minimum value of Q. Based on this optimum parameters of c and d, the value of specific attenuation of rain K by equation (3) are found. Finally, The rain intensity distribution are solved by optimum value of K by formula (6).

4 Experimental system

The experimental system is shown in the Fig.1. Both antennas of radar and satellite are co-sited and pointed to direction of satellite BS-2B. After the data of radar and satellite receiver are collected, they are passed a conversion A/D and entered into a computer of IBM-PC/XT. The equipment is established in Qingdao of China, where longitude is E 120°19', the latitude is N 34°4' high of sea level is 114 m, the azimuth is 179°52' and elevation is 46°44'. The parameters of radar and satellite are shown in the Table 1. Substitute radar parameters into eq. (2), the parameter of \( C_a=1.91*10^{-11} \) (mm km^-1 mm^-6).

Table 1. The parameters of radar and satellite.

<table>
<thead>
<tr>
<th>Radar</th>
<th>Satellite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency f=5.4 GHz</td>
<td>Frequency f=12 GHz</td>
</tr>
<tr>
<td>Peak transmit power P=260KW</td>
<td>P=100W</td>
</tr>
<tr>
<td>Pulse duration h=1s</td>
<td>Longitude of BS-2B: E 110</td>
</tr>
<tr>
<td>Antenna size D=3.8m</td>
<td>D=5</td>
</tr>
<tr>
<td>Antenna gain G=38dB</td>
<td>Antenna Gain</td>
</tr>
<tr>
<td>Beam width =</td>
<td>=1.2</td>
</tr>
<tr>
<td>Min. detectable I/107mw</td>
<td>G=53dB</td>
</tr>
</tbody>
</table>

5 Data and results

Typical data of radar echo and satellite attenuation of rain at July 31, 1986 in Qingdao are shown in table 2 and Fig. 3. There are data of three sets, which repre-

Fig. 2. The program of optimum solution of rain distribution by radar-satellite.
sented three kind of rain: begger, middle and small rainfall. The results of parameters of sec, d and Q are listed in the Table 2. The results of rain intensity distribution \( R(r) \), radar reflectivity distribution \( Z(r) \), specific attenuation of rain \( K(r) \) and radar echo \( P(r) \) are shown in the Fig. 3. The paraments of c and d are very close value given by Joss, where \( c = 3.15 \times 10^{-4} \) and \( d = 0.732 \) [6]. Results of mean square error \( Q \) are smaller than 0.1 dB from Tab. 2, it is shown that the method of radar-satellite is available.

Table 2. Typical rain

<table>
<thead>
<tr>
<th>Time</th>
<th>Kind of Rain</th>
<th>( A(dB) )</th>
<th>( c )</th>
<th>( d )</th>
<th>( Q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>22:36</td>
<td>Heavy Rain</td>
<td>5.0</td>
<td>7.90 ( \times 10^{-5} )</td>
<td>0.791</td>
<td>1.0966</td>
</tr>
<tr>
<td>22:43</td>
<td>Mid. Rain</td>
<td>3.0</td>
<td>1.79 ( \times 10^{-4} )</td>
<td>0.691</td>
<td>0.00738</td>
</tr>
<tr>
<td>22:52</td>
<td>Small Rain</td>
<td>1.3</td>
<td>1.79 ( \times 10^{-4} )</td>
<td>0.691</td>
<td>0.00028</td>
</tr>
</tbody>
</table>

6. Conclusions

This paper has present a new method for measured rainfall intensity along Earth-Space path. In improving measured method by single frequency radar, it has three areas:

(1). It can determines the radar reflectivity, the specific attenuation of rain and rainfall intensity on Earth-Space path. It has the problem of measured principle by single frequency radar, which need assume the factor of specific attenuation of rain are very smaller and neglectful.

(2). It is not necessary to measure the radar parameters of \( C_a \). which includes the radar transmit power, antenna gain, beam width, because a new parameter \( c/C_a \) repre- ntes the parameters of \( C_a \) in the eq(4), here the paraments \( c/C_a \) is found by optimum method.

(3). The radar-satellite method is available for any kind of rain, because the rain is heavy, distinguish of measured attenuation is good, but the radar-radiometer method is not available when heavy rain, because distinguish of measured temperature by radiometer is not high when heavy rain.
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CORRELATION OF CLOUDINESS AND RAIN COMPONENTS OF MILLIMETER
RADIO WAVE ATTENUATION IN HYDROMEETEOROLOGICAL FORMATIONS
IN THE TROPOSPHERE

V. V. Stroganov
Radiophysical Research Institute
Nizhny Novgorod 603600, Russia

Measurements by the method of remote radio sounding in the
spaced points of zenith attenuation at 4, 8, 13.5 and 30 mm
wavelengths in the troposphere with clouds and rain show that
times and distances of correlations of these attenuations are in
the 3-35 minute intervals and 2-20 km, respectively,
independently on the rain intensity.

Measurements show that cloudiness and rain components of
attenuation are badly correlated between each other. If falling
rains are strictly connected with regions of cloudiness, the rain
drops on the zenith path appeared to be fallen from different
regions of a moving cloud that makes the rain structure the
oblique-stratified character. Taking into account that
velocities of the drops falling differ on the average by a number
of two for mizzly rains and pouring ones, it should be expected
that the time of attenuation correlation in mizzly rain will
exceed that of a strong pouring rain (with similar wind
velocity).

The role of rain in the attenuation of millimeter waves
increases relative to the cloud with an increase of the
wavelength in strong pouring rains but drops in mizzly rains.
This is confirmed by the correlation of the rain intensity with
attenuation at different wavelengths. For mizzly rains, the
coefficient of the intensity correlation with attenuation
increases with decrease of the wavelength. The inverse is
observed in a strong pouring rain (30 + 70 mm/hr.); the
coefficient of the intensity correlation with attenuation drops
with the wavelength decrease. Here, the time of correlation is
changed that testifies to the fact that times of attenuation
correlation of millimeter wavelengths in the rain and cloudiness
parts are different.

For a pouring rain (Fig. 1), the autocorrelation functions
of the rain intensity and 30 mm wavelength attenuation (curves
4 and 3, respectively) coincide. This is explained by the fact
that a contribution of a cloud into the 30 mm wave attenuation in
strong pouring rains is small in comparison to that of the rain.
It is evident that time of correlation found over these two curves are due to the rain and can be considered the time of correlation of the rain component of millimeter wave attenuation.

Curves in Figure 1 (1 and 2) are the correlation of 4 and 8 mm wave attenuation and the autocorrelation of one of them. Curves are also practically coincided, but the time of correlation found exceeds twice the time of correlation found from the first two curves. It can be explained by the role of cloudiness only. Time of correlation of millimeter radio wave attenuation in cloudiness part in case of a strong pouring rain is larger (in the given case by two times) than the time of correlation of attenuations in the rain part.

It is on the contrary for mizzly rain (Fig. 2). The time of correlation of 4 mm wave two times smaller than that of the rain intensity of autocorrelation (curves 1, 2, respectively). From here it follows that the time of correlation in millimeter radio wave attenuation in mizzly rain is twice as large as the time of correlation in the cloudiness part of the cloud-rain system. In particular, it explains the observed double saturation of the structural functions of millimeter wave attenuation in clouds with mizzly rains (the first saturation is due to cloudiness, the second is due to rain. The time of saturation is two to three times larger). The differences of correlation times for millimeter radio wave attenuation in the rain and cloudiness components of hydrometeorological formations for pouring and mizzly rains denote that the mean dimensions of inhomogeneities of strong rain (horizontal) are smaller than that of the cloudiness, while dimensions of inhomogeneities of mizzly rain exceed that of the cloudiness.
RAIN INDUCED DEPOLARIZATION AT MILLIMETRE AND SUB-MILLIMETRE WAVES IN A XI'AN ENVIRONMENT

Y.Yan
(Xidian University, Xi'an, 710071, China)

ABSTRACT

The rainfall rate accumulative distribution, raindrop size distribution and raindrop canting angle distribution in Xi'an have been obtained using the least square method from the data measured over a long period of time. The rain induced depolarization in this environment has been studied. The cross polarization discrimination, XPD, was computed over a frequency range of 30 GHz to 400 GHz for non-spherical drops. The variations of XPD with frequency, rainfall rate and copolar attenuation, CPA, were investigated. A mathematical relationship was established between the XPD and CPA, raindrop canting angle. The results obtained using the Xi'an raindrop size distribution have been compared with those assuming the Laws and Parsons (L-P) distribution. The role of multiple scattering also has been discussed. It is shown that the multiple scattering play an important part in short millimetre and sub-millimetre waves.

INTRODUCTION

The ever increasing demand for high capacity radio channels has led to the use of orthogonal polarization and higher frequency range in order to increase channel capacity without the attendant increase in bandwidth. Rainfall is a major impairment to radio wave propagation at millimetre and sub-millimetre waves. This had lead to the interest of many workers in the study of rain induced attenuation and depolarization on terrestrial and earth-space communication links. In the system using orthogonal polarizations, it becomes necessary to model the true shape of the raindrop as closely as possible in order to fully study the effect of rainfall on the electromagnetic wave propagation. Consequently, the spheroidal drop shape and in recent times the Pruppacher-Pitter drop shape have been assumed for scattering purposes. The non-spherical shape results in differential attenuation and differential phase shift of the orthogonal polarizations, thus leading to further signal degradation in the form of depolarization.

Understanding depolarization properties of the transmission medium is of crucial importance in planning frequency reuse by employing orthogonal polarization in a radio communication system. The rain induced depolarization, which concurs with heavy rain attenuation, is determined by locally rainfall, raindrop size distribution and raindrop canting angle distribution. In this paper, rain induced depolarization has been studied using the Xi'an raindrop size distribution and raindrop canting angle distribution. The purpose of this paper is to assess our current considering of the rain induced depolarization at millimetre and sub-millimetre waves and to discuss the relationship between the XPD and CPA and the role of multiple scattering.
RAIN MEDIUM PARAMETER IN XI’AN ENVIRONMENT

In order to study rain induced depolarization at millimetre and sub-millimetre waves, it is necessary investigating rainfall rate, raindrop size and canting angle distribution.

1. Rainfall Rate Accumulation Distribution
The equation of rainfall rate accumulative distribution is obtained using the least square method from the 5-minute data measured in Xi’an over a long period of time (eleven years).

\[ p(x > R) = 0.001694e^{-0.16R} \] (1)

where, \( R \) is the 5-minute rainfall rate (mm/hr), \( p(x > R) \) is the probability exceeded the mean year time of arising rainfall rate \( R \).

2. Raindrop Size Distribution
In the Xi’an area, the raindrop data have been measured with different methods, in different time, different climate condition. Then, the equation of raindrop size distribution has been obtained using the least square method.

\[ n(D) = 5612.29e^{-3.74R - 0.2W} \] (2)

where, \( D \) is the diameter of raindrop (mm), \( n(D) \) is the function of raindrop size distribution. The data were measured in the condition: rainfall rate is smaller than 20 mm/hr.

3. Raindrop Canting Angle Distribution
The equation calculating raindrop canting angle distribution has been obtained using the least square method from the data measured with different methods.

\[ p(\theta) = \frac{1}{\sqrt{2\pi s}} e^{-\frac{(\theta - u)^2}{2s^2}} \] (3)

where, \( \theta \) is the raindrop canting angle, \( u \) is the average value of raindrop canting angle which has Gaussian statistical distribution, \( s \) is the standard deviation, \( p(\theta) \) is the distribution function of raindrop canting angle. The data were measured in the condition: rainfall rate is smaller than 40 mm/hr.

CALCULATION OF RAIN INDUCED POLARIZATION

In frequency reuse system employing orthogonal polarization, the interfering crosstalk between the two channels through depolarization caused by raindrops can severely restrict the utility of such system. The degree of depolarization may be represented by the ratio of cross-polarized to copolarized signals at the receiver.

The depolarization effect can be evaluated in terms of the cross-polarization discrimination \( XPDH \), \( XPDV \), where \( H \), \( V \) refer to horizontal and vertical polarizations, respectively. In the condition of single scattering, the cross-polarization discrimination is given by (reference 1).

\[ XPDH = 20\log_{10} \left( \frac{(v + h) - (v - h)\cos2ue^{-2s^2}}{(v - h)\sin2ue^{-2s^2}} \right) \] (4)

\[ XPDV = 20\log_{10} \left( \frac{(v + h) + (v - h)\cos2ue^{-2s^2}}{(v - h)\sin2ue^{-2s^2}} \right) \] (5)

where, \( v = e^{-kh} \), \( h = e^{-kh} \), \( kv \) and \( kh \) are propagation constants of two characteristic.
polarization of waves without depolarizations, respectively. L is the effective distance across the flat rain region.

The variation of XPD with rainfall rate at 35GHz and 300GHz is illustrated in figure 1 for terrestrial links. Figure 2 show the variation of XPD with frequency from 30GHz to 400GHz.

VARIATION OF XPD WITH COPOLAR ATTENUATION

Measurement of copolar attenuation and rainfall rate are easier than that of cross polarization discrimination. Therefore, it is interesting to have a formula to infer XPD with the prior given value of CPA. From the equation (1), a formula of computing XPD in terms of CPA can be represented as.

\[
XPD = CPA - 20\log(e^{CPA/10} - e^{CPA/70}) - 20\log(tg\theta)
\]  

(6)

Figure 3 shows the variation of XPD with CPA at 34.8GHz, comparing with the formula to compute XPD in terms of CPA suggested by CCIR (reference 2). It can be seen that the result of equation (6) is more in agreement with the measured values than that of equation suggested by CCIR.

THE ROLE OF MULTIPLE SCATTERING

As the operating frequencies of communication systems more higher into the millimetre wave region, the effect of multiple scattering in precipitation media become more significant. Considering the effect of multiple scattering, the rain induced cross polarization discrimination can be given by (reference 3).

\[
XPD_H = 20\log\left(1 - \frac{2\pi}{K_0} L \int [(1 - F_0) f_h + \frac{1}{2} F(f_h + f_v) + \frac{1}{2} F(f_h - f_v) \cos 2\theta] \right) \sin 2\theta \, da
\]

(7)

\[
XPD_V = 20\log\left(1 - \frac{2\pi}{K_0} L \int [(1 - F_0) f_v + \frac{1}{2} F(f_h + f_v) - \frac{1}{2} F(f_h - f_v) \cos 2\theta] \right) \sin 2\theta \, da
\]

(8)

where, \(k_0\) is the wave number in free space, \(F_0\) is the ratio of spherical shape to total. F is that of the non-spherical shape, \(f_h\) and \(f_v\) is the forward scattering coefficient of non-spherical shape raindrop to horizontal and vertical polarizations, respectively. \(a\) is the radius of raindrop.
Figure 4 shows the comparison of multiple scattering and single scattering at frequencies of 34.8GHz, 94GHz and 400GHz, respectively. It can be seen that the role of multiple scattering in short millimetre and sub-millimetre band become more significant.

CONCLUSION

The rain induced depolarization in a Xi'an environment has been studied over a frequency range of 30GHz to 400GHz in terms of cross polarization discrimination, using a Xi'an raindrop size distribution and raindrop canting angle distribution measured with different method. A theoretical relationship of computing cross polarization discrimination in terms of copolar attenuation and average canting angle of the raindrops has been developed for terrestrial links in millimetre wave band. It is more convenient than the formula to compute XPD in terms of CPA suggested by CCIR. The role of multiple scattering has been discussed. It is shows that the effect of multiple scattering play an important part in short millimetre and sub-millimetre band.
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MEASUREMENTS OF ATMOSPHERIC ATTENUATION
IN THE REGION OF 300 GHz

N. I. Furashov, V. Yu. Katkov and B. A. Sverdlov
Radiophysical Research Institute
Lyadov Street 25/14
Nishniy Novgorod 603600, Russia

An experimental range has been designed to study interaction of millimeter and submillimeter wavelength radiation with the near-ground atmospheric layer. The range consists of a transmitter, a receiver, and a 1-km maximum path length one-way transmission link equipped with meteorological instrumentation. The transmitter and receiver antennas comprise 920-mm diameter mirrors. Backward wave oscillators are used as sources of radiation in the frequency range up to 1000 GHz. The transmitted and received signals are recorded by pneumatic or crystal detectors.

This paper presents experimental results obtained to date on molecular absorption by water vapor at 260 and 340 GHz as well as on attenuation by hydrometers at 260 GHz. Measurements were carried out at the 1-km path length. Stability of the radio system gain estimated by analyzing the scatter of molecular absorption data and their reproducibility in the similar clear air conditions were no worse than ± 0.2 dB at 260 GHz and ± 0.3 dB at 340 GHz, during a few months. The rapid fluctuations in the received signals caused by atmospheric turbulence had the rms amplitudes of 1-5% and the spectral widths (at half maximum) of 0.3 - 5 Hz.

Molecular absorption by water vapor. By processing jointly new experimental material and the data obtained by us earlier in laboratory and field measurements, a semi-empirical formula has been derived for the atmospheric absorption coefficient ρ (in dB/km) at 340 GHz:

\[ \rho = (0.107 \pm 0.008) 10^{-2} \ e \ P \ (306/T)^{3.3} \]
\[ + (0.012 \pm 0.002) \ e^2 \ (306/T)^{12} \pm 5, \]

where e and P are partial water vapor pressure and dry air pressure, respectively, in Torrs; T is air temperature in deg. k, e = 3-25 Torr, T = 269-306 K. This result was one of those used to calibrate an algorithm for computing microwave absorption by water vapor [1]. The absorption coefficient values of 0.7 to 4.4 dB/km measured at 260 GHz in the ranges T = 260-283K, e = 1.3-8.8 Torr (relative humidity up to 100%) coincide with those predicted by the method [1] within the experimental uncertainties. Nearly the same absorptions at 260 and 340 GHz are given by the model.
[2] that predicts essentially different (lower) absorption levels than the method [1] does only at frequencies below approximately 50 GHz.

No anomalies of the kind [3-5] (extremely high temperature dependence of the absorption coefficient, effect of sunlight on the absorption) were observed at the measurement frequencies.

**Attenuation by rain.** To accurately measure the water equivalent precipitation rate R, a high sensitivity precipitation gauge of the weighting type has been constructed. The gauge has a resolution of 0.03 to 0.3 mm/h and a precipitation accumulation time of 60 to 10s.

The measured dependencies of the attenuation coefficient \( \Gamma \) on the rain rate were compared with those calculated for various raindrop size distributions in [6]. As waited, the comparison shows significant variability of size distribution. For example, during a 2.5-h moderate rain accompanied by thunder (\( R \leq 20 \) mm/h) the averaged experimental dependence \( \Gamma(R) \) corresponds to the LP distribution. At the same time, for a 1.5-h period (\( R \leq 8 \) mm/h) the experimental points were grouped almost continuously in time around a curve calculated for the J-T distribution. The J-d distribution was found to be most appropriate for the prediction of attenuation by a typical autumn light rain (\( R \leq 1 \) mm/h).

**Attenuation by snowfall.** On the whole, nine snowfall events have been studied. In four cases, falling snow was classified as wet, the others as moist. The average values of specific attenuation were 2.3 dB/km/mm/h for moist snow (\( R \leq 1.3 \) mm/h, \( T = -12 - +0.3 \) C) and 6 dB/km/mm/h for wet snow (\( R \leq 0.8 \) mm/h, \( T = +0.3 - +1.6 \) C). The maximum scatter of the data was about 50%.

**Attenuation by fog.** A regression relationship between the attenuation coefficient \( \Gamma \) and the visibility \( V \) was found to be \( \Gamma = 120/V \) (\( V = 50 - 1000 \) m, \( T = +3 \)C). To investigate deeply attenuation by fog, now we are working at the construction of a fog liquid water content meter.
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THE INTEGRATION TIMES AND THE RAINFALL CLIMATIC CLASSIFICATION IN CHINA

Dong Qingsheng
(Qingdao Research Center of CRIRP, Qingdao, China)

ABSTRACT

The statistical characteristics of rainfall intensity observed at a given point will depend on the integration time of the rain gauge. According to the analyses of the experimental data, the conversions between five (ten) minutes and one minute rain rate distributions are discussed in this paper. The one minute rain rate cumulative distributions and the rainfall climatic classifications of the typical regions in China are given too.

INTRODUCTION

The rainfall can cause the serious attenuation and depolarization in MM wave band. It is important to research the statistical characteristics of rainfall intensity. Because of the rapid varying nature of the rain rate at a given point the cumulative rain rate distribution observed will depend on the integration time of the rain gauge and the different integration times of the gauge will result in the different statistical characteristics of rain rate. The rainfall with high intensity, rain storm or heavy rain, tends to be concentrate in a short period of time, typically a few minutes. A short integration time of one minute will be appropriate for the purposes of the rain attenuation prediction and of the rainfall climatic classifications because longer integration time will smooth the peak value of the rainfall intensity. The long-term rain rate distributions with five or ten minutes integration time are readily available in the radio meteorological services in China. It is urgent need that these data are converted to equivalent one minute rain rate distributions in order to complete the rainfall climatic classification in China. According to the analyses of the experimental data the conversions between one minute and five(ten) minutes rain rate distributions are discussed in this paper. The equivalent cumulative distributions of the one minute rain rate and the rainfall climatic classifications of the typical regions in China are given.

THE DISCUSSIONS FOR APPROXIMATE CONVERSION FORMULA

Recent analyses suggest that the rain rate distribution is better described by a model, i.e.

\[ P(R>r) = a \cdot \exp\left(-ur\right)/r^b \]  \hspace{1cm} (1)

where

\[ b = 9.22 \cdot R_{50}^{0.4} \]  \hspace{1cm} (2)

\[ a = 0.0001 \cdot R_{50}^{b} \cdot \exp\left(uR_{50}\right) \]  \hspace{1cm} (3)

\[ u = 0.015 - 0.045 R_{50} \]  \hspace{1cm} (4)
The accurate value of $u$ not only depend on the geographical features of a region but also depend to the integration time of the rain gauge. Let $P_t \left( R_t \right)$ and $P_{10} \left( R_{10} \right)$ be the rain rate distributions with one minute and 10 minutes (five minutes or ten minutes) integration time at a given point respectively. Then,

$$P_t \left( R_t \right) = a_t \exp \left( -u, R_t \right) / R_t^b$$

(5)

$$P_{10} \left( R_{10} \right) = a_{10} \exp \left( -u, R_{10} \right) / R_{10}^b$$

(6)

Let $R_t = R_{10} = R$, i.e. corresponding to the same rain intensity, and $u, = \pm u$, where this is an approximation between one minute integration time and five (ten) minutes integration times, an approximate conversion formula can be obtained:

$$P_t \left( R / P_{10} \left( R \right) = \left( a_t / a_{10} \right) \left( R / R_{10} \right)^{b-1} \right.$$

(7)

The formula (7) is used to provide the conversion between the rain rate distributions with integration times of five (or ten) minutes and one minute. The coefficients $A$ and $B$ will be determined by the regressive analyses of the experimental data.

THE REGRESSIVE ANALYSES OF THE EXPERIMENTAL DATA

In order to determine the coefficients $A$ and $B$, the rain rate is measured on three different integration times: one minute, five and ten minutes, at Xingwaiang, Henan; 1985-1988; with tipping-bucket rain gauges; Qingdao, Shandong, 1986-1988; with the tipping-bucket rain gauges; and Guangzhou, Guangdong, 1989-1990; with photometric gauges respectively. Because the influence of integration time is most evident in the heavy rain and the rainstorm, the rain rate data of 960 minutes and 1030 minutes are collected from 15 heavy rain events in 1985-1988 at Xingwaiang and from 25 heavy rain events in 1986-1988 at Qingdao respectively. The coefficients $A$ and $B$ are determined by the loglog regression of the experimental data:

$$P_t \left( R \right) = 0.0330 R^{0.976}$$

at Qingdao \( R > 30 \text{ mm/h} \)

(3)

$$P_t \left( R \right) = 0.073 \ R^{1.3/7}$$

at Qingdao \( R > 30 \text{ mm/h} \)

(9)

$$P_t \left( R \right) = 0.1110 R^{0.599}$$

at Xingwaiang \( R > 20 \text{ mm/h} \)

(10)

$$P_t \left( R \right) = 0.1024 R^{1.442}$$

at Xingwaiang \( R > 20 \text{ mm/h} \)

(11)

$$P_t \left( R \right) = 0.1150 R^{1.192}$$

at Guangzhou \( R > 30 \text{ mm/h} \)

(12)

where $P_t \left( R \right)$, $P_t \left( R \right)$, and $P_{10} \left( R \right)$ is the probability of rain rate $R$ with one minute, five minutes and ten minutes respectively. The comparisons of the conversion values obtained from eqs. (3) and (12) and the measurement from the rain rate cumulative distributions with different integration times. The error is less than 1% and 10% when $P_t \left( R \right)$ and $P_t \left( R \right)$ respectively.

The conversion formulas at Xingwaiang, Henan, Xingwaiang and Guangzhou falling in the same rain region classification respectively. In order to examine the utility of the conversion formula, the long-term cumulative distribution values of rain rate from China, Canada, Japan, zone and Finland "B zone" are regressed. As same as above, we can obtain:

COPY AVAILABLE TO DTIC DOES NOT PERMIT FULLY LEGIBLE REPRODUCTION
The error analyses shown that the conversion error is less than 10% at Ottawa and 5% at Finland.

RAINFALL CLIMATIC CLASSIFICATION OF THE TYPICAL REGIONS IN CHINA

Because of the lack of the rain rate data with one minute integration time, the rainfall climatic classification in China is very rough in CCIR Report 563. It may be believed that there are same conversion relationship between rain rate distributions with different integration time in the same rainfall climatic zone. Therefor by means of the above conversion formula (8) (16) (corresponding to L, M, N, K and E zone respectively) and the long term rain rate cumulative distributions (>10 years) with five or ten minutes integration time, the equivalent one minute rain rate cumulative distributions and the rainfall climatic classification at the typical regions of China are shown at Tab.1.

Table 1 Equivalent one minute rain rate cumulative distribution (mm/h)

<table>
<thead>
<tr>
<th>Region</th>
<th>Location</th>
<th>Time probability %</th>
<th>Rain climatic zone</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beijing</td>
<td>39°48'N 116°23'E</td>
<td>0.03  56  84  117</td>
<td>M</td>
</tr>
<tr>
<td>Zhenzhou</td>
<td>34°43'N 113°39'E</td>
<td>0.01  58  82  114</td>
<td>M</td>
</tr>
<tr>
<td>Jinan</td>
<td>36°41'N 116°59'E</td>
<td>0.003 71 112 152</td>
<td>L</td>
</tr>
<tr>
<td>Qingdao</td>
<td>36°04'N 120°19'E</td>
<td>0.001 75 107 158</td>
<td>L</td>
</tr>
<tr>
<td>Nanjing</td>
<td>32°19'N 118°48'E</td>
<td>37  65 105 146</td>
<td>L</td>
</tr>
<tr>
<td>Nanchong</td>
<td>23°40'N 115°53'E</td>
<td>46  74 110 144</td>
<td>L</td>
</tr>
<tr>
<td>Taiyuan</td>
<td>37°47'N 115°33'E</td>
<td>17  32  61 92</td>
<td>K</td>
</tr>
<tr>
<td>Nanzhou</td>
<td>36°03'N 103°53'E</td>
<td>15  26  45  65</td>
<td>E</td>
</tr>
<tr>
<td>Yinchuan</td>
<td>38°24'N 106°13'E</td>
<td>11  22  44  65</td>
<td>E</td>
</tr>
<tr>
<td>Nanning</td>
<td>22°49'N 108°41'E</td>
<td>78  114 155 195</td>
<td>N</td>
</tr>
<tr>
<td>Guangzhou</td>
<td>23°08'N 113°19'E</td>
<td>81  116 159 198</td>
<td>N</td>
</tr>
</tbody>
</table>
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MM WAVE PROPAGATION EXPERIMENT IN SAND DUST STORM AND SMOKE

Dong Qingsheng
(Qingdao Research Center of CRIP, Qingdao, China)

ABSTRACT

The situation of the MM wave propagation experiment in the sand dust storm and smoke at Jinan, Shangdong, China are introduced and the attenuation by the sand dust storm and smoke are discussed.

INTRODUCTION

The absorption and the scattering of flying dust particles and smoke can cause the attenuation of signal energy. The attenuation depends on the physical characteristics of the dust particles and smoke, for example, the shape, the size distribution and the permittivity. Because of the lack of knowledge of the physical characteristics it is very difficult for the calculation and the model analysis of the attenuation due to the sand dust storm and the smoke in MM wave band. The direct propagation measurements are desired. A MM wave propagation experiment in sand-dust storm and smoke is completed by Qingdao Research Center of CRIP at Jinan(36°41'N,116°59'E), China in Apr. 1991. The frequencies of MM wave propagation path are 35 GHz, 72 GHz and 93 GHz. The length of the path is 770 m and 130 m respectively. At first, the 770 m experiment path is set up at the large sandhill area closed to Yellow River to measure the attenuation due to flying sand-dust particles by wind and due to smoke. At second, the 130 m experiment path is set up at a sandy road to measure the signal attenuation due to the sand-dust storms by high-speed travel of a vehicle. The measurement systems of the experiment path are made up of the MM wave measurement system, the visibility instrument, the precipitation integration instrument and meteorological instruments as shown as Fig 1. The performances of MM wave measurement system are indicated at Tab.1. In the following sections the experiment data about the physical characteristics of sand-dust particles and the attenuation due to sand-dust storms and smoke are discussed.

Tab.1 The Performance of MM Wave Measurement Systems

<table>
<thead>
<tr>
<th>Transmitter</th>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency GHz</td>
<td>35 72 93</td>
</tr>
<tr>
<td>Antenna</td>
<td>Cassegrain</td>
</tr>
<tr>
<td>Aperture CM</td>
<td>60 50 50</td>
</tr>
<tr>
<td>Gain dB</td>
<td>45 50 53</td>
</tr>
<tr>
<td>Dynamic range dB</td>
<td></td>
</tr>
<tr>
<td>Discriminability dB</td>
<td>0.1 0.1 0.1</td>
</tr>
</tbody>
</table>

MM WAVE PROPAGATION IN THE SAND-DUST STORMS

3.1. The Physical Characteristics of the Sand Dust Particles.
The sand-dust particles can cause the absorb and the scattering of MM wave signal. Assume the shape of the particle is sphere, we can obtain the attenuation by the Rayleigh approximation:

\[ A = 1.029 \times 10^6 \cdot \varepsilon''(\varepsilon'' + 2\varepsilon''') \int r^3 N(r) \, dr \, \text{dB/km} \]  

(1)

where \( \varepsilon = \varepsilon' - j\varepsilon'' \) is the permittivity of the sand-dust particle. Therefore the attenuation due to the sand-dust storm will depend on the particle shape, the particle size distribution and the permittivity.

(1). The Particle Size Distribution.

The measurement results of the six samples of the flying sand-dust particle in the experiments are shown in Tab.2. It is evident that the particles with size range 0.04-0.15 mm are about 80% of total number.

Tab.2 The Size Distribution Of The Sand-Dust Particles

<table>
<thead>
<tr>
<th>Diameter mm</th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
<th>Sample 5</th>
<th>Sample 6</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30&gt;D&gt;0.15</td>
<td>25</td>
<td>5</td>
<td>20</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>0.15&gt;D&gt;0.10</td>
<td>20</td>
<td>20</td>
<td>20</td>
<td>35</td>
<td>5</td>
<td>10</td>
<td>18</td>
</tr>
<tr>
<td>0.10&gt;D&gt;0.05</td>
<td>30</td>
<td>60</td>
<td>45</td>
<td>65</td>
<td>65</td>
<td>50</td>
<td>52</td>
</tr>
<tr>
<td>0.05&gt;D&gt;0.04</td>
<td>15</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>25</td>
<td>13</td>
<td></td>
</tr>
<tr>
<td>0.04&gt;D&gt;0.02</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
<td>5</td>
<td>5.3</td>
</tr>
<tr>
<td>0.02&gt;D</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.7</td>
<td></td>
</tr>
</tbody>
</table>

(2). Particle Shape.

The particle shape is very irregular. The shape analyses of two typical samples are shown in Tab.3. It is clear that the shape of most particles is non-spheric.

Tab.3 The Shape Of The Sand-Dust Particles

<table>
<thead>
<tr>
<th>Diameter mm</th>
<th>Sphere</th>
<th>Spheroid</th>
<th>Edge type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample 1</td>
<td>Sample 2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>0.30&gt;D&gt;0.15</td>
<td>20</td>
<td>20</td>
<td>60</td>
</tr>
<tr>
<td>0.15&gt;D&gt;0.10</td>
<td>15</td>
<td>25</td>
<td>50</td>
</tr>
<tr>
<td>0.10&gt;D&gt;0.05</td>
<td>16</td>
<td>34</td>
<td>50</td>
</tr>
<tr>
<td>0.05&gt;D&gt;0.04</td>
<td>30</td>
<td>34</td>
<td>40</td>
</tr>
<tr>
<td>0.04&gt;D&gt;0.02</td>
<td>40</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>0.02&gt;D</td>
<td>40</td>
<td>60</td>
<td>60</td>
</tr>
</tbody>
</table>

(3). Complex Permittivity.

The permittivity of the sand-dust particle will depend on the moisture content. The measurement data of the permittivity are very scarce in MM wave band. The measurement values of the permittivity of the sandy soil collected in the experiment at 33.5 GHz are shown in Tab.4.

Tab.4 The Permittivity Of The Sand-Dust

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Soil Type</th>
<th>Moisture Content %</th>
<th>Permittivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.5 GHz</td>
<td>Sandy soil</td>
<td>0</td>
<td>2.51-30.0343</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>3.11-30.1240</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>3.24-30.2920</td>
</tr>
</tbody>
</table>

2.2. The Attenuation Of Flying Sand-Dust By Wind.

At the first, the experimental instruments shown in Fig.1 are installed at a 770 m propagation path. The maximum wind speed is about 8 m/s in the experimental period. The flying particles of the sand-dust can be observed at the altitude above 1 m corresponding to the visibility is...
less than 2 km. There is only a smaller change of the signal level, 
\( \pm 0.2 \text{ dB/km} \) at 93 GHz and non change is observed at 35 GHz and 72 GHz.

2.3. The Attenuation Due To The High Speed Travel Of The Vehicle.

As the second, the measuremental Instruments are installed at a 130 m sandy road. The altitudes of the transmissive and the receive antennas are all about 2 m. The dense dry sand-dust storm due to the high speed travel of a truck can be maintained about 10 seconds above the path. The visibility is less than 2 m at the storm. The attenuation of the signal is recorded at the same time. The eight valid data are shown at Tab.5. The maximum attenuation is about 0.75 dB/km at 93 GHz and there are not level changes at 35 and 72 GHz. To take an average, the dense dry sand-dust storm with the length of 90 m only causes the attenuation of 0.6 dB/km at 93 GHz. Therefore, the influence of the dry sand-dust storm should be negligible when the frequency is less than 100 GHz.

**Tab.5 The Attenuations Due To The Sand-Dust Storm By The Vehicle**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Storm Length m</th>
<th>Attenuation dB/km</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>70</td>
<td>0.43</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>0.60</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>0.60</td>
</tr>
<tr>
<td>5</td>
<td>110</td>
<td>0.70</td>
</tr>
<tr>
<td>6</td>
<td>110</td>
<td>0.50</td>
</tr>
<tr>
<td>7</td>
<td>120</td>
<td>0.70</td>
</tr>
<tr>
<td>8</td>
<td>110</td>
<td>0.50</td>
</tr>
<tr>
<td>Mean</td>
<td>90</td>
<td>0.60</td>
</tr>
</tbody>
</table>

**THE ATTENUATION DUE TO SMOKE**

The smoke by the explosion or the burn can cause the attenuation of MM wave. The research of the attenuation by smoke will mainly depend on the direct experiment measurement because of the uncertainty of the permittivity of smoke. The propagation experiment in smoke is completed at a 770 m path on a non-wind day. The burn of the firewood and the grass poured by the engine oil can produce dense smoke with the length of 100 m along the path. The typical measurements of the attenuation and visibility are shown at Fig.2. The data are discussed for the "burn period" and the "smoking period" respectively. In the "burn period", the flame rise to the sky but the smoke is weaker and the visibility is greater, the strong fluctuates of the signal level with the amplitude variances of \( \pm 7 \text{ dB/km} \) and \( \pm 2 \text{ dB/km} \) are observed at 93 GHz and 72 GHz, respectively. The frequency ranges of the scintillation are about 0.5-2 Hz at 93 GHz. In the "smoking period", the burn is near stop and the smoke reach the most dense situation with the least visibility, the small variances of the signal level with the amplitude of \( \pm 1 \text{ dB/km} \) are observed at 93 GHz and non changes of the signal level are observed at 35 GHz and 72 GHz. It is evident from above discussions that the dense smoke can only cause very small variance of the signal level, typically \( \pm 1 \text{ dB/km} \) at 93 GHz, but the strong fluctuate of the signal level, typically \( \pm 7 \text{ dB/km} \) at 93 GHz and \( \pm 2 \text{ dB/km} \) at 72 GHz, can be observed in the "burn period". The main reason caused above phenomenon is probably from the fact that the notable variance of water vapour in the "burn period" will result in the notable variance of the imaginary part of the permittivity of the smoke particles and the strong fluctuate of the signal level will be caused.

**CONCLUSIONS**

According to above discussions of the experimental results, some interested conclusions can be obtained:

1). The very small attenuation are caused by the dense sand-dust storm, with the visibility of a few meters, composed of the flying particles of the dry sand-dust due to the high speed travel of the vehicle at the frequency range below 100 GHz, typically 1 dB/km at 93 GHz.
2). The dense smoke due to the burn of the firewood and grass poured by engine oil can only cause very small variances of the signal level typically ±1 dB/km at 93 GHz, in the "smoking period". But the strong fluctuate of the signal level, typically ±7 dB/km at 93 GHz and±2 dB/km at 72 GHz, are caused in the "burn period". The reasonable explain is possibly that the notable variances of the water vapour in the "burn period" will result in the notable variances of the imaginary part of the permittivity of the smoke particles and then the strong fluctuate of the signal level will be caused.

3). The shape of most of the sand-dust particles is non-spheric and the maximum equivalent diameter is less than 0.3 mm. The particles with the diameter 0.04-0.15 mm will be greater than 80% of the total number.
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COMPARISON BETWEEN THE FEL READIATION AND CYCLOTRON RADIATION

Yin Yuanzhao
(Institute of Electronics, Academia Sinica, Beijing, China)

ABSTRACT

In FEL, there are two kinds of radiations: the free electron laser radiation (FELR) and the cyclotron radiation (CR). This paper has theoretically pointed out that if the initial transverse velocity of the electron beam is large and the parameters of FEL are not suitable, CR will dominate, especially when the energy of electron beam is low. But CR do not have double Doppler frequency upshift and with the limitation of the guide magnetic field, its radiation frequency is much smaller than FELR. Therefore, it is very important to distinguish these two radiations and to suppress CR.

INTRODUCTION

In FEL, under the action of the guide magnetic field, the beam will do cyclotron motion. This cyclotron motion can interact with the electromagnetic wave and produce a coherent stimulated radiation, that is, the cyclotron radiation (CR). At the same time, under the action of the wiggler, the beam will do periodic movement which interacts with the electromagnetic wave too and produce another coherent stimulated radiation, that is the free electron laser radiation (FELR). Therefore, in FEL the two mechanisms for both FELR and CR exist. This paper shows when the beam energy is high and its initial transverse velocity is small, the frequency and growth rate of FELR is much larger than CR, so CR do not play any significant role. But on the contrary, the frequency of CR will be close to FELR and CR growth rate will become large, CR can not be neglected.

THE DISPERSION RELATIONS

We assume the static magnetic field is composed of the bifilar helical wiggler and the guide magnetic field:

\[ \vec{B}_0 = B_w [\cos(k_w z) \hat{x} - \sin(k_w z) \hat{y}] + B_g \hat{z} \]

where \( B_w \) and \( B_g \) is the wigger and guide magnetic fields, \( k_w = 2\pi / \lambda_w \) and \( \lambda_w \) are the
wavenumber and wavelength of the wigger. The electromagnetic wave is a planar wave, \( \mathbf{E} = E_z \hat{z}, \mathbf{B} = B_y \hat{y}. \) Take the electron motion in the static magnetic fields as the zero order, solve the equation of electron motion

\[
d\mathbf{v}/dt = -e/(m_0\gamma)[(\mathbf{E} + \mathbf{\nabla} \times (\mathbf{B} + \mathbf{B}_g))/c - \mathbf{v}(\mathbf{E} - \mathbf{v} \times \mathbf{B})/c^2]
\]

the equation of continuity

\[
\nabla \cdot (N\mathbf{\nabla}) + \rho \mathbf{\nabla} / \partial t = 0
\]

and the wave equation

\[
\nabla \times (\nabla \times \mathbf{E}) + (1/c^2)\rho^2 \mathbf{E} / \partial t^2 = -(4\pi/c^2)\rho \mathbf{\nabla} / \partial t
\]

together, by making use of the Maxwell equation

\[
\nabla \times \mathbf{E} = -(1/c)\rho \mathbf{B} / \partial t
\]

and the rf current density

\[
\mathbf{j} = -eN\mathbf{\nabla}
\]

after some tedious algebra, we obtain the dispersion relations: for FEL mode

\[
[\omega^2 - c^2k^2 - \omega_p^2(\omega - kv_g)^2 / ((\omega - kv_g)^2 - \Omega_g^2)][\omega - (k + k_w)v_g] \]

\[
= (\omega_p^2/4)v_g(k + k_w)[v_g(ck - \beta_g\omega)/\Omega_g] - (\omega - kv_g - \Omega_g)
\]

(1)

for CR mode

\[
(\omega^2 - c^2k^2)(\omega - kv_g - \Omega_g)
\]

\[
= (\omega_p^2/4)v^2_g(ck - \beta_g\omega)(k + \Omega_g / v_g) / c
\]

(2)

where \( \omega_p = (4\pi e^2 n_0 / (m_0\gamma_0))^{1/2} \) is the plasma frequency, \( \Omega_g = eB_g / (\gamma_0 m_0 c) \) and \( \Omega_w = eB_w / (\gamma_0 m_0 c) \) are the cyclotron frequencies in the guide and wigger magnetic fields, \( v_g \) and \( v_\perp \) are the initial axial and transverse velocities of electron, respectively. \( v_g = \Omega_g v_g / (\Omega_g - k_w v_g) \)

\( \) is the transverse velocity of electron caused by the wigger.

**RESULTS AND DISCUSSION**

From the dispersion relations (1) and (2), we can obtain the radiation frequencies \( \omega_{FEL} \) and \( \omega_{C} \) and the growth rates \( \omega_{RFEL} \) and \( \omega_{RC} \) for the FEL mode and CR mode, respectively, as follows:
\[ \omega_{\text{FEL}} = (1 + \beta_z)^2 \gamma_1^2 \nu_1 k_v \]  
(3)
\[ \omega_{\text{IC}} = (1 + \beta_z)^2 \gamma_1^2 \Omega_l \]  
(4)

and

\[ \omega_{\text{FEL}} = (\sqrt{3} / 4)\omega_{\rho 0}^{2/3} [\beta_z^2 (1 + \beta_u) c k_v / (\beta_u \gamma_0)]^{1/3} \]  
(5)
\[ \omega_{\text{IC}} = (\sqrt{3} / 4)\omega_{\rho 0}^{2/3} [\beta_z^2 \Omega_{\rho 0} / \beta_u \gamma_0^{4/3}]^{1/3} \]  
(6)

where \( \Omega_{\rho 0} = eB_e / (m_e c) \) is the nonrelativistic cyclotron frequency in the guide field, \( \omega_{\rho 0} = \omega_{\rho 0}^{1/2} \), \( \beta_u = v / c, \beta_\perp = v_\perp / c, \beta_w = v / c \), \( \gamma_0 = (1 - \beta_u^2 - \beta_\perp^2)^{-1/2}, \gamma_u = (1 - \beta_u^2)^{-1/2} \).

The radiation frequencies and growth rates for the FEL mode and CR mode as a function of the electron beam energy \( E \), the guide magnetic field \( B_u \) and the initial transverse velocity \( \beta_\perp \) of the electron beam have shown in Figs.1, 2 and 3, respectively. From these figures, we can see FEL mode has the resonance property, the resonance condition is \( \Omega_u = \beta_u c k_v = 0 \), according to Eqs. (3) and (4), this is just the same condition for \( \omega_{\rho 0} = \omega_{\rho 0}^{1/2} \). This condition has been expressed by a dot-and-dash line in Figs.1 and 2. Obviously, in experiments we should avoid the resonance, but we can properly approach it to increase the FELR growth rate. The CR mode does not have the resonance property. The FELR growth rate increases when the wiggler field increases. The CR growth rate increases when the guide magnetic field and initial transverse velocity of electron increase. Because the guide magnetic field must strong enough, the best way to suppress CR is to reduce the initial transverse velocity of the electron beam as low as possible. Generally, the initial transverse velocity of electrons has little influence on the frequencies of FELR and CR and the FELR growth rate. The FELR has the double Doppler frequency upshift property, its frequency is approximately proportional to the electron energy square. But the CR do not have the double Doppler frequency upshift property, its frequency is approximately proportional to the electron energy and axial magnetic field. Obviously, the most effective way to increase the FEL frequency is to increase the electron energy. Under the certain condition, it will make the FELR growth rate smaller than CR. So it becomes more important to reduce the initial transverse velocity of electron beam in order reduce the CR growth rate in free electron lasers.
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FREE ELECTRON LASER WITH ELECTRON RING AND ELECTROMAGNETIC PUMPING WAVE

Yin Yuanzhao
Institute of Electronics, Academia Sinica, Beijing, China

ABSTRACT
A free electron laser with electron ring and electromagnetic pumping wave is studied. The drifting and rotating electron ring of large radius goes through a cylindrical waveguide and interacts with its TE mode. By making use of the Vlasov distribution theory and three dimensional wave equation, the dispersion relation of the scattered wave in the Compton region has been deduced. According to the numerical analysis, the growth rate and radiation frequency of the scattered wave as a function of the guide magnetic field, electron beam energy, electron rotating ratio and radial position of electron ring have been discussed.

INTRODUCTION
The free electron lasers can produce coherent radiation from millimeter and submillimeter to optical range and as tunnable high power lasers are rapidly developing in the recent two decades. In most FEL researches, the static magnetic wiggler is used. In this paper the traveling electromagnetic wave as a wiggler (EM wiggler) is studied, that is, the electromagnetic wave propagating in the direction against the electron beam motion acts as a pumping wave and is scattered by the electron beam. In comparison with the static magnetic wiggler, this kind of EM wiggler has very short wavelength and can be used in the two-stage FEL.

THE DISPERSION RELATION
The relativistic motion equation of electron in the guide magnetic field is

\[ \frac{d\vec{v}}{dt} = -\frac{e}{(ym_0)}[\vec{E} + \vec{v} \times (\vec{B} + \vec{B}_g)]/c - \vec{v}(\vec{v} \cdot \vec{E})/c^2 \]  

(1)

where \(\vec{B} = B_\parallel \hat{z}\) is the guide magnetic field. \(\vec{E} = \vec{E}_1 + \vec{E}_2\), \(\vec{B} = \vec{B}_1 + \vec{B}_2\), \(\vec{E}_1\), \(\vec{B}_1\) and \(\vec{E}_2\), \(\vec{B}_2\) are the electric and magnetic fields of the pumping wave and scattered wave, respectively. For the TE modes of cylindrical waveguide, their z-components are
\[ B_{x1} = \frac{1}{2} A_1 \int n(k_1 r) e^{i(\mathbf{k}_1 \cdot \mathbf{r} + l_1 \theta + \omega_1 t)} + c.c., \quad E_{x1} = 0 \]

and

\[ B_{x2} = \frac{1}{2} A_2 \int n(k_2 r) e^{i(\mathbf{k}_2 \cdot \mathbf{r} + l_2 \theta - \omega_2 t)} + c.c., \quad E_{x2} = 0 \]

The other components can be obtained by making use of the Maxwell equations.

The longitudinal wave equation of the scattered wave is

\[
\left[ \nabla^2 - \left( 1 / c^2 \right) \frac{\partial^2}{\partial t^2} \right] B_{z2} = -4\pi \left( \nabla \times \mathbf{j} \right)_z / c
\]

The perturbed current density \( \mathbf{j} \) can be obtained from the perturbed velocity and distribution function.

Under the action of the guide magnetic field, the pumping and scattered wave, the distribution function of the relativistic electron ring is determined by the following Vlasov equation:

\[
\begin{align*}
\frac{\partial f(\mathbf{p}, \mathbf{r}, t)}{\partial t} + \frac{\mathbf{p} \cdot \nabla f(\mathbf{p}, \mathbf{r}, t)}{c} &- e \{ \mathbf{E}(\mathbf{r}, t) + \mathbf{v}(\mathbf{r}, t) \times [\mathbf{B}(\mathbf{r}, t) + \mathbf{B}_g] / c \} \cdot \mathbf{p} = 0
\end{align*}
\]

We choose the equilibrium distribution according to the properties of electron beam as follows:

\[
f^{(0)}(p_x, p_z, p_\theta) = n_0 R_0 \Theta \left[ \Delta^2 - (p_x - \bar{p})^2 \right] \delta(p_z - p_\theta) \delta(p_x - p_\theta)
\]

where \( n_0 \) and \( R_0 \) is the equilibrium density and radius of the beam, \( \bar{p} \) is the average azimuthal momentum, \( \Delta \) is the momentum spread, \( p_\theta = m_0 c (2/\gamma) \) is the canonical azimuthal momentum, \( \Theta \) is the Heaviside step function and \( p_\theta = m_0 c (R_0^2 + a_0^2) / (2c) \). The equilibrium velocity \( \bar{v}_z = p_\theta / m_0 + v_\theta \hat{e}_z \). Expand the velocity and distribution function of the electron ring:

\[
\mathbf{v} = \bar{v} + \mathbf{v}^{(1)}, \quad f = f^{(0)} + f^{(1)} + f^{(2)}
\]

and solve Eq. (1), (2) and (3) together, only keep the beat terms of the pumping wave and scattered wave, which satisfy the following relations:

\[
\omega = \omega_2 - \omega_1, \quad k = k_1 + k_2, \quad l = l_1 + l_2
\]

we get the dispersion relation:

\[
(\omega_2^2 - c^2 k_2^2 - c^2 k_{z2}^2)(\omega - v_\parallel k - l\Omega_\parallel)^2
\]

\[
= \omega_2^2 c^2 \mathcal{A}_1^2 F J_{z2}(k_{z2} R_0)(Q - l_2 S_0) S_0 / (8 \gamma_0^2 R_0^4 D_{z2} \Omega_\parallel^2 \Omega_\perp)
\]
THE NUMERICAL ANALYSIS AND DISCUSSION

The growth rate $\omega_1$ as a function of the azimuthal mode number $l_2$ is shown in Fig.1, the maximum growth rate $\omega_{\text{max}}$ in Fig.1, its corresponding frequency $\omega_2$, azimuthal mode number $l_2$ and electron rotating ratio $\alpha$ as a function of the radial position $R_0$ of electron ring are shown in Fig.2. Here the electron rotating ratio $\alpha = v_{\theta 0} / v_y$ is defined as the ratio between the azimuthal and axial components of electron velocity in equilibrium. From Figs.1 and 2, we can see when $R_0$ increases and is close to the waveguide wall, $\omega_{\text{max}}$ increases and moves to larger $l_2$. At the same time, $\omega_2$ and $\alpha$ increase. This is a very interesting result. It means in practice the electron ring should be close to the waveguide wall. In order to show the working property of low energy electron ring, as an example, Fig.3 is presented.

As a conclusion, we point out that in the electromagnetic wave pumping case, the rotating electron ring provides several advantages: first, by suitably choosing parameters, we can increase the electron rotating ratio to make the growth rate increase. Therefore, it means the guide magnetic field not only focuses the electron beam and prevents it from divergence but also makes the beam rotate with large radius, increases the effective distance of interaction between the electrons and the electromagnetic waves, so that the growth rate will enhance and the device can be very compact. Second, when the electron ring is close to the waveguide, both the growth rate and radiation frequency will increase. This is useful to get higher frequency with a electron beam of lower energy. Third, by choosing parameters properly, it is possible to make the electron ring to produce high frequency radiation for which generally a high energy beam is needed. Fourth, we can use this electron ring to make a two-stage FEL. In the first stage, this ring produces the CARM radiation. Then this powerful radiation propagates through the second stage FEL interaction region as a traveling wave in the same waveguide where the interaction happens as described in this paper. We hope by adjusting $\alpha$ we will be able to make the whole device shorter and get higher output power.
SIMULATION OF FEL PUMPED BY ELECTROMAGNETIC WAVE IN THE RELATIVISTIC BACKWARD WAVE OSCILLATOR

Tianquan Deng
(Institute of High Energy Electronics, University of Electronic Science and Technology of China, Chengdu 610054, P. R. China)

ABSTRACT

The theory of stimulated scattering of electromagnetic waves by high-current relativisitic electron beams is developed with the transverse inhomogeneity of incident and scattered waves, and the presence of a magnetic field of 20 kG focusing the particles taken into account. The nonlinear results including the coupling coefficient versus the longitudinal magnetic field and the radius of electron beam, the excitation curves, powers and efficiency etc. are obtained on a set of input parameters of our recently established accelerator and FEL system with an electron energy of 600 keV and a current of 3 kA. It is shown that the electrodynamic system of backward wave oscillator (BWO) in the form of a cylindrical waveguide with a periodically corrugated wall can have a high Q-factor for oscillations at wavelengths much shorter than the corrugation period of 1.95 cm and the wavelengths of incident pump waves. The relativistic 3.2 cm backward wave oscillator provided powerful scattered radiation at 3-8 mm with integral power of 30 MW and efficiency up to 13%.

INTRODUCTION

Free electron lasers (FEL's) have the potential of providing very high-power, continuously tunable, coherent radiation over an extensive range of wavelengths, many applications in military, industrial, agricultural, medical and biological areas etc. and are currently the subject of an intensive research effort. More attention has been paid to the electromagnetically pumped free electron laser (EM—FEL) in recent years because EM—FEL enables significant increases in the radiation frequency \( \lambda \approx \lambda_0 / \sqrt{f} \) for the same beam parameters (as compared to the magnetostatic wiggler-driven FEL, \( \lambda \approx \lambda_0 / 2; f \)) and continuous tunability by changing the electromagnetic pump frequency. In the EM—FEL, the generation of the pump wave and its scattering can be accomplished by the same electron beam, even directly in the same interaction space, this is called two-stage FEL (Fig. 1 shown). Many radiation sources that induce a
transverse electron oscillation would, in principle, function as a pump field. Generating radiation of 200 MW of power and 3.2 cm of wavelength by the relativistic backward wave oscillator is thought to function as the pump wave in the present study. A practical EM—EFL electrodynamic system is simulated using the complete equations of EM—FEL by Bratman et al., to obtain the coupling coefficient versus the longitudinal magnetic field and the radius of electron beam, the excitation curves, powers versus the focusing magnetic field, frequency and efficiency. All the computing results can direct our experiment of free electron laser pumped by electromagnetic waves which is in progress in University of Electronic Science and Technology of China. 

THEORETICAL BACKGROUND

In the case of scattering by a beam of electrons moving with a translational velocity $v_{//}$, the incident wave (pump) $\vec{A}_p$ and the scattered wave (signal) $\vec{A}_s$ can be expressed as:

$$ \vec{A}_{p,s} = C_{p,s}(z,t) \vec{A}_{p,s}(r_\perp) \exp[i(\omega_p t - k_pr)] $$

When stimulated scattering can occur in the pump generator (Fig. 1) with consideration of HF—LF wave interaction in relativistic backward wave oscillator, the complete equations of particle motion and resonator excitation have the form:

$$ \frac{d\nu}{dZ} = \text{Im} \left[ \tilde{\omega}_p \tilde{a}_s \exp(i\theta) + \tilde{\omega}_s \tilde{a}_p \exp(i\theta) + G_{ps} \tilde{a}_s \exp(i(\omega_p - \omega_s)) \right] $$

$$ \frac{d\theta}{dZ} = -\delta_s + \mu_s \nu $$

$$ \frac{d\alpha}{dt} + \frac{\omega}{2Q} = iM \omega_a \int_{0}^{\nu_p} (F_{\rho_1,0} + G_{\rho_1,0} \frac{\nu_p}{\rho_1}) dZ $$

$$ \frac{d\eta}{dt} + \frac{\omega}{2Q} \alpha = iM \omega_a \int_{0}^{\nu_p} (F_{\rho_0,1} + G^* \alpha \frac{\nu_p}{\rho_0,1}) dZ $$

RESULTS AND DISCUSSIONS

Fig. 2 shows the wave coupling coefficient $G$ versus the radius of electron beam; Fig. 3 shows $G$ versus the magnitude of the longitudinal magnetic field, when the $E_{11}$ wave scatters to the $H_{11}, E_{21}, E_{11}, H_{01}$, and $H_{21}$. Fig. 3 shows that when $B=12kG$, the coupling coefficient $G \rightarrow \infty$.

The growth of the scattered wave power is restricted by: depletion of the pump wave and lockout of the electrons losing energy from synchronism with the combination wave (the shift of bunches from deceleration to acceleration wave phases). Fig. 4 shows that, after starting oscillation, when time $t \approx 15 ns$, the pump waves get to the power saturation of 200 MW; when time $t \approx 19 ns$, the scattered waves to the power saturation of 30 MW.
Non-monotonic dependence of the BWO radiation $P_s(B)$ is explained by cyclotron absorption of the fundamental harmonic of the counter-running wave by the linear electron beam at resonant magnetic fields, $\omega + |h|_n \approx \omega_n$, just shown in Fig. 3. $B \approx 12 \text{kG}$ is satisfied this condition. However, it is found that the pumping of transverse electron oscillations results in the enhancement of coupling between the beam and the HF(scattered) wave. This fact explains the increase in the power of scattered radiation $P_s(B)$ near the edges of the cyclotron absorption line in spite of the decrease in the power of pump wave. These are shown in Fig. 5.

CONCLUSION

Numerical study shows that it is possible to realize a two-stage FEL where great Doppler frequency up-conversion occurs twice, and where short wave radiation using stimulated wave scattering by high-current relativistic electron beam can be obtained directly in the interaction space of the pump wave generator. It is showing that both the pump as well as the FEL interaction are strongly affected by the guide magnetic field. And the process from the start of oscillation to the end of saturation is clearly demonstrated by the curves of powers of incident and scattered waves. The theory and the numerical results are very useful to our undertaking experiment of EM-FEL, and agreeable with our initial experimental results.
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Figure 1. Stimulated wave scattering by a high-current relativistic electron beam in the interaction space of pump wave generator.
1: BWO pump wave generator; 2: pump wave; 3: relativistic electron beam; 4: scattered wave.

Figure 2. The wave coupling coefficient $G$ versus the radius of electron beam injection for scattering of the $E_z$ wave.

Figure 3. The wave coupling coefficient $G$ versus the guide magnetic field for scattering of the $E_z$ wave.

Figure 4. Characteristics of FEL to start oscillation.

Figure 5. The power of a LF pump wave and a HF scattered wave versus the guide magnetic field.
STUDY OF CENTIMETER AND MILLIMETER WAVE RANGE
POWERFUL OROTRONS' EFFICIENT REGINES AT THE
IRE OF THE ACADEMY OF SCIENCES OF THE USSR


ABSTRACT

The orotron was proposed in the USSR by F. S. Rusin and G. D. Bogomolov in 1966. Its function has been studied for several years by different research groups in the USSR (V. P. Shestopalov, et al.) and abroad (D. E. Wortman, R. P Leavit, et al.). By this time, the opinion derived from these investigations is that the orotron is a small power millimeter wave range harmonic oscillations generator (whose efficiency is consequently low) of pulse or continuous action.

The research of which the results will be exposed in the current report were mainly axed on the goal of investigation of the possibility of creating powerful and efficient centimeter and millimeter wave range orotrons with an output power of unities to hundreds kW. These investigations at the IRE of the Academy of Sciences of the USSR started sixteen years ago as an initiative of Dr. Z. S. Chernov. At this time, they are practically completed.

In the report we will be considering the problems of theoretical analysis of the electron wave interaction in the orotron under a substantially nonlinear regime. His parameters optimization methods, in particular, the methods of efficiency increase, will be discussed, and the excitation theory results for higher parasitic types of oscillations will be reported.

We will also be considering the device basic constructions' peculiarities adequate to the theoretical models conceived. Last, we will be discussing the results of experimental studies, most of which are scheduled in the table.

Results of experiments in pulse regime ($\tau_p < 5\text{mks.} \ T/\tau_p - 10^3$)

<table>
<thead>
<tr>
<th>$f$(GHz)</th>
<th>$P$(kW)</th>
<th>$\eta$%</th>
<th>$Q_1\times 10^3$</th>
<th>$U$(kV)</th>
<th>$I$(A)</th>
<th>$j$(A/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>53</td>
<td>35</td>
<td>0.8</td>
<td>13</td>
<td>11.6</td>
<td>50</td>
</tr>
<tr>
<td>37.5</td>
<td>40</td>
<td>17</td>
<td>2</td>
<td>19</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>90</td>
<td>1.2</td>
<td>6</td>
<td>5</td>
<td>20</td>
<td>1</td>
<td>100</td>
</tr>
</tbody>
</table>

Here, $\tau_p$ is the pulse duration, $T$ is the duration between two neighboring pulses, $f$ is frequency, $P$ is the pulse output power, $\eta$ is efficiency in percent, and $Q_1$ is the quality factor.
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THE SPACE CHARGE EFFECTS IN ORBITRON AND EECRM MASER

Liu Zhiqing
(Institute of Electronic Product Reliability and Environmental Testing of China,
P.O. Box 1501-658, Guangzhou 510610, P. R. China)
Xiang Caidong and Liu Shougang
(Institute of High Energy Electronics, University of Electronic Science
and Technology of China, Chengh 610054, Sichuan, P. R. China)

INTRODUCTION

There is more interest in electrostatic electron cyclotron resonance maser (EECRM), which is similar to Orbitron, because of its attractive advantages to gyrotron, e.g., it may be voltage tunable, it may operate at high cyclotron harmonic and nonrelativistic case, it requires no magnetostatic field. By now, most articles for EECRM and Orbitron dealt with an ideal model, i.e., the space charge effects were neglected. Whereas, one can see from the results given below that the space charge effects play an important role in EECRM and may change some EECRM characteristics.

THE AFFECTION OF SPACE CHARGE FIELDS IN EECRM SYSTEM

In the cylindrical coordinate \((R, \varphi, z)\), we can get the ac space charge fields at the beam position as

\[ E_x = jH_1 R \cos \varphi + H_2 R \sin \varphi, \]

and the dc component is

\[ E_x = \frac{\kappa}{2\varepsilon} \left( R_0 \frac{d}{dz} + \frac{1}{\varepsilon} \right), \]

where \(m, R_i, R_e, R_t, \tau\) are the number of azimuthal harmonics, the average equilibrium radius of the electron beam, inner and outer radii of conductors and the radial thickness of electron beam, respectively. Starting from relativistic equation of electron in the coaxial cavity with the voltage between the inner and outer conductors \(U_0\), we can get the perturbation of electron motion perturbation:

\[ R_i = (R_i)_{\text{inst}} \cos \Omega t, \]

where \(\Omega = (2 - \beta_0)\sqrt{(1 - \beta_0^2) \beta_0}, \) and \(z_i = -\beta_m \beta_0 (2 - \beta_0) \beta_m^{-1/2} (R_i)_{\text{inst}} \cos \Omega t, \) where \(\Omega = (2 - \beta_0)\sqrt{(1 - \beta_0^2) \beta_0}, \beta_m = v_m/c, \beta_0 = v_0/c, \) and \(v_m = 0, \beta_0 = 0\), one can see that the transverse oscillation still exists. It is obvious that this is the inherent oscillation in EECRM system.

The project supported by National Natural Science Foundation of China No. 6861040
Consider the dc space charge effect. Electron motion equation changes, and the angular frequency must satisfy
\[ \omega^2 = \frac{|e| U_b}{\gamma m_a R_b} \frac{R_i}{R_e} + \left| e \right| \tau R_e(R_0)/2\gamma m_a R_e \] (5)
in order to sustain the circular orbit motion. We find from equation (5) that \( \Omega = (2 - \beta e^3)^{1/2} \omega_0 \) increases, which shows that dc space charge effect makes the inherent oscillation frequency shift up, as well as the operating frequency when the inherent oscillation mode couples with the electron cyclotron mode.

THE INSTABILITY ANALYSIS OF DISPERSION EQUATION IN EECRM SYSTEM

The general dispersion equation of TE\(_{\infty}\) mode is worked out as\(^1\)
\[ \omega^2 - k^2 - k_z^2 = \frac{\omega_p^2}{N_o Q_o} \left( \lambda_1 \Omega^4 + \lambda_2 \Omega^3 + \lambda_3 \Omega^2 + \lambda_4 \Omega + \lambda_5 + \lambda_6 \Omega^{-1} + \lambda_7 \Omega^{-2} \right) \] (6)
where coefficients \( \lambda_{1-7} \) include the influence of both the high frequency fields and space charge effects. \( \omega_p \) is a constant of integration, \( \omega_p \) is the plasma frequency of the beam. And \( \Omega = \omega - i \nu_a - m_0 \omega_0, \Omega_1 = \Omega^4 \Omega_2^4 - \Omega_4^4, \Omega_2 = \Omega_1 - \Omega_2, \Omega_3^2 = M_1 \Omega^4 + M_2 \Omega^2 + M_3, M_1, M_2, M_3 \) are modified coefficients which include the space charge effects. It is possible for the vacuum wave-guide mode (\( \omega - i \nu_a - m_0 \omega_0 = 0 \)) only when \( U_b \gg (U_0 \omega R_e)/\gamma m_a R_e \) which shows that the dc space charge effect may reduce the electrostatic focusing voltage \( U_b \), and is conducive to the synchronous cyclotron instability. This property is not mentioned before. In fact, the space charge effects here promote the loss of potential energy of electrons, then are conducive to both the stimulation of wave fields and the occurrence of instability. The singularity \( \Omega_4^4 = 0 \) stands for the transverse oscillation instability due to the coupling between the inherent oscillation and the electron cyclotron mode. The approximate growth rate of this instability have been driven out.\(^6\) ~\( I_c(\omega) = \left( \frac{|B_1|}{4(2 - \beta e^3)^{1/2} \omega_0} \right)^{1/2} \). Notice that plasma frequency \( \omega_p^2 = \frac{e^2 N_o}{\gamma m_a \omega_0} \sim \left| e \right| I \) where \( I \) is the current of electron beam, we can get that \( I_c(\omega) \propto I^{1/2} \) for the synchronous cyclotron instability, and \( I_c(\omega) \propto I^{1/4} \) for the inherent oscillation instability. When the beam current \( I \) is larger than 1 ampere, we get \( I^{1/4} \approx I^{1/2} \) which due to the contribution of space charge effects to this transverse oscillation instability. The results above have no difference with the description of the negative-mass instability, and are also similar to that space charge effects can increase the small signal gain in the cross-field devices.

CONCLUSION

The space charge effect may make the frequency of the inherent oscillation upshift; it is conducive to the synchronous instability and it increases the growth rate of instability. There are similar results to the TM\(_{\infty}\) modes\(^4\).

REFERENCES

ANALYSIS OF INSTABILITY IN EECRM SYSTEM

Caidong Xiong and Shenggang Liu

Institute of High Energy Electronics, University of Electronic Science
and Technology of China, Chengdu 610054, Sichuan, P. R. China

INTRODUCTION

The concept of electrostatic electron cyclotron resonance maser (EECRM) was proposed in 1984. Its mechanism is that: injecting a relativistic or nonrelativistic cyclotron electron beam into the coaxial waveguide system (see Fig. 1), a radial electrostatic field between the inner and outer conductors is used to restrict the electron cyclotron motion, while electrons interact synchronously with coaxial high frequency fields (TE, TM or TEM modes), resulting in coherent radiation. So it is necessary to give a detailed analysis to the electron motion in the EECRM system.

THE STEADY STATE MOTION OF ELECTRONS IN EECRM SYSTEM

Neglecting the space charge forces and the high frequency field forces in the coaxial cavity, the steady state circular orbit equation of electron motion may be written as

\[ y_{\text{om}}(\omega_0 \delta) = e U_0 / R_0 \eta \frac{R_0}{R_b} \]

where \( R_b \) is the average equilibrium radius of electron beam. Supposing there are perturbation \( (R_1, R_0 \varphi_1, z_1) \) of electron motion, we can get that

\[ R_1 = (R_1)_{\text{om}} \sin \Omega_1 t \]  
\[ R_0 \varphi_1 = \sqrt{2 - \beta_{0\varphi}^2} (R_1)_{\text{om}} \cos \Omega_1 t \]  
\[ z_1 = \frac{-\beta_{0z} \beta_{0\varphi}}{\sqrt{2 - \beta_{0\varphi}^2}} (R_1)_{\text{om}} \cos \Omega_1 t \]
where $\Omega = \sqrt{2 - \beta_{\omega}^2} \omega$, $\beta_{\omega} = v_{\omega}/c$, $\beta_{m} = v_{m}/c$, when $v_{m} = 0$ (i.e., no longitudinal motion), the transverse motion exists. In the nonrelativistic case, $\beta_{\omega} = 0$, $\Omega = \sqrt{2 \omega}$, the transverse oscillation still exists. It is obvious that this is the inherent oscillation in EECRM system. Therefore it is possible for this inherent oscillation couples with the electron cyclotron mode, resulting in instability. Consider the dc space charge effect, electron motion equation changes and the angular frequency must satisfy $\omega^2 = |e|U_0/\gamma_0 m_0 R_e ln(R_e^2/R_i^2) + |e|\tau_0(R_0)/2\gamma_0 m_0 R_0$ in order to sustain the circular orbit motion of electrons. This requires that electrons should have more initial kinetic energy ($\frac{1}{2}m_0 R^2 \omega^2$) to overcome the defocussing effect of space charge, and to achieve the steady electron beam equilibrium.

THE INHERENT OSCILLATION INSTABILITY IN EECRM SYSTEM

The general dispersion equation of $TE_{mn}$ mode in EECRM system was derived out as:

$$\frac{\omega^2}{c^2} - k^2 - \lambda^2 = \frac{\omega_0^2}{c^2} \frac{1}{N_0 \Omega_2} (\Delta_1 \Omega^4 + \Delta_2 \Omega^3 + \Delta_3 \Omega^2 + \Delta_4 \Omega + \Delta_5 \Omega^{-1} + \Delta_6 \Omega^{-2}) \tag{5}$$

where coefficients $\Delta_{1-6}$ include the influence of both the high frequency fields and space charge effects. $N_0$ is a constant of integration, $\omega_0$ is the plasma frequency of electron beam. And $\Omega = \omega - kv_{\omega} - m_0 \omega_0$, $\Delta_1 = \Omega^4 - \Omega^3$, $\Delta_2 = \Omega^2 - \Omega^2$, $\Delta_3 = M_1 \Omega^2 + M_2 \Omega + M_3$, where $M_{1-3}$ are modified coefficients which include the space charge effects. Equation (5) includes two kinds of instabilities represented by two singularities: $\Omega = 0$ and $\Omega = \Omega_1$. The former, $\Omega = 0$, has been investigated in detail by Liu. So, we will focus on the $\Omega = \Omega_1$. Neglecting the space charge effects, we get that $\Omega_1^2 = \Omega_1^2 - \Omega^2 = 0$, i.e., there exists the inherent oscillation with the eigenfrequency $\Omega_1 = \sqrt{2 - \beta_{\omega}^2} \omega_0$, and this oscillation may couple with the electron cyclotron mode ($\Omega = \omega - kv_{\omega} - m_0 \omega_0$) results in transverse oscillation instability, which becomes more complex when the space charge effects are included.

Let's apply diagram to analyze the $\Omega_1^2 = \Omega_1^2 - \Omega^2 = 0$. Defining $f_1(\Omega) = \Omega_1^2 \Omega_1^2 = - \Omega^4 + A_0^2 \omega_0^2 \Omega^2$, and $f_2(\Omega) = \Omega_1^4 = M_1 \Omega^2 + M_2 \Omega + M_3$, we get the curves of $f_1(\Omega) \sim \Omega$ and $f_2(\Omega) \sim \Omega$, as shown in Fig. 2. The intersection problem of curve $f_1(\Omega)$ and curve $f_2(\Omega)$ is discussed by Xiong and Liu, which shows that curve $f_1(\Omega)$ may intersect curve $f_2(\Omega)$ when the voltage $U_0$ is larger than the following critical value $(U_0)_{crit}^1$.

$$(U_0)_{crit}^1 = R_0 \left| \frac{R_i}{R_i} \sqrt{\frac{m_0 \tau (1 - \beta_{\omega}^2)}{2 \gamma_0 \tau (1 - \beta_{\omega}^2)(2 - \beta_{\omega}^2)}} \right| \left( \frac{R_i (R^2 - R_i^2)}{R^2 (R^2 - R_i^2)} - \frac{R_0 \tau}{2 \tau} \right) \tag{6}$$

where $\tau$ is the radial thickness of beam, $m$ is the number of azimuthal harmonics. As a rough estimation, $(U_0)_{crit}^1$ is the order of hundreds of volts, so we obtain $U_0 > (U_0)_{crit}^1$ in the general case, and there are two points of intersection ($\Omega_{m_1}, \Omega_{m_2}$) for $f_1(\Omega)$ and $f_2(\Omega)$. Then there exist an inherent oscillation in EECRM system, and it is possible for coupling between
this inherent oscillation and the cyclotron mode, resulting in the transverse instability. The approximate growth rate of this instability has been worked out as

\[ I_\omega(\omega) = \left( \frac{|B_1|}{4 \sqrt{2 - \beta_{op}^2 \omega_\omega}} \right)^{1/2} \]  \hspace{1cm} (7)

where \( \omega_\omega \) is the operating frequency. We also find that the space charge effects can increase the growth rate\(^3\).

**CONCLUSION**

There exists a critical value for the electrostatic potential \( U_0 \) which affects the inherent oscillation in the EECRM system. The instability \( \Omega_r = 0 \) may still exist in the non-relativistic case. It is necessary to have more initial kinetic energy of electron beam in order to overcome the defocusing effect of space charge and to sustain the circular orbit motion of electrons.
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**Fig. 1** Schematic diagram of EECRM system

**Fig. 2** The graph of \( \Omega_r = 0 \)
RESEARCH ON THE MMW RADOME

Gong Chang, Chen Ke-qin
(Shanghai Research Institute of Microwave Technology, China)

ABSTRACT

A MMW radome with the good experimental results was developed. Some engineering problems to design a high performance MMW radome are discussed.

1. INTRODUCTION

The radome is an extremely important component in an airborne radar system. As we know, there are many typical design programs and products for CMW radome. However, it seems difficult to design a high quality MMW radome which demands not only higher transmission coefficient but also lighter weight and higher strength. Especially, the radome material loss will be obvious with the increasing frequency. We have to pay attention to choose the proper material for the radome in MMW band besides design the radome shape, profile and thickness.

2. BASIC PRINCIPLE

As shown in Fig. (1), a radome is used to design in the single solid dielectric wall. When the thickness d satisfies the following formula

\[ d = \frac{n \cdot \lambda}{2n \epsilon_r \sin \theta} \]

the transmission coefficient of the radome will be maximum, where \( \theta \) the angle of incidence, \( \lambda \) the wavelength, \( d \) the thickness, \( \epsilon_r \) the relative dielectric constant and \( n \) the integer. From the above formula, it is clear that the thickness \( d \) is directly proportional to the wavelength \( \lambda \), so that the wall thickness for a MMW radome will be more thinner than CMW one's.

As a result, the radome strength can't fulfill the engineering requirement.

Some parameters of the practical radome candidate materials are given in Table (1).

<table>
<thead>
<tr>
<th></th>
<th>Alumina 99%</th>
<th>PTFE</th>
<th>PI</th>
<th>Resin-glass Laminate</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \epsilon_r )</td>
<td>9.6</td>
<td>2.2</td>
<td>3.4</td>
<td>4.14</td>
</tr>
<tr>
<td>( \tan \delta )</td>
<td>( 10^{-4} )</td>
<td>( 3 \times 10^{-4} )</td>
<td>( 10^{-3} )</td>
<td>( 2.6 \times 10^{-2} )</td>
</tr>
</tbody>
</table>

Table (1)

Using the above formula and parameters in Table (1), we can list the numerical
results of thickness d in Table (2) with n = 1, θ = 0, λ = 8.6 mm and 32 mm.

<table>
<thead>
<tr>
<th>λ (mm)</th>
<th>d (mm)</th>
<th>Alumina 99%</th>
<th>PTFE</th>
<th>PI</th>
<th>Resin-glass Laminate</th>
</tr>
</thead>
<tbody>
<tr>
<td>8.6</td>
<td>1.39</td>
<td>2.90</td>
<td>2.33</td>
<td>2.11</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>5.16</td>
<td>10.71</td>
<td>8.68</td>
<td>7.86</td>
<td></td>
</tr>
</tbody>
</table>

Table (2)

Considering the electrical, mechanical and environmental properties, the MMW radome made of inorganic material with the thickness d = 1.39 is not reasonable. On the other hand, the MMW radomes made of organic materials or composite materials are suitable. It is necessary to choose a proper organic or composite material for the MMW radome.

3. CHOICE OF MATERIAL

In general, the lower loss tangent, higher strength and good heat resistance are criteria for choice of radome wall material. Comparing the organic and composite materials listed in Table (1), we have to know the merits and demerits each and every. In the MMW radome design, the loss tangent of the resin-glass laminate is too high to use and the PTFE is better than PI. However, the strength of PTFE is lower than that of PI. When the MMW radome is set on the missile or vehicle, the heat-resistance of material will be important. The limited temperature of PTFE is 250°C, PI 316°C even more. But the PTFE seems flexible. For our practical purpose, we have developed a new type composite material which consists of PTFE as the base and glass fibre as the reinforcement. In the MMW band, the dielectric constant εr = 2.8, loss tangent tan δ = 10^{-3}. The strength of the MMW radome has been also improved greatly.

4. EXPERIMENTAL RESULTS

Three radome in MMW band were developed. They are
(1) a half-wave single wall radome with PTFE,
(2) a half-wave single wall radome with the new composite material,
(3) a half-wave single wall radome with the resin-glass laminate.

The transmission coefficients of these radomes were measured. The results are listed in Table (3).

<table>
<thead>
<tr>
<th>θ°</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>96.2</td>
<td>96.6</td>
<td>87.1</td>
</tr>
<tr>
<td>30</td>
<td>97.7</td>
<td>94.6</td>
<td>71.2</td>
</tr>
</tbody>
</table>

Table (3)

It is clear that, in the MMW band the new composite material reinforced with glass fibre laminate can be used for the radome wall. A practical MMW streamline radome of full-wave length (n = 2) is made of this new reinforced material in our laboratory. The transmission coefficient t = 80% and press-resistance P = 6 Kg/cm². By the way, we have to mention that this new reinforced material is cheap and flexible. In the MMW band, this reinforced material will open up broad prospects for engineering applications.
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SHIELDED SUSPENDED COUPLED DIELECTRIC GUIDE
AND DIRECTIONAL COUPLER

Alok Kumar Rastogi
Department of Physics, MVAM
Bhopal (M.P.), India

and

A. K. Tiwari
Dept. of Electronics Engineering, MACT
Bhopal (M.P.), India

Abstract

A shielded suspended coupled dielectric guide was analyzed using the effective dielectric constant method. The dispersion characteristics of shielded suspended coupled dielectric guides have been plotted for various dimensional parameters. From the dispersion characteristics the wave impedances have also been derived. By computing the even and odd mode propagation constants, various directional couplers have been obtained.
A SIMPLE AND ACCURATE METHOD FOR ANALYSIS OF DIELECTRIC PERIODIC STRUCTURES

Xu Shanjia
Department of Radio and Electronics
University of Science and Technology of China
Hefei, Anhui, 230026, P.R.China

Sun Ligno
Institute of Remote Sensing Applications
Beijing, 100101, P.R.China

ABSTRACT

A simple and accurate approach for analysis of dielectric periodic structures is proposed in this paper. The method combines the coupled-mode theory with Floquet theory and joins the eigenmode expansion with the space harmonic expansion properly. As a result, the whole analysis procedure is significantly simplified. Numerical results for the filter characteristics of some dielectric periodic structures show that the present method is effective, accurate and useful.

INTRODUCTION

Dielectric periodic structures have been of increasing importance in optical and millimeter wave applications. In nearly every application, the most significant quantities describing the behaviour of the periodic structures are the dispersion curves. Therefore, the dispersion analysis of these structures is of essential significance. There are a lot of methods used to analyze the dispersion characteristics of the dielectric periodic structures; two representatives of them are coupled-mode approach [1] and Floquet-Bloch expansion method.[2] The former expands fields in the periodic structures in terms of eigenmodes in unperturbed waveguide and offers relatively simpler analysis procedure with an assumption that the periodic layer acts only as a small perturbation in a planar multilayered medium. This approximation yields good results only if the periodic change is sufficiently small, so that its use may produce erroneous results in many practical cases. The latter uses an expansion of the fields in terms of Floquet space harmonics and the propagation of EM waves along periodic dielectric structures is formulated as a rigorous boundary value problem. The rigorous treatment gives very accurate results. However, it is rather complex and requires time consuming and elaborate high precision computer program to yield accurate quantitative results, it is not economic from viewpoint of engineering. Besides, the Floquet method is not so convenient to use in analyzing the periodic structures in which the groove profile is not in exactly rectangular form.

In this paper, we propose a simple but accurate approach for analysis of the dielectric periodic structures. The approach combines the coupled mode theory with Floquet theory and joins the eigenmode expansion with the space harmonic expansion properly. As a result, the whole analysis procedure is significantly simplified. Numerical examples show that the present method is effective, accurate and useful.

THEORY

* Supported by The National Natural Science Foundation of China and The Foundation of State Educational Commission.
The dielectric periodic structures considered here are depicted in the inset of Fig.1 and Fig.2. The former is the grating medium with periodic modulation of its permittivity, and the latter is the grating layer with rectangular corrugations. In the present analysis the transversal fields in the dielectric periodic structures are expanded by the eigenmodes of the unperturbed waveguide as:

\[ E_z(x, y, z) = \sum_{\mu} (a_\mu(x) + b_\mu(x)) e^{i\beta_\mu z} \]
\[ H_z(x, y, z) = \sum_{\mu} (a_\mu(x) - b_\mu(x)) h^{i\beta_\mu z} \]  

where \( e^{i\beta_\mu z} \) are the eigenmode functions; and \( a_\mu(x), b_\mu(x) \) are respectively, the model amplitudes of the forward and the backward travel waves along the \( x \) axis. By substituting the model expansions into Maxwell's equations, a set of coupled differential equations for amplitude of each mode is obtained:

\[
\frac{da_\mu(x)}{dx} + j\beta_\mu a_\mu(x) = -j\sum_{\nu} (K^{(\pm)}_{\mu\nu} a_\nu(x) + K^{(-)}_{\mu\nu} b_\nu(x))
\]
\[
\frac{db_\mu(x)}{dx} - j\beta_\mu b_\mu(x) = j\sum_{\nu} (K^{(\pm)}_{\mu\nu} a_\nu(x) + K^{(+)}_{\mu\nu} b_\nu(x))
\]  

where \( \beta_\mu \) is \( z \) component of \( \beta_\mu \), the propagation constant of the eigenmode in the unperturbed waveguide, which can be obtained with transverse resonance technique. The coupling coefficient \( K^{\pm}_{\mu\nu} \) in Eq. (2) are given by:

\[
K^{\pm}_{\mu\nu} = \omega_0 \int_{-\infty}^{\infty} \Delta n^2(x, z) (e^{i\phi_{\nu}} + e^{-i\phi_{\nu}}) \, dz
\]  

Because the refraction \( \Delta n^2(x, z) \) is a periodic function of \( z \), it may be expanded in terms of Fourier series such that:

\[
\Delta n^2(x, z) = \sum c_l(z) \exp(-j2\pi z/d)
\]  

where \( d \) is the periodicity of the structure.

When the surface waves propagate in the direction normal to the grating, the resulting two-dimensional boundary value problem is scalar and the TE and the TM modes remain independent from each other. For TE\( _0 \) mode, the Eq.(2) reduces to following equations:

\[
\frac{da_\mu(x)}{dx} + j\beta_\mu a_\mu(x) = -jK_{TE} (a_\mu(x) + b_\mu(x))
\]
\[
\frac{db_\mu(x)}{dx} - j\beta_\mu b_\mu(x) = jK_{TE} (a_\mu(x) + b_\mu(x))
\]

where

\[
K_{TE} = \sum_{l} K^{l}_{TE} \exp \left(-j2\pi x/d, \right)
\]
\[
K^{l}_{TE} = \omega_0 \int_{p_l}^{p_{l+1}} c_l(x) e^{i\phi_{l}} \, dx
\]  

From Eq.(5), we obtain the following equation:

\[
\frac{d^2 a_\mu}{dx^2} + \beta_\mu^2 a_\mu + 2\beta_\mu K_{TE} a_\mu - (dK_{TE}/dz) K_{TE}(da_\mu/dx + j\beta_\mu a_\mu) = 0
\]
If the term \((dK_{TE}/ds)/K_{TE}\) in (7) is negligible, which corresponds to the case of gradual variation of the coupling coefficient along the periodic direction, Eq. (7) becomes the following simpler form:

\[
d^2a_\mu/ds^2 + \beta^2_\mu a_\mu + 2\beta_\mu K_{TE}a_\mu = 0
\]  

(8)

Eq. (7) and (8) are the second-order ordinary linear differential equations with periodic coefficients. According to Floquet’s theorem, the amplitude \(a_\mu(z)\) may be expanded in terms of space harmonic wave as:

\[
a_\mu(z) = \sum_{n} A_n^\mu \exp(-jk_n^\mu z)
\]  

(9)

where \(K_n^\mu = k_n^\mu + 2\pi n/d\) and \(k_n^\mu\) is the propagation constant of the fundamental mode in dielectric periodic structure. Substituting (9) into (7) or (8), we get the following system of linear homogeneous equations:

\[
\sum_i K_{ie}^\mu((\beta^2_\mu - k_n^{2} + (2\pi n/d)(\beta^2_\mu - k_n^{2}))A_{n-1}^\mu + 2\beta_\mu \sum_p K_{pe}^\mu A_{n-1-p}^\mu) = 0
\]  

(10)

or

\[
(\beta^2_\mu - k_n^{2})A_n^\mu + 2\beta_\mu \sum_i K_{ie}^\mu A_{n-1-i}^\mu = 0
\]  

(11)

Eq. (10) and (11) can be written in a matrix form:

\[
\bar{S}\bar{A} = 0
\]  

(12)

A nontrivial solution for \(\bar{A}\) exists only if the following determinant equation holds:

\[
\det(\bar{S}) = 0
\]  

(13)

The dispersion characteristics of the periodic structure is given by seeking the root of the dispersion equation (13) numerically.

NUMERICAL EXAMPLES

To verify the validity of the present approach, two dielectric periodic structures show in the inset of Fig.1 and Fig.2 are considered, which are of current practical interest.

Fig.1 gives the stopband characteristics of the sinusoidally modulated periodic structure. The curve shows both \(\text{Re}(k_n^{2}d)\) and \(\text{Im}(k_n^{2}d)\) around \(\text{Re}(k_n^{2}d) = 3.14159\), where the Bragg condition is satisfied. A comparison between the results obtained by different methods is also given, very good agreement has been found. Since Floquet method is recognized as rigorous and accurate one, the effectiveness and the accuracy of the present approach is thus justified.

Fig.2 shows the dispersion curve for TE mode along a rectangular profile grating in immediate vicinity of the stopband. The results obtained by coupled-mode approach is also given, it can be found from the curves that the stopband position calculated by the present method is at \(\text{Re}(k_n^{2}d) = 3.1415\) as it should be according to the Bragg condition, whereas at \(\text{Re}(k_n^{2}d) = 3.15\) calculated by the couple-mode approach, therefore the accuracy of the present method is further justified from the other side. Besides, there are some difference of the center frequencies and bandwidth of the stopband between different methods. It’s believed that the present approach should be more accurate.
Fig. 1 Variation of $k_{zd}$ with $d/\lambda$ for the sinusoidally modulated medium

Fig. 2 The dispersion characteristics of rectangular-profile grating
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Characteristic Impedance of Waveguides and a Design Method for Two-section Quarter-wave Transformers

Junichiro HASHIMOTO+ and Fujio ISHIHARA+

+Faculty of Engineering, Tamagawa University, Machida, Japan

By using the correct rectangular waveguide impedance, the design of high performance quarter-wave transformers is made possible. This paper presents an improved design method for two-section maximally flat transformers, which makes better use of waveguide impedance peculiarities.

Each pair of standard rectangular waveguides is analyzed (twenty kinds of waveguides connections, corresponding to 1.7-140.0 GHz). The results show that our designs provide more than a 40-dB return loss (VSWR 1.02) for almost all pairs of waveguides, in both overlap and wide bandwidths.

1. Characteristic Impedance of Rectangular Waveguides

Obtaining a reflection coefficient at a point where waveguides connect, requires the use of the correct characteristic impedance of waveguides. The correct impedance of rectangular waveguides is listed below. This impedance has been theoretically obtained.(1)

\[ Z_0 = \frac{b_0}{b_n} \frac{K_w}{\sqrt{1 - \left(\frac{\lambda}{\lambda_c}\right)^2}} \]  

...(1)

\[ K_w: \text{vacuum impedance, } b_k: \text{arbitrary constant,} \]
\[ \lambda_c: \text{cut-off wavelength, } \lambda: \text{wavelength in vacuum. (Fig. 1)} \]

There are two methods for analyzing waveguide electric-magnetic characteristics. One is to directly solve the characteristic differential equations resulting from Maxwell's equations. This method is especially useful for tapered waveguides. The other is to calculate transfer T-matrixes, which is useful for multisection flat waveguides. Each method
obtains the same results both theoretically and numerically. When applying the T-matrix method to multisection quarter-wave transformers (Fig. 2), the composed T-matrix is

\[
[T_1] = [T_1][T_2] \ldots [T_1][T_n][T_{n+1}]
\]

\[\cdots (2)\]

\[
[T_1] = \frac{1}{2\sqrt{Z_1Z_{-1}}} \left[ (Z_1+Z_{-1})\exp(-j\theta_i) \right] \left( (Z_1-Z_{-1})\exp(j\theta_i) \right) \cdots (3)
\]

\[\Theta_{n+1}=0 \quad \cdots (4)\]

Additionally, the composed reflection coefficient is

\[\Gamma = T_{1z}/T_{2z} \quad \cdots (5).\]

Fig. 1 Rectangular waveguide

Fig. 2 Multisection waveguide

2. Theoretical Design Method for Maximally Flat Transformers

By using the correct characteristic impedance (1), it is possible to design multisection quarter-wave transformers that exhibit excellent performance. Our results show that if only the TE10 mode exists, one- or two-section transformers can obtain a return loss of almost more than 40 dB in both overlap and wide bandwidths. Here, we present the two-section maximally flat transformers (Fig. 3): The conditions to maximize return loss at a frequency \(f_s\) are as follows:

\[(Z_2/Z_1)^2 = Z_3/Z_0 \quad \cdots (6)\]

\[\lambda_{s2}^2 - \lambda_{s1}^2 = \frac{1}{Z} (\lambda_{s3}^2 - \lambda_{s0}^2) \quad (\lambda: \text{wavelength in waveguide}) \quad \cdots (7)\]
3. A New Design Method Based on Maximally Flat Transformers

Conditions (6)-(8) result in a very effective transformers. However, they do not take into account waveguide peculiarities. One peculiarity is that both input and output waveguides have a common frequency \( f_p \) where the impedance of the two waveguides matches. If each section of a quarter-transformer has the same impedance as the input and output waveguides at \( f_p \), all impedance is perfectly matched at the frequency \( f_p \). The conditions for this are as follows:

\[
\frac{b_1}{\sqrt{1-\left(\frac{c}{2a_1 f_p}\right)^2}} = \frac{b_0}{\sqrt{1-\left(\frac{c}{2a_0 f_p}\right)^2}} \quad \cdots (9)
\]

\[
\frac{b_2}{\sqrt{1-\left(\frac{c}{2a_2 f_p}\right)^2}} = \frac{b_0}{\sqrt{1-\left(\frac{c}{2a_0 f_p}\right)^2}} \quad \cdots (10)
\]

The design of two-section quarter transformers has four free parameters, \( a_1, a_2, b_1 \) and \( b_2 \) (the length of the transformer depends on the wavelength in the waveguide, which is determined by \( a_1 \) or \( a_2 \)). That means four conditions play a part in the shape of a two-section transformer. Condition (8) is relatively less effective than (6) and (7). Therefore, by choosing conditions (9) and (10) instead of (8), it is possible to design a system that takes advantage of both the maximally flat method and the \( f_p \) peculiarity. When a wide bandwidth is used, in which both \( f_s \) and \( f_p \) are included, the new design method will possibly get better results than the ordinary maximally flat method.

4. Numerical and Experimental Results

One result is shown in Fig.4. The input waveguide has \( a=22.900 \text{ mm}, \ b=10.200 \text{ mm} \) and the output waveguide has \( a=28.500 \text{ mm}, \ b=12.600 \text{ mm} \).

When a bandwidth is between 8.2 GHz and 12.4 GHz, the new design method results in a minimax return loss of 45.35 dB, while the
maximally flat method results in one of 43.18 dB. Which method gets better results depends on where the frequency fp exists. In actual application, higher modes should be considered. In that case the two methods get almost the same results, and our experimental data closely coincide the theoretical results.

Fig. 4 A result comparing the maximally flat method and the new method
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DISPERSION CHARACTERISTICS OF A CIRCULAR CYLINDRICAL DIELECTRIC WAVEGUIDE WITH PERIODIC METALLIC STRIPS

Xu Shanjia and Wu Xinshang
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ABSTRACT
Dispersion characteristics of a circular cylindrical dielectric waveguide with periodic metallic strips are analyzed by a rigorous formulation. The filter property of the metallic strip loaded structure is carefully investigated for both TE and TM modes. On the basis of the analysis, some useful guidelines for the design of the filter are thereby suggested.

INTRODUCTION
The millimeter-wave region is increasingly utilized for various systems. It has generated a need for developing new types of filters and antennas to suit the various constraints imposed by these systems. In 1986, a new type of circular cylindrical dielectric periodic structures were proposed. It is a circular cylindrical dielectric waveguide with corrugations which is used as an omni-directional leaky wave antenna and has been investigated theoretically and experimentally. In this paper, a circular cylindrical dielectric waveguide with periodic metallic strips is analyzed by a rigorous formulation. Since the radiation properties of the periodic structure can be analyzed in a similar way, only the filter properties are carefully studied for both TE\textsubscript{01} and TM\textsubscript{01} modes here. The theoretical analysis is essentially the same as the spectral domain approach, which is a powerful tool for the analysis of the striplines. In this paper, the brillouin diagrams for TE\textsubscript{01} and TM\textsubscript{01} modes are given. On the basis of the analysis, some useful guidelines for the design of the filters are thereby suggested.

ANALYSIS
Fig.1 shows the geometry structure of the cylindrical dielectric waveguide with periodic metallic strips and the coordinate system for the present analysis. We assume that the fields are invariant in the \( \phi \) direction, so that TE and TM modes can be considered respectively. Since both TE and TM modes can be analyzed in a similar way, we will consider only the TE modes for simplicity. From Maxwell’s Equations, the electromagnetic fields for TE modes can be expressed in different region as follows:

\[ E_{\theta 1}(r,z) = \sum_{n=-\infty}^{\infty} A_n \frac{-j\omega \mu_0 J_1(k_n r)}{k_n r} \exp(-j k_n z) \quad (1) \]
\[ H_{s1}(r, z) = \sum_{n=-\infty}^{\infty} A_{2n} J_0(k_{rn} z) \exp (-j k_{rn} z) \]  

In Region II \( r \geq a \)

\[ E_{\phi 1}(r, z) = \sum_{n=-\infty}^{\infty} A_{2n} \frac{-j \omega \mu_0 H_1^{(2)}(k_{rn} r)}{k_{rn} r} \exp (-j k_{rn} z) \]  

\[ H_{s1}(r, z) = \sum_{n=-\infty}^{\infty} A_{2n} H_0^{(2)}(k_{rn} r) \exp (-j k_{rn} z) \]  

Fig. 1 Configuration of circular cylindrical dielectric waveguide with periodic metallic strips.

where

\[ k_{rn}^{(1)} = k^2 \varepsilon_c - k_{rn}^2 \]  

\[ k_{rn}^{(2)} = k^2 \varepsilon_a - k_{rn}^2 \]  

\[ k_{rn} = k_{r0} + \frac{2n \pi}{d} \]  

The boundary conditions at \( r=a \) are given by:

\[ E_{\phi 1}(a, z) = E_{\phi 3}(a, z) = \begin{cases} 0 & \text{on metallic strips } (0 \leq z \leq d_1) \\ E_\phi(z) & \text{otherwise } (d_1 \leq z \leq d) \end{cases} \]  

\[ H_{s1}(a, z) - H_{s3}(a, z) = \begin{cases} J_\phi(z) & \text{on metallic strips } (0 \leq z \leq d_1) \\ 0 & \text{otherwise } (d_1 \leq z \leq d) \end{cases} \]  

where \( E_\phi(z) \) and \( J_\phi(z) \) are respectively, the unknown electric fields in the slot and the unknown surface current density in the metallic strip. From Floquet theory, we can expand them as follows:

\[ E_\phi(z) = \sum_{n=-\infty}^{\infty} \tilde{E}_{\phi n} \exp (-j k_{rn} z) \]  

\[ J_\phi(z) = \sum_{n=-\infty}^{\infty} \tilde{J}_{\phi n} \exp (-j k_{rn} z) \]  

From Eq. (1) - (11), we have:

\[ E_{\phi n} = \frac{-j \omega \mu_0}{a} T_n J_{\phi n} \]  

where:

\[ T_n = \frac{k_{rn}^{(1)} J_0(k_{rn} a)}{J_1(k_{rn} a)} - \frac{k_{rn}^{(2)} H_0^{(2)}(k_{rn} a)}{H_1^{(2)}(k_{rn} a)} \]  

On the other hand, we can expand the unknown surface current \( J_\phi(z) \) in terms of known basis functions \( \eta_i(z) \), and \( \eta_i(z) \) must satisfy Floquet theory, i.e.

\[ J_\phi(z) = \sum_{i=1}^{\infty} c_i \eta_i(z) \]  

\[ = \sum_{n=-\infty}^{\infty} \sum_{i=1}^{\infty} c_i \tilde{\eta}_{in} \exp (-j k_{rn} z) \]
Comparing (14) with (11), we get:

\[ J_{\phi n} = \sum_{i=1}^{\infty} c_i \eta_{i n} \]  

(15)

Inserting (15) into (12), we obtain:

\[ \frac{-j\omega \mu_0}{a} \sum_{i=1}^{\infty} c_i \eta_{i n} \eta_{\phi n} = E_{\phi n} \]  

(16)

Multiplying (16) by \( \eta_{\phi n} \) and sum over all \( n \) from \( -\infty \) to \( +\infty \), we obtain the following matrix equations:

\[ \sum_{i=1}^{\infty} \sum_{n=-\infty}^{\infty} \eta_{i n} \eta_{\phi n} \frac{1}{T_n} \sum_{i=1}^{\infty} c_i = \sum_{n=-\infty}^{\infty} \tilde{E}_{\phi n} \eta_{\phi n} \]

\[ = \frac{1}{d} \int_{0}^{d} E_{\phi \phi} \eta_{\phi} \, dz \]  

(Parseval Equation)

\[ = 0 \]  

(17)

that is:

\[ \Re c = 0 \]  

(18)

where:

\[ R_{\phi} = \sum_{n=-\infty}^{\infty} \frac{\tilde{E}_{\phi n} \eta_{\phi n}}{T_n} \]  

(19)

A nontrivial solution for (18) exists only if the following determinant equation holds:

\[ \det R = 0 \]  

(20)

The equation (20) is the general form of the dispersion relation of the circular cylindrical dielectric waveguide with periodic metallic strips. It though simple in form, involves matrix of infinite order which must be truncated. The accurate depends on the order of the truncated matrix or the number of the terms of the basis function and the number of Floquet modes retained in the analysis.

**NUMERICAL RESULTS**

The solution accuracy of the present analysis is influenced by the choice of basis functions. If the exact current distribution on the metallic strip is given, the solutions becomes exact. In the present paper, the following forms have been chosen:

\[ \eta_i(z) = \begin{cases} \cos \left( (i - 1)\pi z / d_1 \right) & 0 \leq z \leq d_1 \\ 0 & d_1 \leq z \leq d \end{cases} \]  

for TE modes

(21)

\[ \xi_i(z) = \begin{cases} \sin \left( i\pi z / d_1 \right) & 0 \leq z \leq d_1 \\ 0 & d_1 \leq z \leq d \end{cases} \]  

for TM modes

(22)

Although the current in the circular direction tends to concentrate at the edges of the metallic strip, this effect is approximately taken into account.

Fig.2 and Fig.3 show the typical dispersion diagram for TE01 and TM01 modes respectively. The enlarge dispersion curve at vicinity of stopband is also shown in the inset of Fig.2 and Fig.3. As expected, the Bragg reflection occurs at \( \beta d = \pi \). For frequencies in this region, \( k_s = \beta - j\alpha \) is complex. This stopband results from the coupling between \( n = 0 \) space harmonic of forward waves and \( n = -1 \) space harmonic of backward waves. This phenomenon can be applied to bandreject filters. In a forbidden region above the two lines
$kd = \beta d$ and $kd = 2\pi - \beta d$, the surface wave couples to a leaky wave that radiates outgoing beams. Here considerations is given to the guiding rather than scattering properties.
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ANALYSIS OF A PLANAR TRANSMISSION LINE WITH DISCONTINUITY USING THE NEW TIME-DOMAIN METHOD OF LINES

Ling Chen       Si-Fan Li
Department of Radio Engineering, Southeast University
Nanjing, 210018, P.R.China

ABSTRACT

In this paper, the new technique of time-domain analysis of discontinuities in a planar transmission line is presented. In the process of time-domain analysis, the analysis model of system and the concept of transfer function are employed and the frequency-domain method of lines and the technique of the fast Fourier transform are used. The result shows this method is very simple and calculating time can be greatly reduced.

INTRODUCTION

In recent years, using the method of lines to analyze the characteristics of a planar transmission line has been developed. But, the application of the time-domain method of lines began just now. In 1989, S.Nam and H.Ling first proposed the time-domain analysis method of lines of a planar transmission line. But, using that method, when the number of time-points is large, the calculating time will be very long. Using the method presented in this paper, the calculating time can be greatly reduced because of employing the technique of the fast Fourier transform (FFT). Specially, when the number of time-points is very large, its advantages will be more clear.

THEORY ANALYSIS

Because the relation between a field distribution and an input signal is linear in a planar transmission line, the planar transmission line can be analyzed as a linear network. The analysis model of the linear system and the concept of transfer function can be employed. The analysis model is shown in Fig.1.
In time-domain, the relation between the input signal and the output response is expressed in equation (1).

\[ y(t) = h(t) * x(t) \]  \hspace{1cm} (1)

To transfer to frequency-domain:

\[ Y(\omega) = H(\omega) * X(\omega) \]  \hspace{1cm} (2)

where \( Y(\omega) \), \( H(\omega) \) and \( X(\omega) \) are Fourier transform expressions of \( y(t) \), \( h(t) \) and \( x(t) \), respectively. When the input signal is an ideal pulse, there are:

\[ x(t) = \delta(t) \quad \text{and} \quad X(\omega) = 1 \]  \hspace{1cm} (3)

From equations (1) and (2), we can obtain:

\[ y(t) = h(t) \]  \hspace{1cm} (4)

\[ Y(\omega) = H(\omega) \]  \hspace{1cm} (5)

Equations (4) and (5) indicate the transfer function \( h(t) \) of system is equal to the impulse response of system. If the transfer function has been solved, the output response can be easily obtained for any definite input signal.

According to the above principle, to solve the field distribution of a planar transmission line for a definite input signal equates to solve the output response of system. The analysis method of system can be employed.

**FORMULATION AND PROCEDURE OF THE METHOD**

Let us consider a planar transmission line with discontinuity shown in Fig. 2. It is assumed that the structure has spatial symmetry in \( x \) direction, so that the problem can be reduced by factor 2.

A. the Fourier transform of the input signal

First, the input signal is transferred to frequency-domain with the Fourier transform. Supposing \( x(t) \) donates the input signal, its frequency-domain expression, \( X(\omega) \) can be found by

\[ X(\omega) = \int_{0}^{\infty} x(t) e^{-j\omega t} dt \]  \hspace{1cm} (6)

Secondly, the operating frequency band is discretized. Because the planar transmission line has band pass characteristic, for using the technique of FFT, it is necessary to expand periodically and to discretize in frequency-domain. In order to regain the continuous Fourier transform waveform by the sample values of discretized points, expanding and discretizing in frequency-domain must satisfy the frequency-domain sampling theorem and the time-domain sampling theorem respectively. Thus, the discretized frequency
-points and the sample values of the input signal at these points are defined. B. full-wave analysis of a planar transmission line using the method of frequency-domain lines:

For the structure of planar transmission line with discontinuity shown in Fig. 2, we apply the hybrid homogeneous boundary conditions to solve the field distribution in the discontinuity region with \( \psi^o \) and \( \psi^h \) being discretized only in and near the discontinuity region. This approach avoids solving the eigenvalue equation and simplifies the calculation

\[
\mathbf{E} = \nabla \times \nabla \times (\psi^o) + j \omega \mathbf{E} = \nabla \times (\psi^h) = j \omega \mu \mathbf{H} \tag{7}
\]

\[
\mathbf{H} = \nabla \times (\psi^o) + j \omega \mathbf{H} = \nabla \times (\psi^h) \tag{8}
\]

Functions \( \psi^o \) and \( \psi^h \) are discretized in \( x \) and \( z \) directions with unequidistant, then they will be denoted by matrices \([\psi^o] \) and \([\psi^h] \), respectively.

We take the incident wave as the impressed wave, denoted by \( \psi^o_1 \), and the reflected wave as the excited wave, denoted by \( \psi^o_2 \). According to the transmission line theory, in the homogeneous regions, there are:

\[
\psi^o_1 = C^o_1 (x,y)e^{-j\beta z} \tag{9}
\]

\[
\psi^o_2 = C^o_2 (x,y)e^{j\beta z} \tag{10}
\]

in region 1, \( \beta = \beta_1 \); in region 2, \( \beta = \beta_2 \).

At \( z=0 \) and \( z=1+\Delta z \), \( \psi^o_1 \) and \( \psi^o_2 \) satisfy the hybrid homogeneous boundary conditions:

\[
\frac{\partial \psi^o_1}{\partial z} \bigg|_{z=0} = j\beta_1 C^o_1 \psi^o_1 \bigg|_{z=\Delta z} = A \psi^o_1 \bigg|_{z=\Delta z} \tag{11}
\]

\[
\frac{\partial \psi^o_1}{\partial z} \bigg|_{z=1+\Delta z} = -j\beta_2 C^o_1 \psi^o_1 \bigg|_{z=1} = B \psi^o_1 \bigg|_{z=1} \tag{12}
\]

With the method proposed by Worm et al. [2], we can obtain

\[
\left[ Z^{L,E}_{z} \right]_{red} \left[ \begin{array}{c} \mathbf{E}^{L,E}_{z} \\ \mathbf{J}^{L,E}_{z} \end{array} \right]_{strip} = \left[ \begin{array}{c} \mathbf{E}^{L,E}_{x} \\ \mathbf{J}^{L,E}_{x} \end{array} \right]_{strip} \tag{13}
\]

for strip structures

For the strip structure shown in Fig. 2, the strip region is split up into two parts, i.e. transmission line region A and discontinuity region B. The sum of the number of \( \psi^o \) and \( \psi^h \) lines in region A should be larger than that in region B. By rearranging the rows and columns of matrix \([Z^{L,E}]\), we obtain

\[
\left[ \begin{array}{cc} Z^{L,E}_{11} & Z^{L,E}_{12} \\ Z^{L,E}_{21} & Z^{L,E}_{22} \end{array} \right] \left[ \begin{array}{c} \mathbf{J}^{L,E}_A \\ \mathbf{J}^{L,E}_B \end{array} \right] = \left[ \begin{array}{c} \mathbf{E}^{L,E}_A \\ \mathbf{E}^{L,E}_B \end{array} \right] \tag{14}
\]

\textcopyright 118
The superposition of the impressed field and the excited field must satisfy the tangential condition for the conductor surface

\[
\begin{align*}
E_A &= E_A^I + E_A^E = 0 \\
E_B &= E_B^I + E_B^E = 0
\end{align*}
\] (15)

In region A, the field distribution is homogeneous in Z direction, \( J_A^I \) can be solved by 2-D analysis of the transmission line at port 1. \( J_A^E \) has the relation with \( J_B^E \) as follows

\[
J_A^E = [P]J_B^E
\] (17)

where matrix \([P]\) can be determined easily.

So \( J_B^I \), \( J_B^E \) and \( J_A^E \) can be solved from equations (14)-(17) and the S parameter of the discontinuity region can be calculated.

C. the inverse Fourier transform

If the field distribution at every frequency-point has been solved, the time-domain field distribution can be solved easily with FFT. From the feature of the Fourier transform: the magnitude spectrum is an odd function of frequency and the phase spectrum is an even function of frequency, we can obtain:

\[
\begin{align*}
YR(k+1) &= YR(N-k+1) \quad (k=1,2,\cdots,N/2) \\
YI(k+1) &= -YI(N-k+1)
\end{align*}
\] (18)

where \( YR(k) \) is the real part of \( Y(k) \) and \( YI(k) \) is the imaginary part of \( Y(k) \).

N is the number of sampling points in a sample period. In general, \( N=2^m \), \( m=1,2,\cdots \). According to this, if the field distribution at \( N/2 \) frequency-points has been solved, the field distribution at \( N \) time-points can be solved with the technique of FFT.

CONCLUSION

Applying the approach described above, we have developed a computer program for analyzing the characteristics of a planar transmission line with step discontinuity shown in Fig.2 in time-domain. The calculating results show this method is available in time-domain analysis. The calculating process is simple and clear and the calculating time can be reduced greatly compared with the other methods. This approach can be applied to various planar structures.
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THE NEW APPROACH OF FULL-WAVE ANALYSIS OF DISCONTINUITIES IN A PLANAR TRANSMISSION LINE

Ling Chen  Si-Fan Li
DEPARTMENT OF RADIO ENGINEER, SOUTHEAST UNIVERSITY
NANJING, 210018, P.R.CHINA

ABSTRACT

In this paper, the new approach of full-wave analysis of discontinuities in a planar transmission line is presented. In using the method of lines, by introducing the hybrid homogeneous boundary conditions, the field distribution and various parameters of the inhomogeneous region are solved according to the field distribution of the homogeneous region with the transmission relation of wave in both regions. Comparing with other methods of analysis of discontinuities, this approach is more simple and more accurate.

INTRODUCTION

In recent years, some methods of analysis of planar transmission lines have been developed. At higher operating frequencies, full-wave analysis is more accurate than quasi-static analysis. The method of lines is a semianalytic and semidiscrete full-wave analysis method. It avoids the choice of basic functions and the relative convergence problem. This method not only has been applied to analyse discontinuity problems on the Dirichlet and the Neumann homogeneous boundary conditions, but also on the hybrid homogeneous boundary conditions [2], [3]. But, in applying to the hybrid homogeneous boundary conditions to analyse the field distribution in discontinuity regions[3], the authors considered the reflected wave existing only in the discontinuity regions. We consider it can be transmitted to the homogeneous regions as a new "exciting source". According to this, the new approach of full-wave analysis of discontinuities is presented. In this paper, this method is introduced in detail and an illustrative example of a planar transmission line with step discontinuity is given. The result shows this approach has higher accuracy and reliability.

FORMULATION

Let us consider the planar transmission line with discontinuity shown in
Fig.1. We apply the hybrid homogeneous boundary conditions to solve the field distribution in the discontinuity region with $\psi^*$ and $\psi^h$ being discretized only in and near the discontinuity region. This approach avoids solving the eigenvalue equation and simplifies the calculation[3]:

$$\begin{align*}
\vec{E} &= \nabla \times \nabla \times (\psi^{*^h})/(-j\omega e) - \nabla \times (\psi^{h^*}) \\
\vec{H} &= \nabla \times (\psi^{*^h}) + \nabla \times (\psi^{h^*})/(j\omega \mu)
\end{align*}$$

Functions $\psi^*$ and $\psi^h$ are discretized in $x$ and $z$ directions with unequidistant, then they will be denoted by matrices $[\psi^*]$ and $[\psi^h]$ respectively.

We take the incident wave as the impressed wave, denoted by $\psi_i^{*,h}$, and the reflected wave as the excited wave, denoted by $\psi_E^{*,h}$. According to the transmission line theory, in the homogeneous regions, there are:

$$\begin{align*}
\psi_i^{*,h} &= C_i^{*,h}(x,y)e^{-j\beta z} \\
\psi_E^{*,h} &= C_E^{*,h}(x,y)e^{+j\beta z}
\end{align*}$$

in region 1, $\beta = \beta_1$; in region 2, $\beta = \beta_2$.

As $z=0$ and $z=1+\alpha_2$, $\psi_i^{*,h}$ and $\psi_E^{*,h}$ satisfy the hybrid homogeneous boundary conditions:

$$\begin{align*}
\frac{\partial \psi_{I,E}}{\partial z}igg|_{z=0} &= j\beta_1 C_{I,E} = j\beta_1 e^{+j\beta_1 \alpha_1} \psi_{I,E} \bigg|_{z=\alpha_1} = A^* \psi_{I,E} \bigg|_{z=\alpha_1} \\
\frac{\partial \psi_{I,E}}{\partial z}igg|_{z=1+\alpha_2} &= j\beta_2 C_{I,E} = -j\beta_2 e^{-j\beta_2 \alpha_2} \psi_{I,E} \bigg|_{z=1+\alpha_2} = B \psi_{I,E} \bigg|_{z=1+\alpha_2}
\end{align*}$$

With the method proposed by Worm et al.[2], we can obtain

$$\begin{align*}
\begin{bmatrix}
Z^{I,E} \\
J^{I,E}
\end{bmatrix}
\begin{bmatrix}
\tilde{J}^{I,E} \\
\tilde{E}^{I,E}
\end{bmatrix}
_{\text{strip}}
= \begin{bmatrix}
\tilde{E}^{I,E} \\
\tilde{J}^{I,E}
\end{bmatrix}
_{\text{strip}}
\end{align*}$$

For the strip structure shown in Fig.1, the strip region is split up into two parts, i.e. transmission line region A and discontinuity region B. The sum of the number of $\psi^*$ and $\psi^h$ lines in region A should be larger than that in region B. By rearranging the rows and columns of matrix $[Z^{I,E}]$, we obtain

$$\begin{align*}
\begin{bmatrix}
Z_{11}^{I,E} & Z_{12}^{I,E} \\
Z_{21}^{I,E} & Z_{22}^{I,E}
\end{bmatrix}
\begin{bmatrix}
J_A^{I,E} \\
J_B^{I,E}
\end{bmatrix}
= \begin{bmatrix}
E_A^{I,E} \\
E_B^{I,E}
\end{bmatrix}
\end{align*}$$

The superposition of the impressed field and the excited field must satisfy
the tangential condition of the conductor surface

\[
\begin{align*}
E_A &= E_A^t + E_A^z = 0 \\
E_B &= E_B^t + E_B^z = 0 \\
\end{align*}
\]

(9)

In region A, the field distribution is homogeneous in Z direction, \(J_A^t\) can be determined by

\[
J_{Aij}^t = \left( J_A^t \right)_{z=0} e^{-j \beta \sum_{k=1}^{j} e_{zk}}
\]

(10)

\(i=1, 2, \ldots, N_{ex}, \quad j=1, 2, \ldots, N_{ez}\)

where \(J_A^t \big|_{z=0}\) and \(\beta\) can be solved by 2-D analysis of the transmission line at port 1. \(J_A^E\) has the relation with \(J_B^E\) as follows

\[
J_{Aij}^E = \sum_{k=1}^{N_{ex}} e_{zk} e^{-j \beta} \sum_{j=1}^{N_{ez}}
\]

(11)

\(i=1, 2, \ldots, N_{ex}, \quad j=1, 2, \ldots, N_{ez}\)

So we have

\[
J_A^E = [P] J_B^E
\]

(12)

where matrix \([P]\) can be determined by equation(11). Taking equations(8) and (12) into (9), we can obtain

\[
[Z_{12}] J_B^t + [(Z_{11}[P] + Z_{12})] J_B^E = -[Z_{11}] J_A^t
\]

(13)

\[
[Z_{22}] J_B^t + [(Z_{21}[P] + Z_{22})] J_B^E = -[Z_{21}] J_A^t
\]

(14)

From equations(13) and (14), \(J_B^t\) and \(J_B^E\) can be solved and then \(J_A^E\) can be determined by equation(12). The S parameter of the discontinuity region can be calculated.

CONCLUSION

Applying the approach described above, we have developed a computer program for full-wave analyzing the characteristics of a planar transmission line with step discontinuity shown in Fig.1 in frequency-domain. The results are shown in Fig.2 and Fig.3. The calculating results show this method is accurate and available. The calculating process is simple and clear and it avoids solving the eigenvalue equation. This approach can be applied to various planar structures.
Fig. 2 Dispersion characteristics for shielded microstrip lines

(a) \( (\varepsilon = 2.22, \ d = 0.254 \text{mm}, \ a = 8 \text{mm}, \ b = 5 \text{mm}) \)

(b) \( (\varepsilon = 2.22, \ d = 0.254 \text{mm}, \ a = 8 \text{mm}, \ b = 5 \text{mm}, \ wi/d = 3) \)

Fig. 3 the S parameters of a microstrip step discontinuity
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TRANSIENT ANALYSIS OF MICROSTRIP STEP DISCONTINUITIES ON ANISOTROPIC SUBSTRATE HAVING A TILTED OPTICAL AXIS

GUOWU ZHENG and KANGSHENG CHEN
ZHEJIANG UNIVERSITY, HANGZHOU 310008, P. R. CHINA

ABSTRACT
In this paper, we present the numerical simulation of transient response of short pulse propagating through a microstrip step junction on anisotropic substrate having a tilted optical axis. In the simulation, the FD-TD method is extended to treat the cases having tilted optical axis expressed by a permittivity tensor with off-diagonal elements. The results show that the dispersion of transient signal caused by microstrip step discontinuities is quite significant and the dependence of transient characteristics of microstrip lines on the tilted angle of optical axis for anisotropic substrate can not be neglected.

INTRODUCTION
With the development of MIC and MMIC, the transient analysis of microstrip lines with anisotropic substrates has attracted considerable attention [1-3]. Transient analysis of electromagnetic field is useful not only in clarifying the field response but also in providing information on the mechanism by which the distribution of the electromagnetic field in the stationary state is brought about. In general, anisotropic substrates demand an exact three-dimensional treatment using all electromagnetic field components. Furthermore, the analysis of propagation of short pulse wave requires computation in the time domain. As a time domain vector analysis method for a three-dimensional electromagnetic field, the FD-TD method [3] and the TLM method [4] are used. For the problems involving anisotropic medium, the FD-TD method developed so far is difficult to formulate the cases having tilted optical axis expressed by a permittivity tensor with off-diagonal elements. Koike et al [1] have extended TLM method to transient analysis of microstrip lines on anisotropic substrate having tilted optical axis, but the effects of microstrip step discontinuities on transient response have not been included in their analysis. In this paper, we extended the FD-TD method to the three-dimensional vector analysis in the time domain for dielectric material with a tensor involving off-diagonal elements. In contrast to the traditional FD-TD method, the field components $E$, $D$, $H$ are involved in the set of difference forms of Maxwell's equations. In the simulation procedure, $D$ is first simulated in time domain, $E$ is then obtained by the constitutive relation $D = \varepsilon E$. In comparison with the method developed by [1], less memory is needed in the extended FD-TD method proposed in the paper.

With this extended FD-TD method, the transient response of short pulse propagating through a microstrip step junction on anisotropic substrate having a tilted optical axis is numerically simulated in detail. It is shown that the transient dispersion caused by microstrip
step discontinuities is quite significant and the dependence of transient characteristics of microstrip lines on the tilted angle of optical axis for anisotropic substrate can not be neglected. The results so obtained are valuable for understanding the anisotropic substrate orientation effects on transient response of microstrip and the design of MIC and MMIC.

FORMULATION FOR THE EXTENDED FD-TD METHOD

The structural model of microstrip lines in the analysis is shown in Fig. 1. Both conductor and dielectric are assumed to be lossless. The anisotropy of substrate is represented by the following dielectric tensor when the structure coordinate (x,y) is in coincidence with the principal optical axes (ξ, η).

\[
\bar{\varepsilon} = \begin{bmatrix}
\varepsilon_\xi & 0 & 0 \\
0 & \varepsilon_\eta & 0 \\
0 & 0 & \varepsilon_z
\end{bmatrix}
\]

(1)

where \(\varepsilon_0\) is the permittivity in free space. If the \(\xi, \eta\) coordinate system is tilted with respect to the \(xy\) coordinate system by an angle \(\theta\), as shown in Fig. 1. The permittivity tensor \(\bar{\varepsilon}\) in the \(xyz\) coordinate system is given by

\[
\bar{\varepsilon} = \begin{bmatrix}
\varepsilon_{xx} & \varepsilon_{xy} & 0 \\
\varepsilon_{yx} & \varepsilon_{yy} & 0 \\
0 & 0 & \varepsilon_z
\end{bmatrix}
\]

(2)

where

\[
\varepsilon_{xx} = \varepsilon_\xi \cos^2 \theta + \varepsilon_\eta \sin^2 \theta
\]

\[
\varepsilon_{xy} = \varepsilon_{yx} = \varepsilon_\xi \sin \theta \cos \theta
\]

\[
\varepsilon_{yy} = \varepsilon_\eta \sin^2 \theta + \varepsilon_\xi \cos^2 \theta
\]

In contrast with the conventional FD-TD method, the Maxwell's equations are written as

\[
\nabla \times \bar{E} = \frac{1}{\mu} \frac{\partial \bar{H}}{\partial t} \quad \nabla \times \bar{H} = \frac{\partial \bar{D}}{\partial t}
\]

(4)

Where

\[
\bar{D} = \varepsilon \bar{E}
\]

(5)

Following Yee's procedure (3), we first place the field components on the mesh as depicted in Fig. 2. It should be pointed out that the components of \(\bar{D}\) are placed in the same position as ones of \(\bar{E}\). Using Yee's notation, the difference forms of Maxwell's equations (4) can be constructed. The equation for \(D_x\) component can be written as:

\[
D_x^{n+1}(i,j,k) = D_x^n(i,j,k) + \Delta t \left[ \frac{H_y^{n+1/2}(i,j+1,k) - H_y^{n+1/2}(i,j,k)}{\Delta y} \right]
\]

(6)

\[
- \frac{2}{\Delta z} \left[ H_z^{n+1/2}(i,j,k+1) - H_z^{n+1/2}(i,j,k) \right]
\]

where \(\Delta x, \Delta y, \Delta z\) are the space discretization units in \(x, y, z\) direction, respectively, and \(\Delta t\) is the time increment interval.

For computational stability, the relation among \(\Delta x, \Delta y, \Delta z\) and \(\Delta t\) must satisfy:

\[
V_{\text{max}} = \left( \sqrt{\frac{1}{\Delta x^2} + \frac{1}{\Delta y^2} + \frac{1}{\Delta z^2}} \right)^{-1}
\]

(7)

where \(V_{\text{max}}\) is the maximum phase velocity in the configuration being analyzed.
analyzed. The treatment of boundary condition on the metal wall and interface of dielectric is similar to our previous work[2]. J. Fang's model[5-6] to deal with the absorbing boundary condition at the end is utilized in the analysis.

NUMERICAL SIMULATION AND RESULTS

For the numerical simulation by the extended FD-TD method, Gaussian short pulse is to be chosen because of its smooth property in time

\[ g(t) = \exp\left[ -\frac{(t-t_0)^2}{T^2} \right] \quad (8) \]

At the initial excitation instant, the spatial distribution of electromagnetic field is supposed to be uniform in the exciting plane and under the metal strip only the normal field components are considered.

The parameters of the model to be analyzed, as shown in Fig.1, are as follows. The elements of dielectric tensor are \( \varepsilon_x = 11.6, \varepsilon_y = 9.4, \varepsilon_z = 13 \), the width of metal strip \( N_w = 6 \) (for uniform microstrip), \( N_w = 9 \) (for microstrip step discontinuity), the dimension of microstrip lines \( N_x = 15, N_y = 8, N_z = 65 \), \( N = 120 \), and \( \Delta x = \Delta y = \Delta z, C\Delta t/\Delta x = 0.515, \) for the initial Gaussian pulse \( T = 140\Delta t, \sigma_0 = 300\Delta t. \)

The typical effects of step discontinuity on the dispersion of Gaussian short pulse wave propagating along uniform and step discontinuity microstrip lines in which the tilt angle \( \theta \) of the optical axis is equal to zero are shown in Fig.3. We can find that the amplitude of pulse after step junction is smaller than that propagating along uniform microstrip at the same position. Comparing the wave amplitudes just before the step junction, the signal for the case of step discontinuity is smaller than that for the uniform case, which can be explained by the reflection from the step junction.

Fig.4 demonstrates the effects of tilt angle \( \theta \) on the distortion of the Gaussian short pulse wave scattered by microstrip step junction. It is evident that the transient response of microstrip is obviously affected by the change of \( \theta \), the Gaussian pulse at \( \theta = 0 \) is to those at \( \theta = \pi/3 \). The results is coincident with [12], qualitatively.
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Fig. 1 The microstrip structure with anisotropic substrate

Fig. 2 The position of field components in difference mesh

Fig. 3 The shapes of Gaussian pulse propagating along microstrip at the same tilt angle of optical axis ($\theta = 0$)

- uniform microstrip
- step discontinuity microstrip

Fig. 4 The shapes of Gaussian pulse propagating along step discontinuity microstrip with different tilted angle of optical axis

- $\theta = 0$
- $\theta = \pi/3$
EFFICIENT ANALYSIS OF FINLINE STRUCTURES BY THE BOUNDARY-ELEMENT METHOD

Pin Song, Junmei Fu
(Xi'an Jiaotong University, Xi'an, P.R.China)

ABSTRACT

A boundary-element method is presented for the rigorous investigation of a generalized finline configuration. The method is accurate and covers the metallization thickness, mounting grooves, and arbitrary cross sections. By this approach, calculations can be performed using far fewer nodes than by the finite-element method. To show the efficiency of this approach, two examples are given.

INTRODUCTION

A variety of planar transmission lines are used in newly developed millimeter-wave circuits. Among these, finlines are widely employed, allowing high flexibility in circuit realization. Up to now, many papers have been published describing experimental and theoretical investigation of finlines. However, most of the methods either have restricted application or require large computer memory and long computing time, e.g., the modified mode-matching technique[1] and the transverse resonance method[2] can only study structures of regular cross sections, and the finite-element method (FEM) may handle arbitrary cross-sectional geometries[3], but the number of nodal points divided is very large, so the CPU time required is considerable. The purpose of this study is to develop a very general boundary-element procedure which can analyze generalized finline configurations of arbitrary cross sections, including finite metallization thickness, substrated mounting grooves, asymmetric structures, and more than one dielectric region. The boundary-element method (BEM) proposed in this paper has a few merits, i.e., the required size of the computer memory being small, the computation time being short and the results obtained having fairly good accuracy.

THEORY

Consider a waveguide of arbitrary shape which is uniform in the Z direction and which consists of isotropic, lossless dielectric media. The cross section can be divided into several subregions homogeneously filled with a dielectric material. Assumed that the electromagnetic wave propagates along the Z direction of the form,

and in a typical subregion, the longitudinal field components satisfy the Helmholtz's equation

\[ \nabla^2 E_z + (k_i - \theta^2)E_z = 0 \]  \hspace{1cm} (1a)

\[ \nabla^2 H_z + (k_i - \theta^2)H_z = 0 \]  \hspace{1cm} (1b)

where \( \nabla^2 \) is the transverse Laplacian operator, and \( k_i \) is the wavenumber in the subregion.

Using the method of weighted residuals[4], from (1) the following equations can be obtained.

\[ E_z(ri) + \int_{L} \frac{\partial G(r_i, r_j)}{\partial n} E_z(r_j) dl = \int_{L} G(r_i, r_j) \frac{\partial E_z(r_j)}{\partial n} dl \]  \hspace{1cm} (2a)
Here \( G(\mathbf{r}_i,\mathbf{r}_j) \) is Green's function in two-dimensional free-space. The position of a node inside subregion is represented by the vector \( \mathbf{r}_i \), and that on boundary \( \mathcal{L} \) is denoted by the vector \( \mathbf{r}_j \). \( \hat{n} \) and \( \hat{t} \) refer to the outward unit normal vector and the tangential unit normal vector, respectively, as shown in Fig. 1.

**Fig. 1** Two-dimension region surrounded by boundary \( \mathcal{L} \).

Considering Gauss' principle, (2) can be rewritten as

\[
\begin{align*}
\mathbf{E}_z(\mathbf{r}_i) &= -\int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial n} \mathbf{E}_z(\mathbf{r}_j) d\mathbf{l} + \int_{\mathcal{L}} G(\mathbf{r}_i,\mathbf{r}_j) \left( \frac{\partial \mathbf{E}_z(\mathbf{r}_j)}{\partial n} + \frac{\beta}{\omega \varepsilon_i} \frac{\partial \mathbf{H}_z(\mathbf{r}_j)}{\partial t} \right) d\mathbf{l} \\
&\quad + \frac{\beta}{\omega \varepsilon_i} \int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial t} \mathbf{H}_z(\mathbf{r}_j) d\mathbf{l} \\
\mathbf{H}_z(\mathbf{r}_i) &= -\int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial n} \mathbf{H}_z(\mathbf{r}_j) d\mathbf{l} + \int_{\mathcal{L}} G(\mathbf{r}_i,\mathbf{r}_j) \left( \frac{\partial \mathbf{H}_z(\mathbf{r}_j)}{\partial n} - \frac{\sigma}{\omega \mu} \frac{\partial \mathbf{E}_z(\mathbf{r}_j)}{\partial t} \right) d\mathbf{l} \\
&\quad - \frac{\sigma}{\omega \mu} \int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial t} \mathbf{E}_z(\mathbf{r}_j) d\mathbf{l}
\end{align*}
\]

Assumed that the boundary \( \mathcal{L} \) is smooth, letting \( \mathbf{r}_i \) approaches it and considering Cauchy's principal value of integration, and using the following equations

\[
\begin{align*}
\mathbf{E}_l &= \frac{j \omega \mu}{k_i^2 - \beta^2} \left( \frac{\partial \mathbf{H}_z}{\partial n} - \frac{\beta}{\omega \varepsilon_i} \frac{\partial \mathbf{E}_z}{\partial t} \right) \\
\mathbf{H}_l &= -\frac{j \omega \varepsilon_i}{k_i^2 - \beta^2} \left( \frac{\partial \mathbf{E}_z}{\partial n} + \frac{\beta}{\omega \mu} \frac{\partial \mathbf{H}_z}{\partial t} \right)
\end{align*}
\]

the next equations is derived as follows.

\[
\begin{align*}
(1/2) \mathbf{E}_z(\mathbf{r}_i) + \int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial n} \mathbf{E}_z(\mathbf{r}_j) d\mathbf{l} &= \int_{\mathcal{L}} G(\mathbf{r}_i,\mathbf{r}_j) \left[ -\frac{k_i^2 - \beta^2}{j \omega \varepsilon_i} \mathbf{H}_t(\mathbf{r}_j) \right] d\mathbf{l} \\
&\quad + \frac{\beta}{\omega \varepsilon_i} \int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial t} \mathbf{H}_z(\mathbf{r}_j) d\mathbf{l} \\
(1/2) \mathbf{H}_z(\mathbf{r}_i) + \int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial n} \mathbf{H}_z(\mathbf{r}_j) d\mathbf{l} &= \int_{\mathcal{L}} G(\mathbf{r}_i,\mathbf{r}_j) \left[ \frac{k_i^2 - \beta^2}{j \omega \mu} \mathbf{E}_t(\mathbf{r}_j) \right] d\mathbf{l} \\
&\quad - \frac{\sigma}{\omega \mu} \int_{\mathcal{L}} \frac{\partial G(\mathbf{r}_i,\mathbf{r}_j)}{\partial t} \mathbf{E}_z(\mathbf{r}_j) d\mathbf{l}
\end{align*}
\]

Dividing the boundary \( \mathcal{L} \) into \( N \) constant elements, and equation (5a) and (5b) are then discretized as.
\[
(1/2)E_{zi} + \sum_{j=1}^{N} \left( \frac{\partial G(\xi_i, \xi_j)}{\partial n} d\xi_j \right) E_{zj} = \sum_{j=1}^{N} \left( \frac{\partial G(\xi_i, \xi_j)}{\partial n} d\xi_j \right) \left( \frac{k_i^2 - \beta^2}{j\omega \varepsilon_i} H_{tj} \right) + \frac{\beta}{\omega \varepsilon_i} \sum_{j=1}^{N} \left( \frac{\partial G(\xi_i, \xi_j)}{\partial t} d\xi_j \right) H_{zj}
\]
\[
(1/2)H_{zi} + \sum_{j=1}^{N} \left( \frac{\partial G(\xi_i, \xi_j)}{\partial n} d\xi_j \right) H_{zj} = \sum_{j=1}^{N} \left( \frac{\partial G(\xi_i, \xi_j)}{\partial n} d\xi_j \right) \left( \frac{k_i^2 - \beta^2}{j\omega \mu} E_{tj} \right) - \frac{\beta}{\omega \mu} \sum_{j=1}^{N} \left( \frac{\partial G(\xi_i, \xi_j)}{\partial t} d\xi_j \right) E_{zj}
\]
\[(6a)\]

(6) can be represented in the following matrix form:
\[
\begin{bmatrix}
A
\end{bmatrix}
\begin{bmatrix}
E_z
\end{bmatrix}
+ \frac{k_i^2 - \beta^2}{j\omega \varepsilon_i}
\begin{bmatrix}
B
\end{bmatrix}
\begin{bmatrix}
H_t
\end{bmatrix}
- \frac{\beta}{\omega \varepsilon_i}
\begin{bmatrix}
C
\end{bmatrix}
\begin{bmatrix}
E_z
\end{bmatrix}
= 0
\]
\[(7a)\]

\[
\begin{bmatrix}
A
\end{bmatrix}
\begin{bmatrix}
H_z
\end{bmatrix}
- \frac{k_i^2 - \beta^2}{j\omega \mu}
\begin{bmatrix}
B
\end{bmatrix}
\begin{bmatrix}
E_t
\end{bmatrix}
+ \frac{\beta}{\omega \mu}
\begin{bmatrix}
C
\end{bmatrix}
\begin{bmatrix}
E_z
\end{bmatrix}
= 0
\]
\[(7b)\]

where \([E_z], [H_z], [H_t]\) are \(NX1\) column matrices, and the elements of them represent the field values at nodal points on the boundary; \([A], [B], [C]\) are \(NXN\) coefficient matrices.

In the same way, to subregion \(S_j\), the boundary matrix equation like (7) can be formed. Considering the continuity of the tangential electric and magnetic fields along the common interface between contiguous subregions (say the \(i\)th and \(j\)th), the following equations are required.

\[
\begin{align*}
E_z^i &= E_z^j \\
H_z^i &= H_z^j \\
E_t^i &= E_t^j \\
H_t^i &= H_t^j
\end{align*}
\]
\[(8)\]

So the final boundary matrix equation of the whole region can be obtained, and can be written as a homogeneous equations set in the form

\[
\begin{bmatrix}
U
\end{bmatrix}
\begin{bmatrix}
X
\end{bmatrix}
= 0
\]
\[(9)\]

where the elements of matrix \([U]\) are all the functions of propagation constant.

Considering the condition that makes (9) exist nonzero solutions, namely,

\[
| U | = 0
\]
\[(10)\]

the propagation constant \(\beta\) can be obtained.

In our approach, Hankel function, which satisfies radiation condition, is employed as Green's function, so no spurious solutions appear.

RESULTS

First of all, the asymmetrical bilateral Tine line treated in [1] is calculated with our method, and Fig.2 shows its dispersion behavior. Our results agree roughly with those in [1] except that the propagation constant of HE2 mode is higher than that of HE1 mode for frequencies beyond 19.6 GHz instead of 20 GHz reported in [1].

In order to show the flexibility of this method, we study a bilateral finline in circular waveguide housing which cannot be handled with the modified mode-matching technique [1] or the transversal resonance method [2]. Calculated results for the dispersion characteristics are shown in Fig.3. The obtained results for zero grooves depth and zero metallization thickness are in agreement with data obtained via the FEM [3]. For a finite grooves depth and finite metallization thickness, the propagation constant of HE1 mode slightly increases, while those of the higher order modes increase remarkably. The above BEM calculations are performed with 126 nodes, while the corresponding FEM calculations need at least 400 nodes.
Fig. 2 Normalized propagation constant as a function of frequency for the asymmetrical bilateral finline.
(a = 2b = 7.112mm; b1 = 1.201mm; w1 = 2.5mm; b2 = 2.156mm; w2 = 1.5mm; e = 0.3mm; d = 0.254mm; t = 0.07mm; ε = 9.6)

Fig. 3 Dispersion characteristics of the bilateral finline in circular waveguide housing.
(r = 4.165mm; d = 0.254mm; w = 0.3mm; ε = 0.35mm; t = 0.005mm; ε = 2.2)

CONCLUSIONS

In this paper, a boundary-element procedure for the rigorous investigation of generalized finline structures is proposed. The method has a few merits, i.e., it can handle generalized finline configuration which includes finite strip thickness, substrate mounting grooves, more than one dielectric region and arbitrary cross-sectional geometries, and it only requires a small computer memory and short computation time. Moreover, the results obtained have fairly good accuracy. In addition, this approach can be applied to the full-wave analysis of various microwave and millimeter-wave transmission lines with arbitrary cross-sectional geometries.
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Development of a High-Power, Power-Modulated TEA CO₂ Laser System as a Driving Source of Electrostatic Plasma Waves

K. Sasaki, K. Takahashi, T. Fujii, M. Nagatsu and T. Tsukishima

Department of Electrical Engineering, Nagoya University, Nagoya 464-01, Japan

ABSTRACT

A high-power, power-modulated TEA CO₂ laser system is developed with the intention of applying it to high-temperature plasmas for diagnostic purpose. Two-mode pulse injection locking is adopted to obtain the required output pulses of the TEA CO₂ laser. Together with the power modulation, the gain-switched spike of the output pulses are also suppressed by the adopted method, resulting in elongation of pulse duration. Two feedback loops are incorporated for reliable power modulation. The power-modulated output so obtained is used to excite electrostatic plasma waves in laboratory plasmas.

1. INTRODUCTION

We have proposed the driven scattering method as a novel diagnostic scheme for high-temperature plasmas. In driven scattering, electrostatic plasma waves are excited by the ponderomotive force of an externally injected power-modulated laser beam. Certain plasma parameters such as ion temperature can be derived from the dispersion relation of the excited electrostatic wave. The dispersion relation can be measured by FIR laser scattering. The main advantage of the driven scattering method over the conventional ion Thomson scattering is that the incident laser power for scattering measurement can be considerably lower than that for the conventional case, because the scattering cross section is much larger for the super-thermal density fluctuations (electrostatic waves) than for thermal fluctuations.

A high-power, power-modulated laser source with long pulse duration (1 μs) is indispensable for the driven scattering plasma diagnostics. The long pulse duration is needed to measure the dispersion relation of the excited waves with high signal-to-noise ratio. In this paper, we present a TEA CO₂ laser system which can yield a high-power, power-modulated output with long pulse duration. The two-mode pulse injection locking scheme is adopted to modulate and elongate the output pulse of the TEA CO₂ laser. Two feedback loops are incorporated in the present system to achieve reliable power modulation.

2. LASER SYSTEM

The two-mode pulse injection-locked TEA CO₂ laser system including feedback stabilization loops is schematically shown in Fig. 1. The system consists of a hybrid TEA CO₂ laser as the injection source and a main TEA CO₂ laser.

The hybrid TEA CO₂ laser is composed of a TEA section and a cw section. The 4.9m-long cavity resonator consists of a spherical partial mirror M1 mounted on a piezoelectric transducer PZT1 and a gold-coated plane mirror M2. The active length of the cw section is 60cm, which is designed to realize both the above and below threshold operation in the range of the discharge current obtainable with our power source. The main TEA CO₂ laser is a Lumonics 601 with an unstable resonator consisting of a
convex mirror M9 and a concave mirror M10. The spherical radii of M9 and M10 are 2.5m and 10m, respectively. The cavity length is 5.2m which is close to the cavity length of the hybrid laser. The convex mirror M9 is mounted on PZT2.

In the present system, two-mode pulsed field of the hybrid TEA CO₂ laser is injected into the cavity of the main TEA CO₂ laser through the coupling hole (5mm diameter) bored at the center of M10. The injected two-mode field is obtainable with the cw section in the below threshold state. When the frequencies of the injected two modes coincide with the two respective adjacent longitudinal modes of the main TEA CO₂ laser, the two modes of the main laser are allowed to oscillate exclusively, and the output pulse of the main laser is power-modulated with the beat frequency between the two modes. In this power modulation scheme, therefore, the modulation frequency is equal to the longitudinal mode spacing of the cavity, \( c/2L \), where \( c \) is the speed of light and \( L \) is the cavity length of the main TEA CO₂ laser.

Two feedback loops are incorporated for stabilized operation of the system. The first feedback loop (loop 1) is for stabilization of the two-mode injection pulse, and it consists of a pyroelectric detector PYRO1, the lock-in stabilizer 1 and PZT1. The second feedback loop (loop 2) is for adjusting the cavity length of the main laser, and it consists of a pyroelectric detector PYRO2, the lock-in stabilizer 2 and PZT2.

Operation of the laser system is divided into two parts: "stand-by period" and "on period". In the stand-by period, the cw section of the hybrid laser is in the above threshold state and yields an output of about 2W. The cw radiation is utilized to feedback-stabilize the cavity lengths. If we stabilize the cavity length of the hybrid laser by loop 1 so that the minimum cw output is obtained at PYRO1, two longitudinal modes of the hybrid laser are located symmetrically with respect to the line center of the gain.

---

**Fig. 1** Schematic of the present laser system: M, BS, PYRO, and PZT stand for mirror, beam splitter, pyroelectric detector, and piezoelectric transducer, respectively.
profile for the cw section. In spite of the symmetrical distribution, we seldom observe simultaneous
two-mode oscillation for the cw section due to a strong competitive relation between the two modes: we
usually have a single-mode output. The single-mode cw radiation is injected into the cavity resonator
of the main laser. Against this injected field, the cavity of the main laser acts as a sort of Fabry-Perot
interferometer. Hence, if the cavity length of the main laser is tuned by loop 2 so that the intensity of
the transmitted cw beam becomes maximum, the frequency of the injection field coincides with one of the
longitudinal modes of the main laser. The transmitted beam is monitored by PYRO2 through a small
hole (1mm diameter) bored at the center of M9. In this way, the cavity lengths of the hybrid and main
lasers are maintained at their optimum values during the stand-by period.

As described in the previous letter, with the cw section in the above threshold state, we did not
obtain the desired two-mode pulsed output from the hybrid laser. In the present system, we increase the
discharge current of the cw section and bring it into the below threshold state to obtain two-mode pulse.
about 100ms before we fire the TEA section and the main TEA CO laser. With the cw section in the
below threshold state, two longitudinal modes (which are located symmetrically with respect to the line
center) are allowed to oscillate simultaneously. At the on period, two-mode pulsed field thus generated
is injected into the main TEA CO laser. The frequencies of the injected two modes coincide
with two respective longitudinal modes of the
main laser. This is because the cavity lengths of
the hybrid and main TEA CO lasers are set almost
equal to each other and we have already matched
one of the injected modes with one longitudinal
mode of the main laser in the stand-by period. If
the time delay between the initiation of the
discharge of the main laser and the injection time
of the two-mode pulse of the hybrid laser is
properly chosen, two longitudinal modes of the
main laser are injection-locked, so that a high-
power, power modulated output is obtained as a
result of beat note between the two modes.

3. RESULTS AND DISCUSSION
Figure 2(a) shows a multimode output pulse from
the main TEA CO laser which was observed for
the case with no injection field. The output
energy was over 6J. When the two-mode pulsed
field of the hybrid TEA CO laser was injected
with a proper timing after the initiation of the
discharge of the main TEA CO laser, a power-
modulated output such as shown in Fig.2(b) was
obtained. The modulation frequency in Fig.2(b)
is 29MHz, which agrees with the longitudinal
mode spacing of the main laser, not with the beat
frequency of the injection pulse. The gain-

Fig.2 Examples of the output waveform
of the main TEA CO laser. (a) Multimode output pulse observed for
the case with no injection field. (b) Power-modulated long-pulse output
obtained when the two-mode pulsed
field of the hybrid laser is injected with
proper timing.
switched spike of the waveform in Fig. 2(b) is well suppressed, so that the pulse duration is elongated to about 800 ns in full width at half the maximum. The pulse duration of 800 ns is about five times as long as that of the multimode pulse shown in Fig. 2(a).

Figure 3(a) summarizes the relative appearance frequency or distribution of the power-modulated outputs of the main TEA CO$_2$ laser as a function of modulation depth. The modulation depth is defined by $m = \{(P_{max} - P_{min})/(P_{max} + P_{min})\} \times 100$ (%), where $P_{max}$ and $P_{min}$ are the maximum and minimum values of the oscillatory waveform within one period. Each power-modulated output pulse shown in Fig. 3(a) was obtained with feedback loops 1 and 2, switched on. Although the modulation depth varied from shot to shot, 76 percent of the total shots had a modulation depth larger than 70%. Hence sufficient stability was achieved for practical use.

For the sake of reference, experiments were repeated for the free-running case with feedback loops disconnected. The results for the free-running case are shown in Fig. 3(b). It is seen that the average modulation depth is about 35%, and the distribution is also broad compared with the case with the feedback loops on. Eight percent of the outputs for the free-running case were multimode and are ranked in the group $m=0$.

In summary, we have developed a high-power TEA CO$_2$ laser system which can yield a power-modulated long-pulse output. By incorporating the feedback control loops in the laser system, we have obtained the power-modulated outputs with sufficient stability for practical use. The present laser system can be applied to the diagnostics of large tokamak plasmas, provided that some increase in the output power is made. We expect to have an output power of more than 150 MW by amplifying the output pulse of the present laser system, using a large CO$_2$ laser device such as a Lumonics 620 with a triple-pass configuration. This work is supported by a Grant-in-Aid for Scientific Research from the Ministry of Education, Science and Culture of Japan.
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ABSTRACT
The paper describes the method called a non-coherent reflectometry technique. Using this method we can be able to provide a high precision of the measurement of the fusion plasma cut-off layer position and its microfluctuations simultaneously. The method is based on the application of the millimeter wave narrow-band noise signal and its spectral processing. Two modification of the method are discussed, and one of them uses an autodyne regime of the noise signal oscillator.

I. INTRODUCTION
The coherent length $l_c$ is the one of the main characteristics of the noise signals. Its value is

$$l_c = \frac{\nu}{\Delta f}$$

where $\nu$ is a propagation velocity of the signal and $\Delta f$ is its power spectrum width. The value of $l_c$ defines a distance where a coherency property of the signal is saved. It is known that the power spectrum of the sum of the radiated and reflected signals obtains a periodic modulation at condition if the propagation distance between the reference and reflected signals exceeds sufficiently the coherent length of radiation signal $l_c$. In this case, the modulation period is connected with $\nu$ and $l_c$ as follow $T = \frac{\nu}{2C}$. The physical nature of this effect is reduced to an ordinary monochromatic interference of Fourier components of noise signal. Hence, we can estimate the distance to reflector measuring a period of modulation and knowing $\nu$. The distance measurement with help of such method is described in [2] where the author proposed a noise radar system with a double spectral processing of sum signal. A high precision and resolution of the method take place in the case when $2C > l_c$. The absence of controlled delay line in the reference signal circuit is a great advantage of the method described.

II. NON COHERENT-REFLECTOMETRY
The design of sources of steady-state intensive noise signals of mm wave band with sufficiently wide and homogenious power spectrum of

1).}
frequencies is an important problem for the development of non-coherent reflectometers. As an source of noise signal is used a weak-resonant backward wave oscillator (WBWO) of mm wave band [3] that generates chaotic oscillations. The excitation of chaotic oscillations becomes possible due to the chaotization of WBWO oscillations under interaction of electron beam with intensive field of weak-resonant oscillation system [4,5]. The packaged chaotic oscillators of mm wave band are developed in IRE AS of Ukraine and they provide the power spectrum width of radiation oscillations over 300MHz and integral power of some watts.

II.1. NON-COHERENT REFLECTOMETER

Fig.1 shows an experimental set-up of non-coherent reflectometer. The reflected signal is added with a reference one and sum signal passes to spectrum analyzer. The frequency band of the spectrum analyzer have to be sufficient for observation of noise signal power spectrum with the width above 300MHz. The output modulated signal from spectrum analyzer is converted to digital form and is wrote to the memory of computer. The time of one measurement is defined with a sweep velocity and this time can be very small (t 2ms). The set of measurements is carried out during an existence time of the plasma. The results of them are processed with computer. Fig.2 shows the power spectrum both of the radiated chaotic signal and the sum signal. The non-coherent reflectometry allows to observe two different space scales.

Figure 1.

Figure 2.
of distance change $L$: mean wavelength of noise signal $\lambda$ and coherent length $L_c$. The change of the $L$ within the limits $\lambda$ causes a change of phase shift between the reference and reflected signals. The result is a shift of interference figure without a significant change of modulation period $\Delta T_\omega$. The observation evolution of absolute frequency value $f_m$ of one of the minimums allows to record a small scale shift of cut-off layer position. In particularly, the distance change equal to $\Delta L=\lambda/2$ corresponds to the frequency shift $\Delta f_m=T_\omega$. This method is like to that which uses a fixed frequency monochromatic signal and allows to measure fluctuations having $\Delta L=1\text{mm}$. The measurement of value $T_\omega$ is for more large distance.

The processing of sum signal is effective for $L$ just above $L_c$ too. For higher precision we have to provide conditions for taking larger values $dT_\omega/dL$. Fig.3 shows the measured relations $T_\omega(L)$ and $N(L)$, where $N(L)=\Delta f_m/T_\omega$ is a number of variations which are observed on spectrum analyzer for a sum signal. The most values of $dT_\omega/dL$ are observed for small values of $L$, and the optimum conditions for measurement take place for $N(L)=3-4$. In this case, the minimum position is recorded with sufficient accuracy and $dT_\omega/dL$ is about $0.2\text{MHz/cm}$.

II.2. AUTODYNE REGIME OF THE CHAOTIC OSCILLATOR OPERATING

Fig.4a shows an illustration diagram of non-coherent reflectometer using an autodyne regime of the chaotic oscillator [6]. The presence of power output from both the collector end and the gun one is a feature of the WBWC. It allows to use the collector output to radiate and to receive a noise signals while the gun output is used for recording of

![Figure 4.](image-url)
the spectrum modulation. The reflected signal with a small amplitude and delay 2L is amplified with an active element of the oscillator and one interacts with oscillations in system. The result is a periodical modulation of spectrum (fig.4b). In this case, the amplitudes of the interacted signals are essentially different, that is why, the observed modulation depth is more less of said case. A sufficiently high sensibility for autodyne effect is provided with the linear amplification of the reflected signal in the WBWO. The spectrum characteristics (fig.4b) given for the reflected signal level of 20 dB with respect to radiated signal. It should be noted, the scheme of non-coherent reflectometer using an autodyne behavior of the WBWO is more simple because, in this case, the oscillator is used not only as a transmitter but as a sensitive receiver, an amplifier and a mixer too.

III. CONCLUSION

The application of the non-coherent reflectometry method allows to measure a plasma cut-off layer position with error of 2cm and it allows to define a small fluctuation of a position about 1mm. The time of the measurements can be decreased if to use a spectrum analyzer with a parallel processing of noise signal. The application of the autodyne regime of the chaotic oscillator operating allows to sufficiently simplify the scheme of reflectometer, and it saves the main advantages of the method. The method suggested has no sensibility to hindered influence of other signals, and its using is reasonable for development of systems for the precision measurement of distance to objects and for the definition of its displacement characteristics.

REFERENCES

T6.1

DUAL-BAND MILLIMETER WAVE OSCILLATORS FOR MEDICAL USE

Song Shuxian  Liu Dongcheng  Deng Ciping
(Beijing Institute of Technology, Beijing, China)

ABSTRACT

Some millimeter wave oscillators produced in the requirements of a long range coherent oscillation (LRCO) will be given in this paper. These oscillators have some advantages over others used before for their suitable power output (enough to trigger LRCO to occur), wide band (dual-band design), and simple structures then low cost, etc. These oscillators are available and fit for use in LRCO research or clinic treatments. Some apparatuses were also produced, one of which will be shown at the end of this paper.

INTRODUCTION

Microwave/millimeter-wave has a very good perspective in biological and medical applications. But therapies by thermal-effects have some disadvantages in practice, for it must be carried out by a very high power radiation which needs complicated and expensive equipments, and also may cause some heavy damages to human bodies. So recently, the applications of nonthermal-effects have got more and more attention.

REQUIREMENTS OF MILLIMETER WAVE OSCILLATORS FOR MEDICAL USE

Our millimeter wave oscillators for medical use are on the basis of the nonthermal effects between microwave and biological bodies. The mechanism of nonthermal effects can be expounded by a coherent oscillation model produced by H. Frohlich [1, 2], which mainly include following parts:

(1) A long range coherent oscillation (LRCO) exists between electromagnetic wave and biological tissues (cells, giant molecules, polar molecules, etc.) which make essential role in growing and reproducing of these tissues;

(II) LRCO is a nonlinear reaction which can be triggered by only a little microwave energy from outside of human body, and the energy needed in the reaction is supplied by human body itself, not from outside;

(III) LRCO exists on a band of frequencies which mainly near the high part of microwave frequencies, i.e. millimeter wave and far-infrared.

After H. Frolich, S.T. Webb and some other researchers [3] verified the existence of LRCO by experiments. Then the model of LRCO became a radical theory and principle in this research area, i.e. the area of nonthermal reaction between microwave (especially millimeter wave) and biological bodies and also its applications in medical clinics.

From above theory we know that our oscillators for medical use must meet some requirements which include:
a. suitable power output, which is enough to trigger the LRCO to happen, but far less than that needed to cause damage on human bodies.

b. wide spectrum of frequencies, which come from the special design of dual-band or harmonic oscillation with all the frequencies produced mainly in or near millimeter wave band.

c. simple structure, which is composed of solid millimeter wave devices and can be manufactured easily, and in that can soon get a much extensive medical applications.

DUAL-BAND MILLIMETER WAVE OSCILLATORS PRODUCED

According to the requirements we have made several millimeter wave oscillators shown as Fig.1,(a)–(h), which include following sorts:

1) structures made of combination of cavity and waveguide. Fig. 1(a) is a dual band oscillator that consists of one 8mm cylindrical cavity oscillator and one 2cm waveguide oscillator. The dual-band wave is got out from the waveguide in a cross polarized structure, and the cavity is used to obtain a stable oscillation which may cause some difficulties in fabrication. The maximum output of the oscillators is about 50-70mW for 2cm oscillator and 20-30mW for 8mm oscillator.

2) structure made of combination of two waveguides. Fig.1(c) is a dual-band oscillator consist of two similar waveguides (shown as Fig. 1(b)), one of which is 2cm waveguide and another 8mm waveguide. This structure needs no complicated fabrication and more can produce more frequencies though it may not be so stable. The maximum power output is 50-70mW for 2cm and 20-30mW for 8mm.

3) structure made of microstrip. This structure comes from a recently developed antenna, active antenna of microstrip[4,5], where the oscillator and antenna for radiation are made in one substrate. This cause the structure very simple and easy to produce or fabricate in a conformal surface with biological body and then makes it very convenient in practical use. Fig.1(d) and Fig.1(e) are the basic forms of the oscillator, and Fig.1(f) is the section view. We have got some oscillators of 8mm, 5mm, and 4mm band and the main problem is the too lower power output. The oscillators shown in Fig. 1(d) and Fig.1(e) can only get an output of 1-2mW. But this problem can be solved by connecting the oscillator and antenna with the surface of biological bodies. Then the power will be enough to excite the coherent oscillation in human bodies. Fig.1(g) and Fig.1(h) are two transforms of Fig.1(d) and Fig.1(e), where Fig.1(g) is a structure of two or more oscillators using power combination in radiation, and Fig.1(h) is a structure which can produce harmonic oscillation for getting wider spectrum.

DISCUSSION

Because the LRCO happen in a wide band, not on only one single frequency, the requirements for stable and pure frequency is not imperative. This character will make the last two sort oscillators introduced above have better perspective in medical application, especially the third which is obviously easy to be put in practical use of clinics. Some apparatus, one of which is shown in Fig. 2, have been made using above oscillators and now are being used in hospitals.
Fig. 1 structures of some dual-band oscillators
Fig. 2: Medical apparatus using dual-band oscillator
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The device described in the paper belongs to the field of the transistor technique of the millimeter and infrared wavelength range ($10^{11}$ Hz < $\sqrt{10}15$ Hz). It may be used in communication lines, data handling devices, radiometer systems.

Usually, in modern communication lines of optic, submillimeter and millimeter wavelength ranges the most effective transmission is realized by wave beams which propagate in the waveguides adequate to the frequency range. At present there exists a problem of data handling. So the use of ordinary solid state transistor devices /1/ in these ranges faces essential difficulties which manifest themselves in the impossibility to decrease their constructive capacity and inductance.

It is known now transistor devices operating in the optic frequency range in which a highfrequency energy flow or pulse controls a similar object. The physical principle on which the device's operation is based involves a phenomenon of nonlinear absorption of electromagnetic energy by a substance in the presence of a set of discrete energetic levels. Due to the distances between these levels being lied in the range $1 + 10$ eV such devices can operate only in the optic frequency range.

A shortcoming of the optical transistor is also the fact that it may operate only in several narrow bands of frequencies the mean values of which correspond to energy levels of the working substance. An attempt to expand the frequency range by resonator retuning leads to falling of the amplification coefficient of the transistor, a growth of nonlinear distortions, deterioration of stabilization conditions of the transistor. Besides, one may change the discrete spectrum of operating frequencies only by replacement of the working substance of the transistor.

This problem may be solved if the transistor consisting of the Fabry-Perot resonator, working substance placed in it will be supplied by a source of the regulated magnetic field and magnetic used as a working substance.

The device described (Fig.1) includes copper mirrors 1,2 which form the Fabri-Perot resonator. The working substance 3 (ruby cylinder) is placed between mirrors. The channel 4 of excitation and saturation presented as a waveguide which connected with the resonator by the coupling element 5. The information channel 6 (waveguide) is connected with the mirror 1 by its own coupling element 7. The channel 8 (waveguide) is connected with the mirror 2 by a coupling element 9. The source 10 of the regulated magnetic field (solenoid) is placed outside the resonator. Here vector $B_0$ of the static magnetic field of the high homogeneity is perpendicular to the vector $B_1$ of the magnetic component of the electromagnetic field in the resonator.

Let us consider the operation of such quasioptical transistor. The magnetic field $B_0$ removes the degeneration of energy levels of magnetic atoms of the working substance 3, here the distance between the levels depends on $B_0$. Thus, the system of energy levels is
formed in the working substance 3. The frequencies of quantum transitions lie in the range from the shortwave part of the mm range and higher at the value $B_0 \approx 3$ T.

In the resonator tuned in the frequency $\nu$ of the signal coming from channels 1 and 2 the condition of the magnetic resonance

$$h \nu = W_M - W_{M-1},$$

where

$W_M, W_{M-1}$ are the values of energies of stationary states of a magnetic in the static magnetic field; $M, M-1$ are the natural values of the operator $S_{Bo}$ of the effective magnetic spin projection on the direction of the static magnetic field $B_o; \omega = \nu \sqrt{\mu},$ is the circular frequency of the exciting SHP-field; $h$ is the Planck's constant is being kept. Here the magnetic dipole transitions arise with absorption of energy of the electromagnetic field. The value of the absorbed energy depends nonlinearly on the the value $|B_1|$. When the condition of saturation is not observed ($|B_1| \ll \sqrt{\nu T_1 T_2}$) the absorption in the magnetic is large, the resonator is practically does not transmit the electromagnetic energy and, therefore, the signal in the receiving channel is practically equal to zero (i.e. the transmission coefficient of the resonator $T << 1$, Fig.2). In the fully saturated substance ($|B_1| \gg \sqrt{\nu T_1 T_2}$) the absorption is practically absent and the resonator has the maximum possible transmission coefficient $T$. 
The character $\mathcal{T} = \mathcal{T}(|\vec{B}_1|)$ calculated in /4/ has been used for realization of regime of transistor functioning. By changing the signal amplitude in the channel 4 of saturation and excitation the value $|\vec{B}_{1S}|$ is chosen corresponding to the "working point" of the transistor. The information signal comes to the resonator through the information channel 6. As a result a processed (amplified) information signal comes to the receiving channel 8.

The retuning of the working frequency is realized by changing the value of the static magnetic field $|\vec{B}_0|$ and tuning of the resonator according to the condition of the magnetic resonance.

The regulation of the steepness of the device characteristic is realized by changing only the field $|\vec{B}_0|$ within the working frequency band of the resonator. An important positive moment is the fact that the retuning of the working frequency is realized in the continuous frequency range, and the regulation of steepness of the device characteristic is realized without changing the frequency of the working generator and resonator geometry. Besides, many of magnetics may work at room temperatures that allows to create small-size devices of data processing at SHF.

Positive properties achieved allow to use effectively the quasi-optical transistor in the communication systems, computer devices where information beams are treated and switched with supervaloricit. Besides abovementioned properties assume the successful application in other fields of science and technique, for example, in medicine and biology when modeling neurostructures for the purpose of study and diagnostics of brain work.

Experimental test of the transistor operation on the radiophysical complex "BURAN" /5/ showed a good agreement of the calculated
characteristics and real ones. There was also observed inversionless amplification of the information signal and bistability of working characteristics of the quasioptical resonator.

At present the experimental and theoretical works concerning the use of the given device in the information systems at SHF have being carried out.

References


W-BAND HARMONIC MODE GaAs GUNN DIODES

Deng Yanmao
(Nanjing Electronic Devices Institute, Nanjing, China)

ABSTRACT

Fabrication and performances of the second-harmonic mode W-band GaAs Gunn diodes are briefly presented. By means of researched interrelation between DC I/V curves, fundamental and harmonic performances of the devices, some criteria of designing and selecting devices suitable to harmonic mode operation are provided. Harmonic output power of 40mW at 95 GHz with a conversion efficiency of 1.36 percent and output power greater than 10mW over all of the W-band have been achieved.

INTRODUCTION

Though three-terminal solid-state devices, such as FET, HEMT, HBT, have established their place in the millimeter-wave range, Gunn and IMPATT diodes still maintain their superiority above 30GHz. GaAs and InP Gunn diodes as one of the important millimeter-wave solid-state devices are widely used in local oscillators, injection-locked oscillators and amplifiers.

Although we have obtained over 20mW of output power at 90GHz with fundamental mode GaAs Gunn diodes, physical constraints of the W-band fundamental mode devices become critical as the operation frequency is increased. These devices are not only hard to be reproduced, but also hard to be applied since their operation temperature and voltage range are very narrow. Consequently for the frequency higher than about 65GHz, GaAs Gunn harmonic oscillators are generally used at present. Its advantages are apparent. First, since the harmonic mode devices may somewhat mitigate the contradiction between frequency and power, compared with fundamental mode devices at the same operating frequency, chip dimension can be larger, and fabrication process tends to be easier. Next, the processing of GaAs material and devices are more mature than that of InP. So GaAs devices have lower cost and better reliability. Theory and technique for the harmonic extract are being upgraded. The best harmonic performance reported so far is output power of 96mW at 94GHz with a conversion efficiency of 2.7 percent. However, it has experimentally been found that Q-band (33-50GHz) fundamental devices are not suitable for W-band (75-110GHz) harmonic mode operation. This paper will mainly present interrelation between DC, fundamental and harmonic performances from devices respect, so that some criteria of designing and selecting devices suitable for harmonic mode operation may be obtained. The performance of W-band harmonic mode GaAs Gunn diodes will be reported. These devices have successfully been applied in some W-band Gunn harmonic oscillators. Output power of 40mW at 95GHz with a conversion efficiency of 1.36 percent and output power greater than 10mW over all of the W-band have been achieved.
DEVICE FABRICATION

The design of W-band harmonic mode GaAs Gunn diodes is basically similar to that of Q-band fundamental mode ones. The n+-n-n+ GaAs structures were grown on low resistivity n+ substrates using VPE method. The doping concentration of the active layers ranged from $7 \times 10^{15}$ to $1.5 \times 10^{16} \text{cm}^{-3}$. The thicknesses of the active layers were in the range of 2.0 to 2.7 $\mu$m. The carrier concentrations and the thicknesses of the highly doped n+-buffer and n+-contact layers were about $1 \times 10^{18} \text{cm}^{-3}$, 2.4 $\mu$m and 1 $\mu$m respectively. The ohmic contacts on both sides of the wafer were formed with alloyed AuGeNi/Au metallizations. Conventional electroplated heat sink structures were used. Mesa diameters of fabricated diodes chips were 60-80 $\mu$m. Individual chips were thermal-compressionally bonded into gold-plated copper stud packages. Cross-like gold ribbons were then bended. Chips were finally hermetically sealed within the packages (package model NEDI T085).

PERFORMANCE AND RESULTS

It has experimently been found that all Q-band fundamental devices are not suitable for W-band harmonic mode operation. We researched interrelation between normalized DC I/V curve, fundamental and harmonic performances for different batches of the devices. Q-band RF performances of these devices were measured in a standard reduced height post-coupled waveguide oscillator. Their W-band RF performances were measured in a full-height waveguide cap cavity. Fig. 1 shows several typical normalized DC I/V curves (V_t and I_t are threshold voltage and current, respectively).

![Fig. 1 Several typical normalized DC I/V curves](image)

The characteristic data of typical DC performance as well as fundamental and harmonic performances for different batch of the devices are listed in table 1. From the DC and RF test results presented above, following laws can be obtained:
A. For those batches which have almost the same fundamental output power, its harmonic output power may be very different.

B. For larger current peak-valley ratio (represented by \( I/I_v \) value at \( V/V_t = 3.5 \)), harmonic performance is not necessarily satisfactory, while abrupt current drop-back at the threshold point (represented by \( \Delta I \)) is desirable for good harmonic performance.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>DC, fundamental and harmonic performances for different batch of the devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>batch</td>
<td>DC curves No.</td>
</tr>
<tr>
<td>14-1</td>
<td>3</td>
</tr>
<tr>
<td>18-6</td>
<td>5</td>
</tr>
<tr>
<td>24-6</td>
<td>1</td>
</tr>
<tr>
<td>35-3</td>
<td>4</td>
</tr>
<tr>
<td>10-4</td>
<td>2</td>
</tr>
</tbody>
</table>

C. Measured threshold voltage are all lower, ranged from 1.10 to 1.35V.

D. For the devices having larger fundamental output power, the operation current is generally greater than 1A while for the devices having larger harmonic output power and higher conversion efficiency, the operation current is all less than about 0.9A, corresponding to DC power consumption of about 2.5-4W. Obtained best experimental results for W-band harmonic mode GaAs Gunn diodes are summarized in table 2.

Using these Gunn diodes, University of Electronic Science and Technology (Chengdu) has developed a wideband mechanically tunable harmonic oscillator, which can deliver output power greater than 10 mW over all of the W-band.

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Obtained best performance for W-band harmonic mode GaAs Gunn diodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>batch No.</td>
<td>( V_0 ) (V)</td>
</tr>
<tr>
<td>14-1</td>
<td>3.9</td>
</tr>
<tr>
<td>14-1</td>
<td>3.8</td>
</tr>
<tr>
<td>18-6</td>
<td>4.32</td>
</tr>
<tr>
<td>18-6</td>
<td>3.75</td>
</tr>
</tbody>
</table>

According to above experimental results, some criteria of designing and selecting the devices, which are suitable for harmonic mode operation, can be summarized as following:
A. Usually have greater fundamental output power and higher conversion efficiency.
B. Have as large abrupt current drop-back as possible at the threshold point.
C. Correspondent DC power consumption is from 2.5 to 4 W. It has experimentally been demonstrated that above criteria are valid for designing and selecting harmonic mode devices.

DISCUSSIONS

For increasing harmonic extract efficiency and harmonic output power, it is necessary to exert every effort in all respects of material, devices and circuit. Larger abrupt current drop-back at the threshold point is related to higher low-field mobility of the active layer. RF current generated by the domain transit in the active layer contains certain harmonic current components. Obviously, in order to produce rich harmonic components, the harmonic mode devices require abrupt concentration changes between both boundaries of the active layer. MBE is beneficial to grow hyperabrupt doping concentration. In addition, for certain nL product, less mesa diameters, corresponding to lower operation current, may decrease temperature rise and maintain certain terminal impedance of the diodes. Therefore, the harmonic mode devices possess lower current characteristic compared with fundamental ones. At certain DC power consumption, exchanging low current for high voltage is also beneficial to increase conversion efficiency.

CONCLUSION

By means of researched relation between DC I/V curves, fundamental and harmonic performances of the second-harmonic mode W-band GaAs Gunn diodes. Some criteria of designing and selecting devices suitable for harmonic mode operation have been provided. The devices must have larger abrupt current drop-back at the threshold point and relatively lower DC power consumption.
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THE EXPERIMENTAL INVESTIGATION OF THE SUPER-SLOW ELECTROMAGNETIC WAVES IN THE PERIODIC SEMICONDUCTOR STRUCTURE

A.A. Bulgakov, S.K. Kondrashin, V.V. Kutuzov
Institute of Radiophysics and Electronics,
Acad. of Science of Ukraine, 12 Proscura st.,
310085 Kharkov, Ukraine

It was predicted in the works [11] the possibility of the superslow magnetic waves existence in the periodic structures formed by the semiconductor-dielectric layers. The theoretical estimation for modern semiconductor materials shows that the accessible electromagnetic wave slowing-down value is equal to $10^4 .. 3 \times 10^4$. Such a great slowing-down is conditioned by both the structure periodicity and the specific distribution of the electromagnetic field in the structure layers.

In order to verify this supposition the authors carried out the experimental investigation of the periodic structure wave properties. This structure consists five InSb-sitall layer pairs. The thickness of every layers is 0.25 mm (InSb) and 0.35 mm (sitall). InSb has such parameters: concentration - $10^{15}$ cm$^{-3}$, mobility - $5 \times 10^5$ cm$^2$V$^{-1}$s$^{-1}$. The dielectric constant of the sitall is equal to 13.2. The structure dimension is 3.5x6.5 mm$^2$. It is placed in the rectangle waveguide in a such way that layers plane is parallel to the waveguide big wall. Such an experimental configuration is connected with the magnetic field unsusceptibility of the structure own oscillations when it is placed parallel to small wall. The external magnetic field controls effectively such structure parameters as the frequency gap zone disposition and the wave attenuation.

It is important to mention the peculiarity of the waveguide used. The waveguide transversal wave number is defined by the big wall dimension and dielectric filling. The corresponding structure wave number depends upon big wall structure dimension, the relation between layers thicknesses and their numbers, the constant magnetic field amplitude. Therefore when waveguide is completely filled along big wall, the wave type of interest cannot be activated. In order to avoid such situation one used partial waveguide filling - the structure dimension in cross-section along big wall is equal to 3.5 mm. The big wall dimension of the waveguide measuring section is equal to 7.2 mm. In such configuration it is possible to some extent the change of the periodic medium wave number by structure shifting along
big wall. The cryogenic device includes the measuring section and is placed between the magnet poles in such a way that strength lines of the magnetic field are directed parallel to the structure layers.

Experimental investigations consist of the varying investigation of the amplitude-frequency characteristics of the measuring section and electromagnetic wave velocity vs external magnetic field value. Experiments were carried out for the following wavelength ranges: 6 mm, 8 mm, 15 mm and temperatures: 300 K, 78 K. The magnetic field was changed from 0 to 7 kE. During experiment authors observed in some frequency bands both monotonous and nonmonotonous dependence of the electromagnetic power attenuation coefficient of the measuring section upon the magnetic field value. The local effects of the same sign are in the range 1-4 GH. The power attenuation decrease reaches 13 dB in above mentioned range of the magnetic field.

The authors suppose the following results explanations. When own oscillations are activated, electromagnetic energy in the structure is absorbed partially by it. This leads to attenuation coefficient increasing. The external magnetic field changes the dielectric constant tensor components. As a result the energy redistributed between the layers of semiconductor and dielectric. The dielectric energy losses are much greater than the semiconductors ones. If the magnetic field is applied, the main part of the own oscillations energy is concentrated in dielectric, that results attenuation coefficient decreasing. This effect has been observed in experiment.

The electromagnetic wave velocity has a value of 33±9 in the frequency bands where it was observed the essential decrease of electromagnetic power attenuation. It should be noted that the theoretical estimation the slowed-down velocity for the similar but infinite structure has a value 25 [1].

MM-Wave Bi-Turning VCO

Wang Dongjin and Li Dunfu
(Univ. of Science and Tech. of China, Hefei, China)

INTRODUCTION

Owing to the progressing of MM-wave semiconduct devices, various kinds of MM-wave systems have been created that deal with different work fields. The simplified principle of a MM-wave pulse doppler system can be seen from fig. 1. There, the function of MM-wave phase locked loop is that the received signal can pass through the crystal filter. Thus a double turning VCO would be required in the system, and the fine turning direction could be changed.

As we know, only the positive turning direction can exist using ordinary principle, the new bi-turning VCO must be searching for a new structure and working mode.

ANALYSIS AND DESIGNING

The new structure of the bi-turning VCO is shown in fig. 2. The varactor composition with Gunn diode in the main cavity works with the ordinary principle, so that the varactor can be omitted in the equivalent circuit analysis. The another varactor 2 is located in the frequency turning cavity behind the high-Q cavity, and the VCO can be represented in a simplified equivalent circuit fig. 3. As seen in the reference place a—a to the right, there is:

\[ Y = G + j \left[ \omega (c' + c) - \frac{1}{\omega L} - Y_0 \text{ctg} \left( \frac{2\pi}{\lambda} \right) \right] = g + j \phi \]

By putting \( b = 0 \), the oscillation frequency \( \omega \) is determined as:

\[ \omega = \frac{1}{2(C + C')} \left[ Y_0 \text{ctg} \left( \frac{2\pi}{\lambda} \right) + \sqrt{Y_0^2 \text{ctg}^2 \left( \frac{2\pi}{\lambda} \right) + \frac{4(c' + C')}{L}} \right] \]  

(2)

Thinking about the characteristics of the varactor, two kinds of conclusions can be deduced from eq. (2):

1) If \( \text{ctg} \left( \frac{2\pi}{\lambda} \right) \geq 0 \),
the frequency \( \omega' \) increases when the turning voltage increases also, i.e. positive turning.

2) If \( \text{ctg} \left( \frac{2\pi}{\lambda} \right) < 0 \), the eq. (2) rewrites as:
\[ \omega' = \sqrt{\frac{Y_0 \text{ctg} \left( \frac{2\pi l}{\lambda_g} \right)}{\left[ \frac{1}{2(C' + C_0)} \right]^2 + \frac{1}{L'(C' + C_0)}} - \frac{Y_0 \text{ctg} \left( \frac{2\pi l}{\lambda_g} \right)}{2(C' + C_0)}} - |A| \]

It is clearly seen that when the turn voltage increases, the capacitance of the varactor \( C' \) decreases, then the frequency \( \omega' \) decreases also. In other words, as \( l \rightarrow 0.5\lambda_g \), the negative turn can be completed. Thus the method of changing turn direction by varying the place of shorting plate has shown a useful and easy way for VCO designers to work out this problem. The adimitance seen to right from point c-c as:

\[ Z_c = R_0 + G' + j \left[ \omega(L_1 + L_2) \frac{\omega^2 - \omega_0^2}{\omega^2} + \omega^2 M_2^2 L_2 Y_a \right] \]

\[ = R_c + jX_c \]

where

\[ \omega_0^2 = \frac{1}{[C_0(L_1 + L_2)]} \]

Putting \( X_c = 0 \) will determine the oscillation frequency of the high-Q cavity containing the varactor. As we see, the value of \( M_2 \) is not only a function of the diameter of the coupling hole between high-Q cavity and the frequency turning cavity, but also it depends upon the value of \( \omega_0 - \omega' \). So, \( \omega_0 = \omega' \) represents the maximum coupling condition, and the high-Q cavity is strongly disturbed by the varactor, the frequency turning band will be wide; otherwise, the band narrow. This way, the turning band can be controlled easily; wide or narrow according to what usage is necessary.

In the same way, the adimitance at point e-e is:

\[ Y_e = G + j\omega C + Y_i + \frac{1}{Z_d} = g_e + jb_e \]

where

\[ Z_d = j\omega L + \omega^2 M_1^2 L_1 L_2 / Z_c, \quad M_1 = k_1 / \sqrt{L_1 L} \]

\( M_1 \) is the coupling factor between the main cavity and the high-Q cavity.

Putting \( b_e = 0 \), the solution is the oscillation frequency of the VCO. The analysis above gives a brief view of the advantages of the bi-turning VCO, but the phase noise is another important characteristics of a signal source especially in a doppler system. It is a common knowledge that to reduce the phase noise of phase locked source, the phase noise of VCO must be lower, especially in the Fourier frequency far from the carrier. Phase noise of a cavity stabilized Gunn oscillator states as:
\[ L(f_m) = \frac{FKT}{8Q_f^2P_0} \left( \frac{f_0^2}{f_m^2} \right) \]  

(6)

\[ Q_f = \frac{1}{2g_e} \left( \frac{b_e}{\omega} \right) \]  

(7)

Where \( F, P_0, f_0 \) and \( f_m \) are noise figure of Gunn diode, carrier power, carrier frequency and Fourier frequency away from the carrier, respectively. It is an efficient way to reduce the oscillator's phase noise by increasing the value of \( Q_f \). So, raising the Q factor of high-Q cavity and expanding the value of \( \omega_m - \omega_p \) as large as possible. These are the key factors in considering a low phase noise oscillators design, where \( \omega_m \) and \( \omega_p \) are the frequencies of main oscillator and high-Q cavity containing the varactor, respectively. But increasing the value of \( Q_f \) would make the frequency tuning band narrow. It can be seen from this that there have contradictory requirements between low phase noise and the wide frequency tuning band, the VCO might choose a suitable value for both phase noise and the frequency tuning band of the VCO.

**EXPERIMENTAL RESULTS AND CONCLUSIONS**

Based upon the above analysis and after careful design, careful examination of the device and fine adjusting, the desirable bi-turning VCO has been made at last. The main characteristics of the VCO that have been tested by the Meterology Station of Ministry of Spaceflight and Aviation are:

- output power: 17~20 dB mw
- rough turning: (10~20) MHz / (0~15)V
- fine turning: (± 1~5 MHz / (0~15)V
- phase noise: -60dBc / Hz (\( f_m = 1 \) KHz)
- -93dBc / hz (\( f_m = 50 \) kHz)

Inserting the bi-turning VCO to the phase locked loop, the phase noise spectrum of the phase locked source is the same as that of a standard source—the LO oscillator; and the receiving signal containing the doppler frequency of a moving target smoothly passes the crystal filter to the back-end of the system. The matter shows that the VCO is satisfactory for the doppler system.

Generally speaking, the Gunn oscillator stabilized by a high-Q cavity containing varactor is an efficient method to make a high-quality VCO.

The authors thank senior engineer Shen Yijian and Mr. Xiong Huapin for their help in experimenting and discussions.
Fig. 1. Schematic of working principle of pulse doppler system.

Fig. 2. A cross-section view of bi-turning VCO and its photo.

Fig. 3. Simplified equivalent circuit of bi-turning VCO.
KA-BAND GUNN VCO’S

Li Chengxi
(The Institute of Electronic Engineering of PLA)
Li Yong
(NO. 16 Institute, the Ministry of Machine-Building
and Electronics Industries of China)

ABSTRACT

This paper describes the design and fabrication method of Gunn VCO’s at ka-band and which have achieved broadband performances, centre frequency in (31-39) GHz, electronic tuning range ∆Fmax=1.4GHz. The Gunn VCO’s possesses practical usage value.

INTRODUCTION

For millimeter systems application the broadband electronic tuning range of oscillator is particular significance. It can be used as local oscillator in millimeter wave systems or radar systems. This paper detailed describes the design and fabrication method of Gunn VCO’s at Ka-band centre frequency in 31-39 GHz, compares the tuning performance of the full-

![Diagram of Gunn VCO configuration]

Fig. 1 Gunn VCO configuration
height waveguide resonator with the reduced-height waveguide resonator. Fig. 1 (a) (b) show the structure of full-height and reduced-height waveguide resonator.

8mm RANGE RECTANGULAR RESONATOR

The lowest-order propagating mode in rectangular waveguide is TE10, also called the dominant mode. To prevent other modes, usually select 1.05a < \lambda < 1.60a, where a is wide-side in rectangular waveguide. In Ka-band waveguide BJ-320, a=7.112 m, b=3.556 m, select length of cavity housing l=0.5 \lambda g=4.838 mm. In terms of field distribution of TE101 mode in a rectangular waveguide resonator, Gunn diodes and varactor are installed at middle resonator. The length of resonator can be tuned by back-short, so the centre frequency of VCO can be set up.

THERRY OF EXTENDING ELECTRONIC TUNNING RANGE

In terms of perturbation law:

\[ \frac{\Delta \omega}{\omega} = \frac{(\Delta Wm - \Delta We)}{(Wm + Wc)} \]  \hspace{1cm} (1)

where the \( \Delta \)We and \( \Delta \)Wm are variations of electronic and magnetic energies, the We and Wm are electronic and magnetic energies in resonator. \( \Delta \omega/\omega \) is frequency relative variation when resonating, \( We=Wm \), so:

\[ We+Wm=2We=2(WO+Wv) \]  \hspace{1cm} (2)

where the \( W0 \) is electronic energies in resonator (no contained varactor), the \( Wv \) is electronic energies in varactor:

\[ Wv=CvVV/4 \]  \hspace{1cm} (3)

\[ \gamma=\frac{(C_{max}-C_{min})}{2(C_{max}+C_{min})} \]  \hspace{1cm} (4)

so

\[ \frac{\Delta \omega}{\omega} = \pm \gamma Wv/(WO+Wv) \]  \hspace{1cm} (5)

From (5) in order to extend tuning range:

(a) select varactor with big \( \gamma \) and high Q.
(b) request tight couple for varactor and Gunn diode.
(c) request small W0 and low QI resonator.

When the package factor is considered, the tuning range can be shown:

\[ \Delta F=F_{C0}*_(C0-Cv)*Pv/(_2QI*Cv*PI) \]  \hspace{1cm} (6)

Where the \( F_{C0} \) is varactor cutoff frequency in zero bias, the QI is Q factor associated with the load varactor, the \( Pv \) is power dissipated in varactor, the PI is power delivered to the load. In order to further extend tuning range, we modified the structure of the resonator, used the reduced-height resonator, lowered QI of the oscillator, achieved our aim. The dimension parameter of the resonator are: \( a=7.112 \text{mm} \), \( b=3.200 \text{mm} \), \( l=4.838 \text{mm} \), \( \triangle b=0.368 \text{mm} \)
RESULTS OF THE EXPERIMENT

The equivalent circuit for analysis is shown in Fig. 2. Taking into account of package of Gunn diodes and varactor. We used the small resistor's Gunn

![Diagram of equivalent circuit for Gunn diode and varactor](image)

(a) bias circuit

(b) equivalent of Gunn VCO

Fig. 2 The bias and equivalent of electronic Gunn oscillator
diodes produced by 55th institute and big γ varactor produced by changchun semi-conductor factory. Fig. 3-5 shows tuning curves of different centre frequency in full-height resonator. Fig. 6-7 shows tuning curves of different centre frequency in reduced-height resonator. Tab. 1 shows the tuning range of reduced-height is wider than that of full-height resonator.

Tab. 1 Comparison of tuning range of full-height waveguide with reduced-height waveguide.

<table>
<thead>
<tr>
<th>Centre frequency (GHz)</th>
<th>Tuning range ΔF (GHz)</th>
<th>Output power PO (mW)</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>35.37</td>
<td>1.26</td>
<td>23</td>
<td>reduced-height resonator</td>
</tr>
<tr>
<td>35.53</td>
<td>1.41</td>
<td>36</td>
<td></td>
</tr>
<tr>
<td>34.722</td>
<td>0.13</td>
<td>21</td>
<td>full-height resonator</td>
</tr>
<tr>
<td>35.243</td>
<td>0.22</td>
<td>27</td>
<td></td>
</tr>
<tr>
<td>35.580</td>
<td>0.38</td>
<td>23</td>
<td></td>
</tr>
</tbody>
</table>
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Fig. 3-5 \( f=34.722 \) (f=35.243 \( f=35.580 \) \( GHz \) in full-height resonator

Fig. 6-7 \( f=35.370 \) (f=35.530) \( GHz \) in reduced-height resonator
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NEW WAVE PROCESSES IN THE INHOMOGENEOUS SEMICONDUCTORS
AND SUPERLATTICES

F.G. Bass, A.A. Bulgakov, S.I. Khankina
Institute of Radiophysics and Electronics,
Acad. of Science of Ukraine, 12 Proscura st.,
310085 Kharkov, Ukraine

The new types of waves have been theoretically predicted and
investigated, the formation of which is conditioned by the
inhomogeneity of semiconductor structure. It is shown that in the
classical superlattice formed by periodically recapitulating
semiconductor and dielectric layers, the propagation of surface
electromagnetic waves with phase velocities of the order of $10^7$ cm/s
is possible. The spectrum of these oscillations depends considerably
upon the physical parameters of the semiconductor and structure
geometry and the wave decrement is determined mainly by dissipative
processes in the dielectric. Namely this fact leads to a considerable
deceleration of electromagnetic wave in comparison with the
deceleration in an inhomogeneous semiconductor.

The waves in an inhomogeneous semiconductor have been also
investigated for the case when the concentration of charge carriers in
semiconductor and plasma frequency $\omega_p$ are the function of the
coordinate $z$. If the constant electric field is applied in the
direction of concentration variation, then the propagation of
inhomogeneous waves of the concentration is possible under an angle to
this direction. Their existence is conditioned both by longitudinal
oscillations of carrier with plasma frequency $\omega_p$ and transversal
oscillations with the frequency $\omega_N = (q|e \varepsilon_0|/m^*)^{1/2}p$ where $q$ is the
impurity gradient, $\omega_N$ is the electrical analog of the internal
hydrodynamical waves frequency. The amplitude of such wave has its
maximum value near the layer in which the plasma frequency is close to
the wave frequency. Thus, in different layers being perpendicular to
concentration variation direction, the waves with different
frequencies propagates. While the external electrical field is
absence, the inhomogeneous concentration waves have an interesting
peculiarity: the wave number component in the plane $z=const$ is
proportional with $qI$, where $I$ is a natural number. Hence the
characteristic linear dimension of concentration variation $q^{-1}$
determines imambiguously the periodicity of the field in perpendicular
plane.
CONTINUOUS RADIATION GENERATORS' UTILIZATION IN COHERENT MILLIMETER RADARS. RADIATION PROPERTIES, CONSTRUCTION SCHEMES, RESULTS OF EXPERIMENTS

Alexey A. KOSTENKO, Grigoriy I. Khlopov, Victor P. Shestopalov, Uriy V. Yakimchiyk

Institute of Radiophysics & Electronics Academy of Sciences of the Ukraine
12, Acad. Proskura st., Kharkov, 310085, Ukraine

The construction scheme of coherent radars with continuous radiation is in accord with the general idea of a classical interferometer, the arms of which are representated by the tracks of reflected and reference signals. The presence of frequency fluctuations of the generator leads to a shift in phase estimation of the reflected signal and this phase's derivative. Besides, in millimeter band it is characteristic that the role of technical fluctuations increases, which have got non-stationary nature, which in its turn doesn't allow to use spectral-correlation theory [1] while examining generator parameters applied to the concrete working conditions.

In this article we provide an analysis of the effect which substantially non-stationary frequency fluctuations produce on the work of coherent radars and we suggest a new criteria for estimating radiation quality of the transmitting devices. Besides, we have developed a method of taking measurements and have studied experimentally different vacuum and solid-state generators of millimeter band.

Examining the signal at the input of linear part of the receiver of the coherent radar, it has been shown that with the change of velocity of the object being studied, mean-square error is determined by the following expression

$$\sigma_v = C/\nu_0 \times \sqrt{\Delta_\nu(T, \tau)} \quad (1)$$

where $C$-is velocity of light in vacuum, $\nu_0$-velocity of object's movement, $\Delta_\nu(T, \tau)$-modified structural function for relative fluctuations of generator frequency, $T$-time of observations, $\tau$-time of signal propagation to the object and backwards, $\Delta_\nu$-represents mean-square difference of generator frequency, averaged in interval $T$ and measured at the time moments, which differ by the interval $\tau$

$$\Delta_\nu(T, \tau) = \frac{1}{2} \times <\{\tilde{\nu}(t+\tau) - \tilde{\nu}(t)\}^2> \quad (2)$$

$$\tilde{\nu} = \frac{1}{T} \int_0^T \omega(t)'/\omega_0 \times dt' \quad (3)$$

where $\omega_0$- carrier frequency of emitted oscillations, $\Delta_\omega(t) = \omega(t) - \omega_0$-random frequency fluctuations. Thuse from the phisical point of view the value $\sqrt{\Delta_\nu}$ corresponds to the short-term nonstability of generator frequency. As the measurement error $\sigma_v$ is inversely proportional to velocity $\nu_0$ and is proportional to time $\tau$, then, as the numerical analysis show, when the distances to the object are small (<1 km) the generators even with noticeable frequency fluctuations ($\sqrt{\Delta_\nu} \sim 10^{-5}$) allow to provide for coherent signal processing reflected from transportation vehicles, moving with velocities approximately 100 km/hour. At the same time while locating objects moving at small velocities ($\nu_0 < 10$ km/hour) and at great distance from the radar (>3 km), the
the requirements to the radiation quality become very strict
\[ \frac{\nu_d}{\nu_0} < 10^{-10} \].

The scheme of measuring test bed for examining of radiation properties in accordance with a suggested criteria of radiation quality is shown in Fig. 1. The spectrum of a radiation of the tested generator 1 is transferred into radio-frequency range by means of a shift with the oscillations of the frequency standard assembly 2. Frequency difference voltage from the output of mixer 3 arrives at two digital frequency meters 4,5 the control of which is provided by the generator of trigger pulses 6. It should be noted that frequency meter 4 is actuated directly and frequency meter 5 is actuated after interval \( \tau \), which is determined by the delay line 7. The time of observation \( T \) and interval \( \tau \) are established in accordance with the suggested mode of radar, and generators being investigated should be of the same type and be in the same conditions in order to provide for the equality of dispersions of their frequencies fluctuations. Difference frequency measurement error limits the estimate of maximum small values of short-term non-stability by the value \( \nu_d \approx 10^{-10} \).

The results of investigations of vacuum and solid-state generators of four millimeter range are shown in Fig. 2 (1-IMPATT-diode with stabilizing resonator, 2-diffraction radiation generator, 3-TWT, 4-IMPATT-diode without stabilization resonator, 5-klystron). Between not-powerful devices the least unstable frequency \( \left( \frac{\nu_d}{\nu_0} \approx 10^{-10} \right) \) is characteristic of IMPATT-diode with high Q-factor \( (Q \approx 7000) \) stabilizing resonator (curve 1), in which effective suppression of quick frequency fluctuations of radiated oscillations is achieved. For powerful generator devices the best characteristics may be attributed to the diffraction radiation generator [2], for which high quality of radiation (curve 2) is provided owing to the high Q-factor \( (Q \approx 3000) \) resonance system and isolated space of interaction and energy output.
At the same time, for TWT (curve 3) and klystron (curve 4) it is characteristic to have higher value of electronic shift of frequency and lower Q-factor resonance system, in connection with which the influence of technical unstabilities is much higher. Juxtaposed characteristics may be attributed to IMPATT-diode with low Q-factor resonance system (curve 5).

Taking into consideration the experiments, which have been carried out on the basis of IMPATT-diode and diffraction radiation generator there has been created a series of coherent technological radars, designed for velocity measurement of the railway vehicles, sea ships as well as for learning the characteristics of propagation of coherent radiation of twomillimeter range in next to the earth layer of the atmosphere. Among the peculiarities of receiver-transmitter schemes of such radars we can name utilization of the principle of "floating intermediate frequency" [3], which allows to practically achieve, using simple means, the coherent accumulation of a signal and to increase significantly the range. In the papers there can be found the schemes of radar construction, their characteristics and the results of research in natural conditions.
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The Attenuation of Electromagnetic Waves Due to Fog

Professor D J Harris, University of Wales College of Cardiff, Cardiff, UK

The operation of optical, infrared and millimetric systems using propagation through the atmosphere may be affected by fog. An overview of the situation is given from the standpoint of a potential user.

Wavelength limitations due to molecular absorption. Radiation may be attenuated by molecular absorption, and this is shown in fig.1. For wavelengths < 1μm or > 10μm, this attenuation will be small. In the approximate range 30 to 60μm the attenuation is greater than 50dB/km and applications will be limited to short ranges. Across the remaining part of the spectrum the wavelength must be chosen to avoid excessive attenuation.

Attenuation due to fog. Two approaches to the determination of attenuation can be taken. (1) computational predictions based on fog parameters and (ii) predictions based on experimental measurements of fog attenuation and parameters.

Analytical approach. Fog can be characterised by water content (g/m³), droplet size distribution, and temperature. Energy may be lost by scattering and absorption. Fog droplets are approximated as dielectric spheres with a complex refractive index. Loss characteristics then depend on the dimension of the spheres relative to the wavelength. The temperature may affect the refractive index. A practical fog consists of water spheres with a drop size distribution, and the effect of the drops must be summed over a unit volume.

The basic theory of scattering and absorption by spherical dielectrics of refractive index $m = n - j'n$ was established by Mie(1). The power loss due to a single object is given by the scattering, absorption and extinction cross-sections $C_{sca}$, $C_{abs}$ and $C_{ext}$, where $C_{ext} = C_{sca} + C_{abs}$. They can be normalised to give $C_{ext} = C_{ext}/\pi r^2$ etc., where $r$ is the sphere radius. The full analysis involves an infinite summation of complex expressions, but some limitations can be applied.

The complex refractive index of water is tabulated(2,3), and shown in figs.2a & b. Sample values for $m$ are:

- $\lambda = 0.65\mu m$ $m = 1.33 - j1.64 \times 10^{-8}$ $\lambda = 3\mu m$ $m = 2.77 - j1.32$
- $\lambda = 10.6\mu m$ $m = 1.18 - j0.08$ $\lambda = 10\mu m$ $m = 4.3 - j2.6$

Using the Mie expressions, the value of $C_{ext}$ can be computed, as illustrated in fig.3 for $\lambda = 3.5\mu m$. Three regions can be classified: region A, the Rayleigh approximation for $2\pi r/\lambda \ll 1$; region B where the Mie approach or its approximation must be used, and region C where the drop radius $r > \lambda$, when $C_{ext} \propto \lambda^2$.

Rayleigh scattering-region A. If $2\pi r/\lambda \ll 1$, $C_{ext}$ can be approximated by:

\[
C_{ext} = C_{sca} = \frac{8}{3} \left( \frac{2\pi r}{\lambda} \right)^2 (\pi r)^2 - 4 \left( \frac{2\pi r}{\lambda} \right) (\lambda^2 - 1) / \lambda^2
\]

Absorption predominates except where $\lambda_m^2$ is very small.

At millimetric wavelengths $C_{ext} \approx \kappa_{DS}$, and the attenuation in dB/km $= 8.2(M/\lambda)\lambda_m^2$. The loss is shown in fig.4. Mie scattering-region B. The power loss in this region is sensitive to drop-size distribution, which is needed for the summation. The Mie approach is lengthy and complex, but an alternative approximation is available(4) within limits. The drop size distribution and water content depend on fog type and density, but the distribution expression $n(r) = ar^b \exp(-br)$ has been used to model fogs and clouds. Typical values:

<table>
<thead>
<tr>
<th>Fog type</th>
<th>$\kappa$</th>
<th>$r_m$μm</th>
<th>$N$ cm⁻³</th>
<th>a</th>
<th>b</th>
<th>M (g/m³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Advection fog</td>
<td>3</td>
<td>10</td>
<td>20</td>
<td>0.027</td>
<td>0.3</td>
<td>0.37</td>
</tr>
<tr>
<td>2. Advection fog</td>
<td>3</td>
<td>8</td>
<td>20</td>
<td>0.066</td>
<td>0.38</td>
<td>0.19</td>
</tr>
<tr>
<td>3. Radiative fog</td>
<td>4</td>
<td>4</td>
<td>100</td>
<td>2.37</td>
<td>1.5</td>
<td>0.063</td>
</tr>
<tr>
<td>4. Radiative fog</td>
<td>6</td>
<td>2</td>
<td>200</td>
<td>607</td>
<td>3.0</td>
<td>0.016</td>
</tr>
</tbody>
</table>

$N$ is the total drop number, $r_m$ is the peak distribution radius and $M$ is the water content. These are shown in fig.5. Recent measurements with better resolution show that large populations of sub-micron drops can exist, and that distributions can be bimodal. There can lead to increased attenuation at the shorter wavelengths.
Calculated attenuation of EM radiation through fog

The variation of attenuation with wavelength, obtained by summing the Mie extinction across the fog droplet distributions of the table, are shown in fig.6. This shows the low attenuations at millimetric wavelengths, and the way in which the smaller droplet size distributions increase the relative attenuations at the very short wavelengths. Many publications give computed attenuations based on particular dropsize distributions. Pinnick et al(5) determined attenuations using 341 measured distributions to determine extinction coefficients (attenuation in dB = 4.3 x ext. coef.) as a function of fog water content at several wavelengths. Two are shown in figs. 7 (a) and (b) for 0.55 and 1μm. The lines correspond to linear relationships. For fog with 0.2g/m³ water content, these give attenuations of 200 and 80 dB/km at 0.55 and 1μm respectively.

Measured attenuation due to fog.

Values have been reported for the overall attenuation along a given transmission path in fog, but they vary widely, and quantifying values for fog conditions are rarely given. To enable comparisons to be made, simultaneous measurements are needed of attenuation, water content and droplet size distributions. This is not easy, and conditions vary along the path.

Since attenuation is not sensitive to fog drop size at millimetric wavelengths, predictions and measurement should give good agreement, and this has been shown experimentally. Millimetric attenuation measurements can therefore be used to determine water content. Early measurements(6) used a 3cm radar and lasers at 0.63, 3.5 and 10.6μm along the same path. Attenuations greater than 50dB over a 2.6km path at 0.63μm were obtained with a mean water content of about 0.1g/m³, but a mismatch of sensitivities made a wider correlation difficult to obtain.

Measurements using an open-resonator(7) at 3mm wavelength with an axial laser beam at 0.63μm for artificial fogs gave the results shown in fig.8. There is considerable scatter of results, but for very dense fogs of 0.8g/m³ an attenuation of nearly 2000dB/km is indicated. This is considerably in excess of predictions from figs 6 and 7, but more in line with the linear extrapolation of 7(a). This difference may be due to the presence of submicron drops in the fog. Measurements have also been carried out on extinction coefficient and water content for laboratory fogs at about 10μm wavelength. Fig.9 shows the results of one such measurement(8) at 10.5μm. At this wavelength a linear relationship has been found, giving extinct. coeff. ≈ 150km⁻¹ per g/m³.

There seems to be a dearth of simultaneous measurements on attenuation and water content for natural fogs in the open literature. The use of millimetric open-resonators, or 10μm laser attenuation measurements, might allow water content to be determined.

Conclusions

At millimetric wavelengths the attenuation closely follows the Rayleigh predictions, being insensitive to droplet size distributions, giving 3dB/km for 1g/m³ at 2mm.

For the range 30-60μm the Rayleigh approximation may still be used, but molecular absorption > 50dB/km limits applications to very short ranges.

For the range 0.5-30μm predictions are less clear. At about 10μm, attenuation is given by ≈ 630M dB/km, where M is in g/m³. Theoretical predictions are available, but for wavelengths below 10μm they are drop size distribution dependent. Confirmation experimental results seem to be few, and show discrepancies with predictions, and further experimental work would seem to be called for.
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A NEW MODEL OF FREQUENCY SCALING OF RAIN ATTENUATION

Huang Jie and Fu Dazhang

Qingdao Research Center of
China Research Institute of Radiowave propagation
33 Fu Long Shan, Qingdao, China (266003)

Abstract: A new empirical model for frequency scaling of rain attenuation on terrestrial path is proposed. This model based on the experimental data of rain attenuation from different region in the world, such as the China, Japan, UK, Sweden, FRG and Italy. Comparison with the current models of frequency scaling of rain attenuation is made. Because a region factor 0.1 is included in the our model, thus predict precision is improved and is goood than the other model. This model applies to a range of frequency of 10-80 GHz.

(1). Introduction:

Frequency scaling method, which the rain attenuation at one frequency is predictor by the rain attenuation measured at other frequency, is very important as to design of radio system at frequency above 10 GHz. In recent years a number of scientists have investigating on the frequency scaling of rain attenuation [1], [2], [3], [4], [5]. Reviewing the current models of frequency scaling of rain attenuation, we need to do following three improvements on the frequency scaling of rain attenuation:

(a). to add some data of rain attenuation from China in the model of frequency caling;
(b). to extend the range of frequency region to 80 GHz;
(c). to add a region factor of Ro.1 in the model of frequency scaling of rain attenuation.

(2). Data of rain attenuations

In order to offer a new model of frequency scaling of rain attenuation, we had made an experiments of rain attenuation at frequencies of 12, 25.3, 33.5 and 72.0 GHz on a terrestrial path with 1.26 KM in Qingdao during 1986-1988 [6] and had also made an experiment of rain attenuation at frequencies of 12, 25.3 and 33.5 GHz on a terrestrial path with 2.5 KM in Xinxiang during 1931-195 [7]. In order to add the suitable region of the frequency scaling of rain attenuation, we had also collected some data of rain attenuations from UK, Sweden, FRG, Italy and Japan [8]. These data, which are a statistic value of cumulation distribution of rain attenuation above one year are listed on the Tab. 1. The parameters of frequency, polarization, length of path, measured period, during and cumulation distribution of rain intensity are also liste in the Tab. 1.

Tab. 1. Long-term distribution of rain attenuation at frequencies above 10GHz

<table>
<thead>
<tr>
<th>Location</th>
<th>Frequency (GHz)</th>
<th>Polarization</th>
<th>Path Length (km)</th>
<th>Measured Period</th>
<th>Cumulation Distribution of Rain Intensity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Qingdao</td>
<td>12.0</td>
<td>V</td>
<td>1.26</td>
<td>1986-1989</td>
<td>0.01 0.002 0.003 0.006 0.01 0.02 0.03 0.06 0.1</td>
</tr>
<tr>
<td></td>
<td>25.3</td>
<td>V</td>
<td>1.26</td>
<td>1989-1999</td>
<td>10.7 9.3 7.7 7.2 6.1 5.4 3.7 3.0</td>
</tr>
<tr>
<td>(China)</td>
<td>33.5</td>
<td>V</td>
<td>1.26</td>
<td>1988-1989</td>
<td>17.0 16.4 10.6 9.5 7.9 7.0 5.0 3.9</td>
</tr>
<tr>
<td></td>
<td>72.0</td>
<td>V</td>
<td>1.26</td>
<td>1988-1989</td>
<td>17.0 11.8 12.6 11.2 7.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(110</td>
</tr>
</tbody>
</table>
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A predictive results of rain attenuation using the model of exponential model (CCIR) is also shown in this figure. The value of rain attenuation exceed 0.01% of time to represent the rain attenuation A(0.01%).

We define

\[ A_{2} = \frac{A_{2}}{A_{1}} \]

where \( A_{1} \) and \( A_{2} \) are rain attenuation of frequency \( f_{1} \) and \( f_{2} \), respectively. The parameters \( A_{2} \) and \( A_{1} \) are in dB and \( R_{o.01} \) is in mm/h.

Assuming \( f_{1} = 10 \) GHz and \( A_{1} = 2 \) dB, a relation between the parameter \( A_{2}/A_{1} \) and frequency for two rain intensities \( R_{o.01} = 40 \) mm/h, which represented as tropical and subtropical region, and \( R_{o.01} = 80 \) GHz, which is represented as the tropical and subtropical region. The relation between values of \( A_{2}/A_{1} \) and frequency are shown in the Fig.1. A predictive results of rain attenuation using the model of exponential model (CCIR) is also shown in this figure.

For \( P \% \) of the time of the rain attenuation \( A(P\%) \) is by CCIR [10]

\[ A(P\%) = 0.12 A(0.01\%) P \]
where \( A(0.01\%) \) is the rain attenuation for 0.01% of the time by the formula of frequency scaling.

\[
R_{A(0.01\%)} = \frac{48 \text{ mm/h}}{40 \text{ mm/h}}
\]

Fig. 1. The relation between predicted rain attenuation and frequency using CCIR model and our model \((A_1=2 \text{ dB}, f_1=10 \text{ GHz})\)

(4). Comparison with other models

Review on aspects of the frequency scaling of rain attenuation, there are five models with typical meaning: Linear model, Exponential model [2], Hodge model [3], Boithias model [1], Modified model [11]. In order to estimate the precision for various models of frequency scaling of rain attenuation, a parameter of \( S \), which is mean square error of predictive value of rain attenuation, is defined as:

\[
S = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (A_{2i} - A_{2i}')^2}
\]

where \( A_{2i} \) and \( A_{2i}' \) are noted as measured and predictive value of rain attenuation for ith set. Based on rain attenuation data, the results of mean square error are listed in Table 2 for several models. From Tab. 2 we show that the range of mean square errors are from 3.9 to 7.7 dB for our model. The minimum of mean square error is 3.98 dB for our model, next one is 4.36 dB for the modified linear model, next are exponential model (CCIR), Hodge model and Boithias model. In our model, the precision of prediction is higher than order model. The applicational range of frequency is from 10 GHz to 80 GHz.

Table 2. Precision of rain attenuation for several models

<table>
<thead>
<tr>
<th>No: models</th>
<th>formula</th>
<th>fre. range</th>
<th>mean square error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 !Linear model: ( A_1 = A_2^* (f_2 - 6) / (f_1 - 6) )</td>
<td>10-25GHz</td>
<td>5.65</td>
<td></td>
</tr>
<tr>
<td>2 !Exponential : ( A_1 = A_2^* g(f_2) / g(f_1) )</td>
<td>7-50GHz</td>
<td>6.52</td>
<td></td>
</tr>
<tr>
<td>model: ( g(f) = f / (1+3*10^-f) )</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
\begin{align*}
3: & \text{Hodge model} \\
& A_2 = (A_1/a_1) \frac{a_2 + \mu}{b_2/b_1} \\
& \quad \times (b_1/b_2) \\
& \quad \times 0.5(1-b_2/b_1) \\
& \quad \times \frac{1}{l-b_2/b_1} \\
& \quad \times 1/2 \\
& \quad \times 6.53 \\
4: & \text{Boithias model} \\
& A_2 = A_1 \left(\frac{g(f_2)}{g(f_1)}\right) \\
& \quad \times \frac{1-h}{2} \\
& \quad \times (b_1/b_2) \\
& \quad \times 1/2 \\
& \quad \times 1.12 \times 10^{-3} \\
& \quad \times 0.55 \\
& \quad \times 7.64 \\
5: & \text{Modified model} \\
& A_2 = A_1 \left(\frac{f_2-f_1}{f_1-6}\right) \\
& \quad \times (1.1+1/(f_2-f_1)) \\
& \quad \times 10^{-80} \text{GHz} \\
& \quad \times 6.36 \\
6: & \text{Our model} \\
& A_2 = A_1 \left(\frac{f_2}{f_1}\right) \\
& \quad \times H \\
& \quad \times 10^{-80} \text{GHz} \\
& \quad \times 3.98
\end{align*}
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EXPERIMENTAL INVESTIGATION ON ATMOSPHERIC GAS & CLOUD ABSORPTION AT MILLIMETER WAVEBAND

Ja Ri Jin, Wang Feng Xia, Zhao Yi Guang
(China Research Institute of Radio Wave Propagation)

EQUIPMENT AND PRINCIPLE

A dual-frequency radio telescope used here can work at the frequency of 9.375 GHz or at 22.23 GHz. Its antenna uses a five-horn Cassegrain feed system, and has two mutually perpendicular difference patterns and a summation pattern. The antenna is fixed on the support which is suited to the equatorial coordinates, and each of its difference pattern is at an angle of 46° to the celestial declination. The output ports are respectively connected with three Dicke receivers (two for difference and one for sum).

'Difference-lobe-maximum method' is introduced in this paper. Based on the flat-earth approximation, the sun radiating temperature observed by the radio telescope is given by

\[ T = \frac{T_\odot}{Q_A} \exp(-\tau \sec \theta) \]  

(1)

The output voltage of the receiver is

\[ V(\theta) = \frac{T_\odot G}{Q_A} \exp(-\tau \sec \theta) \]  

(2)

where \( T \) is the brightness temperature of the sun, \( Q_\odot \) is solid angle of the sun, \( Q_A \) is solid angle stretched by the antenna, \( G \) is the gain of the receiver, \( \theta \) is zenith angle, \( \tau \) is total zenith absorption. Taking the logarithm of (2) yields

\[ \ln V(\theta) = \ln \left( \frac{T_\odot G}{Q_A} \right) - \tau \sec \theta \]  

(3)

thus, measuring \( \theta \) and \( V(\theta) \), one can evaluate \( \tau \). Meteorological parameters should be obtained (with the radiosonde) while measuring in order to compare the experimental values with theoretic ones.

MEASUREMENT RESULT

1. Relation between absorption and zenith angle
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The data in Table 1, measured in various weather conditions during the spring and summer in 1990, illustrate the variation of radiation strength of the sun with zenith angle. Dividing them into three segments by zenith angle, and evaluating the zenith absorption at each segment, we obtain Table 2.

### Table 1 Radiation Strength of the Sun Versus Zenith Angle, in mV Units

<table>
<thead>
<tr>
<th>θ °</th>
<th>fine</th>
<th></th>
<th>overcast</th>
<th></th>
<th>cloudy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vc</td>
<td>Vs</td>
<td>ΔV</td>
<td>Vc</td>
<td>Vs</td>
</tr>
<tr>
<td>87</td>
<td>52.0</td>
<td>26.6</td>
<td>25.4</td>
<td>61.0</td>
<td>20.7</td>
</tr>
<tr>
<td>85</td>
<td>63.0</td>
<td>43.8</td>
<td>21.2</td>
<td>58.6</td>
<td>36.9</td>
</tr>
<tr>
<td>83</td>
<td>68.0</td>
<td>54.3</td>
<td>11.7</td>
<td>62.1</td>
<td>47.3</td>
</tr>
<tr>
<td>80</td>
<td>69.6</td>
<td>63.9</td>
<td>5.7</td>
<td>65.4</td>
<td>57.0</td>
</tr>
<tr>
<td>75</td>
<td>73.0</td>
<td>71.0</td>
<td>2.0</td>
<td>68.3</td>
<td>64.5</td>
</tr>
<tr>
<td>70</td>
<td>77.0</td>
<td>77.0</td>
<td>0.0</td>
<td>70.7</td>
<td>70.7</td>
</tr>
<tr>
<td>65</td>
<td>79.8</td>
<td>79.8</td>
<td>-0.1</td>
<td>73.6</td>
<td>73.6</td>
</tr>
<tr>
<td>60</td>
<td>82.6</td>
<td>83.0</td>
<td>-0.4</td>
<td>77.3</td>
<td>77.3</td>
</tr>
</tbody>
</table>

### Table 2 \( \tau_0 \) (dB) Measured at Different Zenith Angles

| θ ° | | | | | | | | | |
|-----|------|------|----------|------|--------|
|     | weather | fine | | overcast | | cloudy |
|     | \( \tau_0 \) (dB) | \( \tau_0 \) (dB) | \( \tau_0 \) (dB) | \( \tau_0 \) (dB) | \( \tau_0 \) (dB) |
| \( \theta > 80 \) | | | | | |
| \( \theta > 72 \) | | | | | |
| \( \theta > 55 \) | | | | | |

2. Relation between absorption and absolute humidity

It is assumed that linear correlation exists between zenith atmospheric gas and cloud absorption and the density of surface water vapor, or \( \tau_0 = a + b \rho \). Make regressions in various weather conditions, the results are shown in Table 3.

3. Relation between zenith absorption and frequency

Average value of zenith gas and cloud absorption measured contemporaneously at 9.376 GHz and 22.23 GHz in the summer in 1990 is shown in Table 4.
Table 3  Relation between surface water vapor density $\rho$ and $\tau_0$.

<table>
<thead>
<tr>
<th>Weather parameter</th>
<th>Fine (n=56)</th>
<th>Overcast (n=52)</th>
<th>Cloudy (n=37)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Waveband</td>
<td>$a$</td>
<td>$b$</td>
<td>$r$</td>
</tr>
<tr>
<td></td>
<td>3.2 cm</td>
<td>0.064</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>1.25 cm</td>
<td>0.096</td>
<td>0.055</td>
</tr>
</tbody>
</table>

Table 4  Average value of zenith gas and cloud absorption in the summer

<table>
<thead>
<tr>
<th>$\tau_0$ (dB)</th>
<th>$\tau_0$, fine</th>
<th>$\tau_0$, overcast</th>
<th>$\tau_0$, cloudy</th>
</tr>
</thead>
<tbody>
<tr>
<td>f (GHz)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9.375</td>
<td>0.075</td>
<td>0.083</td>
<td>0.077</td>
</tr>
<tr>
<td>22.23</td>
<td>1.175</td>
<td>1.678</td>
<td>1.428</td>
</tr>
<tr>
<td>$\tau_0$, 9.375/22.23</td>
<td>0.064</td>
<td>0.023</td>
<td>0.054</td>
</tr>
</tbody>
</table>

ANALYSIS

1. Mathematical model of the absorption's variation with zenith angle at low elevation angles

With the table 1 and table 2, the atmospheric absorption at high elevation angles (low zenith angles in other words) can be evaluated by

$$\tau = \tau_0 \sec \theta \quad (5)$$

Unfortunately it will result in a considerable error using (5) at low elevation angles, since that the flat-earth approximation will be not valid at that time.

Atmospheric absorption should be a function of $D(\theta)$, distance through the absorbing atmosphere, in fact, it is assumed that the absorption is proportional to $D(\theta)$, thus

$$\tau = b_0 + b_1 D(\theta) \quad (6)$$

where

$$D(\theta) = \left[ (a_0 + h_0)^2 - a_0^2 \sin \theta \right]^{1/2} - a_0 \cos \theta \quad (7)$$

$$a_0 = K \cdot a \quad (8)$$

$$K = 1 / (1 + a \cdot \Delta N \sin \theta) \quad (9)$$

$$\Delta N = 7.32 \exp (-0.005577 N_0) \quad (10)$$

$$N_0 = (77.6/T) (P+4810 \cdot e/T) \quad (11)$$
where $N_a$ is surface refraction index, $T$ is atmospheric temperature, $P$ is atmospheric pressure, $e$ is atmospheric absolute humidity, $h_a$ is effective height of the absorbing atmosphere.

Relation between $h_a$ and $P$ is given by

\[ h_a = 5.97 - 0.06 P \quad \text{(for 9.375 GHz)} \]  
\[ h_a = 6.28 - 0.703 P \quad \text{(for 22.23 GHz)} \]

2. Relation between zenith absorption and surface absolute humidity

The plots of the experimental determined zenith absorptions $\tau_o$ versus the surface water vapor density $\rho$ are shown in Fig. 1 and Fig. 2.
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![Fig. 2](image2.png)

From Fig. 1 and Fig. 2, we can conclude that $\tau_o$ is indeed proportional to $\rho$ when $\rho < 24 \, \text{g/m}^2$. However, the measured values are less than calculated ones when $\rho > 24 \, \text{g/m}^2$. The regressive results are shown in Table 3, from which the following linear equations can be produced.

For $f=9.375 \, \text{GHz}$

\[ \tau_o \text{gas} = 0.054 + 0.0012 P \]  
\[ \tau_o \text{cloud} = 0.057 + 0.0016 P \]

For $f=22.23 \, \text{GHz}$

\[ \tau_o \text{gas} = 0.096 + 0.056 \rho \]  
\[ \tau_o \text{cloud} = 0.011 + 0.078 \rho \]

3. Relation between the absorption and frequency

It is assumed that the gas absorption and cloud absorption is proportional to frequency at the wavebands of 9.375 GHz and 22.23 GHz. According to Table 4, the equations expressing the relation between absorption and frequency will be simulated as following

\[ \tau_o \text{gas} = [0.054 - 0.00326 (f_1 - f_2)] \rho + [0.0012 - 0.00419 (f_1 - f_2)] \rho \]
where \( f_1 = 9.3765 \text{GHz}, \ 10 \text{GHz} < f_2 < 22.238 \text{GHz}. \)

The following equations express the general relation of atmospheric gas absorption and cloud absorption with zenith angle, surface absolute humidity and frequency.

\[
D(\theta) = \sec \theta \text{ for } \theta < 70^\circ, \text{ and is determined by (7) for } \theta > 70^\circ.
\]

**CONCLUSION**

The following conclusions can be obviously drawn from all of the above:
1. The flat-earth approximation is only used for elevation angles above 16°. Otherwise the effect of curved earth must be considered.
2. Equation (1) through (3) are not valid when considerably large water drips are consisted of in the cloud.
3. Though it is reluctant that deriving the relationship between absorption and frequency from the data of these two wavebands, the experimental values \( \tau_{o} \) using equation (18) and (19) are in good agreement with the theoretical ones at the waveband of 12 and 22.23 GHz.
Fluctuations of millimeter waves (MMW) on atmospheric radiochannel output cause the coherence losses of a signal, decrease the trustworthiness of transmitting data, and resolving power of angular detective systems. To solve the statistical problems of data receiving in satellite and terrestrial radiocommunication systems, radiocontrolling, and in remote sensing of atmosphere, terrestrial covers and other objects, it's necessary to compute structural and correlation functions of wave's level and phase. The adoption of voluminous quantity of publications concerning propagation of optical and infrared waves in turbulent atmosphere is not ever possible due to peculiarities of MM wave band: the greater wavelengths in comparison with optical wavelengths led to the mostly manifesting of wave properties of MM beam wave - divergence while propagating. The interdependence between spatial $\rho$ and temporal $\tau$ arguments $\Phi$ correlation functions must differ from the usually implied as $\rho = V_{\perp} \tau$ for a plane wave. The exceeding of the first Fresnel radius $\sqrt{\lambda L}$ over the outer turbulent scale $L_0$ causes the usage of biparametrical spectral density $G(n)$ of air index of refraction pulsations [1].

The aim of the paper was: - to derive the parametrical dependences of spatial-temporal correlation and structural functions of fluctuations of amplitude level, phase and phase difference (angle of arrival or direction of propagation) of Gaussian MMW beam on atmospheric radiochannel output (as a layered inhomogeneous atmosphere thickness); - to approximate the correlation functions, spectra, and mean-square dependences of fluctuations of amplitude level, phase and phase difference (angle of arrival) of MM beam - on the parameters: propagation path geometry, position of receiving points, intensity of turbulent pulsations of index of refraction.

The real atmosphere represents a complicated layered structure, which is mostly manifest itself at low elevation angles of slanted satellite-Earth paths. It was supposed that structural characteristic $C_n^2$ smoothly changes in a layer $\Delta z$. For the height dependence $C_n^2(z)$ the experimental profiles [2] were used, approximated by the following dependence:

$$C_n^2(z) = C_n^2 \cdot \left(\frac{z}{z_n}\right)^{-2/3} \cdot \exp\left[-\frac{z}{z_n}\right],$$

(1)
where $C_0$ - the terrestrial value of structural characteristic, $z_0$ and $z_n$ - the numerical coefficients, derived at the approximation of the experimental profiles. While entering into the Earth's atmosphere a radiowave, which source is a satellite, may be taken into account as a plane wave. Then the formula of mean-square of level fluctuations $\chi_x^2 = \ln[A/A_0]$ becomes as follows:

$$
\chi_x^2 = 0.306 \cdot \pi L_\star \cdot C_0^2 \cdot (\sin \theta) \cdot k \cdot z_n \cdot (z/z_0)^2
$$

where $L_\star = L/z_n$ and $\xi = l/z_n$ - dimensionless variable along the integration path. In the supposition of "frozen" homogeneous turbulence ($C_n = \text{const}$), and the Kolmogorov spectral density of media refractive index pulsations, the evaluation of the effective turbulent thickness $L_T$ follows from the comparison of (2) with the well-known expression of level fluctuations $\chi_x^2 = 0.307 C_n^2 \cdot k^{7/6} L_T^{11/6}$ of a plane wave:

$$
\chi_x^2 = 0.307 C_n^2 \cdot k^{7/6} L_T^{11/6}
$$

where the numerical parameter $C_n^2(\theta, L_\star, L_0)$ (which is defined by the value of integral in expression (2) and dependent upon the shape of phase front, atmospheric turbulence and diffractional divergence of a beam) is shown in Fig. 1 in 3-dimensional way. The estimation of the effective turbulent thickness $L_T$ was made as a result of numerical integration of expression of mean-square log-amplitude fluctuations $\chi_x^2$ of MMW, taking into account the height dependence $C_n^2(z)$, the biparametrical turbulent spectrum, parameters $z_0 = 3.15 \cdot 10^3$ (m) and $z_n = 2.27 \cdot 10^3$ (m), and propagation path elevation angle $\theta = 30^\circ$. The value of equivalent turbulent thickness $L_T$ appeared to be $\approx 2.56$ km. With due regard for beam parameters the expressions (2-4) become more complicated by analogy with [2,3].

The temporal, spatial, and mutual (time-spatial) structure
functions of log-amplitude fluctuations of a MM beam wave are plotted in Fig.2, normalized by doubled dispersion $2\sigma^2$ of a plane wave fluctuations. The computations were set forth by numerical technique on a mini-super computer MicroVAX (VAX-11/780), and a personal computer IBM PC-AT/286 with usage of programs of adaptive two-dimensional integration taking into account biparametrical turbulent spectrum. height dependence $C^2 = C^2(z)$ of cloudless atmosphere. Computations were made with the following parameters: $L = 5000$ m, $\lambda = 8.3$ mm, waveparameter $P = L/\kappa \sigma^2 \approx 168$, $L_0 = 10$ m, $l_0 = 10^{-3}$ m. As it follows from the computing, in MMW-band there is the interdependence $\rho = C \cdot \nu \cdot e$ (where $\nu$ - cross drift velocity of atmospheric permittivity inhomogeneities) between spatial $\rho$ and temporal $\nu$ correlation intervals of level and phase fluctuations, that differs from usually implied (see (*)). The coefficient of proportionality $C$ depends upon the value of waveparameter $P$ and equals $\approx 2$.

Fig.3 shows the parametrical family of temporal structural functions of MMW-beam phase. which proves the necessity of regard for outer turbulent scale in description of the second statistical moments of MM beam-wave fluctuations (curves (1) and (3)). As follows from computations, the characteristics of MM beam wave in line-of-sight paths with usage of transmitting antennae of apertures about 1 meter correspond more to propagation characteristics of a spherical than a plane wave. In case of usage of antenna with aperture $L_0 \approx (0.6...1)$ m, forming a beam, the interval of waveparameters for path distances $L \approx 10^4$ m corresponds more closely to the area of spherical wave ($P \approx \nu$ ). By the values of outer scale $L_0 = 10$ m, there is the strong dependence of asymtotic values of structural functions upon $P$.

There were calculated the normalized energy (frequency) spectra $S_{\nu}(\nu) = S_{\nu}(R_{\nu})$ of level and phase using the Fourier transform from approximated ACF, as a function of normalized argument $R_{\nu} = \nu \cdot L$, where

$$\tau = \frac{1}{V_\nu} \sqrt{\frac{2\nu}{2\nu}}$$

for level and

$$\tau = \frac{1}{V_\nu} \frac{L}{2\nu}$$

for phase. The spectra that were computed with the approximate formulas, are in good coincidence with ones derived from theoretical ACF with the usage of FFT technique [1]. As it follows from the results of computation, taking into account the turbulency of cloudless atmosphere, the fluctuation log-amplitude and phase spectra are low-frequency. The level spectrum max lies within the values $R_{\nu} = 3...4$; and phase - is near $\Omega = 4$. For instance, if $V_\nu = 0.2$ mps, so $\nu = 0...1.4$ Hz. The amplitude spectra width is $\Delta \nu = 2\nu ... 5.4$ Hz, and phase $\Delta \Omega \approx 1.4$ Hz.
$C_x^2(P, \frac{L_0}{\sqrt{AL}})$

$P = \frac{L}{k \varphi_0^2}$

Fig. 1
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ABSTRACT
A scanning radiometer at 3 mm wave band is developed. A 90° offset
parabolic reflector antenna system is mounted on an elevation-over-
azimuth mounting to steer the antenna beam. The receiver is a total
power type radiometer. This scanning radiometer is composed of all
Chinese production. The solid state diode noise source as second cali-
bration source is primarily calibrated by the cold and hot microwave
absorbers at the feed horn aperture. The primary result of the atmos-
pheric zenith total attenuation at 3 mm wave band is reported.

INTRODUCTION
In the early eighties a 3 mm wave band radiometer with an 1.2 m equa-
torial mounting cassegrain antenna was developed as a small radiotele-
scope in China. But in its receiver some devices, such as the mixer,
ferrite isolator and switcher were imported. In the early nineties, a
scanning radiometer at 3 mm wave band is developed with all Chinese
production for remote sensing application.

ANTENNA SYSTEM
A 90° offset parabolic reflector and a conical corrugated feed horn
compose a scanning antenna system. Its sidelobes are lower than -25
dB, its beam efficiencies are higher than 94% and its standing wave
ratios are less than 1.22 at 90-100 GHz band. The receiver cabin which
is rigidly connected with the feed horn and the reflector are set on
an elevation-over-azimuth mounting. Because the offset angle is 90°,
the elevation axis coincides with the axis of the feed horn. When the
beam is steered in elevation, the feed horn and the receiver cabin
have not to rotate along with. So this scanning antenna system has
very good mechanical stability. The space for steering the beam eleva-
tion, just the rotating space of the 90° offset reflector itself, is
more compact and the rotated load is more light than non-90° offset
reflector antenna system. These distinguished performance are very im-
portant in some cases, such as airborne and space-borne.

RECEIVER SYSTEM
In the later half eighties a series of 3 mm wave band devices, such as
GaAs Schottky diode mixer, Gunn oscillator, solid state diode noise
source, ferrite isolator, circulator and switcher have been developed
in China. As a first step a total power type radiometer receiver sys-
tem has been developed with all Chinese production. A GaAs Schottky
diode mixer, an adjustable local Gunn oscillator and an IF PET ampli-
fier with 700 MHz bandwidth compose the front end of this receiver.
The system noise figure is lower than 10 dB.

RECORD AND CALIBRATION
The radiometer output data are recorded on a strip chart recorder. A solid state diode noise source is used as second calibration source, which noise is coupled into the mixer by a directional coupler in LO waveguide branch. The noise temperature of this source is primarily calibrated at the feed horn aperture using the cold (liquid Nitrogen) and hot (environment) microwave absorbers. Then this calibrated noise source is as second calibration source to calibrate the antenna temperature of the observed object.

PRIMARY OBSERVATION OF ATMOSPHERIC ATTENUATION

Atmospheric remote sensing is one of the application of this scanning radiometer. The primary observation was carried on the flat roof of the Institute of Electron Physics in the night of Oct. 14, 1991. It was a clear night and the sky was free from cloud. After the calibration by the cold and hot microwave absorbers, the antenna beam was steered from the zenith to the horizon by each 10° step in elevation and the atmospheric brightness temperature was measured. The zenith atmospheric total attenuation $\tau$ is calculated by the following formula:

$$\tau(\text{dB}) = 4.345 \ln \left( \frac{T_m - T_b}{T_m - T_z} \right),$$

in which $T_b$ is the cosmic background brightness temperature i.e. 2.7 K, $T_m$ is the atmospheric mean radiating temperature. We calculated the $T_m$ using Liebe's atmospheric absorption model and the radiosonde data of the Shanghai Meteorological Observatory. The results show an usable relation

$$T_m(\text{K}) = T_g - 12,$$

when the surface temperature is near 280 K. The measured zenith brightness temperature $T_z$ was 66.4 K and the zenith atmospheric total attenuation was 1.13 dB at that night.
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INVESTIGATION OF RAIN-INDUCED XPD BY USING DIFFERENTIAL ATTENUATION AT 30-100 GHZ
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(China Research Institute of Radiowave Propagation,
No.33 Fulongshan, Qingdao, China)

ABSTRACT
It is proved that the rain-induced differential attenuation (ΔA) is the dominating cause of rain-induced XPD at 30-100 GHz. The approximate relations of XPD to the differential attenuation are presented. The XPD values calculated by measured ΔA are compared to the values predicted by theoretical models, a high agreement is obtained.

1. INTRODUCTION
In order to make the frequency reuse system operate reliably, an adequate cross-polarization isolation between the orthogonally polarized channels must be maintained. So it is very important to research the rain-induced XPD and a lot of work in this respect has been done by many scholars. Based on rain-induced XPD theory, the relationship of XPD to the differential attenuation (ΔA) and differential phase shift (Δϕ) are derived. The influence of Δϕ to XPD value are examined, which demonstrate that ignoring the influence of Δϕ in investigation of rain-induced XPD at 30-100 GHz is reasonable, thus, XPD can be determined by differential attenuation and mean canting-angle of rain drops. Especially for circular polarization, XPD can just be determined by ΔA.

2. RAIN-INDUCED XPD OF HORIZONTAL AND VERTICAL POLARIZATION WAVE
Consider a linearly polarized plane wave incident in direction Z on a slab region of rain media as shown in Fig.1. A differential equation governing the variation of electric field Eh and Ev along propagation direction Z is written as (1)

\[ \frac{dE}{dz} = ME \]  
the solution of (1) is

\[ E = T E_0 \]  
Where E is a column vector with elements Eh and Ev, the elements of T are given by (3)

\[ T_{11} = \cos \phi \exp (\lambda_1 L) (1 + G \tan \phi) \]
\[ T_{12} = T_{21} = \cos \phi \exp (\lambda_1 L) (1 - G) \tan \phi \]
\[ T_{22} = \cos \phi \exp (\lambda_2 L) (G + \tan \phi) \]

and where

\[ G = \exp (\lambda_2 - \lambda_1) L \]

Here \( \lambda_1 \) and \( \lambda_2 \) are eigenvalues of the matrix [M] and \( \phi \) represents...
\[ XPD = -20 \log \left| \frac{1 - j \exp\left\{ j (K_1 - K_2) L \sin (\theta_1 - \theta) \right\} \cos (\theta_1 - \theta)}{\cos^2 (\theta_1 - \theta) + \exp\left\{ j (K_1 - K_2) L \sin (\theta_1 - \theta) \right\}} \right| \]  
\]

(18)

where \( j (K_1 - K_2) L = j m (Kx - Ky) L = m \cos^2 (a + j \beta) \)  

Substituting (17) and (19) in (18), we get

\[ XPD = -20 \log \left| \left( 1 - j \frac{\exp\left\{ j \theta (\theta_1 - \theta) \right\}}{1 + j \frac{\exp\left\{ j (\theta_1 - \theta) \right\}}\right) \right| \]  

(20)

For circular polarization, \( \theta_1 - \theta = 45^\circ \), the rain-induced XPD is

\[ XPD_c = -20 \log \left| \left( 1 + j \frac{\exp\left\{ j \theta (\theta_1 - \theta) \right\}}{1 - j \frac{\exp\left\{ j (\theta_1 - \theta) \right\}}\right) \right| \]  

(21)

For horizontal and vertical polarization, based on \( \tan^2 \theta < 1 \), (20) reduce to

\[ XPD_h = -10 \log \left| \left( 1 - j \frac{\exp\left\{ j \theta (\theta_1 - \theta) \right\}}{1 + j \frac{\exp\left\{ j (\theta_1 - \theta) \right\}}\right) \right| \]  

(22)

\[ XPD_v = A + XPD_h \]  

(23)

Because \( \tan 2\theta = 2 \tan \theta / (1 - \tan^2 \theta) \approx 2 \tan \theta \). (23) and (10) are identical.

4. THE CALCULATION OF RAIN-INDUCED XPD AT 30-100GHz

XPD are determined by \( \Delta A \) and \( \Delta \phi \). Reference [4] point out presumably that \( \Delta A \) is dominating cause of rain-induced XPD above 30 GHz. In order to examine the influence of \( \Delta \phi \) to XPD, ignoring \( \Delta \phi \), the XPD errors \( \Delta XPD \) of horizontal or vertical polarization is assumed as

\[ \Delta XPD = XPD_h (\Delta A, \Delta \phi) - XPD_v (\Delta A, \Delta \phi) \]  

(24)

The rain attenuations and phase shift of horizontal and vertical polarization wave were calculated by Maggiori\(^5,7\) in the 1-400 GHz for ellipsoidal rain drops, L-P rain drop size distribution, water temperature 20°C and constant rain drop canting-angle. Using Maggiori's results and based on (17), the eq(24) is calculated for 1.0 Km path length of uniform rain. The calculated \( \Delta XPD \) is shown in Fig 2.

(The calculations show that the values of \( \sigma \) and path length \( L \) have negligible influence to \( \Delta XPD \)).

In most interesting rainfall range 12.5-50 mm/h, just as shown in Fig 2, \( \Delta XPD \) is within 3 dB in 30-100 GHz ignoring differential phase shift, so it is reasonable to ignore rain-induced differential phase shift in investigation of rain-induced XPD at 30-100 GHz. In this case, eq(10), (20) and (30) are approximately

\[ XPD_h = -20 \log \left| \left( 1 - 10^2 \right) \tan^2 \theta \right|  
XPD_v = A + XPD_h \]

(25)

\[ XPD_c = -20 \log \left| \left( 1 + 10^2 \right) \tan^2 \theta \right| \]  

(27)

\[ XPD_{dc} = 20 \log \left( 1 + 10^2 \right) \]  

(28)

where \( \Delta A \) in dB.

5. COMPARISONS OF XPD VALUES CALCULATED BY MEASURED DIFFERENTIAL ATTENUATION DATA AND PREDICTED BY THEORETICAL MODELS

The measured differential attenuation data given by reference [6] at 30.9GHz is shown in Fig 3 where the sum attenuation is the attenuation of sum signal of horizontal and vertical, the points shown as crosses are averaged differential attenuation.
an effective canting-angle.

For the Gaussian canting-angle distribution of rain drops, there is

\[ \lambda_r \Lambda_l = -j(K_x - K_y) \exp(-2\sigma^2) \cos^2 \xi = -j(K_x - K_y) \cos^2 \xi \]

(5)

where \( \sigma \) is the effective standard deviation of the canting-angle distribution, \( K_x \) and \( K_y \) are the propagation constants along the principle planes of the constant canting-angle model, \( \xi \) is the path elevation angle, for Gaussian canting-angle distribution of rain drops with mean \( \theta_0 \), the effective canting-angle \( \phi = \theta_0 \).

Make \( \phi = \theta_0 \), we can get from (3)

\[ T_{12} = T_{21} = (T_{11} - T_{12}) \tan 2 \theta_0 / 2 \]

(6)

Assume that rain attenuation of horizontal and vertical polarization are \( A_h \) and \( A_v \) respectively, then

\[ T_{11} = \frac{10^{-A_h}}{\exp(-j \phi_h)} \]

\[ T_{22} = \frac{10^{-A_v}}{\exp(-j \phi_v)} \]

(7)

where \( \phi_h \) and \( \phi_v \) are phase shift of horizontal and vertical polarization through rain media. Rain-induced XPD of horizontal and vertical polarization can be obtained

\[ \text{XPD}_h = 20 \log \left| \frac{T_{11}}{T_{12}} \right| = -20 \log \left( 1 - T_{21} T_{12} \right) \tan 2 \theta_0 / 2 \]

\[ \text{XPD}_v = 20 \log \left| \frac{T_{22}}{T_{21}} \right| = -20 \log \left( 1 - T_{11} T_{22} \right) \tan 2 \theta_0 / 2 \]

(9)

Substituting (8) in (9), we can get

\[ \text{XPD}_h = -10 \log \left( 1 - T_{11} T_{22} \right) \tan 2 \theta_0 / 2 + A_\phi \]

\[ \text{XPD}_v = A_\phi + \text{XPD}_h \]

(10)

Where the differential attenuation \( \Delta A = A_h - A_v \)

the differential phase shift \( \Delta \phi = \phi_h - \phi_v \)

3. RAIN-INDUCED XPD OF AN ARBITRARY POLARIZATION WAVE

(3) and (8) reduce to

\[ \frac{10^{-A_h}}{\exp(j \phi_h)} = T_{22}/T_{11} = (G + \tan^2 \theta_0) / (1 + G \tan^2 \theta_0) \]

(11)

where

\[ G = \exp(\lambda_m - \lambda_l) L = \exp((\omega + j\alpha) \cos \xi) \]

\[ \Delta A = -\text{Im}(K_x - K_y) L \]

\[ \Delta \phi = \text{Re}(K_x - K_y) L \]

Thus

\[ \frac{T_{22}}{T_{11}} = \frac{\exp((\omega + j\alpha) \cos \xi) + \tan^2 \theta_0}{1 + \exp((\omega + j\alpha) \cos \xi) \tan^2 \theta_0} \]

(14)

Because \( \omega \) and \( \alpha \) are small arguments, \( G \approx 1 \), in general mean \( \theta_0 \) is only a value of several degree i.e

\[ \tan^2 \theta_0 << 1 \]

(15)

then

\[ 10^{-A_h} \exp(j \phi_h) = T_{22}/T_{11} \approx \exp((\omega + j\alpha) \cos \xi) \]

(16)

thus

\[ \Delta A \approx 20 \cos^2 \xi \Delta \omega \tan \epsilon \]

\[ \Delta \phi = \Delta \phi \cos \xi \]

(17)

For a linearly polarization wave with polarization tilt angle \( \xi \) (\( \tau = 0 \) for horizontal polarization, \( \tau = \pi/2 \) for vertical polarization), the XPD is

\[ 20 \log \left| \frac{T_{11}}{T_{12}} \right| = -20 \log \left( 1 - T_{21} T_{12} \right) \tan 2 \theta_0 / 2 \]

Make \( \phi = \theta_0 \), we can get

\[ T_{12} = T_{21} = (T_{11} - T_{12}) \tan 2 \theta_0 / 2 \]

(6)
Fig 3 Measured differential attenuation to total attenuation(A)

Fig 4 The XPD values calculated by measured ΔA and predicted by theoretical models

Using the measured averaged ΔA, based on eq(28), the calculated XPDc values and XPDc values predicted by CCIR model and model of reference[3] are shown in Fig 4. As shown in Fig 4, the XPD values calculated by measured differential attenuation and by theoretical models have a good agreement.

6. CONCLUSION

The relationship of XPD to differential attenuation is derived approximately at 30-100 GHz. If the differential attenuation was measured, the XPDc would be determined. If differential attenuation and XPD for a certain polarization were measured, the mean canting angle would be derived and XPD values for any polarization would be calculated. So it is convenient for investigation of rain-induced XPD.
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MEASUREMENT OF MILLIMETER WAVE SCINTILLATION ON A TERRESTRIAL PATH

Wu Zhizhuang, Tan Yaqing
Qingdao Research Center Of China Research Institute Of Radiowave Propagation

ABSTRACT

In this paper, we introduce the experiment of measuring MMW scintillation on a terrestrial path in Qingdao from May to October, 1989. Under different weather conditions, the scintillation intensities and power spectra of three frequencies have been calculated. The calculation results have been discussed.

1. INTRODUCTION:
The atmosphere is a turbulent medium. When millimeter wave propagate in the atmosphere, its amplitude and phase would fluctuate randomly. This is the scintillation phenomenon. Measuring and analysis the scintillation data may give a criterion for estimating the limit accuracy of the measuring system. On the other hand, as the scintillation was caused by the turbulence of atmosphere, it may set up some relations between the MMW scintillation and the atmosphere turbulence, and reverse the turbulent parameters of the atmosphere along the traveling path. In this paper, we introduce the experiment of measuring MMW scintillation on a multiple-frequency terrestrial path in Qingdao from May to October, 1989. Under different weather conditions, the scintillation intensities and power spectra of three frequencies have been calculated. The calculation results have been discussed.

2. MEASURING EQUIPMENTS AND DATA PROCESSING METHOD
The experiment of measuring MMW scintillation was completed on a terrestrial path with four frequencies ---12.0, 25.3, 33.5 and 72.0GHz. This system was established for the purpose of measuring the rain attenuation. The system characteristics can be seen in table 1. The transmitters are installed on Little-fish Mountain and the receivers are set on the top of Fulong Mountain. The length of the path is 1.26Km.

<table>
<thead>
<tr>
<th>Table 1. Measuring system characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>frequency(GHz)</td>
</tr>
<tr>
<td>polarization</td>
</tr>
<tr>
<td>transmitting power(mW)</td>
</tr>
<tr>
<td>transmitter antenna gain(dB)</td>
</tr>
<tr>
<td>receiver antenna gain(dB)</td>
</tr>
<tr>
<td>fine day receiving power(dBm)</td>
</tr>
<tr>
<td>minimum receiving power(dBm)</td>
</tr>
</tbody>
</table>

When it's raining, the scintillation effect was drowned out by rain.
attenuation, because the MMW signal aviation caused by scintillation is much smaller than by rain, so we did not measure scintillation in raining day. From May to October in 1989, we measured the scintillation 46 days, including fine days, cloudy days and foggy days. The measurement began at 8:30 and ended at 9:00 each day. The meteorological data on the ground were recorded at the same time.

The receiving signals were send to a computer through an A/D conversion interface and stored. The integrating time of the receivers are about 10ms. The computer sampling interval for store and record is 0.1s. When processing the data, we selected 0.2s as the sampling interval. Taking FFT method to calculated the power spectrum of the measuring data. Using 1024 points for each sample. The sample length is 204.8s.

The scintillation intensity was described by the logarithmic mean square error, \( \sigma_{\text{lnI}}^2 \), it is defined by

\[
\sigma_{\text{lnI}}^2 = \langle (\ln I - \ln <I>)^2 \rangle
\]

where \( I \) is instantaneous measuring data, \( \langle \rangle \) indicated to take the mean-value of time. The unit of measuring data is mV.

3. CALCULATION RESULT AND DISCUSSION

As 25.3GHz equipment got into trouble, its measuring result could not analysis. So we only calculated the measuring data of 12, 33.5 and 72GHz. Select typical results of 3 days for discussion, they can represent basically the scintillation of find day, cloudy day and foggy day. Their meteorological data can be seen in table 2.

<table>
<thead>
<tr>
<th>date (1989)</th>
<th>weather</th>
<th>P(mb)</th>
<th>T(°C)</th>
<th>H(%)</th>
<th>Vw(m/s)</th>
<th>wind direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>July 31, 08:31</td>
<td>fine</td>
<td>998.0</td>
<td>26.5</td>
<td>77</td>
<td>1.0</td>
<td>SE</td>
</tr>
<tr>
<td>Sep. 24, 08:30</td>
<td>cloudy</td>
<td>1002.5</td>
<td>23.5</td>
<td>85</td>
<td>1.4</td>
<td>SE</td>
</tr>
<tr>
<td>Aug. 11, 08:30</td>
<td>foggy</td>
<td>992.0</td>
<td>26.5</td>
<td>95</td>
<td>3.7</td>
<td>S</td>
</tr>
</tbody>
</table>

Figure 1 is the scintillation power spectrum measured in find day. It could be seen that MMW scintillation power spectrum is similar to the spectrum function of the atmosphere turbulence. With the assumption of homogeneous and isotropic, Kolmogrov gave the turbulence spectrum in inertial area as

\[
\Phi_n(K) = 0.33C_n^4 K^{-4/3} \quad 2\pi/L_o < K < 2\pi/l_i
\]

where \( K=2\pi/l \) is the number of waves, \( l \) is the scale of turbulence, \( L_o \) and \( l_i \)is the outer and inner scale of turbulence respectively. \( C_n^4 \) is the structure constant of refractivity.

Assume that the MMW scintillation spectra can be approximate by a function as \( Cf^n \), where \( f \) is scintillation frequency, \( C \) is a constant. It can be seen in figure 1 that the index \( n \) is became small as the signal frequency increase. That is, the higher the signal frequency is, the more important the high-frequency scintillation portion would be.

The scintillation intensity is indicated by the logarithmic mean square error . In figure 1 it can be seen that if the signal frequency is higher, its scintillation intensity is larger.

Figure 2 is the measuring results of cloudy day. It can come to a conclusion just as the same as find day. That is, if the signal frequency is higher, the high-frequency scintillation portion is more
important and the scintillation intensity is larger.

Compare figure 1 and figure 2, it could be seen that the index n is almost the same for a certain signal (for example 12GHz), but the scintillation intensity are different. The scintillation intensity in fine day is greater than in cloudy day. That could be explained by the layer structure stability of the atmosphere. Because the layer structure of atmosphere in the cloudy day is more stable than in fine day, the atmosphere turbulence in fine day is more intense than in cloudy day, accordingly, the MMW scintillation in fine day is more intense than in cloudy day.

Figure 3 is the measuring result in foggy day. It is obvious that the index n in figure 3 is greater than in figure 1 and 2. The scintillation intensity is also large. That could not explain by the stability of atmosphere. Because the layer structure of atmosphere is very stable in foggy day, otherwise it is impossible to form the fog. The recording of wind velocity is 3.7m/s. There are some inhomogeneous fog masses, their scales arrange from several meters to several hundred meters. They passed through the detecting path and made the water vapor distribution along the path changed continuously. This caused the measuring data flutter. As the fog massed passed through the path, it is slow change of the water vapor distribution, so the low-frequency scintillation in foggy day is important. The signal amplitude variation is quite large, it is contributed by the water vapor attenuation to the MMW. It's not merely the effect of the atmosphere turbulence.
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Fig. 1 Measuring result on July 31, 1989.

Fig. 2 Measuring result on Sep. 24, 1989.

Fig. 3 Measuring result on Aug. 11, 1989.
THE USE OF ATMOSPHERIC MOLECULAR EMISSION LINES FOR PASSIVE REMOTE SENSING OF THE EARTH SURFACE

A.A. Shvetsov

Institute of Applied Physics, Russian Academy of Science, 46, Uljanov Street, 603800, Nizhny Novgorod, Russia

Abstract

A novel method using atmospheric molecular line emission for millimeter and submillimeter wave remote sensing of terrain is developed. This method enables one to estimate emissivity and thermodynamic temperature of terrain by measuring brightness temperature of the earth at two frequencies belonging to an atmospheric line, and improve recognition of earth cover.

Brightness temperature is measured directly value by passive remote sensing. It is the result of adding the directly emitted radiation and scattered by rough surface atmospheric emission.

Brightness temperature of terrain in Rayleigh-Jeans approximation at the frequency $\nu$ can be written as

$$ T_b(\nu, \theta, \phi) = \varepsilon(\nu, \theta, \phi) T_c + (1 - \varepsilon(\nu, \theta, \phi)) \bar{T}(\nu, \theta, \phi), \quad (1) $$

where $\theta$ and $\phi$ are zenith and azimuth view angles, respectively, $T_c$ is thermodynamic temperature of emission layer of cover,

$$ \bar{T}(\nu, \theta, \phi) = [1 - \varepsilon(\nu, \theta, \phi)]^{-1} \int_{0}^{\pi/2} \int_{0}^{\pi} T_a(\nu, \theta', \phi) \rho(\nu, \theta, \theta', \phi, \theta') \cos \theta' \sin \theta' d\theta' d\phi, \quad (2) $$

-mean atmospheric brightness temperature averaged over scattering indicatrix, $\theta'$ and $\phi'$ - zenith and azimuth incident angles, respectively, $T_a(\nu, \theta, \phi)$ - the atmospheric brightness temperature, $\rho(\nu, \theta, \theta', \phi) - bidirectional spectral reflectivity of terrain.

There exists the following relationship between emissivity and bidirectional spectral reflectivity:

$$ \varepsilon(\nu, \theta, \phi) = 1 - \int_{0}^{\pi/2} \int_{0}^{\pi} \rho(\nu, \theta, \theta', \phi) \cos \theta' \sin \theta' d\theta' d\phi. \quad (3) $$

Integration in (2) and (3) is made along upper hemisphere. In
general case, $\varepsilon(\nu, \theta, \phi)$, $\rho(\nu, \theta, \phi, \dot{\varepsilon}, \dot{\phi})$ and $T_b(\nu, \theta, \phi)$ depend on polarization.

The value $T_b(\nu, \theta, \phi)$ is not a stable characteristic of cover in millimeter and submillimeter ranges owing to strong changeability of thermodynamic temperature of thin cover emission layer and to fluctuation of the atmospheric brightness temperature caused primarily by variations of cloud and atmospheric moisture content.

Moreover, a great deal of natural earth covers have emissivity close to unity, therefore variations of $T_c$ and $\bar{T}(\nu, \theta, \phi)$ make approximately equal contribution to variability of $T_b(\nu, \theta, \phi)$.

Emissivity is a more stable cover characteristic in comparison with brightness temperature and can be used for classification of the cover. This value can be obtained solving equation (1), if $\bar{T}(\nu, \theta, \phi)$ and $T_c$ are known. However, thermodynamic temperature value of terrain is usually unavailable by remote sensing. It leads to essential errors at estimation of terrain emissivity and to mistakes in recognition of different kinds of cover.

To overcome this difficulty, the dual-frequency measurement of terrain brightness temperature can be used.

There is a unique possibility to fulfill these measurements in the millimeter and submillimeter wave region. There are many strong atmospheric emission lines of such molecules as $H_2O$, $CO$, $O_2$, $O_3$ et al. in the range of interest.

Moreover, most of covers have constant emissivity within the frequency range belonging to the same emission line. Hence, solving a set of two equations similar to (1) for the two experimental value $T_b(\nu_1, \theta, \phi)$, $T_1(\nu_2, \theta, \phi)$ and the corresponding values $\bar{T}(\nu_1, \theta, \phi)$, $\bar{T}(\nu_2, \theta, \phi)$, and $\varepsilon(\nu, \theta, \phi)=\varepsilon(\theta, \phi)$, one can obtain

$$\varepsilon(\theta, \phi) = 1 - \frac{T_b(\nu_1, \theta, \phi) - T_b(\nu_2, \theta, \phi)}{\bar{T}(\nu_1, \theta, \phi) - \bar{T}(\nu_2, \theta, \phi)}$$

$$T_c = \frac{T_b(\nu_1, \theta, \phi)\bar{T}(\nu_2, \theta, \phi) - T_b(\nu_2, \theta, \phi)\bar{T}(\nu_1, \theta, \phi)}{T_b(\nu_1, \theta, \phi) - T_b(\nu_2, \theta, \phi) - \bar{T}(\nu_1, \theta, \phi) + \bar{T}(\nu_2, \theta, \phi)}.$$  

Thus, such a remote sensing method make it possible to measure not only emissivity, but also the thermodynamic temperature of the emission layer, the latter being an important characteristic of earth cover too.
The values of $\tilde{T}(\nu_1, \theta, \phi)$ and $\tilde{T}(\nu_2, \theta, \phi)$ can be estimated from the formula (2) employing experimental or theoretical values of $T_a(\nu_1, \theta, \phi)$ and $T_a(\nu_2, \theta, \phi)$.

Fortunately, most of covers are diffuse scattering in millimeter and submillimeter wave bands, therefore the angular dependence of $\rho(\nu, \theta, \phi, \theta, \phi')$ can often be neglected. In this limit case of Lambert's cosine law the dependence $\tilde{T}(\nu)$ calculated in the approximation of the plane-parallel isothermal atmosphere model can be expressed as [1]

$$\tilde{T}(\nu) = T_0 ([1-2E_3[\tau(\nu)]],$$

where $T_0$ - thermodynamic temperature of atmosphere, $\tau(\nu)$-zenith optical depth, and $E_3[\tau(\nu)]$ - integral exponential function.

In another extreme case of smooth surface when the reflection is specular $\tilde{T}(\nu, \theta, \phi) = T_a(\nu, \theta, \phi+\pi)$.

However, information of the atmospheric brightness temperature is not necessary, if there is a reference surface, whose indicatrix is similar to that of the surface under investigation, and the emissivity $\varepsilon_o(\theta, \phi)$ is known and not equal to unity. In such a case the emissivity of the investigated surface can be estimated from the equation

$$\frac{1 - \varepsilon(\theta, \phi)}{1 - \varepsilon_o(\theta, \phi)} = \frac{T_b(\nu_1, \theta, \phi)-T_b(\nu_2, \theta, \phi)}{T_o(\nu_1, \theta, \phi)-T_o(\nu_2, \theta, \phi)},$$

where $T_o(\nu_1, \theta, \phi)$ and $T_o(\nu_2, \theta, \phi)$ - brightness temperatures of the reference surface at frequencies $\nu_1$ and $\nu_2$, respectively, measured under the same conditions as $T_b(\nu_1, \theta, \phi)$ and $T_b(\nu_2, \theta, \phi)$.

If the thermodynamic temperature of the reference surface $T_c$ is also available, then as a result of brightness temperatures measurement, one can obtain

$$T_c = \frac{T_b(\nu_1, \theta, \phi) - [1-\varepsilon(\theta, \phi)][T_o(\nu_1, \theta, \phi)-T_o(\nu_2, \theta, \phi)]} {\varepsilon(\theta, \phi) - [1-\varepsilon_o(\theta, \phi)]\varepsilon(\theta, \phi)},$$

where $\varepsilon(\theta, \phi)$ has been obtained from the equation (7).

To estimate $\varepsilon(\theta, \phi)$ and $T_c$, most accurately it is necessary to choose the cover with large possible albedo $a(\theta, \phi) = 1-\varepsilon(\theta, \phi)$, as a reference surface. For this purpose can be used either an earth surface covered of deep snow layer, dry sand, vegetation, or water.
To solve remote sensing problems which not require the absolute measurement of emissivity, but need only discrimination of different kinds of covers, one can use the difference

\[ T_b(\nu_1, \theta, \phi) - T_b(\nu_2, \theta, \phi) \]

independent of the thermodynamic temperature.

The above mentioned method can be used both in ground-based as well as by low altitude airborne investigations of radiometric characteristics of terrain, if ground-airplane path attenuation is negligible. This method can be generalized to measurements through the atmospheric layer. However, in this case attenuation and emission of lower atmospheric layers have to be taken into account.
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Solitary waves and solitons represent an important stable state of nonlinear systems in many fields of applied mathematics and physics such as fluid dynamics, elementary particle physics and laser science. In laser physics solitons are studied and applied mainly in infrared optical fibres and waveguides. The soliton regime of pulse transmission in single-mode optical fibres permits drastic improvement of data transmission over large distances. Research on solitons is concentrated on solitons and solitary waves in homogeneous media whilst the study of solitons in periodic or otherwise inhomogeneous media started only recently. This already resulted in remarkable results, e.g. in the phenomenon of in-gap solitons [1]. Our interest in solitons in periodic or otherwise inhomogeneous media is related to applications in fibre optics as well as to the theory of pulsed distributed-feedback (DFB) and distributed-Bragg-reflector (DBR) lasers.

In this study we focus our attention to the solitons and solitary-wave solutions of periodic or otherwise inhomogeneous nonlinear modifications of the well-known one-dimensional Klein-Gordon equation which have been rarely investigated [2]. These modified Klein-Gordon equations can be represented by

$$u_{xx} - n(x)^2 c^2 u_{tt} = k_c^2 \mu(x) \frac{d\Phi(u)}{du}$$

(1)

where $k_c$ indicates the Compton circular wavenumber, $c$ the velocity of light in vacuum, $n(x)$ the spatially varying refractive index and

$$\Phi = \Phi(u, x) = \mu(x) \Phi(u)$$

(2)
the potential. The factor $\mu(x)$ defines its spatial variation. The standard Klein-Gordon equation is given by the conditions

$$n(x) = \mu(x) = 1; \quad \Phi(u) = \frac{1}{2} u^2$$

(3)

Up to the present we have found a number of analytical soliton and solitary-wave solutions for typical modulations of $n(x)$ and $\Phi(x, u)$, including linear, almost quadratic, hyperbolic and periodic refractive index modulations as well as sech - square and periodic modulations $\mu(x)$ of non-quadratic potentials $\Phi(u)$. Among the results we find kink solitons, kink-antikink solitons, solitary waves, quasi-Floquet solutions, perturbations over classical solutions, as well as relations to in-gap and out-gap solitons.
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COMPLEX PERMITIVITY ($\varepsilon$) AND PERMEABILITY ($\mu$) MEASUREMENTS AT MILLIMETER WAVELENGTHS

Jian kun-hua  Chen zhong  Li shi-zhi
(Beijing Institute of Technology)

ABSTRACT
A Complex Permittivity and Permeability measurement system is discussed in this paper. Free space wave method has been used to measure the parameters ($\varepsilon$, $\mu$) of loss dielectric and magnetic materials at millimeter wavelength. POWELL method and penalty function are used to solve the multiple value problems. Testing results of some typical materials and testing accuracy of the system are shown in this paper.

INTRODUCTION
1. Measurement method of $8 \mathrm{~mm}$ wave band absorb material parameters.
A Free space wave method (FSWM) has been used to measure the absorb material parameters at millimeter wavelengths in this paper. Many new technical ways have been derived in this measurement system. For example, terminal short circuit method; Double-short end method, etc. A absorb material plate is fixed in the free space, its thickness is $d$, as shown in Fig 1. The reflect coefficient and transmit coefficient shown as follows.

$$R_1 = \frac{R_1 - R_2 z e^{-j2\phi}}{1 + R_1 R_2 z e^{-j2\phi}} \quad (1)$$

$$T = \frac{(1 - R_1 z^2)e^{-j\phi}}{1 - R_1 z e^{-j\phi}} \quad (2)$$

where
$$R_1 = \frac{\mu - \varepsilon}{\mu + \varepsilon} \quad (3)$$

$$\phi = 2\pi \frac{d}{\lambda}$$

If we use metallic plate of short circuit instead of the third region in Fig 1. We get:

$$R_1 = \frac{R_1 z - e^{-j2\phi}}{1 - R_1 z e^{-j2\phi}} \quad (4)$$

We can derive several equations to calculate $\varepsilon$ and $\mu$ from Eq. (1) and (3). For example, By short-open end method we derived formula as follows:

$$C_1 = \sqrt{\frac{\mu - \varepsilon}{\mu + \varepsilon}} \frac{\varepsilon}{\mu + \varepsilon} = \sqrt{\frac{R_0 R_0 + R_0 + 1}{R_0 R_0 - 3 R_0 + 1}} \frac{R_0}{R_0 + 1} \quad (4)$$

$$C_2 = \sqrt{\frac{\mu - \varepsilon}{\mu + \varepsilon}} \frac{\varepsilon}{\mu + \varepsilon} = -\left[-(\gamma - 2\pi \mu) + j \ln A\right] + \frac{\varepsilon}{\mu + \varepsilon} \quad (5)$$
where \( Y = \text{arg}\left( \frac{R_{1z} - R_c}{1 - R_{1z} R_c} \right) \); \( A = \left| \frac{R_{1z} - R_c}{R_{1z} R_c} \right| \)

from Eq. (4) and (5), we get

\[
\mu = \frac{C_1}{C_2} \quad \text{or} \quad \mu = \frac{C_2}{C_1}
\]

(6)

where \( C \) is taken plus or minus sign from \( |R_{1z}| < 1 \)

In Eq. (5), because \( n \) can take arbitrary integer values, it makes \( \mu \) a \( n \) multiple roots. We can use the thinner sheet to increase the distance of the roots.

a.a. Measurement of the dielectric material

For \( \mu = 1 \) dielectric material the above computation is still effective, and only one test is needed for \( \mu \). From (3) we get:

\[
\sum_{n=1}^{\infty} \frac{j}{2\pi d} T e^{-j\tau}
\]

(7)

Where, \( T \) and \( \tau \) are solution of equation

\[
-j \frac{1 + R_c}{1 - R_c} \frac{A_0}{2\pi d} = \text{th}(T e^{j\tau})
\]

(8)

It is called terminal short circuit end method.

b. Measurement of the plastic model and rubber type magnetic material.

We can use double short-circuit end method to measure this kinds of materials. We measure one kind of material which has different thickness. The reflective coefficients of two different tests are:

\[
R_{1z} = \frac{R_{12z} - e^{-j\psi_1}}{1 - R_{1z} e^{-j2\psi_1}}
\]

(9)

\[
R_{2z} = \frac{R_{12z} - e^{-j\psi_2}}{1 - R_{1z} e^{-j2\psi_2}}
\]

(10)

where, \( \psi_1 = 2\pi d_1 \sqrt{\mu / \lambda} \), \( \psi_2 = 2\pi d_2 \sqrt{\mu / \lambda} \)

Eq. (9) and (10) can be considered as the transcendental equation of complex variable quantities. We take the POWELL method of multiple variable (optimizing) numerical solution and adopte penalty function method and transform correlated optimization problem to uncorrelated one to solve limited problem, the process is shown as follows:

a) To establish target function

\[
f(x) = \sum_{i=1}^{n} \left[ f_i(x) \right]^2
\]

(11)

where \( f(x) = \text{Re} \left( R_j - R_m \right) \), or \( \text{Im} \left( R_j - R_m \right) \).

\( j = 1, 2 \). \( x \) is self variable vector.

\( x = (x, \mu, \mu', \mu'') \)

b) Penalty function.

\[
T(x, m) = f(x) + \sum_{k=1}^{\infty} \left\{ \text{min} \left[ 0, g_k(x) \right] \right\}^2
\]

(12)

where \( g_k(x) \) is \( x, \mu, \mu' \) and \( R_{1z} \) physical correlated condition or subband bound correlated condition. For instance, \( x > 0 \), \( 1 < x' < 5 \), etc. \( m \) is penalty factor, it's selected in tested program, for example. \( m = 5 \) or \( m = 10 \) etc.
c) POVELL method is used to solve uncorrelated limitation value problem:

\[
\text{Min } T(x, W) \quad (13)
\]

It is the optimum solution for \( x \) and \( \mu \) values.

2. The measurement system is shown in Fig 2. It can carry out the dot frequency test of the material's complex \( \sigma \) and \( \mu \) and the reflective coefficient at (26.5-40) GHz.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2.png}
\caption{Fig 2}
\end{figure}

a. Principle of this system.

High frequency instead method is used in the balancing bridge system. The reflection and transmission coefficient of the measured material sheet can be achieved according to the following equations:

\[
R = \exp \left\{ \frac{-A_i - A_i'}{8.686} \right\} 
\]

\[
T = \exp \left\{ \frac{-A_\sigma - A_\sigma'}{8.686} \right\} 
\]

where, \( A_i, \varphi_(i=1,2) \) are amplitude and phase data of metallic sheet; \( A_i', \varphi_i' \) (\( i=1, 2 \)) are material sheet data when the system is in the balance situation.

b. Four steps are used to increase the accuracy of this system.

1) High stability signal source and high accuracy restored elements are used in this system.

2) Equal-armed bridge is used to decrease phase error which caused by frequency moving of signal source. System's phase error \( \Delta \varphi < 0.3^\circ \).

3) Neutralizing circuit is adopted to reduce the effect of antenna coupling and background scattering. Interference level can be reduced to -50 dB below comparing with metallic sheet.

4) Window specimen support is used, high quality absorbing material is used to reduce the edge diffraction effect of specimen.

It shows that the testing accuracy is greatly increased when all of the steps are taken.

RESULTS AND ANALYSIS

A lot of tests and analyses have been done in this system. Some data of testing results were shown in table 1. It shows that it has good agreement between testing results and typeical material datas. Higher testing accuracy of measuring middle or large loss absorber has achieved by using this method. The accuracy of this system are shown as follows:

\[
(\Delta \sigma \tau, \Delta \sigma \tau') < \sigma \tau' \times 10\%
\]

\[
(\Delta \mu \tau, \Delta \mu \tau') < \mu \tau' \times 10\%
\]
<table>
<thead>
<tr>
<th>Material</th>
<th>$\epsilon_r$</th>
<th>$\mu_r$</th>
<th>$\mu_m$</th>
<th>$\sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teflon</td>
<td>$2.079-j0.0171$</td>
<td>$2.091-j0.015$</td>
<td>$2.066-j0.0058$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>$2.573-j0.013$</td>
<td>$2.596-j0.017$</td>
<td>$2.592-j0.019$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>Brackrubber</td>
<td>$8.338-j0.637$</td>
<td>$8.400-j0.660$</td>
<td>$8.342-j0.594$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>Absorber</td>
<td>$29.60-j25.53$</td>
<td>$27.34-j25.27$</td>
<td>$25.29-j24.06$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>Magnetic</td>
<td>$6.669-j1.316$</td>
<td>$6.714-j1.328$</td>
<td>$6.267-j1.426$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>material</td>
<td>$0.813-j0.168$</td>
<td>$0.798-j0.024$</td>
<td>$0.828-j0.111$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>Magnetic</td>
<td>$14.97-j1.427$</td>
<td>$14.47-j0.646$</td>
<td>$14.70-j0.281$</td>
<td>$0.813-j0.168$</td>
</tr>
<tr>
<td>rubber</td>
<td>$0.828-j0.393$</td>
<td>$0.801-j0.346$</td>
<td>$0.769-j0.272$</td>
<td>$0.813-j0.168$</td>
</tr>
</tbody>
</table>
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INTERNAL MATCHING BROADBAND METHOD OF MILLIMETER WAVEGUIDE CIRCULATOR

Zhang Deng guo
(Southwest Jiaotong University,
Chengdu, Sichuan, P.R.China)

ABSTRACT

The internal matching broadband method of millimeter waveguide circulator is presented in this short paper, which have explained the broadbandening attempts in literatures and also directed our successful developments of MMW waveguide circulator.

INTRODUCTION

In order to obtain broadband circulator, a quarterwave step transformer is often used in the waveguide junction. That is the well known external matching broadband method of waveguide circulator, the transformer can be a circular (triangular, hexagonal, Y-shape and so on) pedestal, or even a dielectric sleeve.

The internal matching broadband method is not the one based on a quarterwave step transformer. There are many means of so called internal matching broadband method, such as the lowest mode & shortest path length and the optimum height of the junction & place of the ferrite.

THE LOWEST MODE AND SHORTEST PATH LENGTH

It is known from the general theory of the scattering matrix that the bandwidth of a circulator is based on the identity of the rate of change of phase of the three eigen-values with frequency. Employing the lowest possible mode and shortest associated path length implies broadband. The exact operation modes of partial height ferrite H-plane waveguide circulator are $HE_{n,q}$ ($n=0,1,2,...$; $q=1/2$) hybrid modes [1], and the height of the ferrite cylinder $h$ is in proportion to $n + q$. Both of the 8-mm and 3-mm waveguide circulator [2] [3] in the lowest modes $HE_{n,q}$ have the most broadband.

THE OPTIMUM HEIGHT OF THE JUNCTION & PLACE OF THE FERRITE

The ferrite of the E-plane waveguide Y-junction circulator is a circular disk. The equivalent circuit of the resonance frequency splits for the rotational phase eigen-excitations is shown in Fig.1, thus
\[ \frac{1}{w^2} - \frac{1}{w^2} = \frac{2\sqrt{3} C_e Z_t}{w_e} \]

Fig.1 Equivalent circuit of the E-plane waveguide circulator

It is clear from (1) that in order to increase the bandwidth of the circulator, either the line impedances \( Z_t \) of the waveguide arms must be increased, i.e., the width of the waveguide must be decreased [4] [5]; or the impedance slope parameter of the resonant circuit must be decreased, i.e., the coupling of waveguide and resonator fields represented by \( C_e \) must be increased [4] [6].
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A Kerr medium embedded in a periodic structure exhibits a large variety of interesting features, such as bistability, self-pulsing and chaos, gap solitons and solitary waves. It was found recently, that an intense optical trains can penetrate undistorted through a distributed feedback reflection filter, in spite of the fact that their carrier frequency lies well within a forbidden band of the periodic structure [1-4]. In this work we extend the discussion of such "in-gap" solitary waves to the solitary waves whose carrier frequency of the optical waves may lies far outside the forbidden frequency gap.

The one-dimensional periodic medium under study has the linear refractive index

\[ n_{1\text{lin}}(z) = n_3 + n_1 \cos(2k_g z) \quad (0 < n_1 < n_2) \]

and the nonlinear susceptibility

\[ \chi_{\text{nonlin}} = n_0 n_2 |E|^2 . \]

Our study bases on the nonlinear coupled-mode equation

\[
\begin{align*}
\frac{\partial E_f}{\partial z} + \frac{n_3}{c} \frac{\partial E_f}{\partial t} &= i\Delta k E_f + i k E_b + i \alpha (|E_f|^2 + 2|E_b|^2) E_f \\
\frac{\partial E_b}{\partial z} - \frac{n_3}{c} \frac{\partial E_b}{\partial t} &= -i\Delta k E_b - i k E_f + i \alpha (2|E_f|^2 + |E_b|^2) E_b
\end{align*}
\]

where \( E_{f,b} \) are components of the total field

\[ E(z, t) = E_f(z, t) \exp[-i\omega t + ik_g z] + E_b(z, t) \exp[-i\omega t - ik_g z] , \]

\( \kappa = \frac{1}{2} k_g n_1 / n_2 > 0 \) is the coupling constant, \( \Delta k = (\omega - \omega_s)n_0 / c \)
describes the frequency detuning in units of wave vector, $a \approx k_0 n_1 / n_0$ is a measure for the nonlinearity.

The usual "in-gap" soliton can be found using the boundary condition
$$\lim_{c \to \infty} E_{c,b}(z,t) = 0.$$ However a wave with carrier frequency outside forbidden frequency gap in general does not satisfy this boundary condition. We have shown that under the boundary condition
$$\lim_{c \to \infty} |E_c(z,t)| = \text{const} \neq 0, \quad \lim_{c \to \infty} \frac{d|E_c(z,t)|}{dz} = 0,$$

solitary solutions exist.

In contrast to the known "in-gap solitons", the new solitary solutions have their carrier frequency mainly outside the frequency gap of the periodic structure, so we refer them as "out-gap soliton".

They possess some interesting properties: two solitary solutions, the "bright soliton" and the "dark soliton", may exist for the same boundary conditions; for the same "forward" background field intensities $\lim_{z \to \infty} |E_c(z,t)|^2$ and same other parameters, two "backward" intensities $\lim_{z \to \infty} |E_b(z,t)|^2$, which allow solitary solutions, may exist; solitary waves with velocity larger than the speed of light also exist, at least mathematically.
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Ka-BAND NRD GUIDE POWER DIVIDER

Mingli Zhu
(Huazhong University of Science and Technology
Wuhan, 430074, Hubei, China)

ABSTRACT

In this paper, the characteristic of the coupling NRD guide is analyzed, and a kind of NRD guide power divider in coupler style is designed in Ka band. The power divider is made up with a nonsymmetric NRD guide coupler which the transiter of the isolation port is cut off and a model matching load is stucken on the end dielectric strip of the isolation port. Because it possesses simple structure, small size and good performance, it would have great use value.

INTRODUCTION

Generally, the nonradiative dielectric waveguide (NRD guide) power divider can be constituted with Y-style junctor and branch line. But the performance of the isolation between two output ports in Y junction power divider is very poor, it usually be lower than 10 dB. After absorbing materials being sticken on the suitable places of the output ports, the isolating degree would be increased, but the insertion loss would also be greatly increased simultaneously. Although the performance of isolating of the branch line divider is relatively good, the bandwidth is very narrow. Its bandwidth could be increased by using multi-order division, but the total size would be very large. In this paper, a kind of NRD guide power divider in coupler style is designed on the base of analyzing the characteristic of coupling NRD guides, it could utilize the good performance of a coupler and a satisfied result would be obtained.

ANALYSIS OF THE COUPLING NRD GUIDE

The structure of coupling NRD guides is shown in Fig. 1. The coupling between two dielectric waveguides occurs through vanishing fields. Its characteristic equations can be easily obtained by the even-odd mode method because of the symmetric structure about the YOZ plane as

\[
\frac{\partial \Phi_1}{\partial y} - \frac{\partial \Phi_2}{\partial y} \cdot \frac{1}{\sin \theta} \left( \frac{1}{\sin \alpha_1} - \tan \alpha_1 \right) + \left( \frac{\partial \Phi_1}{\partial y} - \frac{\partial \Phi_2}{\partial y} \cdot \frac{1}{\sin \theta} \left( \frac{1}{\sin \alpha_2} - \tan \alpha_2 \right) \right) = 0
\]

\[
\frac{\partial \Phi_1}{\partial y} - \frac{\partial \Phi_2}{\partial y} \cdot \frac{1}{\sin \theta} \left( \frac{1}{\sin \alpha_1} - \tan \alpha_1 \right) + \left( \frac{\partial \Phi_1}{\partial y} - \frac{\partial \Phi_2}{\partial y} \cdot \frac{1}{\sin \theta} \left( \frac{1}{\sin \alpha_2} - \tan \alpha_2 \right) \right) = 0
\]

\]

![Fig. 1 The coupling NRD guide](image-url)
The propagating constants are determined by

$$\begin{align*}
\beta^t &= \frac{1}{\varepsilon_r} \left [ \frac{k_i^2}{c} - \left ( \frac{\beta^z}{\varepsilon_r} - \left ( \pi - b f \right ) \right ) \right ]^{1/2} \\
\beta^z &= \frac{1}{\varepsilon_r} \left [ \frac{k_i^2}{c} - \left ( \frac{\beta^z}{\varepsilon_r} - \left ( \pi - b f \right ) \right ) \right ]^{1/2}
\end{align*}$$

(2)

where $k_i$ is the wavenumber along the x direction in the region of i. $k_i^2 = \omega^2 \varepsilon_r \mu_r$. The coupling coefficient of the coupler is

$$K = \frac{1}{2} \left ( \beta^z - \beta^t \right )$$

(3)

The coupling degree of the symmetric directional coupler shown in Fig. 2 is obtained by the network method as

$$C = -10 \log|\sin K\lambda|$$

(4)

where $\lambda$ is the equivalent coupling length.

![Fig. 2 The symmetric NRD guide directional coupler](image)

The NRD guide power divider is made up with a directional coupler which the transister of the isolating port is cut off and the absorbing material is sticken on its end dielectric strip. The methods of analysis and computation of a coupler can apply to the divider after the coupling length being revised. Because of the same propagating constants in the two dielectric guides, power can be transferred from one waveguide to the another if the coupling length is long enough when the structure is completely symmetric. The coupling length greatly depends upon the operating frequency and modes possess dispersion characteristic so the bandwidth is very narrow. But the bandwidth could be increased by using nonsymmetric structure because of the different propagating constants of the two dielectric waveguides. The coupling characteristic of the nonsymmetric coupling slab guide is shown in Fig. 3. It can be found that the maximum coupling power decreases and the

![Fig. 3 The characteristics of the nonsymmetric coupling slab-guide](image)

maximum coupling point moves to the end of the coupler while the frequency ascending.
These usually limit the bandwidth of the coupler. It is notable that the coupling power would be returned to the first one while the coupling length adding after the maximum power transference occurring. So we can utilize the effect to increasing the bandwidth of the coupler.

**DESIGN AND MEASUREMENT OF THE POWER DIVIDER**

The practical structure of the power divider is shown in Fig. 4. According to the transmission characteristic of NRD guide, the single mode operating bandwidth would be relatively broad if the ratio of the dielectric strip’s width and height $a/b$ is 1. In $K_a$ band, we can use Teflon ($\varepsilon_r = 2.05$) and make $a - b = 4.0$ mm. In order to obtain broad bandwidth of the power divider, the widths of the two dielectric waveguides should be different. First of all, more than half of the power is coupled into the second waveguide from the first one at the lower frequency by choosing the suitable waveguide dimensions and the coupling distance. Then, adjust the coupling length to return the overdose coupled power to the first one. So the coupling degree could be reduced to 3 dB at higher frequency. The measured results show that the relative bandwidth would be more than 3% while the value of $a$ is in the region of 3.58 mm to 3.74 mm. The high impedance of the absorbing material which is sticken on the end dielectric strip must match with the characteristic impedance of the dielectric waveguide to obtain great isolation of the two isolating ports. The measured results are shown in Fig. 5. The performance of the divider within the 3% relative bandwidth are

![Fig. 4 The NRD guide power divider](image)

![Fig. 5 The characteristics of the NRD guide power divider](image)
power division: \[ C = 10 \log \left( \frac{P_2 + P_3}{P_b} \right) = 3 + 0.4 \text{ (dB)} \]

inserting loss: \[ L = 10 \log \left( \frac{P_f}{P_b + P_g} \right) < 1.9 \text{ (dB)} \]

isolating degree: \[ I = 10 \log \left( \frac{P_a}{P_b} \right) > 14 \text{ (dB)} \]

VSWR: \[ \rho < 1.3 \]
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NRL WAVEGUIDE LSE MODE EXCITER

Hong Ma, Lanfen Qi
(Huazhong University of Science and Technology
Wuhan 430074, Hubei, China)

ABSTRACT

In this paper, the operating principle of a LSE mode exciter from LSN mode in nonradiative dielectric waveguide (NRD guide) is analysed. The LSTN-LSE mode converter has been designed and fabricated in Ka band. The calculated and measured results all show that the converter possesses the advantage of high conversion efficiency and broad bandwidth. It would be very useful to NRD guide balanced mixer and the integrated front ends.

INTRODUCTION

Because nonradiative dielectric waveguide (NRD guide) possesses the characteristics of almost completely suppressing radiation at bends and discontinuities and conduction loss decreasing when operating frequency increasing within a given range of frequency, it is suitable for being used as transmission line to compose millimeter-wave integrated front ends. Previously, a 3 dB NRD guide directional coupler had been used in the balanced mixer of the front-end circuits [1]. But the size of the 3 dB NRD guide coupler is quite large, the output symmetry and the bandwidth characteristic are not easy to be obtained. These factors directly limit the improvement of the performance of the mixer. If the LSE mode converter presented in this paper and the crossbar structure are adopted in the balanced mixer, the design and adjustment would be simplified and the structure of the mixer would be compacted. The performance of the NRD guide circuits will be improved.

ANALYSIS OF THE LSE MODE EXCITER

All kinds of transmission modes in NRD guide can be classified as two types, longitudinal-section magnetic modes (LSM modes) and longitudinal-section electric modes (LSE modes). The field lines of some lower order modes in NRD guide are shown in Fig. 1. The dispersion characteristics of TE, LSM, and LSE modes are shown in Fig. 2. Generally, LSM mode, the lowest LSM mode, is chosen as the operating mode in NRD guide because of its low transmission loss. But TE and LSE modes can also be propagated in the condition of same structure parameters of the NRD guide. When the exciting electric field possesses the components along the x- and y-direction, LSM and LSE modes will be excited out respectively.

Fig. 1 The fields lines of NRD guide: (a) TE, (b) LSM, (c) LSE.
If a thin metal probe is inserted in the dielectric strip of the NRD guide along the x-direction as shown in Fig. 3, the incident power of the LSN \( \text{\textsubscript{m}} \) mode will be partially converted into the power of the LSE \( \text{\textsubscript{m}} \) mode. Assuming the x-direction component of the field for the LSN \( \text{\textsubscript{m}} \) mode as

\[
E_X = (k^2 - k_{x,m}^2) \cos(k_{x,m}x) \cos(\frac{\pi}{b}y) e^{jA_x}
\]  

(1)

where \( k^2 = \omega^2 \mu_0 \epsilon_0 \epsilon_r \), \( k_{x,m} \), and \( \beta_1 \) are the wavenumbers of LSN \( \text{\textsubscript{m}} \) mode along the x- and z-directions respectively; the induced current by \( E_X \) on the thin metal probe is given by

\[
I_X = \sum_{n=1}^{\infty} \sin\left[\frac{\pi n}{a} (x_0 + a)\right], \quad (-a \leq x \leq a)
\]  

(2)

Here the magnetic vector potential \( \mathbf{A} \) only possesses the x-direction component, \( \mathbf{A} = \mathbf{A}_x \), which is determined by the relation

\[
\nabla^2 A_x + k^2 A_x = -\mu_0 J_x
\]  

(3)

Because the excited electric fields should possess the characteristic of symmetry for x-axis, and higher order modes should be cut-off, there are only LSN \( \text{\textsubscript{m}} \) and LSE \( \text{\textsubscript{m}} \) modes excited out by \( A_x \).

The Green's function \( G \) in equation (3) is

\[
G = A_1 \cos(k_{x,m}x) \cos(\frac{\pi}{b}y) e^{jA_x} - A_2 \sin(k_{x,m}x) \cos(\frac{\pi}{b}y) e^{jA_x}
\]  

(4)

where

\[
A_1 = \frac{\cos(k_{x,2}x_0)}{j b A_2 (d + \frac{1}{2k_{x,2}}, \sin^2 k_{x,2}a)}
\]  

(5)

\[
A_2 = \frac{\sin(k_{x,2}x_0)}{j b \beta_2 (d - \frac{1}{2k_{x,2}}, \sin^2 k_{x,2}a)}
\]  

(6)

where \( k_{x,2} \) and \( \beta_2 \) are the wavenumbers of LSE \( \text{\textsubscript{m}} \) mode along the x- and z-directions respectively. Therefore \( A_x \) can be obtained as

\[
A_x = \frac{\epsilon_0}{\mu_0} \int_{x_1}^{x_2} \int_{y_1}^{y_2} G \, dx \, dy
\]  

(7)

where
And the excited electric field is
\[ E_x = -\frac{i}{\omega_e} \sum_{m=1}^{n} \frac{B_m}{k_{z,m}^2} \cos(k_{z,m}x) e^{i(k_{z,m}y - \omega_e t)} \cos\left(\frac{b}{b} - \frac{y}{b}\right) \]
\[ -j\omega_e \sum_{m=1}^{n} \frac{B_m}{k_{z,m}^2} \sin(k_{z,m}x) e^{i(k_{z,m}y - \omega_e t)} \cos\left(\frac{b}{b} - \frac{y}{b}\right) \] (10)

The boundary condition on the surface of the metal probe is
\[ E_x + E_y = 0, \quad (y \neq 0) \] (11)

Substituting Eq. (1) and Eq. (10) into Eq. (11), we can obtain the N-dimension linear equations as
\[ \mathbf{C}[\mathbf{m}] [\mathbf{n}] = [\mathbf{D}] \quad (m, n = 1, 2, \ldots, N) \] (12)

where
\[ C_{mn} = (\frac{k_{z,m}^2}{\omega_e}) + j\omega_e B_m \cos(k_{z,m}(-a + \frac{m}{N}h)) \]
\[ + (-\frac{k_{z,n}^2}{\omega_e}) B_{n} \sin(k_{z,n}(-a + \frac{m}{N}h)) \] (13)
\[ D_{mn} = (\frac{k_{z,m}^2}{\omega_e}) \cos(k_{z,m}(-a + \frac{m}{N}h)) \] (14)

We define the ratio of the \(|E_x|\) of the excited LSE mode and \(|E_x|\) of the incident LSM mode, \(\eta\), as the conversion efficiency of the LSM - LSE mode converter, which can be written out as
\[ \eta = \frac{\pi k_{z,m} \sum_{m=1}^{N} I_m B_{2n}}{b\omega E_0 E' (k_{z,m}^2 - k_{z,n}^2)} \] (15)

According to the equation (15), the computation results of \(\eta\) are shown in Fig. 4 and Fig. 5. It is obvious that the mode conversion caused by the single metal probe is relatively strong within a very broad bandwidth. If the length of the metal probe is increased, the conversion efficiency will be notably improved. But, when \(h > 2a\), Eq. (15) will not be used because of the influence of the higher order modes.
MEASUREMENT OF LSM\textsubscript{m} - LSE\textsubscript{n} MODES CONVERTER

In order to measure the output power of LSE\textsubscript{n} mode of the LSM\textsubscript{m}-LSE\textsubscript{n} mode converter, it is necessary to re-converted the LSE\textsubscript{n} mode into LSM\textsubscript{m} mode to couple it into a rectangle metal waveguide [3]. This kind of measurement method is shown in Fig. 6. The measured insertion loss of the converter is shown in Fig. 7.

![Diagram](image)

Fig. 6 Measurement method of LSE\textsuperscript{n} mode

![Graph](image)

Fig. 7 The insertion loss of LSM-LSE modes converter

In addition, we can adopt multi-metal probes to improve the conversion efficiency. The distance between two metal probes should be the times of the wavelength of the LSE\textsubscript{n} mode.

CONCLUSION

A kind of LSE mode exciter in NRD guide has been analysed, and the LSM-LSE mode converter of NRD guide has been designed and fabricated. It was found that the characteristic of insertion loss and bandwidth of the converter are quite good. It can be applied to the NRD guide balanced mixers and the front ends to improve the performance of the circuits.
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WIDE-BAND 8mm-WAVE MIXER WITH HIGH IF

Zhou Qi
(NO. 16 Institute, the Ministry of Machine-Building and Electronics Industries of China)

ABSTRACT

Broadband 8mm-wave balanced mixer has been developed in waveguide, finline, microstripline and packaged Si-diodes. A noise figure (DSB) of less than 7dB was achieved over the 4GHz (from 4 to 8GHz) instantaneous IF frequency band with the RF swept from 34 to 38GHz and the LO at 30GHz. Similar results were obtained with another mixer when the RF was swept from 30 to 34GHz and the LO at 38GHz. The mixers utilize native devices and materials. The performance of the mixers is stable and reliable.

INTRODUCTION

In parallel with the development of millimeterwave radar weapon and communication systems, a need for millimeter-wave surveillance receivers have been increasing. In order to meet this requirement, a mixer with broadband coverage must be developed. This requires broadband width capabilities at both RF and IF bands. Consequently, high performance mixer diodes, wide instantaneous bandwidth mixer circuits and low noise IF amplifiers are needed. Mixer noise figure is a strong function of the quality of the diodes and its associated parasitic elements. In order to ensure satisfactory performance, the two diodes must be very closely matched. Recently, the mixer with the full waveguide band from 26.5 to 40GHz had been developed using GaAs beam lead Schottky barrier diodes. However, the development of the broadband mixers using native packaged Si-diodes and materials was needed in practical applications.

This paper describes the design and performance of a broadband balanced mixer using packaged diodes at millimeter-wave frequencies. Specifically covered are diode characteristics, circuit design considerations, and performance measurements. A design was selected that utilizes two...
orthogonal transmission lines. The RF input uses a waveguide to finline transition and the LO is transitioned from waveguide to microstripline. The IF signal is extracted by means of a Chebyshev low pass filter designed in microstripline. The packaged diode pair is conveniently mounted at the junction of the finline and the microstripline. Fig. 1 shows the layout of the integrated circuit for the mixer. Integrated circuit technologies provided the advantages of low cost, light weight and small size.

DESIGN CONSIDERATIONS

The RF input port is required to provide wider bandwidth, less reflection and matching. A waveguide to finline transition was selected. Waveguide-finline transition yields a wideband balanced line transformer which is terminated by a matched diode pair. To achieve good RF matching, an exponential taper finline transition was incorporated into the design. The gap size between the tapered finlines is varied to achieve the optimum impedance match to the mixer diodes. A length of the tapered finline is \( 1.5-2 \lambda_g \) at the center frequency of the RF. The finline ended-impedance was chosen to be 150-170 ohms which is consistent with two diodes in series. The converting diodes are mounted as close to the RF port as possible so as to minimize path losses which add directly to noise figure.

The LO input is injected into the diode pair using a single-ended transmission line. The waveguide to microstripline transition uses two overlapping sine-exponential tapers by way of two-sided substrate etching. The circuit provides a simple technique for converting to the microstrip propagation mode and is very broadband. The diodes are in parallel with respect to the LO signal. The problem here is to provide a good LO return so that the diodes are well matched. This is accomplished by adding open shut stubs at the balanced input side. The lengths of the stubs may be trimmed to optimize the LO match. In addition the LO is also matched to the diodes by matching sections between the filter and the diodes.

In the designed finline balanced mixer, good isolation between the LO and RF port is achieved because the electric fields of the finline and microstripline are perpendicular to each other. More than 20 dB isolation was observed between the LO and RF.

The design of the IF network matching circuit is very important. The diodes are in parallel with respect to the IF circuit. The IF frequency is extracted via a five-section low-pass filter designed in microstripline. The low-pass filter is required to pass the IF frequency and reject the LO and RF signals. Distributed lines were used to approximate lumped elements. First element of the filter is high impedance line (110 ohms). This filter has a nominal passband from dc to 10 GHz and cutoff frequency is chosen to provide attenuation greater than 20 dB at the RF and LO frequencies. The location of the filter was designed as possible as far from the diodes.

MEASUREMENT RESULTS
The noise figure of the mixer was measured for RF coverage from 34 to 38GHz at a fixed LO of 30GHz. LO drive was +13dBm. The IF band was evaluated from 4 to 8 GHz. Measured results are presented in Figure 2(a). The noise figures of the mixer ranged from 3.5dB to 6.6dB over the 4GHz IF bandwidth. Also shown are the noise figures of another mixer in Fig. 2(b). The LO drive of this mixer was +13dBm with LO frequency at 38 GHz, while the RF signal was swept from 30 to 34GHz.

![Graph](image)

(a) LO at 30GHz  (b) LO at 38GHz

Fig. 2 Noise figure of the mixers

CONCLUSION

The mixer described in this paper demonstrated that using packaged diodes and planar technology can also achieve wider bandwidth at the RF and IF port. A few key technologies are the designs and the fabrications of the waveguide-finline transition and the waveguide-microstrip transition. Although the specifications of the mixer are not as good as those usually obtained in mixer utilizing GaAs beam lead Schottky barrier diodes. However, a major result of the mixer development is that cost savings are incurred by using native devices and materials so that it is available. The mixer has been applied in millimeter-wave surveillance receivers.
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DC-to-120 GHz HARMONIC MIXERS for MILLIMETER-WAVE INSTRUMENTATION

A.M. Shchitov, J.S. Zaitsev, A.M. Lomakin
Institute of Electronic Measurements "KVARZ"
176 Prospekt Gagarina
Nizhni Novgorod 603009 Russia

Abstract
A set of harmonic mixers is designed for use with mm-wave radio measuring equipment. Four types of waveguide mixers cover frequency range from 26 to 120 GHz. The mixer of coaxial type covers frequency range 0-40 GHz.

Introduction
Harmonic mixers of antiparallel-pair diode configuration are usually used for downconverting signal frequency of mm-wave band [1]. In design process of mm-wave harmonic mixers the sampling technique of frequency conversion and thin-film hybrid technology are used. All this, along with the development of a monolithic GaAs pair of mixing diodes with low parasitics and a step recovery diode (SRD) with extremely short transition time (less 25 ps) allowed to have:

- comparatively low conversion loss (30-35 dB, up to 78 GHz and 50-55 dB, up to 120 GHz; for a large number of LO harmonic measurements (20 and more);
- high isolation of mixer LO and signal inputs (40-50 dB);
- low sensitivity of conversion loss to LO power level variation;
- low phase noise level.

Design
Harmonic waveguide mixer design, based on a sampler [2], is shown in Fig. 1 and includes: a mixing assembly, a gate pulse shaping circuit (or LO harmonic generating circuit), broadband waveguide-microstrip transition and output signal generating circuit.

Key problems in designing a wideband sampling converter
are connected with input signal path matching and with providing a uniform gate pulse harmonic spectrum in operating frequency range. Besides, in mm-wave range the elimination of parasitic emission, caused by circuit components with sizes of wavelength order, is of great importance.

Taking all this into account, the input signal path is formed by a wideband waveguide-microstrip transition made as a seven-step Chebyshev transformer from rectangular waveguide section to the II-form section, and also by 50 Ohm microstrip line, made for loss minimization thin (0.3 mm) quartz substrate.

Mixing node base is a monolithic diode pair, practically noninductively connected to the combination of slot and microstrip lines not coupled with each other. GaAs beam lead diode pair [3] has two seriesly connected stripline Schottky barriers 1x12 μm, thoroughly matched in electric and geometric parameters. Surface bridging of stripline barrier provides better isolation between the diodes.

Diode parameters are given in Fig.1. Direct voltage drop of the diodes differs in 3% (I - 1 mA). Short gate pulses formed by a slotline cavity are applied to the diodes through the storage capacitors. The pulses periodically open the diodes for a short period of time with LO frequency.

To cover the frequency range up to 120 GHz it is necessary to generate a gate pulse of not more than 5 ps duration with effective voltage amplitude at 0.3-0.5 V diode. For this reason a special small-size Si SRD, made by bipolar technology with active mesa-structure forming at a copper heat-sinker, was constructed. Mesa-structure diameter ~15 μm provides small parasitic cavity C0 ~0.15 pF. Vacuum submicron epitaxy provides high quality semiconductor structure with thin base and sharp p-n junction. This structure defines SRD specifications: transition time < 25 ps, breakdown voltage > 10 V, effective minority carrier lifetime ~ 0.5 ns, series resistance ~1.5 Ohm. To minimize the required LO power (to 100 mW and less) and to provide wide and uniform frequency band at LO input (1 - 12 GHz) and IF output up to 1 GHz, slotline parameters (1, W) are optimized, value of C is selected about 0.5-1 pF, storage capacitors 0.5 pF.
Large value (40 - 50 dB) of signal - local oscillator (RF-LO) inputs isolation is provided by mixer construction-field orthogonality in slotline and waveguide, and also by high identity of mixer diode parameters.

The mixers are mounted in miniature packages. Coaxial connectors of SMA(f) type are used for LO and IF tracts. Cross-sections of 26-118 GHz waveguide channels meet the requirements, adopted in Russia. Several types of cross-sections are developed to meet the international standard (WR-28, WR-22, WR-19, WR-15, WR-10). Besides, models of one- and two-channel harmonic mixers with coaxial connectors of OS-50 type in 0-40 GHz frequency range are developed.

**Experimental results**

Typical characteristics of coaxial and waveguide mixers, and conditions of their measurement at 25°C are given in Fig.2,3.

The mixers keep high-level parameters under severe service conditions: within temperature range from -40°C up to +70°C, relative humidity 98%. Maximum input power of RF signal is not less than 10 mW, and of LO signal - 200 mW.

**Conclusion**

The abovementioned harmonic mixers are successfully used in frequency stabilization and synchronization systems, designed for mm-wave frequency synthesizers [4], and are used nowadays for development of state-of-the-art oscilloscopes, frequency counters, network analyzers, etc.
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Fig. 1. Sampler Design

Fig. 2. Coaxial Sampler Typical Performance

Fig. 3. Waveguide Sampler Typical Performance
DETECTOR OF MILLIMETER WAVES BASED ON
INHOMOGENEOUS ELECTRON HEATING

A.I. Vakser

Institute of Radiophysics and Electronics,
Academy of Sciences of the Ukraine, I2 Academic.
Proscura Str., 310085, Kharkov, Ukraine

It is well known that super high frequency (SHP) waves whose amplitude exceeds the value of plasma field $E_{pl}$ ($E_{pl} \approx 10^{-2} \text{V/cm}$ for the temperature of external thermostat $T_0 = 4.2 \text{K}$, $E_{pl} \approx 10^{-1} \text{V/cm}$ for $T_0 = 77 \text{K} \rightarrow 300 \text{K}$) can heat electron gas: electron temperature $T_e$ becomes more than $T_0$.[1,2]. Hereat if the volume and surface thermal conductivity are great enough the temperature of crystal lattice $T_p$ is equal to $T_0$. This is the situation when a volume thermostat is available.[3].

Due to the attenuation of SHP-waves a gradient of $T_e$ arises and appropriate thermo-e.m.f. $V_T$ occurs.

In the absence of external constant magnetic field $\vec{H}$ the $V_T$ mentioned arises in the direction of wave propagation $\vec{k}$ ( $\vec{k}$ is a wave vector ) [2]. If magnetic field $\vec{H}$ is available and $\vec{H} \perp \vec{k}$ additional thermo-e.m.f. $V_{TH}$ arises in the direction which is perpendicular to $\vec{H}$ and $\vec{k}$ [3] (Fig. 1). This is a hot electron Nernst-Ettingshausen effect[3]. The latter used to be as a basis for millimeter detector [3]. Such operating devices have volt-watt sensitivity $\gamma = V_{Ty}/P$, where $P$ is power of falling radiation, $= 500 \text{V/W}$ for $10^{10} \rightarrow 10^{12} \text{Hz}$ range [3].

Here in this paper different physical phenomena and proper modifications of the devices are suggested with the purpose of increase in detector sensitivity $\gamma$. It is shown that each of proposed physical reasons may result in the increase in sensitivity of semiconductor detector.

I. Lattice heating.

A propagation of SHP-waves in massive semiconductors with bounded thermal conductivity may be accompanied by lattice heating: $T_p > T_0$ (Fig.2). In this case due to the fact that $\gamma \sim V_{TH}$ and in its turn $V_{TH} \sim \Delta T$, where $\Delta T$ is a temperature difference between receiving and dark faces of the sample, the
increase in $\Delta T$ leads to the increase in $\gamma$.

2. Form effect.

If the sensitive element has a tapered form and a receiving sample face is a wide face and dark (narrow) end is cooling up to the $T_0$ (see Fig. 1, 2), the temperature difference $\Delta T$ as well as sensitivity $\gamma$ increase in comparison with a rectangular sensitive element [4].


As it was shown in [5] this cause at certain conditions can increase grad $T_e$. For this reason selecting high purity semiconductor elements containing large cross thermoconductivity one can achieve the increase in $\Delta T$ and $\gamma$.

Comparative characteristics of the parameters of various devices containing semiconductor sensitive elements made of InSb, GaAs, Si and Ge are adduced. Strict calculations show that simultaneous presence of these three factors allow to increase $\gamma$ really at least by an order of magnitude greater.
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A THIN-FILM ANTENNA-COUPLED MOM DETECTOR OF IR RADIATION
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Tel. (1) 3772340  Fax (1) 3715989
*CSEM, CH-2007 Neuchâtel

We report on the design, fabrication and performance of an infrared detector which consists of a thin-film metal-metal oxide-metal (MOM) diode integrated with a microstrip antenna. This antenna-coupled diode is used for the detection of cw 10\,\mu m CO$_2$ laser radiation.

Since the late sixties point-contact MOM-diodes with a response time shorter than 10$^{-14}$ s have been the fastest available detectors and mixers of infrared laser radiation. Nevertheless, their use was hitherto restricted to laboratory applications. One of their major disadvantages is the low mechanical stability of the point-contact MOM-diode. In addition, the sensitivity and the response time of the MOM-diode, which strongly depend on the size of the contact area and the thickness of the metal oxide layer, vary as a result of the inherent difficulties in the fabrication process and consequently lead to nonidentical devices.

Present microlithography techniques enable the fabrication of microstructures with a minimum linewidth of less than 0.1 \,\mu m. This permits the production of shock-proof, well-defined thin-film MOM diodes with response times comparable to that of the point-contact configuration.

Our thin-film Ni-NiO-Ni microstructures are fabricated with the aid of electron-beam lithography in cooperation with the Centre Suisse d’Electronique et de Microtechnique (CSEM) Neuchâtel. The thickness of the Ni films is 0.22 \,\mu m, that of the NiO approximately 5 \,nm. The layers are deposited by plasma sputtering and a conventional lift-off process. Our MOM-diodes with a contact area of 0.25 \,\mu m $\times$ 0.25 \,\mu m (Fig. 1) are the smallest compared to those investigated by other authors\textsuperscript{3-7}. Furthermore, they are as small as the edge-MOM’s\textsuperscript{8} fabricated in a more complicated process.

Each MOM diode is integrated with a microstrip dipole antenna which collects the energy of the incident IR radiation field. Subsequently, it applies the collected energy in form of an infrared frequency ac voltage to the MOM diode. This type of a thin-film antenna works less efficient than e.g. the whisker of a point-contact MOM diode because the microstrip lies on a dielectric substrate whilst the whisker is embedded in air. In our case the substrate consists of 370 \,\mu m Si covered with a thin insulating layer of SiO$_2$. The antenna with the MOM contact at its center is formed by two metal strips, which are 0.25 \,\mu m wide and between 5.4 \,\mu m and 22 \,\mu m long (Fig. 2). In order to improve the efficiency of the thin-film antenna, the substrate is etched to reduce the thickness to 3 \,\mu m. While integrated-circuit antennas are well established in the mm-wave region and prototypes have been developed for the submillimeter range, there have been no such antennas for IR radiation with a wavelength of 10 \,\mu m up to the present.
We investigated the performance of our MOM-diodes with respect to laser power, bias voltage, chopper frequency, temperature, polarization of the incident laser radiation, contact area, substrate thickness and different antenna designs.

As reported previously the recorded voltage consists of a polarization-independent part and a polarization-dependent part which exhibits a \( \cos^2 \theta \) dependence for a variation of the angle \( \theta \) between the plane of polarization of the linearly polarized laser-light and the antenna axis.

This observation agrees well with theory which predicts that the rectified dc part of the laser-induced ac voltage is proportional to the square of the component of the laser field parallel to the antenna. Moreover, this result is in accordance with the measurements performed with point-contact diodes which also demonstrated that the response of the diode is mainly due to the component of the laser field parallel to the whisker.

Our first experiments performed with MOM diodes of three different antenna lengths (5.4 \( \mu \)m, 16 \( \mu \)m, 22 \( \mu \)m) revealed that the polarization-independent part exhibits no significant change with antenna length whilst the polarization-dependent part increases for shorter antennas. This property can be explained by damping of the laser-induced antenna currents in this frequency range.

Measurements with respect to the size of the contact area, which determines the RC time constant of the device, showed that the polarization-dependent part of the signal nearly disappears for a contact size larger than 1 \( \mu \)m. MOM-diodes with a contact area of this size are obviously too slow to rectify the rf-frequency voltage supplied by the antenna.

If the MOM-diodes are cooled, either by liquid nitrogen or increasing the chopper frequency, we observe for some of them a decrease of the polarization-independent part of the signal while the polarization-related part remained unchanged.

From all these data we conclude that the polarization-dependent part of the MOM diode's response is due to antenna coupling. Part of the polarization-independent signal is caused by thermal heating. In order to verify that this thermal component of the signal is not related to the polarization we have measured the absorption of a pure Si-wafer and a SiO\(_2\)-coated wafer for the 10 \( \mu \)m CO\(_2\)-laser radiation. These experiments demonstrated that the heating is mainly caused by absorption of the radiation in the SiO\(_2\) layer. Since the area of the laser spot on the surface of the Si chip is large compared to the dimensions of the MOM diode and antenna, this region is heated isotropically and, therefore, the thermal fraction of the voltage does not depend on the polarization of the laser radiation.

In order to improve the antenna coupling we are actually fabricating antennas which are shorter than 5.4 \( \mu \)m. In the future we intend to use the diodes for mixing in the infrared.
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Figure 1: Ni-NiO-Ni diode with a contact area of 0.25 μm * 0.25 μm

Figure 2: Thin-film dipole antenna with electrical leads
A NOVEL ROOM TEMPERATURE OPERATED FAST-RESPONSE FIR DETECTOR


A.F. Ioffe Institute, 194021, St. Petersburg, Russia

A novel room temperature operated fast-response FIR detector has been proposed. The detection idea is based on the effect recently discovered of fast-response photocurrent origination under the FIR excitation /1/. The sensitivity of the detector has been found for two typical FIR wavelengths together with the linearity range. The detector response time has been estimated. The ways to improve the detector parameters are discussed.

In present paper we propose to apply for the FIR light detection the recently discovered effect of fast-response current origination in semiconductor 2D-structures under the FIR excitation.

1. The GaSb/InAs/GaSb single quantum well structure grown by MBE on semiinsulated GaAs substrate in 100 direction has been used as a detector active element. The thickness of the GaSb buffer layer, the InAs quantum well, and the GaSb cap layer were 1000 nm, 20 nm, and 20 nm, respectively ($n_s = 1.1 \times 10^{12}$/cm$^2$ and $w_s = 5 \times 10^4$/cm$^2$/V-s) at $T = 77$ K. The samples were 5 mm in length and 3 mm in width. The measurements were performed on NH$_3$ and CO lasers optically pumped by CO$_2$ laser. The wavelength of the former $\lambda = 90.6 \mu$m, pulse duration 40 ns, maximum intensity on the sample $I_{max} = 8$ kW/cm$^2$. The wavelength of the latter $\lambda = 385 \mu$m, pulse duration 80 ns, maximum intensity $I_{max} = 250$ W/cm$^2$ (for more details of our laser system see /2/). The laser pulse structure allowed us to measure detector response time with the accuracy better than 10 ns. For comparison, the laser pulse was also recorded by photon-drag detector /3/. The sample was placed between the poles of a constant magnet at $T = 300$ K so that the magnetic field was parallel to the sample surface. The FIR light was normal to the surface. The photocurrent duplicated laser pulse structure and flowed along the 2D layer perpendicular to the magnetic field was recorded.

Figs. 1 and 2 show the current density into the well vs magnetic field for both wavelengths at $\lambda = I_{max}$ (a and b show two opposit signs of the magnetic field). The current are seen to be approximately proportional to the magnetic field. At $B = 2$ T it reaches the value of 200 A/cm$^2$ on $\lambda = 90.6 \mu$m and 100 A/cm$^2$ on $\lambda = 385 \mu$m**.

Fig. 3 shows the current density $-\lambda$ vs FIR light intensity for both wavelengths at $B = 1.6$ T. It is seen, that the current is linear on $B$ up to 80 W/cm$^2$ on $\lambda = 385 \mu$m and up to 3 kW/cm$^2$ on $\lambda = 90.6 \mu$m. Also, the current decreases rapidly with increasing FIR radiation frequency.

2. We advance the following physical model of the detection. As a rule, in GaSb/InAs/GaSb single quantum well structures there is a strong built-in electric field (up to 100 kV/cm) inside the well. In particular, this field

*) Contact author

**) The current density at $T = 4.2$ K is two order higher than that at $T = 300$ K but here the current is not linear even at relatively low $I$. 
may be due to the difference between the number of the donors on the interfaces /4/. In our structure the existence of this field was shown experimentally /5/. In such a system there is a so-called "loop of extrema" in the electron energy spectrum /5/: \( E(k) = \frac{\hbar^2 k^2}{2m} \pm \lambda \), where \( \lambda \) - spin-orbit coupling constant (fig.4a).

If we apply an external magnetic field along the sample surface (OX direction) the electron gas become strongly asymmetrical in OY direction of k-space: \( E(k) = \frac{\hbar^2 k^2}{2m} \pm (\hbar k_x + \frac{1}{2} \frac{g \mu_B B}{m} k_y) \). Of course, in the velocity space the energy spectrum remain symmetrical ( \( v = \frac{\hbar}{m} \frac{\partial E}{\partial k} \)). The FIR light induces the optical transitions between two spin subbands. Probability of such transition is not too small owing to the linear on k term in Hamiltonian. In k-space the transitions are vertical but in v-space they are tilted. The strong difference between the populations of the initial states \( I \) and \( I' \) due to the spectrum asymmetry gives rise to the photocurrent. The photocurrent increases with increasing \( B \) because of increasing of the state \( I' \) population. Since in our structure \( d_z = 20 \) nm the Fermi level is lied close to the second quantum-size level /6/ so the transitions within this level are supposed to be responsible for the photocurrent.

Thus, the basic idea of the detection is a high asymmetry in k-space of the electron gas induced by relatively low magnetic field and, consequently, high asymmetry of the optical transitions in compair with the known high-speed effects ( photon-drag etc. ). For example, fig 4b shows the optical transitions on \( \lambda = 385 \) \( \mu \)m at \( B = 4.6 \) T calculated using the parameters of our structure. The optical transition initial states \( I \) and \( I' \) are seen to be shifted from each other on the energy scale on the value of the order of 10 meV.

3. If we use the above structure as a detector it yields the following parameters. In linear regime the sensitivity on the 50 \( \Omega \) load ( sample resistance 200 \( \Omega \) ) is 20 and 0.2 ( mV/cm\(^2\) )/W/kW for \( \lambda = 385 \mu \)m and \( \lambda = 90.6 \mu \)m, respectively. The linearity range is up to 80 W/cm\(^2\) and 3 kW/cm\(^2\) respectively. The response time is better than 10 ns.

Of course, the above parameters can be considerably improved. For instance, one can modify the parameters of the GaSb/InAs/GaSb structure or utilize the structures based on the other narrow gap materials. Also, it may be promising to use the multiple quantum well structures or superlattices. Finally, it is possible to design a matrix detector to record the space distribution of the laser beam intensity.
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Mm-wave InP beam-lead Schottky diodes


(Research Institute of Semiconductor Devices, Tomsk, Russia)

The main advantage of InP Schottky barrier diodes (SBD) as compared to GaAs ones is a lower barrier height. It allows us to hope, that these diodes are capable to work at lower heterodyne power, when being used as mixer ones and without bias when being used in detector circuits. Recent attempts to realise this advantage of InP SBD are described in papers [1,2]. The results obtained demonstrate electrical (microwave) parameters of SBD are high enough to confirm investigators' expectations. At the same time there are still problems related to material, technology and diodes' design, which require solution. In particular, Au and Au-Ni are used as Schottky barrier metallization in [1,2], but their reliability is not high enough for practical applications. Properties of semi-insulating InP, used as substrate material in [1] are considerably worse than those of semi-insulating GaAs. The honey-comb design of InP SBD using high doped substrate [2] is inconvenient for promising hybrid-integrated and monolithic circuits in mm-wave range.

The attempts to fabricate the InP SBD with low barrier height were being carried out in our laboratory during last period of time. The great progress in improving the stability and reproduceability of diodes' parameters was reached when sufficiently perfect epitaxial layers of InP on semi-insulating and high-doped GaAs substrates were grown and used.

In this paper the results of fabrication and examination of InP SBDs, using GaAs substrate material are presented. Two types of diodes were fabricated. The first type diodes, using high-doped substrate material, were mounted in small-size metal-ceramic cases (diameter 0.6 mm). The second type diodes, using semi-insulating substrate material, were fabricated as beam-lead diodes. It should be said that IF- and HF- parameters of these two types of diodes are quite similar. So in the following we are limit ourselves by discussing of the results for beam-lead diodes, as being of greatest interest for the fabrication of hybrid-integrated and monolithic circuits.

The parameters of semiconductor material used are the following:
the thickness and the impurity concentration for high-doped \( n^+ \)-InP layer are 1-2 \, \text{um} and \( 10^{19} \, \text{cm}^{-3} \), respectively; analogous values for \( n \)-InP layer are 0.15-0.3 \, \text{um} and \( 3 \times 10^{16}-10^{17} \, \text{cm}^{-3} \). Transition layer of variable composition (InGaAsP) was grown between semi-insulating GaAs substrate and \( n^+ \)-InP layer. All layers are VPE-grown.

The BLD fabrication process includes the \( \text{SiO}_2 \) layer deposition on InP. The layer thickness is 0.5 \, \text{um}, the deposition method is pyrolytical oxidation at \( T=250 \, ^\circ \text{C} \). The windows with a 3 \, \text{um} diameter are opened by photolithographic techniques. Schottky barriers are formed by galvanic deposition of two-layer metalization Rh-Pt into windows with following thermal evaporation of Ti and Au layers. Beam leads are formed by galvanic deposition of a 6 \, \text{um} - thick Au film. Construction of so fabricated InP beam-lead diode is similar completely to that of GaAs commercial one of AA138 type (fig.1).

The I-V characteristics of such BLD are quite perfect: \( n \) (ideality factor) \( < 1.2 \), \( R_s=10-25 \, \text{Ohm} \), \( V_p(I_p=10 \, \text{UA}) > 3 \text{V} \). The barrier height according to our estimations is 0.4-0.45 \text{V}. The parasitic (constructive) capacitance of the diode was decreased to values of 0.01 - 0.015 \text{pF} by etching of surface (air) channel between anode contact finger and underlying substrate.

Such diodes quite successfully operate as mixer ones and really require less heterodyne power (as compared to GaAs diodes) for reaching optimum values of conversion loss. Results for 8- and 3- \text{mm}-wave regions are demonstrated in fig.2. But their sensitivity as detector diodes operating without bias (zero-bias detectors) is rather low. After some investigations with thermal treatments and variation of diode material parameters we achieved rather stable and reproducible reduction of barrier height. The I-V characteristics are shown in fig.3. There are three types of diodes. They may be conveniently characterized by the value of forward voltage at the current of 100 \, \text{UA}: 1 - \( V_f=300 \, \text{mV} \) (without thermal treatment); 2 - \( V_f=200 \, \text{mV} \); 3 - \( V_f=150 \, \text{mV} \). About the characteristics of first type diode there was told above. The 2 and 3 type diodes, which corresponds to different thermal treatments, show much worse characteristics as mixer ones. The conversion loss increases to values of 9-10 \text{dB}, apparently because of degradation of \( n \) and \( V_r \) parameters. But as detector diodes they demonstrate high sensitivity at low microwave power levels (fig.4.). Preliminary measurements of tangential sensitivity give values from 40 to 47 \text{dBmW} at bandwidth of

\[ \cdot 231 \cdot \]
videoamplifier from 1kHz to 2 MHz.

Less investigations were carried out at 3-mm wave region. The 2 type diodes show values of current sensitivity ($B_i$) to be > 1 A/W at $R_i=100$ Ohm and power levels from 10 to 1000 uW. Values of $B_i$ are situated in limits 300-600 V/W at $R_i=1$ kOhm and power levels from 20 to 1000 uW. Note that all measurements of microwave parameters of beam-lead diodes were carried out after mounting them in small-sized metal-ceramic cases, for which optimum measuring diode chambers were designed.
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- $R_i = 10^6$ Ohm
- $f = 37.5$ GHz
- $R_i = 10^9$ Ohm
- $f = 37.4$ GHz
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In this paper we present the results of detector effect studies in 2D electron gas. The physical principle of operation of the detector is shown in Fig.1. Par-infrared or millimeter-wave radiation falls on the left side of a two-dimensional n-type sample. Electromagnetic waves attenuate exponentially along 2D sample. On account of wave attenuation the electron temperature gradient $\nabla T_e$ arises in the gas. We consider such waves which weakly heat the electron gas: $T_e - T/\Gamma <1$, where $T_e$ is electron temperature, $T$ lattice temperature. If we apply magnetic field $\mathbf{H}$ perpendicular to the electron temperature gradient, then the thermomagnetic electromotive force $V$ arises in the direction, which is perpendicular to $\nabla T_e$ and magnetic field $\mathbf{H}$.

It is the hot electron Nernst effect and accordingly the Nernst electromotive force in 2D electron gas. This phenomenon underlies also the principle of operation of the millimeter-wave bulk semiconductor detector. Theoretical and experimental investigation of this phenomenon in 2D electron gas have been done in the domain of quantum magnetic oscillation of $V(H)$ at Helium temperature.

The Nernst field $E_y$ can be found from the system of such equations and boundary conditions.
\[ j_i = \sigma \kappa E_\kappa + \beta \kappa \nabla_k T_e, \quad j_k = j_\gamma = 0, \quad \nabla T_e = 0, \]

where \( j \) is the current density, \( \sigma \kappa \) is the conductivity, \( \beta \kappa \) is the thermodiffusion coefficient. From the equations and boundary conditions one can obtain expression for Nernst field \( E_\gamma \)

\[ E_\gamma = -\phi \nabla T_e, \quad \phi = -\frac{\sigma \kappa \zeta_{12} - \sigma \kappa \zeta_{12}}{\sigma \kappa^2 + \sigma \kappa^2}, \]

where \( \phi \) is the differential Nernst coefficient. All kinetic coefficients are concerned two-dimensional gas, and they are calculated on the basis of quantum transport theory for 2D systems.

In the case of strong magnetic field, \( \gamma \gg \gamma \), we obtain

\[ E_\gamma = -\frac{\pi^2}{3 \sigma \kappa} g(\varepsilon) \frac{\partial g}{\partial \varepsilon} W(\varepsilon) \nabla T_e, \quad V = E_\gamma \beta, \]

where \( g(\varepsilon) \) is the density of electron states in two-dimensional case, \( \varepsilon \) is Fermi energy, \( W(\varepsilon) \) is the smooth function, describing quantum diffusion of an electron orbit in the transverse magnetic field. The formula explains the experimental magnetic field dependence of photothermomagnetic voltage in 2D gas at Helium temperature, shown in Fig. 2.

The experiments were carried out with 2D electron gas which exists at interfaces of bilayer boundaries in \( H_3\text{Se}_2\text{Ge}_2\text{Se}_{6n} \) crystal. Equation (3) gives relationship between the experimental data and physical phenomenon for the case of electromagnetic wave interaction with 2D electron gas. It is seen from Fig. 2 that \( V(H) \) has alternating sign character in accordance with Eq. (3), because \( \frac{\partial g}{\partial \varepsilon} \sim A \cos(k_{\varepsilon} \delta + \pi/2) \), where \( \omega = eH/mc \) and \( A \gg 1 \). Such behaviour of \( V(H) \) permits to raise the sensitivity of the detector device.

On the basis of these studies it is shown that 2D electron photothermomagnetic effect is a very sensitive method of detection of far-infrared and millimeter-wave radiation.
NUMERICAL SIMULATIONS OF OPERATIONAL CHARACTERISTICS OF CUSPTRON TUBE WITH AN ANTI-COAXIAL-MAGNETRON-TYPE WAVEGUIDE CIRCUIT

XIAOMIN WANG, HONG ZOU, and KANGSHENG CHEN
(Institute of Electrophysics, Zhejiang Uni. Hangzhou, China)

ABSTRACT
A new kind of mm-wave cusptron tube with anti-coaxial-magnetron-type wall structure is proposed. The dispersion equation of its RF circuit and the coupled resonant interaction equations of electrons with the waveguide mode fields are derived. A numerical simulation of the non-linear process is carried out. It is found that in the cusptron tube proposed here, there may exists a new energy conversion mechanism with higher efficiency than that of conventional cusptron. Numerical results also show that the saturation efficiency for this mechanism is not sensitive to the applied dc magnetic field Bo. The saturation efficiency as the function of operation parameters, such as Bo and V, and the geometry of waveguide circuit is numerically illustrated. From that, the optimized design parameters for anti-coaxial-magnetron-type cusptron can be determined.

INTRODUCTION
The cusptron tube is a promising device for efficient operation at higher cyclotron harmonic mode. So far, it has not been well studied to operate the device at millimeter-wave band. The aim of this paper is to extend its operating frequency to millimeter-wave range. Instead of scaling the conventional magnetron-type cusptron (CMT cusptron) down to millimeter-wave band, we propose here a new kind of cusptron tube with slotted coaxial cylindrical waveguide circuit, similar to the anode blocks of anti-coaxial-magnetron, and call it as anti-coaxial-magnetron-type cusptron (ACMT cusptron). Fig.1 shows the cross section of the new waveguide circuit, which can be divided into three regions. Radiation is produced in the outer coaxial cylindrical waveguide region by the negative-mass instability at a high harmonic of the electron cyclotron frequency, using very low applied magnetic field. The electromagnetic power is extracted out axially from the inner cylindrical waveguide cavity which is coupled to the N-slotted resonator. Since the slots are introduced on the outer surface of inner conductor, the machining of this new waveguide circuit seems to be easy.

In this article the non-linear evolution of radiation fields of ACMT cusptron is studied by particle simulation approach. The results show that there may exists a new mechanism for energy conversion by which the ACMT cusptron can provide higher efficiency than CMT cusptron. The functional dependence of the saturation efficiency on the operation parameters, such as V and Bo, and the geometry of waveguide circuit are numerically illustrated. The results are valuable for determining the optimized design parameters of ACMT cusptron.

CHARACTERISTIC EQUATIONS

The transverse wave number k of the TE mode fields in a N slots' coaxial waveguide is given by:
\[
\frac{N \theta_0}{\pi} \sum_{n=0}^{\infty} \left( \frac{\sin \Gamma \theta_0}{\Gamma \theta_0} \right)^2 \frac{F_t(\alpha)}{F_t(\alpha)} = \frac{J_0(\alpha) Y_0(\alpha)}{J_0(\alpha) Y_0(\alpha)} - \frac{J_0(\alpha) Y_0(\alpha)}{J_0(\alpha) Y_0(\alpha)} \tag{1}
\]

where the cutoff condition \(kz=0\) is assumed; \(\Gamma = m + n\pi\); \(m\) is the mode index; \(m=0\) for \(2\pi\) mode and \(m=n/2\) for \(\pi\) mode.

\[
F_t(kr) = J_t(kr) - \frac{J_t(kr)}{Y_t(kr)} Y_t(kr) \tag{2}
\]

Suppose only the resonant component of the total force is included in the interaction between an axis-encircling electron beam and the mode fields of a slotted cylindrical waveguide, the set of self-consistent characteristic equations for the resonant trajectory of electrons can be derived as:

\[
\frac{da}{d\omega} = -\frac{\omega \mathcal{E}}{c B_0} a_{\omega} \mathcal{F}_t(\alpha) \cos(\phi) \tag{3}
\]

\[
\frac{d\phi}{d\omega} = -\frac{\alpha}{\omega} + \frac{\omega \mathcal{E}}{c B_0} a_{\omega} \mathcal{F}_t(\alpha) \sin(\phi) \left( \frac{\alpha}{\omega} \right) \tag{4}
\]

\[
\frac{d\gamma}{d\omega} = -\frac{\omega \mathcal{E}}{c B_0} \left( \frac{\epsilon^2}{\omega} \right) a_{\omega} \mathcal{F}_t(\alpha) \cos(\phi) \tag{5}
\]

where \(\epsilon^2\) is the resonant harmonic number; \(\omega\) is the eigenfrequency of the empty waveguide; \(\omega = \alpha k r\); \(\omega = \sin \theta_0 \theta_0 / \epsilon \mathcal{F}_t(kr)\); \(\Delta \omega = \omega - \omega(\gamma-\gamma_0)/\gamma\), and \(\omega = \omega_0 / \gamma = e B_0 / m c \gamma\) is the relativistic cyclotron resonance, for \(\omega_0\)-th resonance, \(\omega = \omega_0 / \epsilon_0\); \(\Phi\) is the phase shift between the electrons and the wave fields. (3) and (5) are essentially equivalent due to the relation \(\gamma^2 = 1 + (\omega_0 / \omega)^2\).

To determine the field amplitude \(E_0\) self-consistently, (3) and (4) should be coupled to the energy conservation equation, which is given by:

\[
\frac{n_L}{12} c^2 \frac{d\gamma}{d\omega} + \frac{1}{2} \epsilon_0 \epsilon' \frac{dE^2}{d\omega} = 0 \tag{6}
\]

where \(\langle \rangle\) stands for an average over the initial random phase distribution of electrons; \(n_L\) is the electron density per unit length; \(\epsilon'\) is the effective dielectric constant of the waveguide for TE mode which is given by:

\[
\epsilon = \pi \sum_{\Gamma} \left( \frac{\sin \Gamma \theta_0}{\Gamma \theta_0} \right)^2 \left\{ \frac{2}{1} \mathcal{F}_t^2(kr) - a^2 \mathcal{F}_t(\alpha) - a^2 \left( 1 + \frac{\mathcal{F}_t(\alpha)}{\mathcal{F}_t(\alpha)} \right) \right\}
\]

\[
+ \frac{\pi^2}{N \theta_0} \left\{ a^2 \mathcal{E}^2(kr) - b^2 \mathcal{E}^2(kr) + a^2 \left( 1 + \frac{\mathcal{E}(\alpha)}{\mathcal{E}(\alpha)} \right) \right\} \tag{7}
\]

where

\[
\mathcal{F}_t(kr) = \frac{J_t(kr) Y_t(kr) - J_t(kr) Y_t(kr)}{J_t(kr) Y_t(kr) - J_t(kr) Y_t(kr)} \tag{8}
\]

\[
\mathcal{E}(kr) = \frac{J_t(kr) Y_t(kr) - J_t(kr) Y_t(kr)}{J_t(kr) Y_t(kr) - J_t(kr) Y_t(kr)} \tag{9}
\]

The saturation conversion efficiency of the device is given by:

\[
\eta = \frac{\epsilon_0 \epsilon' \left( E_{\text{max}}^2 - E_{\text{initial}}^2 \right)}{2 n_L m c^2 (\gamma_0 - 1)} \tag{10}
\]
where $\gamma_0$ is the initial relativistic factor of electrons.

Equations (3) and (4) describe the motion of a single electron in the wave fields, and (6) describes the evolution of the self-consistent field driven by the collective response of the electrons. In order to couple them together, a phase average over the single electron motion is necessary. This will be done numerically in the next section, by solving the trajectories of a large number of electrons with random initial phase distribution.

PARTICLE SIMULATION AND NUMERICAL RESULTS

Initially, the actual randomly distributed electrons in the ideal E-layer is assumed to be unperturbed, that is, the electrons are set to be positioned symmetrically about the axis of the waveguide structure, and the energy of each electron is given by a predetermined value resulting from the cathode voltage. With time increment the perturbation in each electron's position is computed by equations (3) and (4), from which the energy for each electron can also be determined. Then the energy, transferred from electrons to the field, can be evaluated through (6) by comparing the resulting average energy with initial average energy of electrons. Next time increment repeats the above procedure.

In the numerical simulation of the operational characteristic of cusptron devices, an ideal E-layer having a constant line density of the typical value $n_L = 1.6 \times 10^{10} \text{ cm}^{-1}$ as the radiation source is used. Three parameters, the ratio \(a/b\) of outer radius \(a\) to the inner radius \(b\) for the \(N\)-slotted resonator, the applied magnetic field \(B_0\) and the initial relativistic factor of the electrons, $\gamma_0$, will be varied for parameteric study.

Presented in Fig.2 is the functional dependence of the conversion efficiency $\eta$ on the ratio $a/b$ for both $\pi$ mode and $2\pi$ mode. The results determine the range of $a/b$ value in which the optimized output efficiency can be obtained. It is expected that the output efficiency of the $\pi$ mode is more than double than that of the $2\pi$ mode. And it is of considerable advantages for ACMT cusptron that the efficiency is roughly twice as high as that of the CMT cusptron.

From the polar plot of particle positions and phases at various time step (Not given here for saving space) it shows that there exists another energy conversion mechanism in ACMT cusptron, which is not inherent in CMT cusptron. Those electrons located in the retarding field region will lose energy, cycle in smaller radius and meet much stronger retarding field, thus more and more energy could be radiated. While those electrons located in accelerating field region will absorb energy, cycle in larger radius and experience weaker and weaker accelerating field. So only smaller amount of field energy is absorbed. If the operational parameters such as $B_0$ are properly adjusted, those "useless electrons" will finally drift to the retarding region. This effect leads to a more efficient operation.

Unlike the CMT cusptron, Fig.3 shows that the saturation efficiency is not sensitive to the applied magnetic field for ACMT cusptron if $B_0$ exceeds a value which depends on the number of slot cavities $N$ and the ratio $a/b$. Optimum initial beam energy $\gamma_0$, determined by cathode voltage, as a function of the ratio $a/b$ is illustrated in Fig.4. It is found that the optimum voltages for the ACMT cusptron is higher than that in CMT cusptron.

Fig.2-4 are useful for the optimization of design of ACMT cusptron operating at 8mm wave band.

REFERENCE

Fig. 1 The cross section of the wall configuration for ACMT cusptron.

![Diagram of the cross section of the wall configuration for ACMT cusptron.](image)

**Fig. 2** The functional dependence of conversion efficiency $\eta$ on the ratio $a/b$ (N=20, $\lambda$=8 mm)

(a) $\pi$ mode

(b) $2\pi$ mode

![Graphs showing the functional dependence of conversion efficiency $\eta$ on the ratio $a/b$ for $\pi$ mode (a) and $2\pi$ mode (b).](image)

**Fig. 3** The conversion efficiency $\eta$ versus applied magnetic field (N=20, $\pi$ mode, $\lambda$=8 mm)

![Graph showing the conversion efficiency $\eta$ versus applied magnetic field (Bo in Gauss).](image)

**Fig. 4** The relativistic factor $\gamma$ in optimum operation as the function of the ratio $a/b$ (for N=20, $\lambda$=8 mm)

![Graph showing the relativistic factor $\gamma$ as a function of the ratio $a/b$.](image)
SIMULATION OF NON-ADIABATIC COLLECTOR
FOR GYROTRONS

A.L. Goldenberg, V.N. Manuilov
Institute of Applied Physics of Academy of Sciences
Nizhny Novgorod, Russia

Introduction

Modern nuclear fusion installations need long-pulsed or CW near 1 MW gyrotrons for heating of plasma at electron - cyclotron resonanse frequencies over 100 GHz. One of problems of these tubes is to provide admissible thermal regime of their collectors, that is a sufficient operation surface for a powerful electron beam. Traditional ways of increase in a collector's surface by means of either increase in its radius or decrease in an angle between its surface and magnetic field line are associated with the higher requirements for accuracy of mechanical and magnetic axial symmetry, the larger collector's surface is needed.

Principles

Hereinafter a new way of increase in the operation collector's surface is given. It is based on the perturbation of the magnetic field so that on a part of electron trajectories the following condition opposite to the adiabatic one is valid

\[ \frac{h}{d} >> 1 \] (1)

where \( h \) is the electron trajectory pitch, \( d \) - the scale of the magnetic field perturbation. This perturbation can lead to dramatic increase in velocities of cyclotron oscillations in an electron beam up to 10 times or more and to consequent larger length of its sinking in a collector.

Example

Let us consider the collector of a gyrotron at 140 GHz frequency with electron beam voltage 70 kV and its power 1.4 MW. Cavity beam parameters are as follows: pitch-factor \( g=1.3 \), beam radius \( R_0=7.68 \text{ mm} \), beam width \( \Delta R_0=0.14 \text{ mm} \), current
I=20 A. Magnetic field in the cavity \( B_0 = 5.68 \ T \). The internal radius of a cylindrical collector is chosen 110 mm. The calculated length of the operation area of the collector using the single main coil is about 2 cm at which thermal load of the collector is near 20 kW/cm², that is approximately an order over an acceptable value for CW regime.

Magnetic System

According to the idea of considerable increase in gyration velocities of electrons the magnetic field along electron trajectories must contain the region of fast (in scale of an electron trajectory pitch) variation of the angle between a magnetic field line and the axis. This case analogous to the injection of electrons across magnetic field where they obtain some oscillation velocities.

The desired magnetic field in a collector region can be formed by means of at least 2 additional coils with opposite partial fields comparable by values with the magnetic field of the main coil in the collector region (Fig 1).

Calculation Results

Providing the condition (1) is valid, the trajectory analysis [1] shows considerable increase in gyration velocities of electrons after the non-adiabatic region (Fig 1). The increase can be so large that some electrons do not reach the collector surface, being reflected due to the adiabatic increase of obtained gyration velocities. The reflected electrons can not get the cavity as well and undergo several reflections before to get the collector surface.

The increase in gyration velocities does not surely provide sufficient increase in the length of electron's sinking in a collector. The reason of this is that after the non-adiabatic region the initial gyration phases of all electrons are close to each other (Fig. 1). In order to increase \( L \), it is necessary to mix the phases. This can be achieved on rather long electron paths owing to a spread in new obtained gyration velocities of electrons and corresponding spread of their longitudinal velocities. To provide the phase mixing it is expedient to include into the gyrotron magnet system a third additional
coil forming rather smooth decrease in the magnetic field after the non-adiabatic region (Fig. 2). The optimised by sizes, currents and positions of 3 additional coils, the operation collector length \( L = 23.8 \, \text{cm} \). So the found magnetic field distribution allows to increase the collector length \( L \) more than 10 times and have the mean collector power load \( 1.5 \, \text{kW/cm}^2 \) admissible for CW regime.

REFERENCES

A STUDY OF HARMONIC GYROTRONS WITH TWO STRUCTURES

Li Hongfu, Du Piacheng and Hu JianKai

(Research Institute of High Energy and Microwave Electronics, University of Electronic Science and Technology of China, Chengdu, Sichuan 610054, P. R. China)

ABSTRACT

The interaction between electron beam and RF field in the inner and outer slotted coaxial waveguides is studied on the basis of a study of the multi-conductor structure in this paper. The electron efficiency is calculated numerically at the eighth harmonic of the electron cyclotron frequency in these structures at \( f_s = 35\text{GHz} \). The influence of electron velocity distribution in the beam is taken into consideration in numerical calculation. The results show that the inner slotted structure is good for an increase in the interaction efficiency.

INTRODUCTION

Considerable progress has been made in the last decade in research on and development of gyrotron oscillators. The gyrotrons have been shown to be capable of producing high power millimeter wave radiation with high efficiency. High-power gyrotron oscillators have been used very successfully for plasma start-up and subsequent electron cyclotron resonance heating of tokamak plasmas. However, high-frequency gyrotrons generally require large magnetic fields if they are to operate at the fundamental cyclotron mode. If instead they are operated at harmonic frequencies, the magnetic field can be reduced in inverse proportion to the number of the harmonic. However, when gyrotron is operating in higher harmonic modes, the electron efficiency decreases with increasing harmonic number, but it increases with increasing beam energy. The demand for high-power high-frequency sources motivates the search for many other novel ways of improving the operation of high harmonic gyrotrons. Further, it is also desirable that the gyrotrons should be reasonably compact for some applications. In 1981, Destler et al. reported the generation of a high-power microwave radiation at the twelfth harmonic by a high-energy (2MeV) rotating electron beam. This experiment featured an innovation interaction structure, a waveguide with a magnetron-type slotted boundary, which was clearly identified as the reason for effective harmonic interaction and good mode selectivity. Further experimental investigations at the University of Maryland have shown that the cusp-injected axis-rotating electron beam in a lower energy regime can also produce microwave radiation efficiently in a magnetron-type structure. Both theoretical and experimental works on this type of device have been pursued since that time. This device has been called cusptron oscillator.

In this paper, The electron interaction with RF field in the inner and outer slotted coaxial waveguides is investigated at eighth harmonic of the electron cyclotron frequency on the basis of a study of the multi-conductor structure. The influence of electron velocity distribution in the cusp-injected axis-rotating beam is taken into consideration. The results show that the inner slotted coaxial structure is of great advantage for electron interaction with RF field, as pointed out in reference 11.
FIELD EQUATION

1 Field Equations in Magnetron-type Structure

The cross section of slotted-wall magnetron cavity and circulating electron beam is shown in Fig. 1. This structure is cuspion one, it may be considered as a special example of a multi-conductor. The field distributions in region $0 \leq r \leq r_c$ are given by

$$H_r = \sum_{n=-\infty}^{\infty} E_n \frac{k_n}{j_n} \cdot f(\theta_n) \cdot \frac{J_n}{j_n} \cdot \sin(\omega t - m\theta) \sin\beta z$$

$$H_\theta = \sum_{n=-\infty}^{\infty} E_n \frac{\theta_n}{\omega_n} \cdot f(\theta_n) \cdot \frac{J_n}{j_n} \cdot \sin(\omega t - m\theta) \cos\beta z$$

$$H_z = -\sum_{n=-\infty}^{\infty} E_n \frac{\theta_n}{\omega_n} \cdot f(\theta_n) \cdot \frac{m}{k_n} \frac{J_n}{j_n} \cdot \cos(\omega t - m\theta) \cos\beta z$$

$$E_r = -\sum_{n=-\infty}^{\infty} E_n f(\theta_n) \frac{m}{k_n} \frac{J_n}{j_n} \cdot \cos(\omega t - m\theta) \sin\beta z$$

$$E_\theta = 0$$

where

$$J_n = J_n(\kappa r), J_{n1} = J_n(\kappa r_1)$$

$$f(\theta_n) = \frac{2\theta_n}{\pi} \frac{\sin(m\theta_n)}{m\theta_n}$$

$$m = N + 2np \quad (p = 0, \pm 1, \pm 2, \ldots)$$

The characteristic equation is

$$\frac{2\theta_n \sum J_n f(\kappa r_n)^2 (\sin m\theta_n)^2}{\pi \sum J_n f(\kappa r_n)^2 m^2} = \frac{J_n Y_n - J_{n1} Y_{n1}}{J_n Y_{n1} - J_{n1} Y_n}$$

where $2\theta_n$ is the angle subtended by each slot, $2n$ is number of slots, $N$ is integer.

2 Field Equations in the Inner Slotted Structure

The cross section of this structure is shown in Fig. 2. Its field distributions are given by

$$H_r = \sum_{n=-\infty}^{\infty} E_n \frac{k_n}{j_n} \cdot f(\theta_n) \cdot F(kr) \sin(\omega t - m\theta) \sin\beta z$$

$$H_\theta = \sum_{n=-\infty}^{\infty} E_n \frac{\theta_n}{\omega_n} \cdot f(\theta_n) \cdot F(kr) \sin(\omega t - m\theta) \cos\beta z$$

$$H_z = -\sum_{n=-\infty}^{\infty} E_n \frac{\theta_n}{\omega_n} \cdot f(\theta_n) \cdot F(kr) \cos(\omega t - m\theta) \cos\beta z$$

$$E_r = -\sum_{n=-\infty}^{\infty} E_n f(\theta_n) \cdot F(kr) \cos(\omega t - m\theta) \sin\beta z$$

$$E_\theta = 0$$

where

$$F(kr) = \frac{J_n Y_{n1} - J_{n2} Y_{n2}}{J_n Y_{n1} - J_{n1} Y_{n2}}$$

The characteristic equation is

$$\frac{m\theta_n \sum F(kr_n)^2 (\sin m\theta_n)^2}{\pi \sum F(kr_n)^2 m^2} = \frac{J_n Y_n - J_{n1} Y_{n1}}{J_n Y_{n1} - J_{n1} Y_n}$$

CALCULATION RESULTS

At first, let us discuss the electron motion in cusp-injected system. The transition width of magnetic cusp is neglected. The
ideal step — function cusp transition at $x = 0$ is shown in Fig. 3. The electron motion in region $z < 0$ and $z > 0$ satisfies:

\begin{align*}
    z < 0: \\
    \beta_n = 0 \\
    \beta_{11} = (1 - \frac{1}{\lambda_1^{1/2}}) \\
    z \geq 0: \\
    \beta_{12} = \frac{\pi B_y}{\rho C^2}, \\
    \beta_{112} = (1 - \frac{1}{\lambda_1^{1/2}} \left[1 + \frac{B}{B_0} \left(\frac{\rho}{\rho_0} \right)^2 \right]^{1/2}) \\
    \alpha = \frac{\pi B_y (\rho / \rho_0)}{(\lambda_1 - \left[1 + \frac{B}{B_0} \left(\frac{\rho}{\rho_0} \right)^2 \right]^{1/2}}
\end{align*}

Here, $\beta_{12} = \psi_{12}/C, \beta_{112} = \psi_{112}/C, \alpha = \beta_{12}/\beta_{112}$. Equations (16) — (18) show that $\beta_{12}, \beta_{112}$ and $\alpha$ are functions of injection radii of electrons in beam.

The electron dynamics are governed by the Lorentz force equation

\[ \frac{d\mathbf{P}}{dt} = -\mathbf{e}[\mathbf{E} + \mathbf{V} \times (\mathbf{B}_e + \mathbf{B})] \tag{19} \]

Equation (19) and field equations (1) — (6) or (8) — (13) are solved numerically to obtain electron interaction efficiency. The electron beam is divided into five layers from inner to outer surface of beam. Every E-layer has its injected radius $r_n$ and initial $\alpha$. We calculate average efficiency of every E-layer. Finally, overall average efficiency of the electron beam may be evaluated. The numerical results are given in Table 1.

| Table 1 |
|-----------------|------------------|------------------|
| electron beam voltage | magnetron cavity | inner slotted coaxial cavity |
| outer E-layer initial $r_n$ | 4.37mm | 4.77mm |
| inner E-layer initial $r_n$ | 3.77mm | 4.37mm |
| $\alpha$ of outer E-layer | 3.1 | 4.116 |
| $\alpha$ of inner E-layer | 1.44 | 1.95 |
| $n_o$ of outer E-layer | 10% | 9.0% |
| $n_i$ of inner E-layer | 0.74% | 10.3% |
| overall electron efficiency | 6.3% | 8.6% |
| mode of cavity | $TE_{11}$ | $TE_{11}$ |
| harmonic number | 8 | 8 |
| length of cavity | 10λ | 10λ |

The calculation results show that the inner slotted structure is good for an increase in the electron interaction efficiency $\eta_o$. When the electrons lose energy, the Larmor radius will reduce. In an outer slotted structure, the electrons will be further and further away from the slotted boundary, but in an inner slotted structure the electrons will be closer and closer to the slotted boundary, therefore, the electrons will experience a stronger and stronger RF field. There is initial distribution of...
α of electrons in the beam. In the magnetron structure the α of outer E-layer is higher than one of inner E-layer, and the RF field experienced by outer electrons is stronger than the field experienced by inner ones, so the efficiency of the outer E-layer is much higher than the inner one. In a inner slotted structure, the α of the outer E-layer is higher than one of the inner E-layer, but the RF field experienced by outer electrons is lower than inner one. Therefore, the efficiency difference between the outer and inner E-layers is not great.
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Fig. 1 the cross section of magnetron-type structure

Fig. 2 the cross section of inner slotted structure

Fig. 3 the distribution of magnetic cusp system
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The Helical Čerenkov Effect and Harmonic Emission in a Medium
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Summary

The $S$ matrix, in which the photon propagator incorporates index of refraction $n$ (which may depend on the radiation frequency), is used to describe the spontaneous emission in a uniform magnetic field with a dielectric medium. The important ingredient in the $S$ matrix is the Fourier transform of the electron current density which, in turn, is determined by the electron helical trajectory in a uniform magnetic field (in a dielectric medium). Regardless of what the dependence of $n$ is on the radiation frequency, one can, by utilizing the customary definition of Bessel functions, expand the Fourier transform of the electron current density into a Fourier-like series in which there formally to each term corresponds a harmonic index, $m$. For sufficiently long interaction time $T$ (or interaction length $L$) one finds that the expression for the angular-spectral energy distribution can be written as a sum over the harmonic angular-spectral energy distributions (each being associated with harmonic index $m$).

The actual spontaneous emission can be split into two "branches": a vacuum branch and a Čerenkov branch. These are distinguished by $n v_0 < 1$ and $n v_0 > 1$, respectively. Here, $v_0$ and $v_\perp$ are parallel and perpendicular components of the electron velocity with respect to the uniform magnetic field, respectively. The vacuum branch is associated with harmonic indices satisfying $m \geq 1$ (the backward Čerenkov branch) and $m \leq 0$ (the forward Čerenkov branch). The $m = 0$ term in the expression of the angular-spectral energy distribution corresponds to the new effect: a helical Čerenkov effect.

The helical Čerenkov effect, unlike the usual Čerenkov effect, depends on the radius of curvature of the electron trajectory which is measured in the plane perpendicular to the direction of the electron guiding center. For rather energetic electrons, 1 MeV and above, this effect is the strongest when the radius of curvature is comparable to the radiation wavelength in the medium. The longer the radiation wavelength is, the easier it is to observe the helical Čerenkov effect with higher energy electrons. Specifically, in water and in the visible spectrum ($n = 1.33$) the magnetic fields of the order of 30 T would be needed to observe this effect. However, in the microwave end of the spectrum and in the medium with $n = 1.5$, this effect is observable with magnetic fields of only about 1 T. As to the lower energy electrons, say below 0.5 MeV, we argue that the effect should be observable in water in the visible spectrum with magnetic fields of about 4.5T.
Finally, we find that as long as index of refraction $n$ is a slowly varying function of the radiation frequency (in some range of frequencies), the spontaneous emission may go into a large number of harmonics for either of the two branches. Specifically, for given radiation angle $\theta$, measured with respect to the direction of the uniform magnetic field, to each harmonic index there corresponds a radiation frequency with the harmonic angular energy distribution. The sum of harmonic angular energy distributions gives the desired (total) angular energy distribution. Choosing the magnetic field of 4 T, an interaction length of 100 cm, $\theta = 0.1$ rad, $v_o = 0.63$, $v_\perp = 0.6$, and $n = 1.4$, we find that there are 37 significantly different from zero angular energy distributions for the spontaneous emission into the fundamental and harmonic frequencies (all occurring in the vacuum branch); the total angular energy distribution is 4.16 eV in this case. If the spontaneous emission is occurring in a vacuum ($n = 1$) instead of a dielectric, we determine that the total angular energy distribution is just 0.03 eV. We see that the presence of the dielectric medium increased the energy of the spontaneous emission at $\theta = 0.1$ rad by more than 138 times.
SUBMILLIMETER CYCLOTRON RESONANCE LASERS AND THEIR APPLICATIONS

Yu.B.Vasilyev, Yu.L.Ivanov, S.D.Suchalkin
AF Ioffe Institute, Academy of Sciences, 194021, St.Petersburg, Russia

1. Cyclotron resonance lasers.
The tunable cyclotron resonance (CR) lasers that have been made recently are perspective devices for submillimeter spectroscopy [1-3]. The lasers are single germanium crystals in the form of parallelepipeds with a typical size of 4x5x20 mm$^3$ supplied with ohmic contacts and provided by an outer Fabri-Perot cavity. All the system is maintained in a superconducting solenoid at liquid helium temperature. The laser operation is based on the property of a hot hole system in germanium to produce the population inversion of light hole Landau levels in strong crossed electric and magnetic fields. The emission spectrum has a single line of 0.2 cm$^{-1}$ wide, which can be continuously tuned in the range from 110 to 360 μm (frequency from 28 to 91 cm$^{-1}$). The radiation power of the pulse is 0.5 – 1.0 W and the pulse duration is 0.1-0.5 μs.
The laser is small enough to be placed in a standard helium transport cryostat which permits CR laser application outside the laboratory, for example, in a vehicle. Continuously tuning in a wide frequency range provides a unique possibility for laser application in atmospheric monitoring, quality tests of semiconductor materials, in research, etc. In this paper we demonstrate a possibility of using CR lasers for solid state spectroscopy.

2. Shallow impurity spectroscopy.
In this section we present CR laser applications to shallow impurity investigation with references to n-GaAs and p-Ge. Photothermal ionization spectra were obtained by sweeping the laser frequency. Figure 1 shows the photoconductivity spectrum of p-type Ge with the carrier concentration of $N_a - N_d = 1.5\times10^{11}$ cm$^{-3}$ at 7.3 K. Identification of impurities in Ge was made by comparing the peak frequency in the spectrum with the catalogue data. Note that the laser emission was weakened by 2 orders to avoid the spectrum distortion. The signal/noise ratio was more than 100. The spectra of high purity epitaxial GaAs with a residual impurity concentration of $N_d - N_a = 10^{12}$ cm$^{-3}$ at 4.2 K are shown in figure 2 without (1) and with (2,3)
magnetic field. All the curves for n-GaAs were obtained at additional intrinsic illumination. The impurities were identified from the position of the photoconductivity peaks associated with the 1s - 2p transitions. The impurity species responsible for these peaks are indicated in figure 2.

3. Hot hole cyclotron resonance in germanium.
Spectra of the cyclotron absorption and amplification in the germanium light hole subband in strong crossed electric and magnetic fields are shown in figure 3. The experiment was performed at fixed laser frequency with the sample magnetic field sweeping at different values of the sample electric field. The absorption line has a clearly pronounced structure associated with transitions between the nonequidistant Landau levels. Four well-defined peaks can be identified at the laser frequencies more than 75 cm⁻¹. As the electric field increases, the absorption peaks shift up the magnetic field axis and their intensities change. Besides, the first absorption peak is replaced by an
amplification peak. The strong shifting of the absorption peaks with the electric field is connected with different values of the Stark-effect for each low Landau level of the light holes. We can conclude from these data that the inversion in germanium occurs only within one Landau level pair which has the highest separation at a given magnetic field. Since at weak electric field the absorption maximum refers to the first peak, we may suggest that it is due to the transitions between the first and the second Landau levels. At a high electric field there is an amplification between the same levels. Note that several absorption peaks due to the cyclotron transition of the light holes have been resolved for the first time.

4. 2D semiconductor structure studies:
Submillimeter cyclotron lasers can be used for cyclotron absorption studies of 2D semiconductor structures. Measurements were made at a fixed laser frequency by tuning the sample magnetic field. Wedged samples were used to avoid lineshape distortion due to multiple reflection. The samples studied were high mobility GaAs - AlGaAs
Fig. 4. a) Transmission of 148 μm line in a 2D GaSb-InAs-GaSb system (1) and GaAs-AlGaAs heterostructure (2).

b) Cyclotron absorption in a GaAs-AlGaAs heterostructure: squares - experiment, solid - Drude model with the fitting parameters $\tau = 10^{-11}$ s, $m/m_0 = 0.067$.

heterostructures and single 100 Å GaSb-InAs-GaSb quantum wells, with electron densities $4.0 \times 10^{11}$ cm$^{-2}$ and $3.6 \times 10^{11}$ cm$^{-2}$, respectively. Typical magnetotransmission spectra for a 2D electron gas in a GaAs-AlGaAs heterojunction and semimetallic GaSb-InAs-GaSb layer are shown in Figure 4. The spectra reveal the specific features of 2D absorption, such as a shift of the line position in a tilted magnetic field and quantum oscillations. The data allow one to define, with high accuracy, the effective mass and relaxation time by means of computer fitting based on the Drude model.

REFERENCES
PRODUCTION AND STUDY OF AXIS-CIRCLING ELECTRON BEAMS
FOR PENIOTRONS

V.D.Yeremka

Institute of Radiophysics and Electronics
Academy of Sciences of Ukraine
12, Acad.Proskura st., Kharkov 85, 310085, Ukraine

I.I.Golenitskiy, B.C.Djubua, O.W.Evtushenko, V.P.Sazonov
R & P Corp. Istok, Fryazino, Moscow region, 141120, Russia

The gyrodevices with peniotron mechanism of interaction are well-known /1-3/. In last years the results of the theoretical study of peniomagnetrons with throughout gyroresonance /4/, autoresonant peniotron generators and amplifiers of MM and sub-MM wavelengths at the harmonics of cyclotron frequencies /5-8/ have published. Power performancies of peniotrons to a large degree depend on parameters of electron-optical system /3/. Systems with partial shielding and compression of the beam in a region of the gun are the most economical and effective. Diode and triode constructions of such guns were originally described in /9,10/ and then in /3/.

In this paper the results of computer simulations of the triode gun /9/ forming the mono-pipe electron flow for the amplifier peniotron at the higher harmonics of cyclotron frequency working in the autoresonant regime at the frequency of 50 GHz are cited /4/ (Fig.1).

According to Bush' theorem \( \theta = (1-\psi_c/\psi)\omega_c/2 \) the encircling of mono-pipe flow around the axis of system with cyclotron frequency \( \omega_c = \eta B \) is provided at the flows of magnetic field induction \( \psi_c \) at the cathode and the one in the opposite direction. If radial components of velocity is neglected \( (V_r=0) \) and taking into account that in this case the angular electron velocity equals to \( V_c = \omega_c D/2 \), correlation \( D_c = 4.55 \times 10^{-11} U W_c/|BB_c| \) connecting the middle diameter of the flow in the interaction space (D), magnetic field induction at the cathode (B_c) and the one in the interaction space (B), interaction space potential \( (U) \) and relative value of rotative energy of the flow \( W = V_c^2/(V_c^2+V^2) \), follow from the law of conservation energy. The middle
equilibrium diameter of flow in the interaction space at the presence of intensive field at the cathode defined by the known correlation \( D = D_c (B_c / B)^{1/2} \). In order to provide small spreads of rotative energy of electrons and required current density at the cathode, the width of annular emitter must be far less the middle cathode diameter \((A/D_c<<1)\).

Cited analytical correlation are basis criterions for a choice of the parameters of triode gun, forming large-orbit mono-pipe electron flow with desired level of rotative energy. Realization of these criterions is archived by the following computer calculations of the gun and magnetic system, matching of the gun with the magnetic field in interaction space on purpose to decreasing of radial pulse of the flow.

According to the findings of computer calculations the gun forms the beam with small spreads of rotative velocity and power of electrons (2% and 6% correspondently) at the next parameters and basis geometrical dimensions of the constructions (Fig.2):

- Accelerating voltage: 6 kV
- First anode potential: 2.4 kV
- Beam current: 260 mA
- Beam microperveance: 0.588 \( \mu A/V^{3/2} \)
- Middle diameter of electron flow: 1.4 mm
- Electron flow thickness: 0.4 mm
- Diameter of floating-drift channel: 2.6 mm
- Middle diameter emitter: 5.2 mm
- Emitter width: 0.2 mm
- Middle current density on the cathode: 10 A/cm²
- Transversal velocity to longitudinal velocity ratio: 1.6
- Relative power of flow rotation with the cyclotron frequency: 0.7

Desired parameters of the emitter are realised in specially designed construction of metal-porous cathode with the longevity which is not less 1000 hours at the permissible current density which is not more 30 A/cm². In order to create required distribution of magnetic field induction at the axis of system, providing the throughout gyroresonance condition, magnetic system of alloy of samarium and cobalt is used. Experimental curve of
distribution of longitudinal component of magnetic field at the axis of system is shown in Fig. 3. Value of beam transmission to the collector which was measured is 67%, approximately corresponds to the level of beam transmission in a diode gun. Reasons of the decreasing of beam transmission were determined.
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Figure 1. Geometrical arrangement of the triode gun with electron trajectories, potential lines, and the axial magnetic field.

Figure 2. The dependence of the beam velocity ratio (a) and the energy ratio (b) on the cathode thickness.

Figure 3. Axial distribution of the magnetic field.
POWER AND BAND CHARACTERISTICS OF AUTORESONANT AMPLIFIER-PENIOTRON

V.D.Yeremka, V.A.Zhurakhovskiy,
Institute of Radiophysics and Electronics
Academy of Sciences of Ukraine
12, Acad.Proskura st., Kharkov 85, 310085, Ukraine

Domination of peniotron mechanism of electron-wave interaction, which is always present in gyrodevices, can be provided by corresponding choice of initial condition /1/. In the case of ideal mono-pipe beam peniotron mechanism of interaction in comparison with gyrotron mechanism is characterized by the absence of electrons with "bad" phases, less influence of spreads of guiding centers, axial velocities of electrons on power characteristics of device at higher harmonics of the cyclotron frequency.

Autoresonant peniomagnetron in which mono-pipe beam interacts in homogeneous magnetic field with the electromagnetic wave, propagating with the phase velocity \( V_{ph} = C \) (C is the light velocity in vacuum) in electrodynamic system, demonstrates high efficiency of power exchange in the regime of throughout cyclotron gyroresonance /2/. It is stipulated by the power equivalence of nonsynchronism of rotation of the working wave and beam, when the phase of field in the frame of moving electrons takes succesion of values from 0 to 2\( \pi \) excepting in this way the influence of initial phases of particles on power characteristics of interaction.

In that work in the assumption of the absence of spreads of coordinates and velocities of electrons, the influence of space charge and dispersion of electrodynamic system nonlinear self-consistent theory of autoresonant amplifier peniomagnetron in the band of near-resonant frequencies defined by the parameter

\[ \mu = \left[ \frac{\omega}{\omega_b} \right]^{-1} \tag{1} \]

where \( \omega \) is circular frequency of the field, \( \omega_b \) is "sinchrous" frequency connected with beam parameter by the gyroresonance condition

\[ \omega_b = -\frac{n \Omega}{\gamma(1-\beta_z^2)} \] \( n = 1, 2... \tag{2} \]

is deduced. In correlation (2) \( \gamma \) is the relativistic factor, \(- \Omega \) is cyclotron frequency, \( \beta_z \) is longitudinal electron velocity rated to C.

Self-consistent motion of magnetoguided electron rotating with cyclotron frequency in the field of going one's way T-wave is described by the next system of equations:

\[
\frac{dR}{dt} = \frac{eA_s (r/a)^n}{m \Omega} \sin\psi \tag{3}
\]

\[
\frac{dr}{dt} = -\frac{eA_s (r/a)^n}{m_e \Omega} \left( \frac{nR}{r} \right) \sin\psi \tag{4}
\]
\[
\frac{d\gamma}{dt} = \frac{eAs(r/a)^n R \omega_s}{m_e c^2} \sin \chi \quad (5)
\]

\[
\frac{dx}{dt} = \mu_0 s - \frac{eAs(r/a)^n R}{m_e \Omega} \left[ \left( \frac{n^2 - 1}{r^2} \right) + \frac{\omega_s \Omega}{2c^2 \gamma (1+U(1-\gamma/\gamma))} \right] \cos \chi \quad (6)
\]

where \( s = (1-\beta^2) \), \( U = P_0/Q_0 \), \( \chi = p-n\chi-\Phi+D \) is effective phase of forces of RF-field, \( p = \omega(t-z/c) \), \( A = \text{mod}(E) \), \( D = \text{arg}(E) \), \( E \) is slowly changing complex amplitude \( E_\xi \) of strength of azimuthal component of electric field at arbitrary radius by formula

\[
E_m = \left| E \right| \left( \frac{\rho}{a} \right)^n
\]

where \((R,\Phi)\) are polar coordinates of the guiding center of electron orbit, \((r,\xi)\) are polar coordinates of electron in the frame connected with the guiding center (Fig.1); \( e, m_e \) are charge and rest mass of electron, consequently, \( P \) is power of the beam of particles accounting rest energy transferring by them, \( Q \) is power of the working wave; \( \phi \) is index of initial values.

The system of differential equations (3)-(6) has three integrals of motion:

\[
r^2 + nR^2 = \text{const} \quad (9)
\]

\[
r^2 + \left[ \frac{2nc^2}{\Omega \omega_s} \right] \gamma = \text{const} \quad (10)
\]

\[
\frac{e}{m_e \Omega} A \cos \psi nR \left( \frac{r}{a} \right)^n - \frac{\mu_0 s r^2}{\alpha} = \text{const} \quad (11)
\]

It follows from correlation (11) that in the case of beam coaxial electrodynamic system \((R_o=0)\), when

\[
\cos \psi = \frac{\mu_0 s m_e \Omega (r^2-r_o^2)}{2eAnR(r/a)^n}
\]

interaction of electron with electromagnetic wave doesn't depend on its initial phase and is defined only by the field characteristics.

In the gyroresonance regime \((\Omega=0)\) effective phase of forces of electromagnetic wave remains the same in the process all over the motion of particle, leading in the final to its full transversal braking. In the case of realization of initial condition \( \gamma_0 = 1 \) owing to formula (7) simultaneous full longitudinal braking of particle also realized. Maximum electron efficiency in the gyroresonance regime is defined from the integral of motion (10)

\[
\Delta \gamma = \frac{r_o^2 \Omega}{2\gamma_0 \gamma_0 (\gamma_0 - 1)}
\]

\[\cdot258\cdot\]
Tuning out from the resonance regime ($\mu \neq 0$) leads to slow change of value $\phi$ and particle leaving of braking phase of field forces in which it was initially according to formula (12). Maximum of transferring of electron power to RF field is achieved now in the point, where $\sin \phi = 0$, after that the particle begins to accelerate increasing its energy of electromagnetic field.

In Fig.2 maximum electron efficiency versus the frequency parameter $\mu/m$ at $A_0 = 1.5 \times 10^4 \text{ V/m}$, $\gamma_0 = 1.02$, $U = 10^{-2} \times M^2$, $n = 10$, $\beta so = 0.096$ is shown. As it follows from the graph in Fig.2 increasing of the band of maximum electron efficiency in $M$ times requires increasing of device current is proportionate to excitation parameter $U$ at the constant value of initial wave amplitude $A$ in $M$ times.

$$\left(\frac{dy}{dt}\right)^2 = \frac{(1-hy^2)(1+\delta y^2)-by^2}{v - \Omega^2}$$

$$y = \frac{\sqrt{2}}{\omega}, \quad x = -\frac{e a_0 (r_0/a)^{\gamma/X} \gamma a_{so}^{\gamma/X}}{m \sqrt{2} c^2 (\gamma_{so} - 1)^{3/2}}, \quad h = \frac{2n^2 (\gamma_{so} - 1)c^2}{\omega^2 r_{so} \gamma a_{so}}$$

$$\nu = \frac{\gamma a_{so} \beta_{so}}{\gamma_{so} - 1}, \quad \delta = \frac{\gamma_{so} - 1}{\gamma_{so}}, \quad b = \frac{\mu^2 \omega^4 \Omega c^2 m_e}{2e^2 a_0^2 (r_0/a)^{2n}} \left(\gamma_{-1}\right)$$

In the gyroresonance regime at the condition $\gamma_{so} = 1$, when equation is success to solve analitically for some values $n$. In particular (figure indexes correspond to number of the electron harmonic)

$$x = \sqrt{1 + \delta} \left[P(\phi, \nu) - E(\phi, \nu)\right] + \sqrt{\frac{1 - x}{1 + \delta}}$$

$$x_2 = \frac{\sin^2 (x y^{1+\delta}, \nu)}{1 + \delta}, \quad x_3 = \frac{1}{1 + \delta} \frac{\sin^2 (x y^{1+\delta}, \nu)}{1 + \delta} \frac{dn^2 (x y^{1+\delta}, \nu)}{d\nu}$$

where $\phi = \arcsin \sqrt{\frac{ax(1+\delta)}{1+\delta}}, \quad \nu = \sqrt{\frac{1}{1 + \delta}}, \quad P(\phi, \nu), E(\phi, \nu)$ are elliptical integrals of the first-kind and second-kind, respectively.

Investigation of band characteristics of autoresonant peniotron carries out by the means of the numerical solution of equation (14). In Fig.3 electron efficiency versus the frequency parameter $\mu/m$ is shown for the same values that in Fig.2. Sinchronous efficiency was $40\%$. Half-power band width is $\approx 0.2M\%$ and is defined, analogously to the case of maximum efficiency, by beam current. Decreasing of the band at the decreasing of beam current is explained by the increasing of the number of electron turns $N$, which are necessary to achieve "sinchronous" value of electron efficiency (Fig.4) because of that the resonant characteristics of examined gyrodevice shown more sharply.

In the conclusion we give summary data of the example of cal-
Calculations of nonrelativistic autoresonant peniotron-amplifier at the 10th cyclotron harmonic. The beam is electron mong-pipe, gun voltage is 10 kV ($\gamma_0=1.02$), initial pitch-angle is $60^\circ$, current $I=0.3A$, initial radius is 1 mm, number of electron turns $N=5$. Working wave is T-wave. "Sinchronous" frequency of electromagnetic field is 95 GHz, physical length of interaction space $L=20.5$ mm, input power $Q_0=0.1$ W, sinchronous amplification $\sigma=40$eV, output power $Q=1$ kW. Regime is sinchronous one, order of gyroresonance $n=10$, "sinchronous" electron efficiency $\varepsilon=33\%$, half-power band width is 2%, introduction of magnetostatic field $B=0.3$ T.
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THE CONCEPT AND PERFORMANCE OF A CONTINUOUS
SUBMILLIMETER WAVE SPECTROMETER
IN THE RANGE OF 250 mkm TO 7.5 mm WAVELENGTH

E. A. Vinogradov
General Physics Institute
Russian Academy of Science
Moscow 117942, Russia

ABSTRACT

The conventional FIR spectroscopy has recently managed to go down to wavelength 3 mm (30 cm\(^{-1}\)). However, the usage of non-monochromatic sources which deliver very low power levels in mm-wave band results in the need of He-cooled detectors, acquisition times of hours, and yet numerous sharp spectral lines in gases and solids are not resolved. A radio frequency sweep generator approach to spectrum acquisition was implemented in MASS4 submillimeter spectrometer, which covers the wavelength range of 8-0.2 mm (1.3-50 cm\(^{-1}\)) with a set of monochromatic CW tunable vacuum backward wave oscillators (BWO). The powerful sources permit the use of room-temperature opto-acoustic, pyroelectric and diode detectors as well as cooled ones when low non-disturbing power levels are necessary, and to reduce acquisition time to a few seconds and minutes.

MASS4 uses quasi-optic elements to shape the beam and has a complete kit of lens, wire grid elements, and mirrors which may be arranged into different configurations to form interferometers and other schemes. The optimized wire grids enable us to perform measurements within the entire submillimeter waveband without significant change in parameters and the need of mechanical adjustment.

Either amplitude, phase and polarization spectra can be measured in transmitted and reflected radiation. The combination of BWO power of 10 mW typ. and Golay cell NEP of \(10^{-10} \text{ W/Hz}^{1/2}\) results in dynamic range of ordinary power loss measurements of \(10^{-4} - 10^{-5}\), while elaborate heterodyne-based methods can extend this value to theoretical limits of \(10^{-8}\).

A single-mode quasi-optic beam results in enhanced accuracy of measurement. The comparison of the results obtained by different independent methods implemented on MASS4 proves the accuracy of refractive index measurements better than 0.2%.
An adaptive dual-channel registration unit performs both detector data acquisition and software power instability correction which yields in the spectrum reproduceability within 0.3% (1-2% in worst cases). This feature results in the possibility of precision complex refractive index measurements based on vector spectrum acquisition with Single-Sideband and Double-Sideband modulation, and mathematical post-processing. The accuracy of the extracted phase spectrum is about 0.3 - 0.6 degrees for transparent samples. The resolution of the spectrometer reaches 30000, and for special applications may even be increased with the help of a phase-locked loop.

MASS4 is a reconfigurable multipurpose instrument which can be effectively used in material science, physics, chemistry and biology. The use of the instrument is illustrated by practical research results. The water quantities as low as $3 \times 10^{-5}$ in pure cyclohexan may be inspected. Cyclotron resonance and mobility in semiconductors were measured. The spatial distribution of mobility and losses in GaAs epitaxial wafers were observed. Ferromagnetic resonance, magnetic field-induced dichroism and Faraday rotation in magnetic semiconductors, magnetic fluids and X-band ferrites were measured. The spectral characteristics of the reflection by human skin and its variation caused by dimethylsulfoxide was investigated.

The spectrometer and its sub-assemblies are currently available on the market.
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Abstract

The Fourier transform far-infrared (FIR) spectrum of $^{13}$CD$_3$OH has been investigated from 15 to 240 cm$^{-1}$ at 0.002 cm$^{-1}$ resolution. About 100 b-type transition branch systems have been assigned, giving a map of the torsion-rotation energy level manifold with links among torsional states for n=0-3 and a K range of K=0-14. The branch origins have been fitted to a complete set of J-independent molecular constants for the vibrational ground state.

Introduction

A thorough understanding of the torsion-rotation energy level structure of the vibrational ground state of $^{13}$CD$_3$OH is an essential foundation for further vibrational spectroscopy of the molecule. Analysis of infrared (IR) fundamental vibrational bands rests on a knowledge of ground-state combination differences. Therefore, in order to establish precise energy level positions in the ground state energy manifold, the study of the FIR spectrum is a necessary first step in an investigation of the IR vibrational spectrum. The IR region around 10 $\mu$m is of particular interest in the latter, of course, in connection with the optical pumping of FIR laser lines of $^{13}$CD$_3$OH with CO$_2$ lasers [1-3].

The ground state of $^{13}$CD$_3$OH was investigated initially in the microwave region by Sastry et al. [4], and results were obtained for low torsional states at low K and J rotational quantum numbers ($n_{\text{max}}=2$, $K_{\text{max}}=2$, $J_{\text{max}}=5$). In this work, we have explored a much wider range of states in a high-resolution Fourier transform spectroscopic study in the 15-240 cm$^{-1}$ range. We now have an extensive map of the energy level structure for n=0-3, K=0-14 and J=0-35, which has also permitted determination of a complete set of ground state molecular constants. In addition, the ground state transition frequencies have been applied in constructing closed IR/FIR frequency combination loops to determine and confirm FIR laser transition identifications and to predict potential new FIR laser lines [1-3].

FIR Spectrum and Analysis

The FIR spectrum of $^{13}$CD$_3$OH was recorded from 15-240 cm$^{-1}$ on the modified DA 3.002 Bomem spectrometer in Ottawa at a resolution of 0.002 cm$^{-1}$. This instrument is a Michelson interferometer, in which a folded optical path using a rooftop mirror in the moving arm gives a path difference of 5 m for the maximum mirror travel of 1.25 m. Dynamic alignment of the optics is maintained by actively stabilizing a fixed reflector in the moving arm through feedback signals derived from triple He-Ne laser beams simultaneously sent through the system. The FIR source was a high-pressure mercury lamp, the interferometer beamsplitter was a thin mylar sheet, and the germanium detector was cooled by liquid helium pumped down below the lambda point to about 1.2K. The absorption cell was a multipass White cell set to a total pathlength of 2.0 m, with the sample maintained at room temperature and a pressure of 200 mTorr.
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At the low end of the spectrum, compact $\Delta K=0 \ a$-type multiplets can still be seen at high $J$, but at higher wave number the principal structure consists of $\Delta K=\pm 1 \ b$-type branch systems. These are scattered more or less randomly throughout the entire spectral range due to the irregular variation of torsion-rotation energy with quantum numbers $n$, $\tau$ and $K$. In this paper, we will use $n$ to label the torsional state, $\tau$ to indicate the torsional symmetry, and $K$ to denote the projection of the total rotational angular momentum $J$ along the molecular near-symmetry $a$-axis [5].

In assigning the $b$-type Q-branches, we first calculated the branch origin frequencies and approximate intensities using the reported parameters [1,4], and arranged the origins in ascending wavenumber order for convenient comparison with the spectrum. When a Q branch ($\Delta J=0$) was thought to be recognized in the spectrum near the calculated origin position, we then looked for the corresponding R ($\Delta J=+1$) and P ($\Delta J=-1$) branches using calculated $a$-type frequencies in the following relations

$$R(J) - Q(J+1) = Q(J) - P(J+1) = v_a(J+1\leftarrow J)$$
$$R(J) - P(J+2) = v_a(J+2\leftarrow J+1) + v_a(J+1\leftarrow J)$$

With this technique, we were able to assign 100 FIR branch systems, comprising nearly 6000 individual absorption lines. These transitions link the torsional states $n$ from 0 to 3, $K$ values from 0 to 14 and $J$ values typically up to 35 for each of the A, $E_1$ and $E_2$ torsional symmetries. A schematic view of the ground state torsion-rotation map, showing the specific state-to-state transition linkages achieved, is given in Fig. 1.

**Ground-State J-Independent Parameters**

In order to model the J-dependence of the branch lines and extrapolate to the J-indeperdent origins, we fitted the branch frequencies by least squares to an expression involving a Taylor series energy level expansion of the form

$$E(n\tau K,J) = W(n\tau K) + B(n\tau K) J(J+1) - D(n\tau K) J^2(J+1)^2 + ...$$

For a $b$-type $(n^\prime \tau^\prime K^\prime)\leftarrow(n^n \tau^n K^n)$ transition, in which $K^\prime=K^\prime=\pm 1$, the series origin is given by $v_o = W(n^n \tau^n K^n) - W(n^n \tau^n K^n)$, where $W(n\tau K)$ is the J-independent part of the energy. Our fits yielded branch origins with standard deviations of the order of $\pm 0.005 \text{ cm}^{-1}$, while the overall Taylor series expansions generally reproduced the observed frequencies to close to the estimated measurement accuracy of $\pm 0.0005 \text{ cm}^{-1}$ for unblended lines.

With the neglect of very small terms due to molecular asymmetry shifts, $W(n\tau K)$ can be expressed in first order as a sum of products of fundamental molecular constants with expectation values of the corresponding torsion-rotation operators in the Kivelson-Kirtman formulation [5]:

$$W(n\tau K) = V_3 <1-\cos 3\gamma>/2 + \frac{F <P_\gamma^2>}{2} + \frac{[A - (B+C)/2]}{2} K^2 + \frac{V_6 <1-\cos 6\gamma>/2}{2}$$
$$- D_{KK} K^4 + k_1 K^3 <P_\gamma> + k_2 K^2 <P_\gamma^2> + k_3 K <P_\gamma^3> + k_4 <P_\gamma^4>$$
$$+ k_5 K^2 <1-\cos 3\gamma> + k_6 K <P_\gamma^2> + k_7 <P_\gamma^2(1-\cos 3\gamma)>$$

Here, $\gamma$ and $P_\gamma$ are the torsional angle and angular momentum, respectively; $V_3$ and $V_6$ are the first two coefficients in the Fourier expansion of the threefold torsional barrier potential; $F$ is the reduced internal rotation constant; $A$, $B$ and $C$ are the effective rotational constants; and $D_{KK}$ and $k_1$ to $k_7$ are terms describing rotational and torsional centrifugal distortion and their effects on the barrier. A linear dependence is known to exist among several of the matrix elements [5], and means that one parameter must be constrained in fitting the branch origins. This is conveniently done by setting either $k_7$, $k_6$ or $V_6$ to zero. With each of these constraints, a weighted non-linear least squares fit was then carried out to the $v_o$
origins, fitting the axial moments of inertia $I_{a1}$ and $I_{a2}$ directly rather than the related $F$ and $A$ constants derived from them. The results are given in Table 1 for the three fits, showing the behaviour of the parameters with the change in constraint. The sets of J-independent parameters reproduce the observed branch origins with similar overall weighted standard deviations from 7.2-8.1, meaning that on average the model fits each data point to within about 8X its standard deviation, or about ±0.005 cm$^{-1}$. In a given fit, the constrained parameter, which would in fact be expected to have a non-zero value, has been absorbed into effective values of the other parameters in the $I_{a1}$, $I_{a2}$, $V_3$, $V_6$, $k_6$ and $k_7$ group due to the linear dependence, hence the values of these constants are somewhat contaminated through the constraint. From qualitative physical arguments, one would expect centrifugal distortion with increasing torsional angular momentum to open up the CD$_3$ umbrella slightly and bring the D atoms and the H atom closer together, thus raising the barrier. Alternatively, one could argue that the force due to a repulsive barrier would tend to close down the CD$_3$ umbrella at the top of the barrier potential, thus decreasing $I_{a2}$ and increasing $F$. Both of these effects should lead to a positive $k_7$ term, hence would imply that the true situation for the molecular parameters lies somewhere between Fit I and Fit III. This would then imply in turn that the $V_6$ term affecting the barrier shape is quite small and negative, between 0 and $-1.65$ cm$^{-1}$.
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Fig. 1. The investigated FIR transitions within the ground vibrational state for each symmetry. Each filled ellipse represents a set of energy levels sharing all the quantum numbers but J. Lines represent the investigated line series.

Table 1. \(^{13}\text{CD}_3\text{OH}\) ground state J-independent parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Matrix element</th>
<th>Fit I</th>
<th>Fit II</th>
<th>Fit III</th>
</tr>
</thead>
<tbody>
<tr>
<td>(l_{a1}) (amu Å(^2))</td>
<td></td>
<td>0.754633(56)</td>
<td>0.753937(180)</td>
<td>0.770094(127)</td>
</tr>
<tr>
<td>(l_{a2}) (amu Å(^2))</td>
<td></td>
<td>6.38727(205)</td>
<td>6.38821(175)</td>
<td>6.37273(219)</td>
</tr>
<tr>
<td>(V_3) (cm(^{-1}))</td>
<td>(&lt;\cos3\gamma&gt;/2)</td>
<td>370.211(15)</td>
<td>370.302(39)</td>
<td>368.226(22)</td>
</tr>
<tr>
<td>(V_6) (cm(^{-1}))</td>
<td>(&lt;\cos6\gamma&gt;/2)</td>
<td>-1.646(11)</td>
<td>-1.726(22)</td>
<td>0(fixed)</td>
</tr>
<tr>
<td>(D_{zh}) (MHz)</td>
<td>(-K^4)</td>
<td>0.471(95)</td>
<td>0.463(88)</td>
<td>0.541(107)</td>
</tr>
<tr>
<td>(k_1) (MHz)</td>
<td>(K^3P_{3/2})</td>
<td>1.359(369)</td>
<td>1.340(344)</td>
<td>1.751(416)</td>
</tr>
<tr>
<td>(k_2) (MHz)</td>
<td>(K^2P_{3/2})</td>
<td>-16.01(57)</td>
<td>-16.02(53)</td>
<td>-17.86(61)</td>
</tr>
<tr>
<td>(k_3) (MHz)</td>
<td>(K^3P_{3/2})</td>
<td>-85.5(9)</td>
<td>-85.8(8)</td>
<td>-89.7(9)</td>
</tr>
<tr>
<td>(k_4) (MHz)</td>
<td>(P_{3/2})</td>
<td>-285.22(157)</td>
<td>-285.21(146)</td>
<td>-283.85(166)</td>
</tr>
<tr>
<td>(k_5) (MHz)</td>
<td>(K^2&lt;\cos3\gamma&gt;)</td>
<td>165.53(757)</td>
<td>166.69(709)</td>
<td>195.70(786)</td>
</tr>
<tr>
<td>(k_6) (MHz)</td>
<td>(K&lt;\cos\gamma&gt;)</td>
<td>144.7(474)</td>
<td>0(fixed)</td>
<td>3379.6(466)</td>
</tr>
<tr>
<td>(k_7) (MHz)</td>
<td>(&lt;P_{3/2}(1-\cos3\gamma)&gt;)</td>
<td>0(fixed)</td>
<td>-610.1(1850)</td>
<td>13254.5(913)</td>
</tr>
<tr>
<td>S.D.(^a)</td>
<td></td>
<td>7.69</td>
<td>7.19</td>
<td>8.11</td>
</tr>
</tbody>
</table>

Conversion factors used: 505376 amu Å\(^2\) - MHz
1 cm\(^{-1}\) = 29979.2458 MHz

\(^a\) Standard deviation of the fit, in weighted cm\(^{-1}\).
MICROWAVE ABSORPTION AND COMPLEX FORMATION IN SOME DONOR – ACCEPTOR MIXTURES

K.N.ABD EL NOUR, M.Z. EL SABEE & S.L.ABD EL MESSIEH
Microwave Physics Dept. National Research Centre Dokki, Cairo- Egypt.
Chemistry Dept. Faculty of Science Cairo University, Egypt.

Dielectric relaxation behavior of polar molecules in non-polar solvents using microwave absorption methods have been frequently studied. Such studies using binary mixtures in non-polar solvents, however, are limited. The work reported here is an investigation of the dielectric relaxation behavior of mixtures containing complexes formed between either polar or non-polar donors (methyl methacrylate MMA and styrene St) and two polar acceptors (N-phenyl maleimide NPMI and octadecyl maleimide ODHI) in non-polar solvents (carbon tetrachloride and benzene). The measurements were carried out on dilute solutions (not more than 1 mole%) of mixtures of donor and acceptor with different compositions, namely 1:3, 1:1 and 3:1 respectively in carbon tetrachloride and benzene at temperatures of 20, 30 and 40 C.

The dielectric loss \( \varepsilon'' \) was measured in the frequency range 0.2 – 18 GHz using a sweep-frequency spectro-photometer from HP, U.S.A. described earlier. The accuracy of the measurements was ± 3%. The static dielectric constant was measured at 2 MHz by the dipolmeter type DM01 from WTW, Germany to an accuracy of ± 1%. An Abbe refractometer from Carl Zeiss Jena, Germany was used to measure the refractive index \( n_D \) of the Na D line for the investigated solutions to an accuracy of ±1 x 10^{-4}.

The results obtained for the dielectric loss \( \Delta \varepsilon'' / \chi \) at the different frequencies (\( \omega \)) are analysed by the sum of Debye terms using the equation,

\[
\Delta \varepsilon'' = (\Delta \varepsilon_a - \Delta \varepsilon_D)^2 \sum \frac{\omega \tau_i}{1 + \omega^2 \tau_i^2} \quad \text{with} \quad \sum \xi_i = 1
\]

\( \chi \) is the concentration in mole fraction and \( \Delta \) means the difference between the solution and solvent. Fitting of data was done by computer program. An example of the analyses is given in fig. (1) for ODHI and MMA and the mixture of two components with composition 1:3, 1:1 and 3:1 in carbon tetrachloride at 20 C. From this figure it is seen that the first absorption region describing both molecules is represented by one Debye term. Any deviation from the experimental points being comparable with the error limits. This is not surprising in view of the fact that separate loss maxima are likely to appear only for mixtures in which the two components (A and B) have very different relaxation times \( \tau_A \) and \( \tau_B \) with the ratio \( \tau_A / \tau_B \) > 6 for the observable resolution (1). This is the case of MMA with both acceptors. The use of styrene in the mixture is also acceptable, because it is a non-polar material.

The presence of the second high-frequency absorption region (about 100 GHz) could be assigned to the segmental rotations i.e. the internal
mobility either in the donor or in the acceptor or both. A large part of this region lies outside the capability of the available measuring equipment which may lead to less accurate results.

The measured values of the relaxation times associated with the first absorption region are compared with those calculated either from the sum of the two components of the intensities $X_{2P}$ and $X_{2A}$, where the $X$'s are the mole fractions and $T$'s are the measured relaxation times of the individual components (donor and acceptor respectively), or from the empirical relation proposed by Madan (2) taken into consideration the molecular environments.

It is of great interest to notice that the values of $T_{\text{expal}}$ are higher than the calculated ones $T_{\text{calcld}}$. This could be attributed to the polar complexes formed by the interaction between donors and acceptors which increases the molecular volume and consequently the relaxation time. In order to find an expression describes the complex formation, the relative increase in relaxation time

$$
\frac{T_{\text{expal}} - T_{\text{calcld}}}{T_{\text{calcld}}} = \frac{\Delta T}{T_{\text{calcld}}}
$$

is calculated. It is interest to find that the relative change increases with increasing the donor concentration leading to an increase in the complex formation. This result is supported by the increase in the apparent activation energy $\Delta H$.

From the values of $T_{\text{calcld}}$, it is also found that the complex formation decreases with increasing temperature which is the case of association in alcohols. These complexes are expected to vanish at a temperature not too far from 40 °C. Also it is reasonable to expect that the complex formation between the donor and acceptor in the inert solvent (carbon tetrachloride) is higher than that in active solvent i.e. benzene.

On the other hand, the data of $T_{\text{calcld}}$ indicated that the complex formation is greater in case of using styrene as a non-polar donor, rather than using the polar donor (methyl methacrylate) while the complexes formed by ODMI is greater than that formed by NPMI.

The interaction between the donors and acceptors which is described by the relative increase in the relaxation time is also investigated by means of dielectric polarization measurements (2). Despite of the higher values of the equilibrium constant $(K)$ obtained here compared with those found spectrophotometrically, the dielectric method is considered to be a good indication for complex formation.

References:

Fig (1) a- Absorption curves of ODMI and MMA and the mixture of two components with composition \( \Delta 3:1 \), \( \circ 1:1 \) and \( \times 1:3 \) in \( \text{CCl}_4 \) at 20°C.
b- Fitting the data of ODMI by the sum of two Debye terms.
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This paper is dedicated to the memory of our colleague late Dr.R.L.Bhattacharjee of the University of Rochester, New York, who contributed a lot in the field of FIR laser Stark spectroscopy. His untimely demise mourn us all and his absence will be felt by all of us for a long time to come.

ABSTRACT

In this paper, the laser Stark spectrum of oxygen-18 substituted methyl alcohol has been studied with the HCN laser operating at 337 μm, upto a d.c. electric field of about 41 KV/cm. The spectrum has been assigned to the Jk = 9s <--- 10s transition for E2 - species in the torsional vibrational ground state. The frequency for this transition as obtained from combination relations of observed absorption peaks in a recently recorded Fourier transform far-infrared (FIR) spectrum, is 310 MHz above the 337 μm laser line frequency. From the analysis of the Stark spectrum at low electric fields, the parallel component of the electric dipole moment is obtained as 0.898 (2) Debye which is very close to the value reported for the parent CH3OH species.
In the last few years there has been a significant interest in the spectroscopy of $^{18}$O-18 substituted methanol, mainly because of the use of this species as an efficient optically pumped FIR laser active medium [1-2]. There is a need for precise value of the electric dipole moment in order to calculate the relative strength of FIR laser lines and to calculate the Stark tuning of the frequency of the laser emission lines.

In this work, the laser Stark spectra of CH$_3^{18}$OH have been recorded using the 337 pm laser line of the HCN laser, upto a maximum d.c. electric field of about 41 KV/cm for both parallel and perpendicular polarizations. The experimental details can be found in Ref. (3).

The family of transitions is assigned to the ground state transition $J_{k} = 9s \leftrightarrow 10s$ in CH$_3^{18}$OH, whose zero field frequency is obtained from combination relations of measured FIR absorption spectrum, as 29.7126(5) cm$^{-1}$. The FIR absorption spectra were recorded in the range 30-220 cm$^{-1}$ by using a BOMEM Fourier transform spectrometer at the Herzberg Institute of Astrophysics in Ottawa, at a resolution of 0.004 cm$^{-1}$. A sample of 97.8% enrichment in O-18 was used and was supplied by MSD isotopes of Canada. The sample cell was 15 cm long and was fitted with high density polyethylene windows. The detector was a liquid helium cooled germanium bolometer. The spectrum was calibrated by means of water vapor absorption lines present as contaminants. The spectrum was recorded at room temperature at a pressure of about 2 torr. The uncertainty in the frequency of unblended lines is estimated to be on the order of $\pm 0.0005$ cm$^{-1}$.

The assignment of various Stark components are presented in Table 1. The Stark shift for E-species in methanol type molecule can be expressed as [4-7]:

$$\delta = (A + BM^2) E^2 - CME$$
Where \( E \) is the d.c. electric field, \( C \) is the first order Stark co-efficient given approximately by \( \mu K/J(J+1) \) with \( \mu \) as the component of the electric dipole moment along the near symmetric axis of the molecule and the second order coefficients \( A \) and \( B \) are related to the matrix elements of the direction cosines in a complicated way.

At low electric fields the Stark effect is essentially first order in nature. From the observations at low fields the parallel component of the electric dipole moment is obtained as \( \mu_a = 0.898 \) (2) Debye. This value is very close to the value obtained for normal \(^{12}\text{CH}_3\text{OH}\) (3,6,7). This value also compares very well to the values obtained by J.C.Petersen and S.E.Choi recently by means of double resonance technique [8]. The perpendicular component of the dipole moment can be obtained from the observation at high electric fields and this work is in progress.
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**Table 1**

<table>
<thead>
<tr>
<th>( \Delta M = 0 )</th>
<th>( \Delta M = +1 )</th>
<th>( \Delta M = -1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M ) ( E )</td>
<td>( M' ) ( M'' ) ( E )</td>
<td>( M' ) ( M'' ) ( E )</td>
</tr>
<tr>
<td>( \text{(KV/cm)} )</td>
<td>( \text{(KV/cm)} )</td>
<td></td>
</tr>
<tr>
<td>( -9 ) 3.65963</td>
<td>(-9 ) 10 4.83420</td>
<td>(-4 ) 3 5.28073</td>
</tr>
<tr>
<td>(-8 ) 4.11507</td>
<td>(-8 ) 9 5.66902</td>
<td>(-3 ) 2 6.29999</td>
</tr>
<tr>
<td>(-7 ) 4.69830</td>
<td>(-7 ) 8 6.85330</td>
<td>(-2 ) 1 7.82403</td>
</tr>
<tr>
<td>(-6 ) 5.47488</td>
<td>(-6 ) 7 8.70738</td>
<td>(-1 ) 0 10.32849</td>
</tr>
<tr>
<td>(-5 ) 6.59121</td>
<td>(-5 ) 6 11.92048</td>
<td>(0 ) 1 15.25977</td>
</tr>
<tr>
<td>(-4 ) 8.26085</td>
<td>(-4 ) 5 19.12324</td>
<td>(</td>
</tr>
<tr>
<td>(-3 ) 11.08566</td>
<td>(-4 ) 5 19.12324</td>
<td>(</td>
</tr>
<tr>
<td>(-2 ) 16.99736</td>
<td>(-4 ) 5 19.12324</td>
<td>(</td>
</tr>
<tr>
<td>(-1 ) 41.17807</td>
<td>(-4 ) 5 19.12324</td>
<td>(</td>
</tr>
</tbody>
</table>
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SUBMILLIMETER MAGNETIC AND DIELECTRIC PROPERTIES OF THE RARE-EARTH ORTHOFERRITES

Anzin V.B., Kozlov G.V., Lebedev S.P., Mukhin A.A., Prokhorov A.S.
Institute of General Physics of Russia Acad. Sci., 38 Vavilov St., 117942 Moscow, Russia

The rare-earth orthoferrites (RFeO$_3$, where R is a rare-earth ion or yttrium) have proved to be an interesting class of weak ferromagnets (D$_{2h}$$^{16}$-Pbnm space group) for applications and investigations of various types of magnetic interactions, spin-reorientation phase transitions and high-frequency phenomena [1-4].

We have investigated magnetic and dielectric properties of the orthoferrites RFeO$_3$ (R=Y, Tm, Dy, Gd, Ho, Er, Tb) at submillimeter (SBMM) wavelengths (v=100-1000 GHz). The single crystals of RFeO$_3$ were grown by float zoning with radiative heating. Transmission T(v) and phase shift $\Phi(v)$ spectra of the a-, b-, c-cut plane-parallel plates of the orthoferrites were measured by the submillimeter “Epsilon” BWT spectrometer[5]. The antiferromagnetic resonance (AFMR) modes (quasiferrromagnetic (F) and quasiantiferromagnetic (AF)) were observed in all orthoferrites investigated.

Figure 1 presents the transmission spectra of the yttrium orthoferrite as an example. The common feature of such spectra is the presence of periodic oscillations, resulting in the interference of waves inside the plane-parallel plates. Besides the interference oscillations, the spectra T(v) contain sufficiently narrow absorption lines, which correspond to quasi-ferromagnetic and quasi-antiferromagnetic AFMR modes according to the excitation conditions.

Fig. 1 Transmission spectrum of YFeO$_3$ plate (d=2.05mm) at 300K near F mode.
Using experimental dependences $T(v), \Phi(v)$, the spectra of the permeability $\mu=\mu' + i\mu''$ are calculated according to the well-known formulae for a plane-parallel plate. The dependences $\epsilon'(v)$ and $\epsilon''(v)$ were obtained using the oscillating $T(v)$ curves beyond the absorption lines. These dependences given in the form of polynomials were next interpolated into the resonance region. The typical results of such measurements are shown in Fig. 2.

The magnetic spectra of measured orthoferrites are well described within the accuracy of the experiment by the harmonic oscillator model for a permeability dispersion:

$$\mu_k = 1 + \Delta \mu \nu_0^2 / (\nu^2 - \nu_0^2 + i\Gamma),$$

(1)

where $\nu_0$ is the resonance frequency, $\Gamma$ is the linewidth, $\Delta \mu_k$ is the mode contribution to the static permeability, $k=x,y,z$. As a result, for determining the parameters of the AFMR modes we usually measured the transmission spectra only and then fitted them by least squares, using a simple model of a damped harmonic oscillator (1).
At room temperature for all orthoferrites studied by us at SBMM wavelengths $\varepsilon'(\nu)$ = const and $\varepsilon''(\nu)$ is a linear function of frequency. Tables 1 and 2 present the values of some dielectric parameters of the orthoferrites at AFMR frequencies and parameters of the AFMR-modes.

We have also studied the AFMR-mode behaviour in the magnetic field $H || c$-axis. Fig.3 shows the resonanse frequency increase in the magnetic field for TmFeO$_3$.

Thus, the orthoferrites are the materials possessing in the SBMM range very high-quality magnetic and dielectric parameters. As the dielectric materials they are weakly absorbing at SBMM wavelengths (small angular dielectric loss tangent), having high refractive indices and birefringence. As the magnetic materials rare-earth orthoferrites possess narrow high-quality resonance lines and high linear coupling coefficients between the AFMR frequencies and the external magnetic field.

Table 1. Dielectric parameters of the orthoferrites at 300K near AFMR frequencies

<table>
<thead>
<tr>
<th>Crystals</th>
<th>$\varepsilon'_F$</th>
<th>$\varepsilon''_F$</th>
<th>$n_F$</th>
<th>$\tan \delta_F$</th>
<th>$\varepsilon'_A$</th>
<th>$\varepsilon''_A$</th>
<th>$n_A$</th>
<th>$\tan \delta_A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>YFeO$_3$</td>
<td>25.4</td>
<td>0.04</td>
<td>5.04</td>
<td>0.0016</td>
<td>21.9</td>
<td>0.09</td>
<td>4.68</td>
<td>0.004</td>
</tr>
<tr>
<td>TmFeO$_3$</td>
<td>27.8</td>
<td>0.50</td>
<td>5.27</td>
<td>0.018</td>
<td>22.2</td>
<td>0.26</td>
<td>4.71</td>
<td>0.012</td>
</tr>
<tr>
<td>DyFeO$_3$</td>
<td>26.2</td>
<td>0.26</td>
<td>5.12</td>
<td>0.010</td>
<td>24.0</td>
<td>0.20</td>
<td>4.90</td>
<td>0.008</td>
</tr>
<tr>
<td>GdFeO$_3$</td>
<td>24.7</td>
<td>0.13</td>
<td>4.97</td>
<td>0.005</td>
<td>23.5</td>
<td>0.12</td>
<td>4.85</td>
<td>0.005</td>
</tr>
<tr>
<td>HoFeO$_3$</td>
<td>26.2</td>
<td>0.23</td>
<td>5.12</td>
<td>0.009</td>
<td>22.8</td>
<td>0.17</td>
<td>4.78</td>
<td>0.007</td>
</tr>
<tr>
<td>ErFeO$_3$</td>
<td>26.2</td>
<td>0.14</td>
<td>5.12</td>
<td>0.005</td>
<td>23.3</td>
<td>0.14</td>
<td>4.83</td>
<td>0.005</td>
</tr>
<tr>
<td>TbFeO$_3$</td>
<td>26.0</td>
<td>0.25</td>
<td>5.10</td>
<td>0.01</td>
<td>24.0</td>
<td>0.26</td>
<td>4.90</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Table 2. AFMR-mode parameters of the orthoferrites at 300K.

<table>
<thead>
<tr>
<th>Crystals</th>
<th>$v_0_F$ (GHz)</th>
<th>$\Gamma_F$ (GHz)</th>
<th>$\Delta \mu_\nu$ ($\times 10^4$)</th>
<th>$\mu'_\nu (v_0)$</th>
<th>$v_0_A$ (GHz)</th>
<th>$\Gamma_A$ (GHz)</th>
<th>$\Delta \mu_\nu$ ($\times 10^4$)</th>
<th>$\mu'_\nu (v_0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>YFeO$_3$</td>
<td>299.4</td>
<td>0.9</td>
<td>8.02</td>
<td>526.8</td>
<td>2.1</td>
<td>7.5</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>TmFeO$_3$</td>
<td>402</td>
<td>7.5</td>
<td>8.5</td>
<td>604.8</td>
<td>8.4</td>
<td>9.0</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>DyFeO$_3$</td>
<td>379.5</td>
<td>10.5</td>
<td>9.0</td>
<td>510</td>
<td>10.5</td>
<td>7.0</td>
<td>0.034</td>
<td></td>
</tr>
<tr>
<td>GdFeO$_3$</td>
<td>305</td>
<td>12</td>
<td>8.0</td>
<td>605.7</td>
<td>12.9</td>
<td>8.0</td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td>HoFeO$_3$</td>
<td>378</td>
<td>15</td>
<td>8.0</td>
<td>597</td>
<td>9.0</td>
<td>7.5</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td>ErFeO$_3$</td>
<td>377</td>
<td>8</td>
<td>8.0</td>
<td>673</td>
<td>7.0</td>
<td>8.0</td>
<td>0.077</td>
<td></td>
</tr>
<tr>
<td>TbFeO$_3$</td>
<td>322</td>
<td>20</td>
<td>8.0</td>
<td>537</td>
<td>15.6</td>
<td>6.5</td>
<td>0.023</td>
<td></td>
</tr>
</tbody>
</table>
Thus, the orthoferrites are the materials possessing in the SBMM range very high-quality magnetic and dielectric parameters. As the dielectric materials they are weakly absorbing at SBMM wavelengths (small angular dielectric loss tangent), having high refractive indices and birefringence. As the magnetic materials rare-earth orthoferrites possess narrow high-quality resonance lines and high linear coupling coefficients between the AFMR frequencies and the external magnetic field.

We have also investigated RFeO$_3$ (R=Y, Tm, Dy, Ho, Er) in the wide temperature range $T = 4.2 - 300 K$. At low $T$ we revealed in TmFeO$_3$, HoFeO$_3$ and ErFeO$_3$ orthoferrites not only two narrow AFMR modes of the Fe-subsystem but also several wide absorption lines identified as the rare-earth modes which are caused by electronic transitions inside the Tm$^{3+}$, Er$^{3+}$, Ho$^{3+}$ ion ground multiplets. We have found, that among these transitions not only magnetodipolar, but also the electrodipolar ones take place for TmFeO$_3$ [2]. The temperature dependences of the resonance frequencies, linewidths and mode contributions to the static permeability and permittivity were derived. An increase (up to 30%) in the quasistatic dielectric permittivity along c-axis $\varepsilon_c$ in TmFeO$_3$ was observed at low $T$, resulting from an appreciable contribution of the electrodipolar rare-earth modes in Tm$^{3+}$.

Unusual and complicated behaviour of the magnon modes were found in TmFeO$_3$, ErFeO$_3$, DyFeO$_3$, HoFeO$_3$, which manifested near spin-reorientation phase transitions in softening of the AFMR modes and interaction with the rare-earth modes.

We have developed a theory describing all variety of dynamical properties observed in the orthoferrites with various rare-earth ions. The theory is based on a use of a general linear response of the R-subsystem with respect to a high-frequency external magnetic field and anisotropic exchange fields of the Fe-subsystem.

As a result, the dynamics and static magnetic properties of the orthoferrites investigated (for example, the presence SRPTs and resonance mode behaviour were consistently described. We have obtained a good agreement between the experimental and calculated temperature dependences of the resonance frequencies and other mode parameters of the orthoferrites investigated.
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THE MICROWAVE PHOTOCONDUCTIVITY OF A GAPLESS SEMICONDUCTORS PRODUCED AS A RESULT OF FORMATION OF AN ENERGY GAP

S.G.Gasan-zade, E.A.Sal'kov and G.A.Shepelsky

Institute of Semiconductors of Ukraine, Kiev. 252650, Ukraine.

In gapless semiconductors (GS) the bottom of the conduction band touches the top of the valence band and the impurity states inevitably land in an energy spectral region that corresponds to allowed energy states of perfect crystal. The band structure of GS of the type of Hg$_{1-x}$Cd$_x$Te was explained in terms of the inverse band model. The degeneracy of the bands $E_0$ is connected with crystal symmetry and extremum of the $E_0$-term may be located below the $E_0$ for $x < x_0=0.16$ (T=4.2K).

Application of external perturbation (magnetic field, strain etc.) leads to creation of an energy gap in point $k=0$ and changes physical characteristics of GS. In this paper we consider the photoconductivity (PC) of gapless Hg$_{1-x}$Cd$_x$Te which in far-infrared up to millimeter range arising as a result of opening of an energy gap by magnetic field or uniaxial stress.

Quantization of the electron spectrum in a magnetic field gives rise to Landau subbands of electrons and holes. In the case GS Hg$_{1-x}$Cd$_x$Te energies of Landau subbands increase linearly with magnetic field and energy gap between conduction and valence band is created. The expression for the gap in magnetic field $\delta(H)$ may be written as

$$\delta(H) = \frac{1}{4} \frac{H}{m_e c} \frac{eH}{m_e c}$$

Thus the gap $\delta(H)$ is determined by the displacement of the lower electron subband only. A simplified scheme ciscibing the variation of the electron spectrum in a magnetic field with allowance acceptor state $E_A$ in conduction band is given in fig.1. The field $H_0$ is determined by the equality $\delta(H)=E_A$ i.e.when $H>H_0$ the resonance acceptor level enters into the magnetic field induced gap. In the gapless state ($H=0$) interband PC is negligible due to the high recombination rate. The opening of an energy gap must lead to the appearance of interband PC in wide spectral range as a function of magnetic field. We have previously reported the results of study of interband PC in
infrared range [1]. Here we have considered PC in millimeter wave range, when photosignal is a result of transition of electrons on acceptor states.

Fig.1 Transformation of the band structure for gapless Hg$_{1-x}$Cd$_x$Te in a magnetic field.

In normal semiconductors microwave PC is determined by the free electrons' heating ($\mu$-PC). Conductivity of gapless Hg$_{1-x}$Cd$_x$Te changes as result electron heating (changes of mobility) and as result of change of electron concentration:

$$\Delta \sigma = e \left( n \frac{\partial \mu}{\partial T_e} + \mu n \frac{\partial n}{\partial T_e} \right)\Delta T_e$$

In absence $H$ the second component is negligible and PC is $\mu$-PC. When magnetic field readjust the magnitude of $H_f = 2hc(3n)^{2/3}/e$ and the last Landau level approaches to Fermi level, the conductivity is determined by the freez-out of electrons on the acceptor states. In this case concentration member is dominant in microwave PC. It is evident from fig.2 experimental field dependence of PC in millimeter wave range have a high maximum at the $H=H_f$. The results of the experiments with uniaxial stress are interpreted in terms of the formation of an energy gap due to the lifting of the degeneracy of the $\Gamma_8$ band by lowering the symmetry of the crystal lattice. We have studied the compound Hg$_{1-x}$Cd$_x$Te with $x=0.155$ ($E_g = -13 \pm 5$ meV) under a uniaxial compression up to $P = 3.5$ kbar in the temperature range 1.7 - 77 K. Deformation dependence of the Hall coefficient $R_H$ and resistivity $\rho$ has some peculiar features. Reversal of the sign of $R_H(P)$ indicates that in the region of maximum strain the conductivity is determined by the free holes whose mobility and hence the effective mass approximally equal to electron masses (when $P = 0$ one usually
Fig. 2 Magnetic field dependence of the microwave PC of Hg$_{1-x}$Cd$_x$Te (x = 0.158).
$\lambda = 8$ nm, $T=4.2$K.

Fig. 3 Band structure of GS Hg$_{1-x}$Cd$_x$Te as a function of uniaxial deformation.

has $\frac{\mu_n}{\mu_p} \sim 10^2$. Scheme of a structural change in the energy band of a gapless semiconductor caused by a uniaxial stress shows in fig. 3. In the absence of strain the conductivity is determined by the free electrons (even when $N_A > N_D$, $N_A$ and $N_D$ are concentrations of acceptors and donors respectively).

When $P > P_c$ the acceptor states enter the pressure-induced energy gap and make the electrons to be frozen-out. Highly strained crystal has the conductivity which determined by the free holes with small
The formation of an energy gap under action uniaxial stress leads to the appearance of microwave PC.

Notice that curve of deformation dependence of PC have the maximum (fig.4), when $P=P_0$ and Fermi level coincide with the bottom of the conduction band.

1. S. G. Gasan-zade, V. A. Romaka, E. A. Sal'kov and G. A. Shepelsky
Studies of thermal emission that enable one to obtain information about the properties of semiconductors are carried out extensively in the last few years [1].

In the present work an effect of the magnetic field on polarization characteristics of thermal emission from an isotropic semiconductor is first investigated.

Consider a thermal emission from the heated semiconductor platelet with a thickness d. As well known, if an angle of incidence $\phi$ is different from the right angle, the reflection coefficients of emission polarized in parallel (p) and transversely (s) to the plane of incidence, are different. As a result, the non-polarized beam of thermal emission, that interacts with a semiconductor surface, is divided into two partially polarized beams, those are: the outgoing thermal emission with a dominating p-component of polarization and the internal emission with dominating s-component (see an insert in Fig.1). It may be supposed that, at sufficiently weak absorption, a field of wave with a dominating s-polarization exists in platelet. If the magnetic field B is applied collinearly to propagation
direction of reflected waves inside of the crystal, the polarization plane of these waves will be rotated through an angle $\beta$ (Faraday effect). This effect is described by the following relation [2]

$$\beta = \frac{NeB\lambda}{8\pi^2c^3\varepsilon_o n(m^*)^2}$$

where $N$ and $m^*$ are the density and effective mass of free charge carriers respectively, $\lambda$ is the wavelength of radiation observed, $n$ is refractive index.

Under these conditions, the s-polarized waves interact with a semiconductor surface at changed intensities of s- and p-components of emission which intensities are determined by the angle $\beta$ (see (1)). Thus, a redistribution of intensities of reflected and refracted emission occurs and this redistribution shows up as the change in the degree of polarization of the emission observed. Taking into account one event of reflection, the intensity of outgoing emission may be presented as

$$I_{s,p} = Q(1-R_{s,p})(R_{s,p}\exp(-kd)\cos^2(\beta) + R_{p,s}\exp(-kd)\sin^2(\beta) + 1)$$

where $R_{s,p}$ is the reflectivity, $k$ is the absorptive coefficient, $Q$ is the Plank function.

It follows from (2) that the degree of polarization of outgoing beam, determined as $D=(I_p-I_s)/(I_p+I_s)$, has an oscillating character under the magnetic field.

Fig. 2 presents the numerically calculated degree of polarization as a function of the magnetic field for a n-InSb crystal. The multiplied reflection have been taken into account. Dispersion of absorption is considered according to [3]. It is found that the maximal change of $D(B)$ occurs at the Brewster angle for the s-polarized beam. Because of this, all calculations are made just for this angle.
Curves 1, 2 show the plots $D(B)$ for a monochromatic emission with a wavelength 7, 11 and 16μm, respectively. Curve 4 presents the value of $D(B)$ for the integral thermal emission over the band from 7 to 11μm. As seen, these dependences are of a nonmonotonic type. Dependences $D(B)$ for a narrow spectral bands are oscillating. In this case the maxima of the degree of polarization correspond to rotation of polarization plane through an angle $\pi/2$ where $i=1, 3, 5, ...$, and the period of oscillations is determined by the spectral dependence of radiation absorption in the crystal. However, the oscillations disappear in $D(B)$ for the case of integral thermal emission (curve 4). This may be understood taking into account not only the dependences of $\beta$ and of absorption coefficient on $\lambda$ but also the dependence of Plank function on $\lambda$. Indeed, the rising region of the $D(B)$-dependence is dominating at small $B$ and then, with increasing $B$, the contribution of different dependences $D(B)$ with a phase mismatch are mixed and, as a result, the degree of polarization becomes independent of the magnetic field.

We have studied experimentally the non-oriented plane-parallel polished n-InSb platelets, 0.5x1.6x0.017cm in size, with a density of uncompensated impurity $n=1.6 \times 10^{18}$cm$^{-3}$. The angle between the normal to
a wide surface (that emitted radiation) and the magnetic field
direction was 14° (a Brewster angle) and we observed emission at the
angle of 76°. The sample temperature 310K was held. Non-cooled pyroele-
ctric photodetector was used.

Fig.3 shows experimentally ob-
tained degree of polarization of thermal emission as a function of
the magnetic field. Curve 1 de-
monstrates this dependence obser-
ved over a narrow spectral band
16±0.3μm while curve 2 shows such
a dependence for an integral emi-
sion measured in a region from 7
to 11μm.

As could be expected, these dependences are non-monotonic and
their agreement with calculated one is rather good. The fact that experimentally obtained values are lower than the predicted values may
be connected with a finite angular aperture under measurement
conditions. From the analysis of calculated and experimental data the
electron effective mass m*=0.031m is obtained. This value check well
with those obtained previously by the other methods.

2. T.J.Moss, G.J.Burrell, B.Ellis, Semiconductor Opto-Electronics,
TRANSMISSION, REFLECTION AND ABSORPTION IN TRUNCATED SUPERLATTICE

R.Brazis and L.Safonova
Institute of Semiconductor Physics, Gostauto 11, 2055 Vilnius, Lithuania

Introduction

Periodic layered structures are known to support a variety of electromagnetic modes [1,2]. Some of them are encountered in separate single layers, whereas the other are characteristic of periodic structures, e.g., the bulk modes [3] which are describable in terms of dielectric function of an effective homogeneous polarizable medium. However, the effective medium model is expected to fail when the superlattice spatial period is comparable with the wavelength, and/or the number of periods is small.

This work is aimed to show that, besides the above modes, truncated superlattices exhibit a non-reciprocity in reflection and absorption. Magnetic field induces additional non-reciprocity effects, which are comparable to those arising due to the finite size of the structure.

Model description

Let us consider p-polarized electromagnetic wave incident on a multilayer structure consisting of alternating semiconductor and insulator layers in d.c. magnetic field which is parallel to the layers, and normal to the plane of incidence. Suppose that the interfaces are flat, with the step-like carrier density profile. Seeking for the transmission, reflection and absorption coefficients we will use two approximations.

(i) Transmitted and reflected electric and magnetic fields of the wave in each layer obey the conditions of tangential component continuity at each interface, and resulting fields are calculated including a layer-by-layer computing algorithm;

(ii) The truncated periodic structure is thought as a single homogeneous anisotropic layer, and the transmission, reflection and absorption coefficients are calculated using an effective dielectric tensor of the structure.

In both cases a recurrent formulas for the complex reflection and transmission coefficients are used.
In the case (i) the dielectric functions are
\[ \varepsilon_{xx} = \varepsilon_{yy} = \varepsilon_L(1 - \frac{\omega^2}{\omega_p^2}), \quad \varepsilon_{yy} = \varepsilon_{xx} = \frac{i \varepsilon_L \omega^2 \omega_c}{\omega^2 - \omega_c^2}, \quad \varepsilon_z = \text{const.}, \]
where \( \omega_p \) is the free carrier plasma frequency, \( \omega_c \) is the cyclotron frequency in d.c. magnetic field \( B_0 \), \( \varepsilon_L \) is the semiconductor dielectric constant.

In the case (ii) the dielectric functions are [3]
\[ \tilde{\varepsilon}_{xx} = \varepsilon_{xx} \varepsilon_{z} \Delta / \Delta, \quad \tilde{\varepsilon}_{xy} = \tilde{\varepsilon}_{yy} = \varepsilon_{xy} \varepsilon_{z} \Delta / \Delta, \quad \tilde{\varepsilon}_{yy} = \varepsilon_{xx} \varepsilon_{z} \Delta / \Delta, \quad \tilde{\varepsilon}_{z} = \varepsilon_{xx} \varepsilon_{z} \Delta / \Delta, \quad d = d_1 + d_2 \]
where \( \Delta = \varepsilon_{xx} d_2 + \varepsilon_{z} \Delta, \quad \delta = \varepsilon_{xx} d_2 + \varepsilon_{z} \Delta, \quad \delta = \varepsilon_{xx} d_2 + \varepsilon_{z} \Delta, \quad d = d_1 + d_2 \) is the period of the structure.

As a result, the effects of structure truncation, and the validity of an effective medium model are to be determined. The effective medium approximation is to be applied to the cases when the first, layer-by-layer, calculation technique is not applicable.

Results

Let us consider first the case of normal incidence on a finite periodic structure employing detailed layer-by-layer calculation, as defined in Section (i).

It is noticeable that the transmission coefficient \( T \) does not depend on the direction of incident wave (Fig.1). The reflection \( R \) and absorption \( A \) coefficients differ considerably for the cases of forward (1) and backward (2) incidence (Fig.1,a). The non-reciprocity of reflection and absorption is enhanced or suppressed depending on the magnitude of applied magnetic field. Non-monotonous behaviour of \( R(B_0) \) and \( A(B_0) \) is caused by superposition of several factors, like magnetoplasma cut-off, and the Fabry-Perot resonances of the extraordinary Voigt mode, or the stop- and pass- bands of superlattice.

Let us consider now the same structure using the effective medium model. The structure is thought now as a homogeneous slab characterized by the dielectric constant \( \tilde{\varepsilon} \). This approach does not account for the structure asymmetry failing to show, therefore, the non-reciprocity of reflection and absorption (Fig.1, dashed lines). In spite of proper description of general features, this model does not predict some important peculiarities of reflection, transmission and absorption in magnetic fields. The predictions of the effective medium model are seen to improve for wavelengths significantly exceeding the spatial period of superlattice (Fig.1,b). Note that now both the layer-by-layer and the effective medium approximations predict the same cut-off and resonance positions. The non-reciprocity effects are seen to cease.
Fig. 1. Transmission, reflection and absorption coefficients vs $B_0$ for the structure containing 8 periods. $d_1 = 400 \, \mu m$ (InSb, $n = 2 \times 10^{14} \, cm^{-3}$), $d_2 = 200 \, \mu m$ (Al$_2$O$_3$): 1 - incidence on InSb layer, 2 - incidence on Al$_2$O$_3$ layer, 3 - effective medium approximation; incident wave frequency $f = 75 \, GHz(a)$, and $37.5 \, GHz(b)$. 
As far as the applicability of the effective medium model is justified, it is of interest to use it in configurations which are difficult to treat exactly. Let us consider the structure with the layers oriented at the angle of \( \frac{n}{4} \) (Fig. 2). Wave transmission through the structure is calculated using Fresnel formulas with the dielectric tensor \( \varepsilon \) transformed according to the angle of layer inclination. The calculated \( T(B_0) \) dependence (Fig. 2, dashed lines) exhibits a pronounced minimum related to the excitation of bulk modes [3]. Experiments on the structure (Fig. 2, solid lines) confirm the existence of the resonance, although the experimental minimum is shallow compared to the calculated one.

**Conclusions**

Electromagnetic response of truncated periodic structures exhibit non-reciprocity effects, as well as magnetically controlled resonances, which are observable in reflection, absorption, and transmission. These effects may arise both in millimeter wave region and in the far infrared device structures.

**References**

DIELECTRIC CHARACTERIZATION OF MATERIALS AT SUBMILLIMETER WAVELENGTHS USING BWO SPECTROMETERS

Anzin V. B., Goncharov Yu. G., Gorsunov B. P., Kozlov G. V., Lebedev S. P., Volkov A. A.
Institute of General Physics, Russian Academy of Sciences, Vavilov str. 38, 117942, Moscow, Russia

Just as the visible light, radio waves or microwaves, the submillimeter (SBMM) radiation ($\lambda = 0.3 \div 3 \text{ mm}, \nu = 3 \div 33 \text{ cm}^{-1}$) has its own important areas of industrial, scientific and medical applications. At present, however, the majority of these are practically virgin, because of the absence of the available SBMM radiation.

Owing to the development in Russia of special sources of the SBMM radiation, the minianurized backward-wave oscillators (BWO), it has become possible to build a unique SBMM BWO-spectrometers, which combine the most significant merits of both infrared spectroscopy and microwave technique [1]. Like lasers, the SBMM BWOs produce beams of polarized monochromatic radiation of high spectral intensity, whose operating frequency, in addition, is continuously tunable in a broad range. It is due to the BWO-spectrometers that the direct wide-band measurements of dielectric and magnetic spectra of substances became possible for the first time at the SBMM waves. As a result, various substances and physical phenomena are now accessible for fundamental and applied research in the SBMM wavelength range [1, 2].

In this report we outline the abilities of the SBMM BWO-spectroscopy in the material science.

The idea of the measurements and its realization in quasioptical spectrometer "Epsilon" are shown in Fig. 1. In general, the SBMM properties of different materials are dependent strongly on

<table>
<thead>
<tr>
<th>Measurement</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R(\nu)$, $\psi(\nu)$</td>
<td>$T(\nu)$, $\Phi(\nu)$</td>
</tr>
<tr>
<td>radiation</td>
<td>Fresnel optical formulae</td>
</tr>
<tr>
<td>sample</td>
<td>$R(\nu)$, $\psi(\nu)$, $T(\nu)$, $\Phi(\nu)$</td>
</tr>
</tbody>
</table>

**Characteristics of the BWO spectrometer**

- Operating range: $10^{11} \div 10^{12}$ Hz, $\lambda = 3 \div 0.3$ mm
- Dynamical range: $I_{\text{max}}/I_{\text{min}} = 10^4 \div 10^5$
- Frequency resolution: $\Delta \nu / \nu \approx 0.0001$
- Degree of polarization: $\approx 99.99\%$
- Samples: plane-parallel plates

![Diagram of dielectric measurements by quasioptical BWO spectroscopy.](image)
Fig. 2 Dielectric properties of usual materials at frequency 300 GHz ($\lambda = 1$ mm, room temperature).

- $\alpha$ – absorption coefficient;
- $\varepsilon'$ – dielectric permittivity;

Fig. 3 Variation of the SBMM dielectric properties of the water–acetone mixture in dependence of composition.

Fig. 4 Transmittivity of chemically identical porous ceramics (curves 1–4) with different size of pores (0.5 ± 0.8 mm,

their chemical composition, aggregate state, micro- and mesostructure, symmetry, topology, etc. Fig. 2 shows how broad the range of these properties is. In most cases the SBMM radiation easily penetrates through the samples of thickness of 1 ± 5 mm, convenient for handling.

Fig. 3 presents the explicit dielectric «passport» of the water–acetone mixture. One can clearly see the pronounced dependence of the SBMM dielectric properties of the mixture on its composition. This correlation offers a method of contactless characterization of water solutions.

Figs. 4 and 5 demonstrate the sensitivity of the SBMM radiation to the internal structure of materials. The figures refer to two substances, a commercial porous ceramics and $SiO_2$ (quartz) samples in three different modifications. In both cases the SBMM radiation evidently distinguishes identical in outward appearance samples, revealing substantially different values of transmittivity.
Fig. 5 SBMM absorption of quartz in three different states — single crystal, glass and aerogel.

and absorptivity. The abrupt decrease of transmittivities in Fig.4 is due to SBMM-radiation scattering by pores of different sizes. Much more profound is the changing of the SBMM absorption in quartz: crystal, glass and aerogel (Fig.5). Low density SiO$_2$ (aerogel), which is only 5% as dense as the bulk crystal or glass, reveals a giant absorption compared with that of crystalline or glass SiO$_2$. This phenomenon is not yet fully understood. Nevertheless, the general result (the smallest density of the sample corresponds to the highest the SBMM absorptivity) is highly striking and promising for application.

Having shorter wavelength compared with radio and microwaves, the SBMM radiation has a great advantage for introscopy. SBMM spectrometers allow to perform local (in plane of the sample, which can be either a plane parallel plate or a film on the substrate) measurements, mapping the dielectric parameters with a spatial resolution of about 1 mm (Figs. 6 and 7). The sensitivity of the BWO interferometric methods is high enough to detect the inhomogeneity of the optical thickness down to 10 $\mu$m.

The following examples (Figs. 8 and 9) are devoted to the problem of the SBMM characterization of the materials used in radioelectronic industry. Fig.8 demonstrates a method for distinguishing between fundamental and technological absorption mechanisms in the high Q-factor.

Fig. 6 The «phase portrait» of the paper letter «R» registered by radiation with $\lambda = 1.5$ mm.

Fig. 7 Two-dimensional $\varepsilon'$ profile over the plane of the boron nitride industrial plate.
microwave ceramics. In this case the SBMM dielectric constants measured by BWO-spectrometers are of great importance, setting the level of fundamental losses for the microwave region.

When testing semiconductors the SBMM approach is a local, contactless and nondestructive one in contrast to conventional methods, based on Hall effect, four-probe technique, etc. Fig.9 shows the two-dimensional pattern of the distribution of the charge carrier density in commercially produced silicon plate. The panorama is calculated on the basis of the SBMM local transmission and phase spectra.

In summary, by a few selected examples we have demonstrated the abilities of the submillimeter BWO spectrometers in materials characterization. The spectrometers allow measurements of dielectric and magnetic parameters of practically any kind of material at frequencies $\nu \pm 33$ cm$^{-1}$ in the temperature interval $5 + 1000$ K as well as local sensing with spatial resolution of about 1 mm.
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CHARACTERIZATION OF MILLIMETER-SUBMILLIMETER FILTERS
BY USE OF BWO SPECTROMETERS

Anzin V.B., Goncharov Yu.G., Gorshunov B.P., Kozlov G.V., Lebedev S.P., Volkov A.A.
Institute of General Physics, Russian Academy of Sciences, Vavilov Str. 38, 117942, Moscow, Russia

Along with the mastering of millimeter (MM) and submillimeter (SBMM) spectral ranges for the purposes of spectroscopy, the problem of construction of different filtering systems is becoming increasingly important. By analogy to optical units, various MM-SBMM high-, low- and band-pass filters can be developed using metallic grids, meshes or dielectric layers as elements. However, the characterization of these constructions by measuring their electrodynamic properties is not so easy and trivial for conventional spectroscopic techniques.

In this report we discuss the abilities of Backward-Wave-Oscillator spectrometers [1], developed in the Institute of General Physics of the Russian Academy of Sciences, for studying the electrodynamic properties of the SBMM filters. (Some details of the method of BWO-spectroscopy and related references see in the report of Anzin V.B. et al., contributed to this Conference).

BWO-spectroscopy is a nonconventional technique of far-infrared spectroscopy, which employs a radiation «of high quality» — intensive, monochromatic, polarized and frequency tunable. The working frequency range of the technique is $10^{11} + 10^{12}$ Hz. In this spectral range the BWO-spectroscopy is nearly the only one, giving the possibility of reliable and detailed investigation of the characteristics of the filters. Figs. 1 - 4 present a few typical examples of the

![Graph showing transmittivity vs frequency of a tandem of two wire-grid Fabry-Perot interferometers](image)

Fig. 1. Transmittivity vs frequency of the tandem of two wire-grid Fabry-Perot interferometers (high-contrast band-pass filter). The filter separates two closely situated SBMM laser lines of frequencies $f_1 = 8.21 \text{ cm}^{-1}$ and $f_2 = 8.32 \text{ cm}^{-1}$.
BWO-characterization of the filters. We note that in two cases (Figs. 1 and 4) the filters were developed in our laboratory for special purposes:

1) Separation of the two closely situated SBMM laser lines;
2) Express measurement of the wavelength of the SBMM radiation (filter—λ-meter).

Fig.2. Transmittivity vs frequency of the perforated metallic cutoff filter.

Fig.3. Transmittivity vs frequency of the band-pass mesh filter.
Fig. 4. Transmittivity vs frequency of the plane-parallel plates made of a dielectric with low reflectivity, $R = 7\%$ and absorption coefficient $\alpha = 4\pi k/\lambda$ proportional to frequency, where $k = \text{const} = 0.05$. Due to the single-valued relation between transmittivity and wavelength the filter is used as $\lambda$-meter.

Acknowledgement

We are grateful to Dr. F. Keilmann from Max Plank Institute, Stuttgart, for stimulating this work, fruitful discussions and collaboration.

Reference


Dielectric measurements in the submillimeter wavelength region.

DESIGN AND PERFORMANCE OF Ka-BAND INTEGRATED CIRCUIT MIXER

Wang Biao, Zhou Baoqing, Bei Linxie
(Institute of Technical Physics Academia, Shanghai, China)

ABSTRACT

Integrated circuit mixer using a crossbar suspended stripline configuration was developed with GaAs beam lead diodes made in home. Together with an IF amplifier, the system exhibits a 3.1-3.7 dB double sideband (DSB) noise figure over 50-550 MHz IF bandpass with the LO at 33-38 GHz. Integrated circuit building blocks, such as filter, electric probe type transition and matching circuits, were also developed.

INTRODUCTION

The rapid acceleration of millimeter-wave activities has led to a strong demand for low-noise integrated mixers for both civil and military applications. Prior to this, fabricating mixers for this portion of spectrum required the use of packaged schottky diodes or whisker-connected diode array. Because of the drawbacks in reality and repeatability, they don't get general high volume use. The integrated circuit technologies, on the other hand, share none of the aforementioned drawbacks because of the absence of good beam lead diode, and provide the advantages of low noise temperature, low cost, light weight and small size. These also have the potential of direct translation into monolithic circuits and even large-scal integration.

We have developed a ka-band crossbar suspended stripline integrated circuit mixer with the beam lead diodes made in home. Together with an IF amplifier, the receiver front-end exhibits a 3.1-3.7 dB double sideband noise figure over 50-550 MHz IF bandpass with LO at 33-38 GHz. The LO/RF isolation was achieved larger than 20 dB.

To facilitate the mixer development, filter, electric probe type transition, matching circuits, were developed in integrated circuit to form with low insertion loss. The performance of these components will be discussed.

CROSSBAR STRIPLINE BALANCED MIXER

The circuit configuration of our crossbar stripline mixer is shown in Fig. 1. The RF signal is applied to mixer diodes from a waveguide perpendicular to the circuit board. The crossbar configuration is formed by two mixer diodes with opposite polarity connected in series across the broadwall of the waveguide. The diodes are thus in series with respect to the RF signal and in parallel with respect to the IF and LO signals. The IF signal is extracted via a low-pass filter and the LO signal is injected from the other side through an electric
1. Electric Probe Type Transition

The waveguide to suspended stripline transition is an important part of the mixer. An electric probe type transition was investigated, as shown in Fig. 2. It consists of an electric probe inserted into waveguide formed by an extension of the suspended stripline. This idea is very similar to the conventional waveguide to coaxial line transition. By optimizing the probe shape theoretically, broad bandwidth has been accomplished with low insertion loss, and the maximum of insertion loss is less than 0.7 dB as the LO is swept from 30 GHz to 38 GHz. The dimensions of the transition were determined as shown in Fig. 2, where \( a = 7.112 \text{ mm}, b = 3.556 \text{ mm}, 2w = 0.374 \text{ mm}, x_1 = 1.800 \text{ mm}, d_2 = 0.254 \text{ mm}, d_3 = 3.630 \text{ mm}, \ Er = 2.22 \text{ mm}, z_l = 2.1 \text{ mm}.\)

2. Filter Design

To pass the IF frequency with a low insertion loss and reject the LO and RF signals, a low-pass filter is required. In this mixer, the Chebyshev IF filter with a 0.1 dB ripple are computed. The filter performance is optimized through the COMPACT computer program, as shown in Fig. 3 and Fig. 4. The output and input impedances are both 50 ohm.

3. Mixer Design Considerations

To guarantee the cutoff frequency of the dominant waveguide mode (LSM11) of suspended stripline much larger than the frequency band of interest, a cross section of 3.00x1.60 mm\(^2\), a Duroid substrate thickness of 0.254 mm were selected. The cutoff frequency of LSM11 mode is 47.8 GHz.

In mixer design, the performance parameters of primary concern are the operating bandwidth, the conversion loss and the noise temperature. The equivalent circuit model of the crossbar suspended stripline integrated circuit mixer is shown in Fig. 5. To treat this analytically, a special program has been developed for nonlinear and linear analyses of the balanced mixer. The nonlinear analysis is based on multi reflection techniques. Using this program, we can predict the conversion loss, noise temperature, IF and RF impedance for design.

The beam lead diodes we used were provided by the Institute of Metallurgy, Shanghai, China, and the parameters are listed in Table 1.

<table>
<thead>
<tr>
<th>Para.</th>
<th>Rs(ohm)</th>
<th>Cp(pF)</th>
<th>CJ0(pF)</th>
<th>Vb(V)</th>
<th>Is0(pA)</th>
<th>( \phi )(V)</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vol.</td>
<td>5/7</td>
<td>0.06/0.09</td>
<td>0.05/0.07</td>
<td>6.0</td>
<td>1</td>
<td>1.0</td>
<td>1.3</td>
</tr>
</tbody>
</table>

It shows that under fully turned-on conditions, the IF output impedance is about 50 ohm and the RF input impedance is about 100 ohm, while the reactance part being tuned out by sliding short. Waveguide impedance is in the range of 400 to 600 ohm and can be matched to the RF signal input impedance by a reduced-height taper transformer.

4. Mixer Performance

Together with an IF amplifier, a 3.1-3.7 dB double sideband noise figure was achieved over 50-550 MHz IF bandpass with the LO at 33-38 GHz, and the noise figure of IF amplifier is less than 1.5 dB. Fig. 6 shows the performance of the integrated circuit mixer.
The LO and RF ports are isolated each other because of the perpendicularity, and the LO/RF isolation was achieved larger than 20dB.

CONCLUSIONS

The integrated circuit exhibits a state-of-the-art performance for narrow-band operation at ka-band. Because of the lack of broad-band IF amplifier, the performance for wide-band operation has not been achieved, but it is significant to carry it.

REFERENCE

Fig. 1 Crossbar stripline mixer

Fig. 2 Waveguide to suspended stripline transition

Fig. 3 Low-pass filter Circuit Layout

Fig. 4 Predicted Performance of a Low-Pass filter

Fig. 5 Crossbar stripline mixer equivalent Circuit

Fig. 6 DSB noise figure for mixer
Ka-BAND GaAs GUNN MMIC VCO

LaiPing, Wang Maosen, Lin Jinting
(Nanjing Electronic Devices Institute, Nanjing, China)

ABSTRACT
A full monolithic GaAs Gunn VCO is presented in this paper. The designed VCO incorporates a Gunn diode, a Schottky diode, matching network and bias circuit on a 5mmx3mm chip. The Gunn oscillator delivers 2.5mW at 38GHz with the maximum of 3mW at 34.6GHz and the tuning bandwidth of 90GHz. A further improvement may be attained by better process control. This is the first report of a Ka-band MMIC VCO and millimeter wave MMIC at home.

INTRODUCTION
Monolithic microwave integrated circuits fabricated on GaAs substrates have shown several attractive advantages over hybrid technology in the area of cost, size, weight and some RF performance. As the frequency increases to the millimeter-wave range, monolithic technology becomes more attractive because of the smaller size of both lumped and distributed circuit elements. The design, fabrication and RF measurement of a full monolithic millimeter-wave VCO based on a Gunn diode are presented in this paper.

DEVICES
As compared with MMIC using GaAs MESFET, the MMIC based on Gunn device has less requirements for material and the process is much easier. The Gunn structure material used in this MMIC VCO is grown by vapor phase epitaxy on semi-insulating substrate, and a Schottky diode used as tuning element is also fabricated compatibly. Both diodes are circular with diameter about 30 microns and 50 microns, respectively. The concentration (n) width (L) product (nL) is in the range of 3.0 to 3.4X10⁸ /cm². The area of Gunn diode is determined by the maximum safe temperature rise for the Gunn diode's active area and the calculated thermal resistance of the GaAs substrate with the thickness of 80 microns. The diameter of varactor is determined by the zero bias capacitance, which should be chosen to meet provides the maximum tuning bandwidth for the VCO. The cathode connection to two diodes is accomplished using airbridge technology. These bridges are plated to approximately 6 to 8 microns thick to enhance heat sinking.

CIRCUIT DESIGN
The circuit design is accomplished by using of the TOUCHSTONE CAD program. In this simulation, the Gunn diode, airbridge, pad and via hole are defined as a single negative resistance device in the oscillator circuit. The impedance of circuit added to the impedance of the defined negative resistance device must be zero to meet the oscillation condition. The optimization routine is used to determine the size of
A microstrip circuit which meets the oscillation condition and optimum impedance match at desired frequency. Figure 1 shows the performance predicted by the computer simulation. The varactor capacitance can be chosen for maximum tuning bandwidth as predicted by the computer simulation. Its bandwidth is 400 MHz. So far, a full monolithic millimeter-wave VCO can be fabricated as the circuit layout. Figure 2 shows the final layout of the MMIC. Ground returns for both Gunn and varactor diodes are provided by airbridges, ground pads, and via holes. The microstrip line couples the Schottky tuning varactor to the circuit. Varactor and Gunn diode bias voltages are applied through single section RF chokes with cutoff frequency of 20 GHz. An inter-finger microstrip capacitance is used as DC block at the output terminal.

**FABRICATION**

The circuits were fabricated from epitaxial GaAs n+/n/n+ layers deposited by VPE onto undoped semi-insulating liquid encapsulated (LEC) grown substrate. Main fabrication processes of this VCO are introduced as follows:

A. Forming a via hole with 80 microns in depth by PDE.
B. Making the Gunn cathode.
C. Chemical etching unwanted top n+ and part of n layer.
D. Defining the diode geometry and structure by mesa etching away unwanted n layer and bottom n+ layer, selectively.
E. Forming anodes and the microstrip circuit.
F. Making Schottky contact for varactor diode.
G. Making airbridges with high spans.
H. Thinning the substrate to 80 microns and electroplating a 50 microns thick gold layer to form heatsink.
I. Separating the wafer to single chips and mounting.

**MEASUREMENT AND PERFORMANCE**

The monolithic VCO chips were mounted in appropriate test fixtures for DC and RF measurement. The DC and RF characteristic have been measured. A typical DC characteristic of a monolithic Gunn diode is shown in Figure 3.

There are two testing structures used for RF measurement of the monolithic VCO chip, one is the microstrip probe structure, another is the metal probe structure. For both of the two testing structures, the key point is to reduce the transition loss to minimum. The measurement result shows that, when the varactor at zero bias, an output power of 2.5 mW at 38 GHz and 3.0 mW at 34.6 GHz are achieved. The maximum tuning bandwidth 90 GHz is gained with minimum output power 0.6 mW. Frequency spectra of MMIC Ka-band VCO is shown in Figure 4.

**CONCLUSION**

A full monolithic GaAs Gunn VCO is described in detail, including design, fabrication and test. The Gunn VCO delivers 2.5 mW at 38 GHz with the maximum of 3 mW at 34.6 GHz and the tuning bandwidth of 90 GHz. Further improvement may be attained by better process control. Further work is continuing.
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Abstract — Integrated-circuit probe-excited horn-antenna arrays etched in silicon are well developed. They are a very promising class of antenna arrays for millimeter and submillimeter applications. Further development of this technology involves integrating mixers and amplifiers into the antenna arrays. In an effort to develop an antenna-mixer array based on the existing technology, horn structure and various antenna probes inside the pyramidal horns have been examined on scaled model-horns at the microwave frequencies. In this paper, modeling results of horn structure and design principles of these antenna probes have been presented, which include the resonant impedance, the operating frequency, and the bandwidth of the horn antennas. The horn structure design illustrates a new approach in developing quasi-optical antenna-mixer array. These probe measurement results provide a guideline in designing horn probes for millimeter/submillimeter-wave integrated-circuit horn-antenna-mixer arrays.

I. INTRODUCTION

In millimeter/submillimeter-wave systems, because of their shorter wavelengths compared with microwave systems, the waveguide circuits become much smaller, which makes them very difficult and expensive to build. However, quasi-optical components provide a solution to this problem. Millimeter-wave integrated-circuit horn-antennas combine antennas and mixer circuits into a single entity. The design is based on an existing technology by which dipole-excited integrated-circuit horn antennas are made in silicon [1]. The horn antennas consist of probes suspended on a thin oxynitride membrane inside pyramidal horns which are chemically etched in silicon. The antennas are free of dielectric losses and have plenty of space for electronic interconnections between the probes. The aperture efficiency of these etched horn antennas has been improved to 72% [2]. Recent research shows that the experimental results agree well with the theoretical analysis, including radiation patterns and resonant dipole impedances [3]. These types of circuits could be mass produced by standard integrated-circuit technology and will find applications in millimeter-wave imaging systems, remote-sensing, radio astronomy, and communication systems.

The horn-antenna-mixer design requires consideration of horn structure, impedance matching, conversion loss and frequency response of the antenna-mixer circuit. Antenna probes are required not only to couple the free-space wave energy to the mixer circuit but also to provide a suitable impedance, the embedding impedance, to the mixer diodes. This impedance over a wide frequency range is also important for mixer performance because various frequency components exist in the mixer circuits. In order to achieve an impedance-matched antenna-mixer array, the characteristics of the antenna probes inside the horns must be investigated.

II. HORN STRUCTURE DESIGN

In order to avoid the difficulty to supply an LO power at a frequency close to RF, a subharmonically-pumped antenna-mixer array is designed which is pumped by an LO at only half of the RF frequency. Since the RF and the LO frequencies differ by approximately a factor of two, in
Figure 1 The horn structure of the subharmonically-pumped mixer design. One LO horn corresponding to four RF horns; (a) LO horns, the trough made of two silicon wafers is put on the top of the horns. (b) RF horns, monopoles are used for the RF reception.

principle, it is easier to realize the isolation between the RF and the LO. Furthermore, spurious responses associated with the odd harmonics of the LO can be rejected by using an antiparallel diode pair. The subharmonically-pumped horn-antenna-mixer array is shown in Figure 1. It consists of a set of forward- and backward-looking horns facing back to each other made silicon wafers. Every four RF horns are provided with one LO horn which is a rectangular-shaped horn. The spacing between RF horns is $1 \lambda$. Four RF horns, as a sub-array, together with one LO horn, form a unit cell. This design will keep the best symmetry, and the beam patterns of the sub-array will be improved by a factor of 4 compared with that of the single RF horn. Since the size of the LO horns should be twice that of the RF horns, the area between the LO horns is covered by a structure with long trough on each row of the LO horns so as to fill up the space between the LO horns and converge the incoming energy into the LO horns. Every monopole from each of the four RF horns will couple the RF signal down to the LO horn through a coplanar-strip transmission line. A dipole probe is employed to receive the LO. The mixer diodes are located in the center of the LO membrane, and the IF is led out from the ends of the LO horn.

III. Probe Modeling

The impedances of various probes were measured in low-frequency model-horns, which were made of two different types. One type was a 3x3 array made of aluminum, and the other type was a half horn made of copper sheet sitting on a big copper-clad circuit board that was used as an image plane. These two types of modeled horns were used alternatively, depending on the feed location of the probe inside the horn. The modeled design frequency is 5 GHz. The horn opening is $1 \lambda$, and the probe is placed inside the horn about 0.37 $\lambda$ away from the apex. Measurements were made on an HP 8510 Network Analyzer. The probe configurations are shown in Figure 2 and the measured probe impedance plotted on the Smith chart are illustrated in Figure 3.

Frequency Tuning — Figure 2(a) shows a monopole in a full horn. The impedance is plotted as a function of the monopole length on the Smith chart (Figure 3(a)). The resonant resistance of 16 $\Omega$
is achieved at the monopole length of 0.22 λ. In comparison, the resonant resistance of a lossless monopole on a ground plane in free space is 25 Ω for a monopole length of 0.25 λ. Figure 2(c) shows a half dipole in a half horn. The impedance is plotted as a function of the half-dipole length (Figure 3(c)). The resonant resistance is 25 Ω at the half-dipole length of 0.20 λ. Since the voltage across the half dipole in the half horn is half that in a full horn, the measured impedances are only half of the actual impedances; therefore, for a dipole in a full horn, the resonant resistance is 50 Ω at the full-dipole length of 0.40 λ. This result was verified by millimeter-wave measurements [2] and theory [3]. This dipole probe also provides a very good matching impedance for the mixer diode pair.

**Impedance Tuning** — Figure 2(b) shows a folded monopole in a full horn. The impedance is plotted as a function of the monopole-probe length (Figure 3(b)). A resonant resistance of 50 Ω is obtained for a monopole length of 0.19 λ. This resistance matches the impedance of two mixer diodes connected in antiparallel. Hence, this folded monopole is suitable for LO reception in a fundamentally-pumped antenna-mixer-array. Figure 2(d) shows a half folded-dipole in a half horn. The impedance is plotted as a function of the half-dipole length (Figure 3(d)). The resonant resistance of 68 Ω is obtained at the half-dipole-probe length of 0.18 λ. For the same reason stated above, the resonant resistance of a full folded-dipole in a full horn would be 136 Ω at the full-folded-dipole length of 0.36 λ, compared with 200 Ω for a lossless folded dipole in the free space. This folded-dipole impedance needs to be transformed to be about 200 Ω to be used as an RF reception element in a balanced fundamentally-pumped antenna-mixer-array design.

**Broad Bandwidth** — Figure 2(e) shows a fan-probe in a full horn, which is designed as a broadband probe-excited horn-antenna. By tuning the flare angle and width of the fan, a resonant resistance of 65 Ω has been obtained at the design frequency of 5 GHz. The return loss is better than 10 dB over a frequency range of 2 GHz. Figure 3(e) shows the impedance plotted as a function of frequency.

**Probe Loading** — Figure 2(f) shows a half loaded-dipole in a half rectangular horn, to be used potentially for LO reception in the subharmonically-pumped antenna-mixer. The dipole probe was loaded with a short stub on the end near the horn sidewall to compensate for the capacitive

![Figure 2 Probes inside pyramidal horns: (a) monopole, (b) folded-monopole, (c) half dipole, (d) half folded-dipole, (e) fan-probe, (f) half loaded-dipole inside a rectangular horn.](image)
Figure 3 The probe impedance plotted on the Smith chart. (a) monopole, (b) folded-monopole, (c) half dipole, (d) half folded-dipole, (e) fan-probe, (f) half loaded-dipole inside a rectangular horn.

Impedance of the relatively shorter dipole-probe. Figure 3(f) shows the impedance plotted as a function of frequency. The resonant resistance of 18 $\Omega$ is achieved at the loading-stub length of 0.08 $\lambda$, which corresponds to 36 $\Omega$ for a full loaded-dipole in a full horn. This loaded-dipole can be used to match the impedance of two mixer diodes connected in antiparallel. A half loaded-folded-dipole in a half rectangular-horn was also tested. The resonant resistance of 54 $\Omega$, or 108 $\Omega$ for a full loaded-folded-dipole, was obtained at the loading-stub length of 0.12 $\lambda$. This probe could provide a suitable matching impedance for single-diode mixers.

IV. CONCLUSION
All these impedance measurements indicate that the presence of the horn increases the effective length of the probe element, which agreed well with the millimeter-wave aperture efficiency measurements [2] and the theoretical analysis [3], in which a dipole probe was used as an antenna element. They also indicate that the resonant frequencies can be controlled by changing the length of the probes or loading the probes, and that resonant resistances can be increased to a reasonable matching range by folding the probes. The fan-probe design indicates that the bandwidth can be increased by changing the probe width. These modeling measurements illustrate the probe design principles in an extended frequency range and provide very useful options in choosing probe elements in integrated-circuit horn-antenna-mixer arrays.
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ABSTRACT
Parameters, capabilities and possible technical applications of millimeter-wave integrated circuits based on a dielectric slotted waveguide are discussed.

INTRODUCTION
In this work we employ the sputtering technique for fabrication of integrated circuits at millimeter wave band. The main characteristic feature of the proposed circuits as compared with the known variants is application of a dielectric slotted waveguide (DSW) as a base transmission line (fig.1).

At first the various elements based on the DSW have been suggested and investigated. These elements have been successfully used for designing and fabrication of a broad class of millimeter-wave integrated devices including passive and quasi-optical elements, semiconductor diodes, ferrites, radiators, etc. In particular the sputtering technique is very attractive for fabrication of the antennas and beam shaping networks.

Due to ease of fabrication the devices such as the transmitters and receivers have comparatively low cost and at the same time possess the quite acceptable technical capabilities at millimeter wave band. Besides they have sufficiently low weight and small dimensions.

That is why the devices based on the DSW are very promising in those applications when the cost, weight and dimensions are the most desirable capabilities while the magnitude of the received signal is large enough. Various types of meters such as velocity-, distance-, displacement-, vibration-, humidity meters, etc. are most suitable to satisfy this requirement.

Some first variants of the detector receiver, homodine transmitter-receiver and humidity meter have been already tested by experience. The obtained results obviously show that at millimeter waves the proposed integrated devices can successfully compete with analogous devices based on microstrips, fin-line and metal waveguide.

ELEMENTS AND THEIR CAPABILITIES AT $f = 30-70$ GHz

Passive Elements

A waveguide (fig.1):
- transmission loss: $8-10$ dB/m, $\varepsilon=9.6$, $\lambda=8.0$ mm
- ($\lambda$ is the free-space wavelength)
- transmission loss: $20-25$ dB/m, $\varepsilon=9.6$, $\lambda=4.0$ mm
- transmission loss: $4-5$ dB/m, $\varepsilon=3.84$, $\lambda=8.0$ mm
- transmission loss: $10-12$ dB/m, $\varepsilon=3.84$, $\lambda=4.0$ mm

A directional coupler (fig.2):
- directivity: 40 dB
- longitudinal dimension: $1.5\lambda$
- operating frequency band $f_{\text{max}}/f_{\text{min}} \leq 3.0$

A rectangular waveguide adapter (fig.3): wide-band narrow-band
- operating frequency band $\Delta f/f_0$
  - $0.4-0.5$
  - $0.1$
- input VSWR: $\leq 1.3$
- insertion loss: $0.5$ dB
- dimensions: $(1.5-2)\lambda$, $0.5\lambda$
A ferrite resonance isolator (fig. 4):
- insertion loss (0.7-1.5) dB
- reverse loss ≥ 30 dB
- operating frequency band Δf/f₀ 0.05
- longitudinal size 1.5λ

Resonators (fig. 5):
- Q-factor 3000
- characteristic size (1-1.5)λ

Auxiliary elements of the channel are Y,T joints, stepped and tapered impedance transformers, short-circuited stub, turning, matched load, etc.

Elements with Semiconductor Diodes

A detector section based on the Shottky diodes (fig. 8):
- VSWR (1.2 - 1.3)
- volt-watt sensitivity 10⁻³ V/W
- operating frequency band Δf/f₀ 0.2
- equivalent noise power 10⁻¹⁰ W/Hz

The IMPATT oscillator based on a metal waveguide with output to DSW produces the power about 150 mW.

Antennas and Beam-Shaping Networks

A multichannel divider of lens type:
- loss (0.5 -1.0) dB
- number of channels 10 - 16

A fan-shaped antenna:
- efficiency 0.9-0.95
- antenna aperture efficiency 0.8
- dimensions of radiating curtain (48x0.5) mm
- beam width (7x60)°

A narrow-beam antenna:
- efficiency 0.85-0.9
- antenna aperture efficiency (0.6-0.7)
- dimensions of radiating curtain (48x120) mm
- beam width (2.8x7)°
- gain 22.5 dB at f=62 GHz
INTEGRATED DEVICES

Velocity Meter.

Dimensions of the microwave block are 220x70x15 mm. A range of measured velocities is from 5 to 300 km/hour. Distance to the object: 300-500 m. Resolution (0.1-5.0) km/hour. There is digital output or autonomous indication. This meter may be used for measurement of motor transport velocity.

The velocity meters (fig. 8) include an IMPATT oscillator of the continuous signal (O) with the output power about 100 mW, balancing mixer (diodes D1, D2), circuit of signal distribution (double directional coupler (DDC)), shorts (S1, S2), beam-shaping network and high-directional antenna (A). The operating frequency is 60 GHz.

The velocity meter represents a homodine transmitter-receiver including the antenna with the beam width of (7x3)°. The frequency of the alternating voltage on the diodes D1, D2 is equal to the Doppler shift of the radiated signal. Measuring this frequency one can determine the velocity of the moving object.

Humidity Meter

Dimensions of the microwave block including an oscillator and immersed to liquid sensing unit are 80x24x20 mm. A range of measured humidity is (0 - 20)%. Resolution is (0.02-0.1%). There is autonomous indication of humidity. It is possible to place an analogy to digital converter and pass information to a computer.

The humidity meter (fig. 9) includes a microwave oscillator (O), detectors (D1, D2), isolator (I), sensing element (SE), matched load (M) and directional coupler (DC). All the devices except of the oscillator are simply fabricated on the base of ceramic layer (ε=9.6) with the dimensions...
The central operating frequency is 60 GHz.

The meter measures electromagnetic wave attenuation in the SE, attenuation depends on the humidity of the liquid. Thus measuring the voltage on the diodes D1 and D2 it is possible to determine the liquid humidity.

Superior requirements to the frequency and power stability of the oscillator are unnecessary. So it allows to decrease the cost of the device using such simple oscillators. Measurement results do not almost depend on the chemical composition of the liquid. The meter can be used for humidity measurement of various liquids such as oil, spirits and so on.

![Double Channel Speed Meter](fig9)

Dimensions of the microwave block are 120x30x50 mm. A range of measured velocities is from 3 to 150 km/hour. Resolution is not more than (1-3)%.

This meter may be used for exact measurement of motor transport velocity.

The speed meter (fig.10) includes an IMPATT oscillator of the continuous signal (0) with the output power about 20 mW, two directional couplers (DC), two-input fan-shaped antenna (5x15)° (A), two diodes (D1, D2), Y-divider (Y) and shorts (S1, S2). The operating frequency is 61.25 GHz.

Application of the double-channel scheme of the speed meter permits to decrease the measurement error caused by displacement of the means of transport in the plane that is perpendicular to the direction of their motion.

![CONCLUSION](fig10)

Thus the parameters and capabilities of some elements and devices in integrated performance at millimeter waves are presented in this paper. The elaborated electrodynamic models and computer programs allow to analyze and design the various structures based on the DSW using the scattering matrices technique. The calculated and experimental results obtained in the work stimulate further researches in this field.
APPLICATION OF CO\textsubscript{2} LASER TO FORMATION OF SILICON COBALT RESISTIVE FILMS

A. Medvid', T. Puritis, J. Kuupuža, M. Gregis, A. Kalnac

Thermal treatment is used in microelectronics technology to stabilize electric parameters of the resistive films [1], however, too high temperature, destructive for other integrated circuit elements is necessary to optimize the resistive films.

The destruction can be avoided by the local selective laser heating due to large difference in the absorptance and reflectance of an integrated circuit elements (metallic paths, p-n junctions, resistive films etc.) as well as their strong wavelength and intensity dependence.

Some results of experimental and theoretical investigation of laser heating of the silicon cobalt films are reported there.

The silicide films just after sputtering are amorphous ones. The temperature resistance coefficient (TRC) of these films is negative and resistance themselves is rather temporaly instable. Crystallization of the silicide films into highest cobalt silicide CoSi\textsubscript{2} improves the parameters of films. The resistance of films is reduced by factor of 5 to 6 and TRC passes through zero value.

Experiments were carried out on films prepared by ion plasma sputtering in argon atmosphere from alloy containing 27% Co and 73% Si (atoms). This composition after laser treatment transforms into CoSi\textsubscript{2} with addittional 19% Si. Such deviation from the stoichiometry gives resistive layer with TRC near to zero (TRC of CoSi\textsubscript{2} is positive).

Experimental samples were prepared on 4CO μm Si substrata. The 0.6 μm SiC\textsubscript{2} thermal oxidate was formed on the substratum. The resistive layer of thickness C.01 μm, mostly 0.08 μm was sputtered on the SiC\textsubscript{2} layer and coated by second SiC\textsubscript{2} layer of thickness 0.6 μm. The samples represented rectangles (3 x 9 mm) with vacuum deposited Al contacts on the ends for resistance measurements.

The most suitable radiation for given structure was concluded from calculations to be that of Q-switched CO\textsubscript{2} laser, since at first 99.8% of radiation is absorbed in the SiC\textsubscript{2}-Co+Si-SiC\textsubscript{2} layers while only 0.2% in the silicon what must protect p-n junctions on the same silicon substratum; secondly the temperature field over...
heated layers is nearly uniform just after laser pulse and that excludes fast cooling of the structure and amorphism of resistive films. Therefore the Q-switched CO$_2$ laser with wavelength 10.6 $\mu$m was used.

Laser treatment causes decrease in the reflectance as well as increase in absorptivity of the resistive film [2]. The resistance of film reduces, but TRC changes from negative of about $-10^{-3}$ I/K to positive one less than $10^{-5}$ I/K. The surface resistance (curve I) and transmittance (curve 2) are plotted vs. intensity of incident laser radiation ($\lambda = 10.6 \mu$m, pulse duration 150 ns, peak power 1 MW) in figure I. Both the surface resistance and transmittance of resistive layer reduces monotonously with intensity of radiation up to 9 MW/cm$^2$. The reflectance also reduces from 40% to 30% while absorptivity increases by factor of 1.5, but TRC becomes positive ($<10^{-5}$ I/K) at that intensity. Both curves in figure I tend upwards at sufficiently high intensity. It can be related to the destruction of the resistive film.

It is seen that the optical checking and control of the process (curve 2) is more sensitive than electrical one, (curve I) because significant change occur at smaller intensity.

The electron photoemission studies showed that the electron exit work reduces by factor of 2 after laser treatment. It confirms the chemical combination is formed.

The temperature field dynamics of the four layer structure SiO$_2$-Co+Si-SiO$_2$-Si was studied theoretically in dependence of laser pulse energy and intensity, absorptance and thickness of each layer. The heat conduction equation

$$C(T) \frac{\partial T}{\partial t} = \lambda(T) \frac{\partial^2 T}{\partial x^2} + \omega e^{-\kappa x}$$

where $C$ is the heat capacity, $\rho$ is the density, $\lambda$ is the heat -
conductivity, and $K$ is the absorptivity, was solved for given four-layer structure with layer thicknesses $S_1, S_2, S_3$ and $S_4$. Numerical solution of the equation was obtained neglecting heat exchange to environment as well as reflection of radiation on the interfaces. Two extremes were considered to estimate possible variation of temperature field due to variation of parameters of Co+Si layer during laser pulse: 1) the structure of Co+Si layer is the same as the initial one during laser pulse, 2) chemical reaction happens just at the beginning of a laser pulse so that radiation is absorbed in the layer of the final structure. Besides, it was assumed that $S_2 < S_1 + S_3$ and $S_2 < l$, where $l = \sqrt{(\Lambda t)/\epsilon \gamma}$ is the distance of heat propagation in the Co+Si medium during laser pulse.

The absorptivity was found experimentally for either extreme to be $2 \times 10^6$ I/m and $3 \times 10^6$ I/m respectively. Other parameters are not critical. They were accepted to be those of final structure and estimated considering the excess silicon to be concentrated in cubic inclusions uniformly distributed over CoSi$_2$ layer.

The temperature field for both first (a) and second (b) extremes at various times $t$ is sketched in figure 2. The fusion temperatures for each layer (dashed lines) are indicated in the figure.

It was taken for calculations: $S_1 = S_2 = 600$ nm, $S_2 = 80$ nm, $T = 150$ ns, intensity of radiation $1.75 \times 10^{10}$ W/m$^2$. The intensity of radiation was taken to reach temperature in the Co+Si near to fusion temperature of CoSi$_2$ - Si eutectic.

It was obtained from calculations: 1) the temperature fields differ very slightly for both extremes; 2) the maximum temperature occurs in the Co+Si layer while silicon substratum is heated up
insignificantly during laser treatment.

Conclusions:
1) Absorption in a Co-Si layer is not resonance absorption;
2) Fusion and successive destruction of the resistive layer happens at energy above optimum for treatment;
3) Laser treatment is cumulative one: the same effect can be reached by repeated treatment with less intensity, however, the threshold intensity must be exceeded;
4) Since at least one SiO₂ layer is necessary, it indicates that the thermal effect is important, although resistive layer isn’t melted out. On the other hand, thermal treatment takes much more time as laser treatment. So it is reasonable that a photo-thermo-chemical reaction is involved.
5) The optical methods, i.e. measurement of either reflected or transmitted radiation, are most convenient to check the procedure of chemical reaction in the resistive film.

ACCURATE ELECTROMAGNETIC SIMULATION OF OPEN RESONATORS
LOADED WITH DIELECTRIC SLABS AND PERIODIC GRATINGS

Alexander I. Nosich
Bilkent University, 06533 Ankara, Turkey
(on leave from the Institute of Radiophysics and Electronics,
Ukrainian Academy of Sciences, Kharkov, Ukraine)

The paper deals with theoretical investigation of wave scattering and diffraction from combined two-dimensional scatterers such as finite collection of nonclosed metal circular cylindrical screens placed into a plate-parallel dielectric medium or containing a periodic diffraction grating. These scattering problems are simulating the electromagnetic behaviour of various active and passive devices based on inhomogeneous open resonators. From somewhat different point of view the same structures serve as models of open waveguides like dielectric slab containing metal scatterers purposed to forming certain special features of radiation pattern or mode conversion coefficients.

Geometry of considered problems is clear from Figures 1 and 2. A material slab has a sandwich-like structure and house a finite number of screen-shaped scatterers both inside and outside the slab. Each screen is assumed to be perfectly conducting and zero-thickness, of arbitrary width, radius and orientation, and does not intersect the boundaries of layers. Some particular scattering geometries of this kind represent an open two-mirror resonator with a dielectric slab, reflector antenna with point-source excitation near a plane dielectric interface, and finite-element grating coupler in a dielectric waveguide. These structures are analysed in detail, and the results cover characteristics of mode conversion and scattering, radiation patterns, etc., for H-polarized excitation.

Solution is obtained by a numerical-analytical approach combining Green's function technique with that of dual series equations for screen surface current functions. Inverting a part of initial operator leads to regularized algebraic equations solvable numerically with any desired accuracy.

Another relative class of scattering problems is formed by screen-shaped scatterers near a periodic grating modelling cavities of millimeter wave oscillators such as kurotron. Green's functions of various gratings are available numerically, and this gives an opportunity to apply a modified approach to account properly the effect of grating.
OPTIMIZATION DESIGN AND EXPERIMENT FOR 3MM QUASI-OPTICAL POWER COMBINER OF SOLID-STATE SOURCES

Chong-tian Ju, Qiao-min Wang*
Li-ming Lai, Hai-zhen Li, Hai-wen Zhang, Ying Liu
Dept. of Electronics Science, Nankai Univ. Tianjin 300071
* Computer Center, Tianjin Univ. Tianjin 300072, P.R. China

ABSTRACT
It is described that a novel and compact combiner with quasioptical open resonators in this paper. The combiner combines effectively output power of active solid state devices to produce a RF single frequency and strong power signal. Phase coupling has been accomplished and RF power exceeded the sum of the individual diode outputs. This paper lays stress on explaining the theory and method of optimal design for the key assembly, source-array of the combiner.

INTRODUCTION
As operating frequency increasing into the millimeter and submillimeter range, the mode density of closed cavity increases, mode separation decreases, and excitation of single frequency oscillation in the cavity becomes increasingly more difficult. However, quasioptical combining techniques offer an effectual way to overcome the limitations. Many plans may be adopted for the quasioptical power combiner. A novel and compact power combiner is shown in Fig. 1. It consists of a concave spherical reflector with a diameter for aperture of 10.6 cm, a radius of curvature of 21.2 cm and a hybrid concave reflector with spacing L.
The latter (by the name of input reflector) includes a circular plane with diameter of 5.0 cm and a concave spherical reflector with a diameter for aperture of 10.6 cm, a radius of curvature of 21.2 cm. Gunn diodes are fixed in niches of the inner surface of the input reflector. A well-designed for source-array(mirche) not only can gain higher output power of desired mode and larger fractional power, but also can make the combiner arrangement more compact and practical. (The fundamental power is denoted by $P$, and the fractional power is denoted by $F$. The fractional power of the combiner is defined as the power ratio of the fundamental mode to all of the modes.)

**THEORY AND METHOD OF DESIGN**

The combiner gets the optimum combining results, only when the following problems are solved well. 1). A suitable impedance transformation set should be adopted to make active devices creating high RF energy as possible in the cavity. For the packed diodes, the more they create RF energy to approach their normal value, the better.

2). The field in the cavity must be satisfied optimum phase coupling relation. The stable and strong fundamental mode oscillation may be set up in the cavity, only when the RF signals stimulated by every active devices in the cavity have fit phase distribution to superpose effectively the power of the fundamental modes and cancel the power of other modes each other.

3). On the hand, the active devices radiate RF signals in the cavity respectively, on the other hand, are acted by the strong RF field in the cavity at the same time. Only when this action (named as the activation) is proper, every active devices can radiate the strongest RF signals and can't be hurt or destroyed by the RF field.

Next, it is done to realize impedance matching between the quasi-optical cavity and the load.

We start with fluctuant equations, using the concrete boundary conditions in the cavity, and look for the basic design formulas for the combiner from the point of combination between electromagnetic field and equivalent circuit. Then we adopt the "global" optimization design method to compile many kinds of practical computing programs in Fortran language for $N \times N$, $N \times (2N)$ source arrays of the combiner (to see appendix A please). The sizes for the cavity are determined using following formulas (1)

$$\frac{R}{W_m} = \sqrt{\frac{R^2}{(2R-L)L}}^{-1/4} \quad 0 \leq \left|1 - \frac{L}{R}\right| \leq 1 \quad L = \frac{\lambda}{2} q$$
\[ P_{m,n} = \left\{ q + (m+1) \frac{\cos^{-1} \left\{ \frac{1}{x} \left( \frac{L}{R} \right) \right\}}{2L} \right\} \]

The design for the source-array has accomplished using following formulas according to the "global" optimization rule (to see references 2)

\[ P = \left( \frac{N \times H}{P} \right) \cos^2 \exp \left\{ -\left( \frac{x^2 + y^2}{R} \right) \right\} \]

\[ \eta = \frac{P}{(N \times H) \times 10} \]

\[ R_{\text{mn}} = \sqrt{\frac{2}{\sqrt{\text{min}}} \times \frac{1}{W} \times H_m(2x_p)H_n(2y_p) \exp \left\{ -\left( \frac{x^2 + y^2}{R} \right) \right\}} \]

\[ R_{\text{oo}} = \sqrt{\frac{\sqrt{2}}{\pi} \times \frac{1}{W}} \]

**EXPERIMENT**

We have repeatedly done the experimental exploration for eight kinds of the structure of the combiner source-array, and realized successfully phase couple. The measuring circuit for characteristics of the combiner is shown in Fig.2.

**CONCLUSION**

The output power of the combiner exceeded the sum of individual diode outputs. Although, the matching problems between the niches and the cavity haven't been fully solved, the results of this work show that the combiner described above has potential and stupendous merits.
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**APPENDIXES**

A). The flowchart for optimization design of the array of the combiner is shown in Fig.3.
B) The specificity of the combiner is shown in Table(1).
C) Fig. 4 illustrates the fractional power coupled into the fundamental mode for three different source-array configurations containing 3x3, 5x5, and 7x7 active devices in regular rectangular arrays by Gaussian weight sources.

Fig. 4 The fractional power of the combiner
Fig. 4 shows the increase of power as the number of sources increases.

<table>
<thead>
<tr>
<th>G</th>
<th>N x N</th>
<th>d (mm)</th>
<th>P (W)</th>
<th>( P_{\text{MAX}} ) (W)</th>
<th>( \eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3x3</td>
<td>4.1</td>
<td>9.4</td>
<td>0.48</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>5x5</td>
<td>2.9</td>
<td>44</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>7x7</td>
<td>2.1</td>
<td>154</td>
<td>0.52</td>
<td>1.0</td>
</tr>
<tr>
<td>4</td>
<td>3x3</td>
<td>4.9</td>
<td>21.2</td>
<td>0.83</td>
<td>0.7</td>
</tr>
<tr>
<td></td>
<td>5x5</td>
<td>2.9</td>
<td>155</td>
<td>0.86</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>7x7</td>
<td>2.1</td>
<td>600</td>
<td>0.85</td>
<td>3.8</td>
</tr>
<tr>
<td>6</td>
<td>3x3</td>
<td>4.5</td>
<td>30.2</td>
<td>0.91</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>5x5</td>
<td>2.9</td>
<td>204</td>
<td>0.93</td>
<td>1.4</td>
</tr>
<tr>
<td></td>
<td>7x7</td>
<td>2.1</td>
<td>760</td>
<td>0.93</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 1. The specificity of the combiner
Note: Here \( \eta \) is different from the combining efficiency of conventional waveguide cavity power combiner.
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DESIGN CRITERIA OF THE NEAR-MILLIMETER WAVE QUASI-OPTICAL MONOLITHIC DIODE-GRID FREQUENCY MULTIPLIER ARRAY

R. J. Hwu and L. P. Sadwick
Department of Electrical Engineering
University of Utah

Introduction
Increased interest in the near-millimeter region, defined as wavelengths from 3 mm to 300 μm, has stimulated the development of sensitive heterodyne receiver for a wide range of applications in radio astronomy, plasma physics, radar and satellite-based radiometry. The heterodyne receiver requires a moderate power level from its local oscillator system. The power requirement is too high for a single diode multiplier combined with a low frequency source. To overcome the power limitations of a single-diode multiplier, spatial power combining [1,2] of the outputs of large planar arrays of nonlinear frequency multiplication devices has been implemented by the design of a diode grid [3,4]. Thousands of diodes were integrated with a periodic grid in this approach to investigate the possibility of producing watt-level CW output power in the near-millimeter wave region. This is an attractive approach-combining the power of each distributed device using monolithic integrated circuit techniques, thereby resulting in potentially low-cost fabrication and small-size realization. Ideally, this approach should provide inexpensive, watt-level CW output power, solid-state sources in the near-millimeter wave region. Low-loss quasi-optical structures are used for filtering, matching, and terminating the multiplier circuit [3,4], because waveguide, stripline or coaxial structure become lossy and extremely expensive to fabricate as the frequency is increased beyond 100 GHz. The quasi-optical structures are eminently suited to LO applications in near-millimeter systems in which quasi-optical diplexing structures are commonly employed.

The efforts on the development of monolithic diode-grid frequency multiplier arrays can be divided into two major areas [5]. The first area is in the improvement of the device structure of the individual frequency multiplication element, the second area is in the development of the diode-grid array design. In the improvement of the device structure, the barrier varactor structure was proposed to replace the hyper-abrupt Schottky diode structure due to its stronger C-V nonlinearity, and the possibility of providing back-to-back operation for the higher harmonic (odd-harmonic) generation. Two types of barrier varactors have been studied. One is the Barrier-Intrinsic-N+ (BIN) diode which is a transit-time-limited device [4,5]. The other is the modified BIN diode with a doped epilayer replacing the intrinsic epilayer of the BIN structure, which is a dielectric-relaxation-time-limited device [6]. In the development of the diode-grid design, a full 2-inch wafer, instead of part of a wafer, was used to fabricate the diode-grid [4,5]. The diode-grid design with a back-to-back configuration which does not require dc biasing lines was also implemented [4,5]. Only one metal contact was, therefore, needed in the fabrication process. In this paper, the limitations and optimum designs related to these two aspects of the development of the monolithic diode-grid frequency multiplier array will be discussed. Potential problems related to these two aspects of the development of diode-grid frequency multiplier arrays along with the associated device physics will be presented in this paper.

Device Concept
The Barrier-Intrinsic-N+ (BIN) diode incorporates a thin undoped semiconductor layer (I) on a heavily doped layer (N) serving as a back contact. On top of the undoped layer, there is an ultrathin electron-blocking barrier layer (B) in contact with a metal top layer [7-9]. With the low doping region, the action of the device depends upon the charge which is injected from the substrate into the epitaxial layer under forward bias. The device can be switched rapidly between two capacitance states which correspond to accumulation of electrons at the barrier and depletion of the intrinsic layer, respectively, by the applied bias. This results in a highly nonlinear capacitance-voltage characteristic which is needed for efficient harmonic generation.
Back-to-Back Diode Configuration

1. Capacitance-Voltage Characteristic

Due to the blocking barrier of the BIN structure, two diodes should be able to operate back-to-back generating a symmetrical capacitance-voltage curve. The sharp spike in the capacitance-voltage curve eliminates even harmonics and thus favors tripling operation. In addition, the height and width of this capacitance-voltage curve can, in principle, be adjusted by doping control alone. This arrangement needs no external ohmic contact, thereby making a highly efficient frequency tripler in which the efficiency should not degrade with high fundamental power. Only one metal layer is required which greatly simplifies the fabrication task [4,5]. In addition, no idler is needed in the circuit design, again making the circuit construction much simpler [4,5]. This back-to-back configuration is considered to be a very important feature of the BIN diode-grid frequency tripler array. The back-to-back diode configuration results in a much smaller ratio of $C_{\text{max}}/C_{\text{min}}$ (a factor of 2) and smoother (i.e., lower gradient slope) C-V characteristic which, therefore, reduces the nonlinearity which is utilized to generate harmonics.

2. Cut-Off Frequency

The operation of one single diode is very different from that of two back-to-back connected diodes [5]. To determine this effective series resistance, a series of high-frequency impedance measurements were performed on one single diode, as well as on two back-to-back diodes. The high-frequency impedance measurements were performed employing an impedance analyzer. The value of the effective series resistance is determined to be between 1.5$R_s$ and $2R_s$.

Frequency Limitations

1. GaAs Barrier-Intrinsic-N⁺ Diode (Transient-Time-Limited Device)

The basic action of the BIN diode varactor is the movement of mobile space charge into the epilayer under forward bias conditions and out of it under reverse bias conditions [5]. The maximum cut-off frequency of the BIN diode is determined by the time it takes electrons to cross the epitaxial layer (i.e., $\nu_d/d_{\text{dep}}$). It is then clear that the maximum cut-off frequency of a BIN diode is strongly dependent on the epilayer thickness and saturation drift velocity [5].

In the GaAs BIN diode structure, a Mott barrier is formed by a thin intrinsic layer sandwiched between the metal contact and a charge sheet created by selective doping [8,9]. The original structure proposed for the BIN diode tripler [5] has an aluminum metal gate in intimate contact with a layered GaAs structure consisting of a 300 Å thick undoped GaAs, a 100 Å thick 2x10¹⁸ cm⁻³ heavily doped n⁺ layer, another 1500 Å thick undoped layer, and a thick heavily doped n⁺ region grown on top of a semi-insulating GaAs substrate. The electric field distributions of this structure under different bias conditions have been studied [5]. From the device simulation results, the electric fields in the epitaxial layer is fairly high. Due to the symmetrical nature of the back-to-back BIN structure; when one diode is reversed biased, the other diode will be forward biased. Assuming the pertinent fields being those in the transition region between accumulation of electrons at the barrier and full deplion of the epilayer, an average electric field value of $50 \text{ kV/cm}$ was determined. The corresponding drift velocity value of $1x10^7 \text{ cm/sec}$ for a GaAs BIN diode with an epilayer thickness of 1500 Å was then used. The drift velocity value was taken from the Monte Carlo simulation results of lalnati et al. [10].

The intrinsic cut-off frequency and series resistance of the back-to-back connected GaAs BIN diode with the original structure are close to 100 GHz and 200 $R_s$ (an average drift velocity of $1x10^7 \text{ cm/sec}$ is used), respectively. Therefore, it is very unlikely that the back-to-back GaAs BIN diode will be useful as a highly efficient near-millimeter wave frequency tripler [5].

2. GaAs Modified Barrier-Intrinsic-N⁺ Diode (Relaxation-Time-Limited Device)

The transition from a transit-time-limited device to a dielectric-relaxation-time-limited device occurs when the Debye length becomes less than the epilayer thickness of the BIN diode structure. The modified BIN (MBIN) structure (with a doping level higher than $1x10^{16} \text{ cm}^{-3}$ in the epitaxial layer of the BIN structure) is no longer a transit-time-limited device and actually behaves in a similar fashion to a Schottky diode (a dielectric-relaxation-time-limited device) [6]. The GaAs MBIN diode structure discussed here has a sheet charge doping of $2x10^{18} \text{ cm}^{-2}$ which is the same as that of the original GaAs BIN diode structure. The GaAs MBIN structure with an undoped barrier region thicknesses of 400 Å
and an epitaxial layer thicknesses of four times of the undoped barrier region thicknesses (1600 Å) (needed to gain a reasonable capacitance ratio for the back-to-back operation) has been studied. The GaAs MBIN diode structures have weaker C-V nonlinearities than the original GaAs BIN diode structure. As mentioned before, the MBIN diode is a dielectric-relaxation-time-limited device. The mobility decreases and, thus, the resistivity and relaxation time increase when the field in the epilayer region is higher than the critical field. Therefore, the electric field in the epilayer needs to be kept smaller than the critical field to avoid the degradation of the speed and device performance during the operation of the MBIN diode frequency tripler. Due to this consideration, the operation of these MBIN diodes are limited to low pump amplitudes. The optimum operating power level is determined with an epilayer electric field in the MBIN structures being less than the critical field. It should be pointed out that the low pump amplitude here corresponds to an input power per diode possibly higher than that for an individual GaAs BIN diode due to the small input impedance of the MBIN structure. The intrinsic cut-off frequency of the back-to-back GaAs MBIN diode designs under a back-to-back configuration at low pump amplitude operation is \( \approx \) 3.4 THz.

Monolithic Diode-Grid Frequency Multiplier Array Design

The general feeling about the development of monolithic diode-grid frequency multiplier arrays is that the larger the wafer size is (the larger total number of diodes) that one can use to fabricate the diode grid, the higher is the total output power one would obtain. In this section, the temperature distribution on the diode-grid substrate is studied to determine the possibility of increasing the total output power by increasing the wafer area (i.e., increasing the total number of diodes).

In the monolithic diode-grid frequency multiplier array approach, a metal grid is utilized to integrate output power of a large number of solid state devices. The problem of solving the temperature distribution on the grid is similar to the problem of finding the steady-state temperature distribution on a conduction cross section heated by a Joule heat source [11]. The temperature distribution on a diode-grid substrate has been analyzed under the assumption that there is perfect heat sinking at the four edges of the substrate. From the simulation results, the temperature distribution on the substrate is proportional to the input power.

1. Monolithic Back-to-Back GaAs BIN Diode-Grid Frequency Tripler Array

In the last two years, fifteen GaAs BIN diode-grid frequency tripler arrays have been fabricated with high-frequency measurements performed on each wafer. The highest tripling efficiency obtained was 8.5% at an output frequency of 100 GHz [12]. This wafer was destroyed shortly thereafter by pumping it with too much power. While efforts have been devoted to repeat this result with additional samples, it has not been possible to reproduce the results of this measurement; in fact, no output power has been detected at a frequency of 100 GHz from any of the other wafers. Through this study, however, it was noticed that power could be obtained at the output port (W-band detector) before the detector was shielded from the input source radiation. It was further observed that once the detector was completely enclosed and sealed by absorbers the detected power disappeared. At least part of the results obtained from this particular sample are therefore believed to be due to scattered source power (third harmonic) sensed by the diode detector since no effort had been taken to shield the detector from random radiation at that time. It should be noted that the cut-off frequency and series resistance of these GaAs BIN diodes were determined to be 600 GHz and 33 Ω, respectively, assuming an average drift velocity of \( 3 \times 10^7 \) cm/sec [8,9]. A maximum tripling efficiency of 24% at an output frequency of 100 GHz was therefore predicted for these GaAs BIN diode-grid tripler arrays [12].

This section intends to explain the experimental observation that little or no output power was observed from the above GaAs BIN diode-grid tripler arrays. The average drift velocity decreases dramatically with increasing temperature. This has been investigated experimentally by Windhorn et. al. using the microwave-time-of-flight technique [13]. Based upon the temperature distribution simulation, the peak temperature on a diode-grid substrate is determined to be higher than 200 °C if the input power is 30 W on an area of 15 cm² which are close to the amount of input power and the area of the GaAs BIN diode-grid design on a 2-inch wafer used in the above frequency tripling experiments, respectively. It should be pointed out that the reason of using such a high total input power in the original GaAs BIN diode-grid tripler array experiment is due to the use of optimistic drift velocity value of \( 3 \times 10^7 \) cm/sec proposed originally [8,9] to estimate the device series resistance and cut-off frequency. From the
temperature distribution results, the temperature distribution on the GaAs BIN diode grid is very high and the drift velocity is further reduced. Based upon the result of Windhorn et. al. [13], the value of 6x10^6 cm/sec should be used to calculate the intrinsic cut-off frequency and series resistance of the GaAs BIN diode-grid frequency tripler array. The calculated series resistance (using a saturation velocity value of 6x10^6 cm/sec) have been shown to be more in agreement with the high-frequency impedance measurement results performed [5]. The calculated intrinsic cut-off frequency also agrees well with the GaAs BIN diode-grid frequency tripling experimental results. The intrinsic cut-off frequency and series resistance of the GaAs BIN diode-grid tripler array used in the previous experiments are close to 60 GHz and 330 Ω (an average drift velocity of 6x10^6 cm/sec is used), respectively.

2. Monolithic Back-to-Back GaAs MBIN Diode-Grid Frequency Tripler Array

It should be pointed out that due to the relatively low input impedance of the device, the optimum pumping power is high for each diode. It is impossible to fabricate a diode grid on a full 2-inch wafer due to the lack of an available power source and the extremely high temperature distribution on the diode grid. The GaAs BIN diode structure does allow larger wafer area integration (larger number of diodes integrated) compared to the MIBN diode structures due to the small pumping power required. However, due to the relative low intrinsic cut-off frequency, the high frequency performance of the GaAs BIN diode is poor in comparison to that of the MBIN diode.
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ABSTRACT

In this paper, a new kind of compound microstrip quasi-optical power combiner, which is that the radiant power of many two-device microstrip oscillators is combined in the quasi-optical resonator, is proposed. Experiments indicate that output power and resonant frequency have relation to the size of each two-device microstrip oscillator and the place of devices. The combining powers are 250(mw) using four Gunn devices and a combining efficiency of about 60% has been achieved at X-band.

I. INTRODUCTION

Conventional waveguide power combiners are limited in power output, efficiency and number of sources that may be combined in the millimeter-wave region. In order to obtain high-power, solid-state sources must use large numbers of devices. On the other hand, quasi-optical resonators have linear dimension large compared to wavelength and they offer an attractive approach to overcome these limitations. Several different approaches to quasi-optical power combining have been developed by researchers during the last one decade[1]-[8]. More recently a planar quasi-optical approach has been suggested for combining the output powers of millimeter wave device[4]. Two types of quasi-optical arrays have been reported to date[5]. One uses a distributed oscillator approach in which the devices are mounted in a periodic grid structure [6] and placed in an open quasi-optical cavity. A second approach involves arrays of coupled individual oscillator elements[7]. In this paper, we present for the first time a new kind of compound microstrip quasi-optical power combining structure, which uses many two-device microstrip oscillators. We report the results of experiments with an X-band model consisting of four Gunn diodes.

II. COMBINER CONFIGURATION

To investigate the feasibility of our approach, the configuration of the X-band resonator is shown in Fig. 1. The resonator consists of two surfaces which are large in terms of the operating wavelength. One surface is a perfect planar reflector, the other reflector is an opposing concave spherical mirror. Fig. 2 shows the structure of the planar reflector. There is a dielectric medium which high is 1(mm) and relative permittivity is 2.8 on the planar reflector and there are two microstrip patches on the dielectric. The size of the microstrip patch is a X b. The output power is extracted by a waveguide at the center of the spherical mirror.
The device operation principle can be more clearly described by a simple equivalent circuit (Fig.3). $\mathcal{L}, C$ and $R$ are the four parameters of the equivalent circuit of quasi-optical resonator. $E_d$ and $C_d$ are the parameters of the equivalent circuit of each Gunn device. The oscillation frequency was calculated using the equivalent circuit shown in Fig.3.

The resonator proposed here has the following advantages: a large number of devices can be mounted, it has a large heat dissipation capacity and has a simple biasing circuit and construction.

III. EXPERIMENT

Following table 1 shows the combining power and frequency with the different size of microstrip patch and the place of each device using two X-band Gunn diodes. We obtain that the size of each two-device microstrip oscillator and the place of each device have a large effect on the output power and resonant frequency. The same time (see table 2), we have succeeded in power combining for up to 4 diodes (2 x 2), obtaining an output power is 250(mw) at 10.758 GHz and a combining efficiency of about 60% (combining efficiency= output power/the sum of power of each device in normal waveguide resonator).

IV. CONCLUSION

A new kind of compound microstrip quasi-optical power combining oscillator is presented. A simple equivalent circuit was used to predict the oscillation frequency of devices with an acceptable degree of accuracy. It is expected that the monolithic quasi-optical technology will be an important tool in achieving reproducible low-cost, high-performance devices operating at millimeter wave and even higher millimeter-wave frequencies.
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Fig. 1. The resonator configuration

Fig. 2. The structure of the planar reflector

Fig. 3. The equivalent circuit

**TABLE I**

<table>
<thead>
<tr>
<th>Power (mW)</th>
<th>Frequency (GHz)</th>
<th>Efficiency</th>
<th>a x b (mm)</th>
<th>V (V)</th>
<th>d (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>8.785</td>
<td>57%</td>
<td>14 x 9</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>32</td>
<td>10.515</td>
<td>58%</td>
<td>14 x 6.5</td>
<td>9.2</td>
<td>14</td>
</tr>
<tr>
<td>30</td>
<td>12.4</td>
<td>67%</td>
<td>16 x 9.2</td>
<td>10</td>
<td>14</td>
</tr>
<tr>
<td>152</td>
<td>11.15</td>
<td>69%</td>
<td>14.2 x 10</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Power (mW)</th>
<th>Frequency (GHz)</th>
<th>Efficiency</th>
<th>a x b (mm)</th>
<th>V (V)</th>
<th>d (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>250</td>
<td>16.735</td>
<td>60%</td>
<td>22 x 11</td>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>
A SOLID-STATE GENERATOR WITH A QUASIOPTICAL DIELECTRIC RESONATOR

S.N. Kharkovsky and A.Ya. Kirichenko

Institute of Radiophysics and Electronics, Academy of Sciences of the Ukraine, 310085 Kharkov, the Ukraine

Dielectric resonator (DR) with lowest modes finds many applications in oscillator designs at microwave frequencies due to the temperature-stable, high permittivity materials, availability of low-cost /1/. However, the most DR applications are in the range of 2 to 20 GHz. The degradation of Q-factor, decrease of the DR dimensions with increase in operating frequency limits the use of DRs with lowest modes for mm wave range.

In this work we present a new mm-wave range solid state generator which appeared as a result of the purposeful research of oscillating systems adequate to this range and effectively conjugated with semiconductor diodes.

In our generator electromagnetic oscillations are realized by Gunn diodes or IMPATT-diodes. Resonance conditions are provided by a quasi-optical dielectric resonator (QDR) in a form of dielectric semidisks with a metal mirror. In a two-diode module (Fig.1) diodes 1, 2 are positioned in separate rectangular grooves in the mirror 3 and they excite in a semidisk 4 poor dissipated azimuthal modes of the high order (for example, the distribution of the electric field of the mode with the azimuthal wave number \( n = 9 \) is shown by dash lines in Fig. 1). These modes are of the "whispering gallery" type. Since modes are formed by the "sliding" traveling waves inside the dielectric corresponding to small incidence angles their reflection factor practically equals to 1. That is why these fields are localized in the vicinity of the resonator side surface and the resonator has a high value of Q-factor. The output of the energy is carried out by means of the dielectric waveguide (DW).

One may assemble a multi-diode generator from one- or two-diode modules by means of distributed electromagnetic coupling between semidisks mounted on a general mirror. It provides generation of high-stable electromagnetic oscillations with a frequency of the range 10-150 GHz and summarization of powers of a great number of Gunn diodes or IMPATT-diodes.

The experimental investigations are carried out in the 8 mm wave band. The QDR dimensions are as follows: the radius \( R \sim 5 \lambda \), the height \( \lambda \).
- $H \leq \lambda$ ($\lambda$ is the length of the wave in the resonator).

Fig. 2 shows electronic tuning frequency $f$ and output power $P$ of EH oscillation of the two-diode Gunn generator (curves 1). Operating frequency is approximately 40.02 GHz, maximum output power is 150 mW. These characteristics are compared with measured frequency and output power versus voltage $V$ of one diode in the reduced-height rectangular waveguide (curves 2) and of the one-diode module with QDR (curves 3). As the Figure shows output powers of one-diode generators (dashed curves 2 and 3) differed slightly. In the case of two diodes summation of their powers and stabilization of the operating frequency are observed.

A mechanical tuning of frequencies of the generator with QDR is accomplished by several methods. For example, the DR can be used in the form of two dielectric semidisks on a general mirror (Fig. 3). The resonance frequencies of the odd (even) type oscillations are monotonically increased (decreased) with the decrease of the distance $d$ between the semidisks (dashed curves in Fig. 4 for the mode with the azimuthal wave number $n = 4l$). The tuning of the generation frequency (approximately 2%) is accomplished in the generator with diodes displaced in the middle of the QDR system (continuous curve $f$). The output power change is shown in Fig. 4 (continuous curve $P$).

**Conclusion.** A possibility of designing a solid-state generator on the basis of semidisk quasioptic dielectric resonator has been shown in the mm-wave range. It is a new class of the solid-state generators which have a good perspective at short mm-wave range. The device can be designed by means of hybrid-integral technology and conjugates effectively with integrated circuits of the mm-wave range.

**References.**

Ferrite and semiconductor devices of quasioptical type construction has its specificity which is connected with the transformation of working type of modes into highest ones. That is why it is necessary to provide for the regularity of active element switching on in the cross-section of the quasioptical line. In other words the ferrite and semiconductor element must be executed in the form of a flat-parallel structure, which completely overlaps the cross-section of a transmission line.

In this connection it is preferable to use Faraday rotator of plane of polarization combined with the polarization divider in form of a cruciform ramification of the quasioptical line of transmission with small-mesh diffraction grating in diagonal cross-section [1], which allows to realize a wide set of functional devices of different types. In these conditions a polarization plane turning angle $\Delta = 45^\circ$ is characteristic for nonreciprocal circulator (Fig. 1a) and isolator (Fig. 1b), and at $\Delta < 90^\circ$ there are properties of reciprocal switch (Fig. 1c, 1d). The parameters of similar devices are determined by attenuation in the line of transmission, polarization divider, material, by the losses in the process of transformation into the highest modes as well as by the presence of reflections from the ferrite element. And it should be mentioned that the last factor is of particular importance, while the contribution of other components may be minimized. Girotrropic character of the magnetized ferrite leads to the difference in wave resistances of medium for the polarized in clockwise weves of the right and left directions of polarization plane rotation, in connection with the matching of the ferrite element in quasioptical transmission line represents a nontrivial task.

We have suggested a matching method [2], based on utilization as a ferrite element of multilayer structures in the form of gyrotrropic resonators Fabri-Pero, which can be independently adjusted for each of the orthogonal field components.
Based on such structures, in the frequency band 140 GHz there have been developed a quasioptical circulator, isolator and channel selector switch for oversize waveguide with a round cross-section of 10λ diameter with the mode $H_{11}$ [3]. The ferrite element, exercised in a form of a system of four yttrium ferrite disks with the summed up thickness of ≈ 6λ, provided for the polarization plane turning angle $\leq 45^\circ$ at outer magnetic field strength $H=8000$ A/m, introducing losses into the line, which are no more then 0.3 dB.

For circulator (Fig. 1a) summed up losses in the device in frequency band 0.5% are 1 dB (Fig. 2, curve 1), and here the channel discrimination (curve 2) is no more than 22 dB. The similar parameters are characteristic of isolator (Fig. 1b) and switch (Fig. 1c). In the latter case the switching of working regimes is exercised during the switching of the outer magnetic field. In order to eliminate the shunting effect of short-circuiting turn, formed by the walls of the waveguide, the latter is made of dielectric with a thin conducting cover ($\sim 2*10^{-4}$ mm) on the interior surface. The time of switching in such a device was $10^{-8}$ s.

Another class of switching devices of quasioptical type is based on utilization of the photoconductivity in semiconductors. In this case a semiconductor plate is installed in the diagonal cross-section of the cruciform ramification of a quasioptical transmission line. In absence of optical pumping, the electromagnetic wave from the input arm passes with small losses semiconductor plate, the thickness of which is chosen to be equal to the half of wavelength in the material, and then it arrives at the direct output arm. Optical radiation is provided through side arm, as a result of which the concentration of non-equilibrium carriers in the semiconductor increases and the wave is reflected from the plate into the side output arm. Electrodinamic characteristics of a similar device have been studies in the frequency band 140 GHz. and the semiconductor plate was made of Ge (ε = 15.7; $\sigma = 45$ Ω·cm) and Si (ε = 11.5; $\sigma = 150$ Ω·cm). In absence of optical pumping and in case of ramification in H-plane, the losses in electromagnetic energy transmission from input arm into direct output arm were 0.3 dB (for Ge) and 0.8 dB (for Si) and bandwidth in this case was equal to 12% and 20% accordingly. In case of optical pumping the losses electromagnetic energy transmission from input arm into side output arm are determined by a density of radiating power, and their
dependance on the flow of photon power is shown in Fig. 3 (smooth-curve-calculation, dots-result of experiments). As can be seen, in order to make losses less than 1 dB, the density of photon flow must be more than $10^{49}$ cm$^{-2}$s$^{-1}$, which corresponds to power $\sim 1$W.

In case of impulse optical pumping it is necessary to take into consideration the velocity of non-equilibrium carrier generation, which at small periods of time of the optical radiation action, leads to encreasing of the necessary value of intensity. Numerical solution of continuity equation for this case for impulse duration $\tau = 10^{-7}$ s allows to determine the distribution of non-equilibrium carrier concentration and, by holding reflectivity factor $\sim 1$ dB to determine the necessary photon flow density, which should be not less $10^{-20}$ cm$^{-2}$s$^{-1}$, which exceeds by an order of magnitude the corresponding intensity value in case of stationar optical pumping. For the chosen parameters the necessary power of optical pumping source $\sim 300$ W.

Such a device has been experimentally made in frequency band 140 GHz based on oversize waveguide with round cross-section of 10$\lambda$ diameter with the mode $H_{10}$, and as a source of optical pumping there was used a semiconductor injection laser GaAs, maximum radiation for which corresponds to the wavelength $\lambda = 0.9$ $\mu$m which well agrees with the spectra of photoconductivity of Ge and Si. Recovery time in such a device at the level 10 dB is $(1-5) \times 10^{-6}$ s and losses are no more than 1 dB.

The date provided in the paper confirm the good prospects for the use of Fraday effect in ferrite and for the use of the mechanism of photoconductivity in semiconductors while creating quasi-optical ferrite and semiconductor devices of millimeter and submillimeter wavelength band.
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The solving of some problems of radiophysics and millimeter and submillimeter wave techniques put forward higher requirements to the sources of electromagnetic radiation. On the first place it concerns the spectrum characters. The high stability of frequency oscillation can be reached with the help of outer synchronization of the frequency by frequency standard. The other way of achievement of the high stability frequency of signal is the rising unloaded Q-factor of oscillating system of generator. This way allows to solve several problems at the same time. In particular high Q of oscillating contour decreases the level of frequency noise near from the carrier frequency. The short-term and long-term stability of the frequency is defined with the stability of geometry dimensions of the resonator and the value unloaded Q. Hermetisation and termostabilisation decrease essentially the influence of the outer destabilisation factors on the long-time stability.

The results of the analysis characteristics of the solid-state generators with quasi-optical oscillation system are considered in this paper. The resonator of the generator consists of a smooth spherical mirror and mirror that is made up of two echelettes at angles 45° to the resonator axis. It is the sphere-corner-echelette open resonator (1). The calculations of the amplitude and phase of electromagnetic field in this resonator are described in this report. This calculation shows that the allocation of the electromagnetic field in the aperture of the slot depends on the coupling factor (the size of the slot) in the case of the excitation of the resonator on the resonance frequency. The mechanism of the excitation of oscillations in this resonator with the help of Gunn-diode or IMPATT-diode was examined. It has been allowed to solve the optimisation problem of the internal active element placement in the dispersion open resonator with the grating.

The Calculation of the Transitions between the Quasi-Optical Waveguides

Vladimir K. Kiselyev, Taras M. Kushta
Institute of Radiophysics and Electronics
Ukrainian Academy of Sciences
12 Acad. Proskura st., Kharkov, Ukraine

The quasi-optical waveguides of the class of "hollow dielectric channel" (DC-waveguide) [1], namely the hollow dielectric waveguide (HDW) [2], the metal dielectric waveguide (MDW) [1, 3] etc., are widely used for the transmission of the electromagnetic waves of mm and sub-mm ranges. Many devices are created on the basis of such transmission lines and an actual task is the conjugation of the quasi-optical lines, in particular ones, which are fulfilled on the DC-waveguides of the same type having the different sizes of the transversal section.

The main task of this work is to apply the well-known method of the examination of the non-regular transmission lines [4], to the DC-waveguides of the variable section.

According to the paper [4], the amplitudes of the spurious waves, which arise in the result of the scattering of the operating mode with the index \( m \) by the final part of the waveguide of variable section, are defined by

\[
P_j \approx \frac{h_m(0)}{h_j(l)} \exp(-i \gamma_j(l)) \int_0^l \left( \frac{\gamma_j}{h_m} \right)^{1/2} \exp(i (\gamma_j - \gamma_m) dz \tag{1}\]

where \( h_k(z) \) is the propagating constant of the mode of the number
The coordinate axis \( z \) is the axis of regular waveguides connected by the transition. Its origin coincides with the beginning of the non-regular region. The formula (1) with the supere sign leads to \( P(l) \) at \( j>0, j \neq m \) and it leads to \( P(0) \) at \( j<0 \) with the down sign. Now it necessary to calculate the coupling coefficients \( S_m \) in the limits of non-regular region. Let us take the expression for the coupling coefficient of the waves in the waveguide, that filled by piecewise homogeneous medium, as the initial formula [3]

\[
S_m = \frac{1}{2h_j (h_j - h_m)} \int_C \left( (\varepsilon - 1) (E^m_z E^j_z - E^m_z E^j_z) + \frac{\varepsilon - 1}{\varepsilon} E^m_n E^j_n \right) ds \quad (2)
\]

Here \( E^k_z, E^k_z, E^k_n \) is the values of the \( z \)-field component of the mode of index \( k \) at the interior boundary of the channel of the regular waveguides, \( \nu(z) \) is the tangent of the angle between \( z \)-axis and the tangent to the boundary surface, that is perpendicular to the cross-section circuit, \( \varepsilon \) is the permittivity, \( z, n, s \) are local transverse coordinates along the medium boundary on the circuit \( C \).

The boundary condition of the impedance type, which for the normal component of \( z \)-field at \( n=0 \) have the next form [3]:

\[
\frac{\partial E_n}{\partial n} = \begin{cases} 
  k \frac{(\varepsilon - 1) \frac{1}{2}}{\varepsilon} E_n & \text{for HDW} \quad (3a) \\
  -k \frac{(\varepsilon - 1) \frac{1}{2}}{\varepsilon} \tan(kd(\varepsilon - 1) \frac{1}{2}) E_n & \text{for MDW} \quad (3b)
\end{cases}
\]

where \( k=2\pi/\lambda \), \( \lambda \) is the wavelength, \( d \) is the non-resonant dielectric layer thickness in MDW, \( \varepsilon \) is the permittivity, of the channel wall of DC-waveguide.

Taking into account that the condition \( h_m/k \ll 1 \) is satisfied in DC-waveguide, let us introduce, analogously to the work [5], in which the problem of the propagating of the electromagnetic
waves along the Earth was considered, the parameter \( \varepsilon_{\text{eff}} \) means of which the boundary conditions for DC-waveguide will be written in the next general form:

\[
\frac{\partial E_n}{\partial n} = \left( \frac{\varepsilon_{\text{eff}}}{\varepsilon_0} \right)^{1/2} E_n.
\]

From here, in particular for the above-mentioned bondar structures taking into account \((3a, b)\) it is easy to receive the next evident expressions for \( \varepsilon_{\text{eff}} \):

\[
\varepsilon_{\text{eff}} = \begin{cases} 
\varepsilon^2/\varepsilon - 1 & \text{for HDW} \\
-\varepsilon^2 \text{ctg}^2 (k d (\varepsilon - 1)^{1/2})/\varepsilon - 1 & \text{for MDW}.
\end{cases}
\]

Substituting into (2) the values of \( \varepsilon \)-field component and \( \varepsilon_{\text{eff}} \) for \( \varepsilon \), we find the coupling coefficients \( S_{ij} \), and so the amplitudes of spurious waves \( F_j \).

As an example the circular tapered transition \( \mu(s) = (a_2 - a_1)/l \), where \( a_1 \) and \( a_2 \) are the radii of the interior channels of DC-waveguides, that are conjugated), in which \( EH_{sm} \)-modes of DC-waveguide propagate \([1]\), was considered.

In Fig. 1a,b the concrete examples of the calculating of the amplitude of the spurious waves for the dominant \( EH_{11} \)-mode versus the length of the round tapered transition with the parameter. \( 2a_1 = 12 \text{mm}, 2a_2 = 20 \text{mm} \), are presented. Fig. 1a corresponds to HDW with \( \varepsilon = 2.3, \text{tg} \delta = 0.05 \) (carbolite), fig. 1b corresponds to MDW with \( \varepsilon = 3.03, \text{tg} \delta = 0.01 \) (mylar). The calculations have been done for \( \lambda = 1 \text{mm} \) and antiresonant dielectric layer thickness \( (2\varepsilon d (\varepsilon - 1)^{1/2} = \pi/2) \).

Formulas, have been received by us, allow to do the calculations of the transitions with another forms of the transverse section and to examine the possibility of the optimization of the transition about the minimum of the loss to transformation of operating modes into the spurious ones.
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A NEW TYPE OF AN OPEN RESONATOR FOR MM- AND SUB-MM-WAVELENGTH RANGE ELECTRON DEVICES

V.P. SAZONOV
Research and Production Corporation "Istok"
Fryazino, Moscow region. 141120

1. INTRODUCTION

Open resonators made as two flat and parallel to each other mirrors were for the first time employed in 1958 in designing sub-mm-wavelength range molecular amplifier and oscillator [1]. Following application of open resonators were in gyrotrons [2] and orotrons [3]. These devices feature a principle of protracted interaction of electrons with microwave field. Microwave electronics also widely employs a principle of short-term interaction of electrons with microwave field as well. For instance in the klystron-type electron devices. Well-known types of open resonators, however, do not permit to use them in electron devices featuring short-term interaction of electrons with microwave field. Therefore the task of this paper comprises the insight into this problem and the seeking of its suitable solving.

2. THE PRINCIPLES OF DESIGNING FOCUSING OPEN RESONATORS (FORS)

An analysis of various types of open resonators has shown the possibility to attain a suitable solution to the above-mentioned problem using the focusing of an electromagnetic field. Following this process, the necessity to maintain an electromagnetic field arises for the possibility to its subsequent application in effecting its short-term interaction with an electron stream. To secure a focally-converged field a horn can be used, and to effect the electron interaction with a field there can be employed, for instance a closed waveguide's section connected to a horn through holes in its walls. Applications of the mentioned techniques result in a structure of a focusing open resonator (FOR) shown in Fig.1.

Fig.1. Focusing open resonator.
1. A concave mirror. 2. An electric field.
3. A horn. 4. A waveguide's section.
5. A hole for the electrons to pass.
6. Microwave power input contact.

The question naturally comes,
whether the generation of stable oscillation in the offered resonator is possible. The answer to this question follows based on the possible application of the theory of open resonators [4]. Assume the appearance of a standing wave in the offered resonators. Then in the opening of a horn, in the cross-section \( \partial O_2 C \) (Fig.1), for instance, there may appear an electric node. Theoretical substitution of a spherical surface for this cross-section will result in a system comprising two mirrors - a concave one with a curvature radius \(-R_1\), and a convex one with a curvature radius \(-R_2\), and with interval between them \(-\partial\) (Fig.1). The theory of open resonators says that this system sees the generation of stable oscillations, if the relationships are met: \( \partial < R_1 < \partial + R_2 \), i.e. in this system comprising a spherical concave mirror and a horn with a section of a short-circuited waveguide, oscillations will be stable, if the center of a curvature radius of a spherical mirror (point \( O_1 \)) is located on the axis inside a horn, i.e. in the interval between a neck which is a center of a wavefront's curvature in a horn (point \( O_2 \)), and a center of a horn opening (point \( O_3 \)).

An approximate analysis of the properties of an offered FOR has shown that the diameter \( D_R \) of a horn and the diameter \( D_M \) of a mirror have to be connected through the relationship: \( D_M D_R \geq 4 \partial \lambda_p \), where \( \lambda_p \) is a resonance wavelength. It approximately follows that \( \pi \lambda_p / 2 = \partial + R_2 + p \), where \( \pi \) is an integer Q-factor of a resonator comprises about: \( Q = 2 \pi (\partial + R_2 + p) \), where \( \delta \) is a summed relative loss for

3. THE RESULTS OF EXPERIMENTAL STUDIES OF A FOCUSING OPEN RESONATOR

To experimentally study a FOR, a special mock-up has been designed and produced. A resonator's prototype features following basic dimensions. The length of a conical horn - 27 mm. An angle of a horn opening 30°. The length of a waveguide connected to a horn - 3 mm. Waveguide dimensions - 2.4 x 1.2 mm. The diameter of a horn's outlet - 15.5 mm. Mirror's radii of curvature - 50 - 100 mm. A spherical mirror's diameters - 65 - 100 mm.

An excitation of a resonator has been effected through a waveguide's section connected to a horn. This connection has been adjusted by a diaphragm \( D \), having a hole. This diaphragm is 0.05 mm in thickness, and a hole has a diameter 0.8 mm. Fig.2 shows the results of experimental studies at the 3.2 mm - wavelength. Dashed vertical lines indicate critical locations of a mirror's curvature center.

The left line shows the coincidence between the centers of a mirror's curvature and of a horn's wavefront. The right line shows the location of a mirror's center of curvature in the center of a wavefront at a horn's outlet. As the limits of existence of stable oscillations are being approached step by step, Q-factor drops, and the resonance oscillations do not occur at these limits. The insertion between a horn and a mirror of a cardboard cone (Fig.2), coated with a conducting layer with a surface resistance 300 - 400
Ohms, did not affect a resonator's properties. Measurements of a characteristic wave impedance \( \mathcal{Z} \) in the gap using a method of disturbances gave \( \mathcal{Z} = 5 \) Ohms, and this value is not far from estimations. Shunt-impedance for an optimum structure comprises about 40 kOhms.

4. FOR - BASED ELECTRON DEVICES.

Based on a FOR there can be designed a number of the Foro klystron type devices [6]. Fig.3 shows a multicavity Foro klystron with FORs located along a spiral, not interfering with each other. Changing form of a space housing an interaction of an electron stream with microwave field, can give various device combinations. Foro

---

7.3. Quadraticity amplifier Foro klystron

1. A power source  
2. An electron gun  
3. A magnetic pole piece  
4. An electron stream  
5. A mirror  
6. Bellows  
7. An absorbing screen  
8. A horn  
9. A collector  
10. A vacuum seal  
11, 13, 15, 16. Focussing resonators
twistron [7], for instance. Applications of an elliptic mirror with two horns located in the focus of an ellipsoid can result in the production of a FOR-based FOR oscillator [8]. See Fig. 4.

![Diagram](image)

Fig. 4. An oscillator with a two-horn elliptic mirror.

1. A power source.  2. An electron gun.
3. A magnetic pole piece.  4. An electron stream.
5. A drift tube.  6. A collector.
7. Two horns in the foci of an elliptic mirror - B.
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The elements of the diffraction quasioptics (EDQ) [1] are intended for transformation of incident wave fronts into the required ones. The EDQ operation principle is based on creation of specifically chosen discrete phase delays over the wave front. There are three main types of EDQ (by the principle of disposition with respect to the propagation direction of the electromagnetic wave) [1]: transverse (made mainly on a flat surface), longitudinal-transverse (made on an arbitrary curvilinear surface) and longitudinal (representing a system of screens located along the direction of the electromagnetic wave propagation). The EDQ can operate both in the "transmission regime" and the "reflection regime". According to the application the EDQ can be of amplitude (binary) and phase inversion type.

The main physical properties of the EDQ, development at our Institute, are briefly surveyed in the present work.

The principle of the EDQ construction is founded mainly on the laws of geometric optics and is described in literature [2,3,4] rather in detail. It should be noted that the problem of restoration of the EDQ phase profile by the preset focusing properties refers to the class of incorrect problems and it has no single solution even in the simplest cases [5]. For mathematical modeling of the EDQ physical properties and carrying out of numerical experiments in order to find out the main laws of diffraction of the EDQ electromagnetic waves a scalar approximation is used. The structure of the field formed by the high-transmission EDQ in the region of observation is defined on the basis of strict calculation of Fresnel-Kirchhoff diffraction integral by a special algorithm the essence of which is considered in [6] as an example of the wave diffraction on the flat axisymmetric EDQ. In some cases for the fast modeling of
frequency-forming EDQ properties (mainly for the analysis of their aberration characteristics) a geometric theory of diffraction is used [7]. The problems of the numerical experiment technology and the structure of the computer complex are represented in [8].

Let's consider some general properties of the EDQ. The characteristic features of the EDQ are the following: a low inherent thickness of a phase profile (making the value in the order of the radiation wavelength), a low weight, low absorption losses of microwave power in the EDQ material, the possibility of the large-sized EDQ construction (up to several meters), lower required precision of the phase profile creation in comparison with mirrors, the possibility of the EDQ construction on the surface of the arbitrary shape, high electromagnetic compatibility of different EDQ, their noise immunity and so on. As the transformation of the wave front incident on the EDQ takes place only due to piece-constant or piece-continuous phase modulation this causes the appearance of frequency properties, that is the dependence of the space position and the shape of the focusing region on the wavelength of radiation incident on the EDQ [9].

This fact is especially important in the range of mm-waves where monochromatic radiation sources are usually used. Moreover, the frequency properties of such elements can be controlled by selecting the method of synthesizing of the EDQ phase profile [4], changing the EDQ surface shape, the values of this surface sagging deflection and its orientation in space; it's possible both to enhance them and to create super wideband systems. We should note that the value of the EDQ spectral resolution at a great number of Fresnel zones on its aperture is defined by the formula of the diffraction grating.

Another important property of the EDQ, constructed on the curvilinear surface is the dependence of the longitudinal resolution on the value of the sagging deflection and space orientation of this surface [9]. As far as the transverse resolution (with respect to the optical axis) is concerned, these EDQ are the diffraction-limited elements and their resolution is characterized by the diffraction limit [6]. It should be mentioned that at a low number of Fresnel zones the EDQ resolution is even
better than the Airy's formula yields.

The possibility the EDQ construction without axial symmetry allows to realize focusing systems with space-frequency dependence of the focusing region position [10]. Besides the EDQ are not obligatory analogous to microwave lenses and mirrors (that is, they are used not only to focus the radiation into the point of diffraction-limited sizes but to provide the focusing of the incident radiation into 3D region of arbitrary shape [3]). As the EDQ are capable to operate both in near- and far-field zones the mentioned property allows to create systems of forming of the radiation pattern of rather exotic shape.

One more characteristic feature of the EDQ is the dependence of their diffraction effectiveness on the number of the phase quantization levels of the incident wave front. This allows not only to choose the complexity of the EDQ construction depending on their specific application but to redistribute the energy by different diffraction orders. Besides, the selection of the mentioned parameter and the selective properties of the EDQ at the operation with the radiation including several multiple harmonics [11] can be controlled. It is possible to use one and the same EDQ for operation with the radiation of several multiple wavelength, to mix them in one and the same focusing region and so on.

The EDQ capability to combine properties of several different focusing systems is one more important feature. For example, it's possible to create a dynamically changeable shape of the focusing region by combining two 1D EDQ [12], to realize polarization-sensitive mm-optics [13], to construct EDQ operating simultaneously in IR- and mm-ranges and so on.
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ELEMENTS OF THE DIFFRACTION QUASIOPTICS.
PART 2: THE MAIN APPLICATIONS

Minin I.V. and Minin O.V.
Institute of Applied Physics, Novosibirsk, 630117, USSR

Let's consider some classes of typical mm-systems based on certain physical properties of the EDQ.

Systems of plasma diagnostics. A diagnostics system on the basis of the off-axis EDQ [1] is rather effective for investigation of plasma formations, for example, in problems connected with the controlled thermonuclear synthesis, of operation of magnetic hydrodynamic generators and so on [2]. In such a system the angular separation of probing trajectories, the plasma diagnostics in a local region simultaneously at several close wavelength through one and the same antenna are fulfilled due to the usage of space-spectral-focussing properties of the EDQ with off-axis position of the focusing region [3]. This allows to carry out experiments on the backward and bistatic scattering, to obtain the information on space and energetic properties of plasma, its dynamics and so on. Besides, when necessary the EDQ can be used simultaneously as a focusing device and a special packer investigations in reacting media, on ballistic tubes [2] and so on.

Another type of millimeter and submillimeter systems is based on the EDQ capability to provide the radiation focusing in the arbitrary space configuration. This allows to create systems of microwave retaining of plasma in the arbitrary region, devices for obtaining microwave-discharges of complicated 3D configuration and some others [4].

Systems of quasioptical radiovision. Mm-systems of direct quasioptical radiovision are based on the high-effective diffraction radiolenses, the requirements to the radiolense are started in work [5]. The combination of the focusing and frequency EDQ properties [6] allows to realize the construction system of radioimages of 3D objects in real time [7]: a vertical
image scanning is carried out, for example, by electronic polling of the receiver arrays and a horizontal image scanning is carried out by moving the object; and a look by depth of scene essentially exceeding the depth of the radiolens sharpness is carried out by frequency scanning (by deviating the wavelength of the radiation sources).

Antenna systems. The EDQ are capable to form the antenna pattern of arbitrary shape. In such antennas the pattern scanning can be provided in the range not less than $\pm 20^\circ$ due to the shifting of the radiation receiver position, and antenna amplification changes not more than by 1.5 dB and the level of the side lobes changes insignificantly [8]. The advantages of antennas on the EDQ basis are the absence of the aperture blockage (as in systems of Cassegrain antenna type), the simplicity of their manufacturing. Frequency properties of the EDQ which considerably increase the noise immunity of antenna systems, allows to control their frequency selectivity, noise characteristics and so on are of importance. Besides as the EDQ can work in the "transmission regime" they can be used as a radio-transparent cap for protection of a relevant equipment against the environment action: that is, it's possible to escape the direct action of this environment on the radiation receiver (or radiation source), to reduce requirements to the conditions of their maintenance. As the EDQ can be constructed on the surface of the arbitrary shape such antennas combine their properties with the properties of the radome. This is important in particular for a considerable reduction of the wind loads on the large sized antennas, for a distortion reduction of the antenna pattern caused by a special radome and so on. The possibility of construction of such nonmetal antennas of different designs plays a great role. For example, it makes possible to manufacture antennas for automobile radars to be used in fogs, rains and so on. The aerodynamic properties and design of the antenna are defined by the application and the shape of the automobile.

Such antenna can be widely used in communication systems of different application, in radio transmitting systems (as wave front correctors as well), in report television systems, systems
of duplex communication and other fields of national economy. Satellite TV is one of the promising fields of application of antenna systems on the EDQ basis using practically all above mentioned characteristic features. A variety of antenna shapes, their aesthetical and structural accordance with the interior of flats, private cottage and different buildings, rather high technical parameters allow to realize a great number of antenna systems for reception of the satellite TV programs not only of classical microwave range but of mm-range as well [8].

Mm-systems for scientific investigations. The range of millimeter and submillimeter waves is characterized, in particular, by the fact that the EDQ diameter-to-the radiation wavelength ratio is the same as that of integral optics elements. This allows, for example, to carry out the development and simulation of properties of the relevant optical system as their manufacturing is considerably simpler in mm-range than in IR- and optical ranges. Thus on the basis of the EDQ it's possible to construct a set of planar optical logic elements for optical polychromatic computers [9] to optimize optical elements of integrated optics, devices of radiation input/output and so on.

Besides simulation the EDQ have one more important property. For example, they can be used for construction of a great number of optics of millimeter and submillimeter lasers of different applications, both for focusing of their radiation into the arbitrary region and for prescribed transducing of the wave front.

There is a number of other possible fields of EDQ application. So, on the basis of development of construction principles and studying of EDQ properties in microwave range we managed to show possibility of shock wave focusing in nonlinear regime in principle [10], that is very important both from point of view of physics and that of applied sciences, for example, for medicine.

REFERENCES


CALCULATION OF S-PARAMETERS OF PLANAR JUNCTIONS BY BOUNDARY-ELEMENT METHOD

Bin Song, Junmei Fu
(Xi'an Jiaotong University, Xi'an, P.R. of China)

ABSTRACT
A method, which is a combination of the equivalent waveguide model and the boundary-element technique, is described for calculating the frequencies-dependent scattering parameters of planar junctions. This approach has a few merits, e.g., simple deducing, short computation time and considerable flexibility.

INTRODUCTION
Open planar multiport junctions are found in practical applications, particularly in the spectral range from microwave to short millimeter-wave frequencies, in the integrated circuits. Up to now, several approaches have been presented for the analysis of such structures. However, these methods all have a few restricted applications, for example, only regular-shape planar junctions may be studied, and some approximation are employed, so there exist considerable discrepancies between the published results. In our investigation, a boundary-element method using Green's function and a planar waveguide model are employed to compute the frequency-dependent scattering parameters of arbitrary-shape planar junctions.

THEORY
The waveguide model as shown in Fig. 1 has been introduced for a microstrip line. It consist of electrical walls at the top and the bottom of the line, and magnetic walls at the sides. The effective width $W_{eff}$ of the model as well as the effective dielectric constant $\varepsilon_{eff}$ are frequency-dependent model parameters [1]. Through the above-mentioned equivalence, a planar multiport junction can be changed into a $H$-plane multiport waveguide junction.

Fig. 1 Open microstrip line and its waveguide model.

A waveguide junction as shown in Fig. 2 is considered. Assuming the height of the waveguide model is much less than the wavelength (in order to ensure that higher-order modes which vary in the $Z$-direction are suppressed), only the $E_z$, $H_x$, $H_y$ field components exist. The $E_z$ field in this junction satisfies Helmholtz's equation:
\( \nabla^2 E_x + k^2 E_z = 0 \) \hspace{1cm} (1)

Considering the region surrounded by the boundary \( L \) as shown in Fig.3 and using the fundamental solution \([2]\) and Green's formula, from (1) we obtain the following equation:

\[
\begin{align*}
    u_i + \int_{L} u \cdot q \, dl &= \int_{L} u^* \cdot q \, dl, \\
    \text{where} \quad u &= (1/2j)H_0(kr), \\
    q &= (jk/4)H_1(kr) \cos \alpha.
\end{align*}
\] \hspace{1cm} (2)

Here \( u_i \) is the value at \( \gamma_i \), the node \( i \), \( q \) and \( q^* \) are the outward normal derivatives of \( u \) and \( u^* \), respectively. \( H_0 \) and \( H_1 \) are the zeroth- and first-order Hankel functions of the second kind, respectively, and \( \alpha \) is the angle between the vector \( \mathbf{r} \) and the outward unit normal vector \( \mathbf{n} \).

Noting that the node \( i \) is placed on the boundary \( L \) and considering the integration path \( L_0 \) going around the node \( i \) as shown in Fig.3, and using the Cauchy's principal value of integration, we obtain

\[
C_i \, u_i + \int_{L} u \cdot q \, dl = \int_{L} u^* \cdot q \, dl
\] \hspace{1cm} (5)

where \( C_i = 1 - (\Theta/2\pi) \), to a smooth boundary, \( C_i = 1/2 \).

Dividing the boundary \( L \) into quadratic line element, then (5) can be discretized and is rewritten as

\[
C_i \, u_i + \sum_{e=1}^{N} \left[ \begin{array}{c} u_1 \\ u_2 \\ u_3 \end{array} \right] e = \sum_{e=1}^{N} \left[ \begin{array}{c} q_1 \\ q_2 \\ q_3 \end{array} \right] e
\] \hspace{1cm} (6)

in the matrix notation, (6) can be rewritten as follows:

\[
[H][U] = [G][Q]
\] \hspace{1cm} (7)

From (7), the following equation is obtained for the waveguide junction in Fig.2:

\[
\begin{bmatrix}
    [H] & [H]_1 & [H]_2 \\
    [U]_0 & [U]_1 & [U]_2
\end{bmatrix} =
\begin{bmatrix}
    [G]_0 & [G]_1 & [G]_2 \\
    [Q]_0 & [Q]_1 & [Q]_2
\end{bmatrix}
\] \hspace{1cm} (8)

where the subscripts 0, 1 and 2 denote the quantities corresponding to the boundaries \( L_0, L_1 \) and \( L_2 \) in Fig.2, respectively.

The \( u \) on \( L_i(i=1,2) \) may be expressed analytically as

\[ \text{- 352 -} \]
\[ u(x^{(j)}=0,y^{(j)}) = 2 \delta_{ij} \int_{-\infty}^{\infty} (1/j\beta_{im}) f_{im}(y^{(j)}) f_{im}(y^{(j)}) \exp[(x^{(j)}=0,y^{(j)})dy \]

where

\[ f_{im}(y^{(j)}) = \frac{1}{\sqrt{\alpha_{i}}} \sin \left( \frac{\pi y^{(j)}}{\alpha_{i}} \right), \quad m=1,2,3, \ldots \]

\[ \beta_{im} = \frac{2 \pi}{\alpha_{i}} \left( \frac{\alpha_{i}}{\alpha_{i}} \right)^{2}, \quad m=1,2,3, \ldots \]

Discretizing (9), and considering (8), then the values of \( u \) at nodes on \( L_{i} \) can be obtained by using an interpolating function. Therefore, the solutions on \( L_{i} \) allow the determination of the scattering parameters \( S_{ij} \) as follows:

\[ S_{ij} = \int_{0}^{\infty} u(x^{(j)}=0,y^{(j)}) f_{ij}^{(j)}(y^{(j)})dy^{(j)} - 1 \]

\[ S_{ij} = \delta_{ij} \int_{0}^{\infty} u(x^{(j)}=0,y^{(j)}) f_{ij}^{(j)}(y^{(j)})dy^{(j)}, \quad i \neq j \]

The presented approach can be applied easily to the analysis of planar multiport junctions.

RESULTS

The first example is a dual-port junction as shown in Fig. 4, and its dimensions are: \( w_{1}=w_{2}=0.60 \) mm, \( h=0.65 \) mm, \( \theta = 60^\circ \), \( \epsilon_{r}=10.1 \). Computed results for the S-parameters as a function of frequencies are shown in Fig. 4, and are compared with the numerical results obtained via the field-matching method [3]. It can be found that our results are in good agreement with data in [3]. However, our approach has more flexibility, e.g., it can study generalized-shape planar multiport junctions, while the field-matching method only can analyze regular-shape ones.

Fig. 4 Reflection coefficients and transmission coefficients of the dominant mode of a dual port planar junction.

Fig. 5 Reflection coefficients of the dominant mode at the third port of a triport planar junction.

( - - - this method; o- o o [3])

( - - - experimental results[1])
The second example is a triport junction as shown in Fig.5, and its dimensions are \( W_1=0.977 \text{cm}, \ W_2=W_3=0.780 \text{cm}, \ h=0.158 \text{cm}, \ \varepsilon_r=2.32 \). Fig.5 shows its transmission coefficients and reflection coefficients, which are all compared with experimental data in [1].

CONCLUSIONS

In this paper, the waveguide model concept and the boundary-element technique are employed to investigate the planar multiport integrated circuits, and the s-parameters of such structures are calculated. Two examples are given, and the comparison of the obtained results with data available in literature shows good agreement. In addition, this method has more flexibility, it can analyze arbitrary-shape planar multiport configurations.
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Abstract: Equivalent edge currents for the Physical Optics (PO) contribution to the edge diffraction are derived by choosing a proper coordinate system for a half plane. It is seen that these expressions for the PO component are free from singularities except at shadow and reflection boundaries on the Keller Cone. To find the total diffracted field, the expressions for the fringe contribution given earlier by Michaeli should be used along with the PO contribution obtained here. The procedure is applied to the problem of backscattering from square and triangular plates. Higher order diffractions are also accounted for by combining the equivalent currents with the Uniform Theory of Diffraction (UTD). The results obtained are compared with previous solutions and measured data.

1 Introduction

It is known that the Geometrical Theory of Diffraction (GTD) [1] and its uniform versions (UTD and UAT) fail in the vicinity of diffracted ray caustics. To overcome this difficulty, an equivalent current method (ECM) has been suggested by Ryan and Peters[2]. In this method, equivalent electric and magnetic currents which are considered to radiate in free space are introduced in the place of the diffracting edge. Since these equivalent currents are derived from the GTD fields; strictly speaking, they are valid for observation directions only on the Keller Cone of diffraction. More rigorous asymptotic expressions for equivalent currents for arbitrary directions of observation has been achieved independently by Mitzner [3] and Michaeli [4] based on identifying the equivalent current line integral with the asymptotic edge contribution to the radiation integral of the physical surface current density on a conducting half-plane. Unfortunately, these expressions for the equivalent currents become infinite at various aspects of observation. In a subsequent paper [5], Michaeli considered these currents as arising separately from physical optics (PO) and fringe components and showed that for the fringe component the infinities can be eliminated by choosing a proper skew coordinate system for the asymptotic integration. However, it was asserted by the same author[6] that the infinities in the PO component cannot be eliminated in a similar way.

In the present paper, equivalent edge currents for the PO contribution are derived by choosing a proper coordinate system for a half plane in a manner similar to the treatment in [5]. It is seen that these expressions for the PO component are free from singularities except at shadow and reflection boundaries on the Keller Cone.
2 Equivalent Edge Currents For Far Zone Scattering

Consider a perfectly conducting flat surface S on the xy-plane with an edge C. At any point on the edge, the unit vector $\hat{t}$ is tangent to the edge, $\hat{n}$ is normal to the surface, and the unit binormal vector is given by

$$\hat{b} = \hat{n} \times \hat{t}. \quad (1)$$

The scattered far field from this structure is given by the following radiation integral

$$\vec{E}^s = \frac{jkZ}{4\pi} \int_S \vec{J}_T(x, y) e^{jkR} ds \times \hat{s}', \quad (2)$$

where $Z$ is the intrinsic impedance, $k$ is the wavenumber, and $\vec{J}_T(x, y)$ is the total induced current on the surface. $R$ is the distance to the observation point measured from the origin at the coordinate system. $\hat{s}'$ and $\hat{s}$ are the unit vectors for incident and observation directions. In addition, $k_x$ and $k_y$ are given by

$$k_x = k \hat{s} \cdot \hat{x}, \quad (3)$$

$$k_y = k \hat{s} \cdot \hat{y}. \quad (4)$$

By using the asymptotic evaluation approach in [4], the edge diffracted part of the total scattered far field written in the $(t, b)$ coordinate system is given by

$$\vec{E}^d = \frac{jkZ}{4\pi} \int_C \vec{K}(t, b) e^{jkR} dB dt, \quad (5)$$

where "o" denotes the asymptotic end-point contribution at $b=0$. Let

$$\vec{K}(t) = \int_0 \vec{J}_T(t, b) e^{jkR} db, \quad (6)$$

then,

$$\vec{E}^d = \frac{jkZ}{4\pi} \int_C \vec{K}(t) e^{jkR} dB dt. \quad (7)$$

The edge diffracted field can also be expressed as due to the equivalent edge currents along the edge:

$$\vec{E}^d = \frac{jkZ}{4\pi} \int_C \vec{s} \times \hat{s} \times I + Y \hat{s} \times [iM] e^{jkR} dB dt. \quad (8)$$

Equating the two integrands, we have

$$I = K_t - K_b \cot \beta \cos \phi, \quad (9)$$

$$M = -Z \frac{\sin \phi}{\sin \beta} K_b, \quad (10)$$

where $K_t$ and $K_b$ are the tangential and binormal components of the vector $R$.

3 PO Component Of Equivalent Edge Currents

The determination of PO component of equivalent edge currents requires the asymptotic evaluation of the following integral:

$$R^{PO}(z) = \int_0 \vec{J}^{PO}(x, z) e^{jkR^P} dx. \quad (11)$$
Here, the phase of \( \mathcal{J}_{GO}(z,z) \) is \(-kz \cdot \hat{s}'\). Hence, the integral becomes singular when:

\[
z \cdot \hat{s} = z \cdot \hat{s}'.
\] (12)

The singularities of a similar integral for the fringe component of the equivalent currents are reduced to a single direction by choosing a proper skew coordinate system for the integration [5]. However, the equivalent approach which corresponds to the replacement of the \( \hat{z} \) direction by the \( \hat{\sigma} \) direction for the integration does not have similar effect on the PO components. Because, as mentioned in [5], such a step “merely replaces the previous cone of singular \( \hat{s} \)-directions, by another cone, defined by \( \hat{s} \cdot \hat{\sigma} = \hat{s}' \cdot \hat{\sigma} \), and only for glancing incidence, \( \hat{\sigma} = \hat{s}' \), does the latter collapse into a single direction, \( \hat{s} = \hat{\sigma} \).” The above argument assumes a skew coordinate direction fixed by the incidence angle for all observation directions. In fact, for equivalent currents, there is no need for such a restriction; the skew coordinate direction may be determined by both the incident and observation directions (\( \hat{s}' \) and \( \hat{s} \)). After all, the expressions for the equivalent edge currents are always functions of observation aspect. So for each observation direction, the skew coordinate direction on the surface of the half plane is determined separately. To apply this approach, we will again use the skew coordinate system \((\sigma, z)\) with an arbitrary skewness angle \(\gamma\) as follows:

\[
z = \sigma \sin \gamma,
\] (13)

\[
z = z + \sigma \cos \gamma.
\] (14)

Then, the end-point contribution from the integral

\[
\bar{E}^{PO}(z) = \sin \gamma \int_0 \mathcal{J}_{GO}(\sigma \sin \gamma, z + \sigma \cos \gamma)e^{jkz \cdot \hat{s}'} d\sigma,
\] (15)

is evaluated to obtain the PO equivalent edge currents as:

\[
I^{PO} = \frac{2Y}{jk} E_1^i \sin \beta [(\sin \beta \cos \phi + \sin \beta \cos \phi') \sin \gamma + \cos \gamma (\cos \beta - \cos \beta')]
\]

\[
+ \frac{2}{jk} H_1^i \sin \gamma \left[ \frac{\tan \beta' \cos \phi' + \cot \beta \cos \phi}{(\cos \beta \cos \phi + \sin \beta \cos \phi) \sin \gamma + \cos \gamma (\cos \beta - \cos \beta')} \right],
\] (16)

\[
M^{PO} = \frac{2Z}{jk} H_1^i \sin \beta [(\sin \beta' \cos \phi + \sin \beta \cos \phi) \sin \gamma + \cos \gamma (\cos \beta - \cos \beta')].
\] (17)

It is seen that, these expressions are functions of the skewness angle \(\gamma\). If we let \(\gamma\) be

\[
\cot \gamma = \frac{\cos \beta - \cos \beta'}{\sin \beta' \cos \phi' + \sin \beta \cos \phi},
\] (18)

the PO equivalent currents become as follows:

\[
I^{PO} = \frac{2Y}{jk} E_1^i \sin \beta [(\sin \beta \cos \phi + \sin \beta \cos \phi') \frac{\sin \phi' (\sin \beta \cos \phi + \sin \beta' \cos \phi')}{(\cos \beta - \cos \beta')^2 + (\sin \beta \cos \phi + \sin \beta' \cos \phi')^2}]
\]

\[
+ \frac{2}{jk} H_1^i \sin \gamma \frac{\sin \phi (\sin \beta \cos \phi + \sin \beta' \cos \phi')}{(\cos \beta \cos \phi + \sin \beta \cos \phi')^2 + (\sin \beta \cos \phi + \sin \beta' \cos \phi')^2},
\] (19)

\[
M^{PO} = \frac{2Z}{jk} H_1^i \sin \beta [(\sin \beta' \cos \phi + \sin \beta \cos \phi) \frac{\sin \phi (\sin \beta \cos \phi + \sin \beta' \cos \phi')}{(\cos \beta - \cos \beta')^2 + (\sin \beta \cos \phi + \sin \beta' \cos \phi')^2}]
\] (20)

The only singularities of these expressions occur at the incidence and reflection boundaries on the Keller Cone. Physically, the direction of the skew coordinate \(\hat{\sigma}\) in this case is the direction of the projection of \((\hat{s} - \hat{s}')\) vector onto the half plane. It is a function of both \(\hat{s}'\) and \(\hat{s}\) as described earlier. The natural question to ask at this point is what happens when \((\hat{s} - \hat{s}')\) vector has zero projection on the half plane;
in other words, when \((\mathbf{s} - \mathbf{s}')\) has only a normal component to the surface of the half plane. In this case, the above definition of \(\mathbf{\sigma}\) fails. However, a close examination reveals that when \((\mathbf{s} - \mathbf{s}')\) vector has only a normal component to the half plane, the observation direction is either on the incident or on the reflection shadow boundary on the Keller Cone. Both of these cases correspond to directions for which the field is not ray-optical and the equivalent current concept is not valid.

It is also noted that the equivalent current expressions given in (19) and (20) are the same as those in [7,8] where they are determined for a finite size plate by an application of Stokes' Theorem.

4 Conclusions

In this paper, we obtained PO equivalent currents in the same way as fringe equivalent currents by choosing an proper oblique direction for the asymptotic integration. This work therefore complements the work of Michaeli [5]. The PO and fringe equivalent currents are valid for arbitrary directions of observation, so they are more general than the GTD equivalent currents. The numerical accuracy of these equivalent currents have been established on two examples of backscattering from square and triangular plates.

References


ANALYSIS OF TRANSMISSION CHARACTERISTICS OF INHOMOGENEOUS PLANAR DIELECTRIC WAVEGUIDES USING METHOD OF TRANSFER MATRIX
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ABSTRACT

The transmission characteristics of inhomogeneous planar dielectric waveguides are calculated by solving the transfer matrix equations which are obtained by separating the waveguide into n layers. This method is of universality for analysing the waveguides with arbitrary distributions of dielectric constants.

INTRODUCTION

Inhomogeneous planar dielectric waveguides have important applications in millimeter waves and optical integrated circuits. Those methods for analysing this kind of waveguides, which have been reported, include the methods of the contrast, the finite element, the boundary element and the network analysis. But their eigenfunctions are complex and the solving requires a large amount of work, furthermore they are only suitable for waveguides with specific structures. As discussed in this paper, the waveguide is divided into n layers and each layer is considered homogeneous because of its extreme thinness. Based on the longitudinal field method and the boundary conditions of fields, some simple equations of the transfer matrixes of the eigenvalues are obtained, which require less computing time. Therefore, this method may be used to analyse inhomogeneous planar dielectric waveguides with general structures.

THEORETICAL ANALYSIS

An inhomogeneous planar dielectric waveguide is divided into n layers along the y-direction as shown in Fig. 1. The dielectric of each layer is assumed as homogeneous and its relative dielectric constant \( \varepsilon_r(y) \) is only the function of the coordinate variable \( y \). Suppose the eigen waves transmit along the z-direction and the field components have no variations in the x-direction, then the expressions of the field components for TM modes and TE modes of the eigen waves in the \( i \)-th dielectric layer respectively are

TM modes
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\[ E_{x1} = \Phi_1(y) e^{-jka} \]
\[ E_{y1} = -\frac{K}{K_{a1}} \frac{\partial E_{x1}}{\partial y} \]
\[ H_{x1} = i \frac{\epsilon \mu_0}{K_{a1}} \frac{\partial H_{y1}}{\partial y} \]
\[ E_{x1} = H_{y1} = H_{a1} = 0 \]

TE modes
\[ H_{x1} = \Psi_1(y) e^{-jka} \]
\[ H_{y1} = -\frac{K}{K_{a1}} \frac{\partial H_{x1}}{\partial y} \]
\[ E_{x1} = i \frac{\epsilon \mu_0}{K_{a1}} \frac{\partial H_{y1}}{\partial y} \]
\[ H_{x1} = E_{y1} = E_{a1} = 0 \]

(1)

Where \( \Phi_1(y) \) and \( \Psi_1(y) \) are both the transverse transmission functions, \( k \) is the wave number of the eigen waves, and \( k_{a1}^2 = k^2 - k^2 \epsilon_{a1} \), \( k^2 \epsilon_{a1} - \beta^2 \) is the cut-off wave number of the equivalent transmission line in the \( i \)-th dielectric layer. The wave equations of the longitudinal field components are

\[ \Delta_T E_{x1} + K_{a1}^2 E_{x1} = 0 \]
\[ \Delta_T H_{x1} + K_{a1}^2 H_{x1} = 0 \]

and

Hence

\[ \frac{d^2 \Phi_1(y)}{dy^2} + K_{a1}^2 \Phi_1(y) = 0 \]

(2)

The solution of eqn. (4) is given by the following matrix

\[ \begin{bmatrix} - \Phi_1(y) & \cos k_{a1}y & \sin k_{a1}y & -A_1 \end{bmatrix} \begin{bmatrix} \cos k_{a1}y & \sin k_{a1}y \\ -k_{a1} \sin k_{a1}y & k_{a1} \cos k_{a1}y \end{bmatrix} \begin{bmatrix} y_{i-1} < y < y_i \end{bmatrix} \]

(5)

By substituting \( y_i \) and \( y_{i-1} \) respectively for \( y \) into eqn. (5), using the recursion method and the continuous boundary conditions of the tangential field components \( E_x \) and \( H_x \) (TE modes) or \( H_x \) and \( E_x \) (TM modes) on the \( y=y_i \) dielectric interface, we get the expressions of the transfer matrixes for TM modes and TE modes.

TM modes
\[ \begin{bmatrix} \Phi_1(y_n) \\ \Phi_2(y_n) \end{bmatrix} = \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} \Phi_1(y_0) \\ \Phi_2(y_0) \end{bmatrix} \] (6)

**TE modes**

\[ \begin{bmatrix} \psi_1(y_n) \\ \psi_2(y_n) \end{bmatrix} = \begin{bmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{bmatrix} \begin{bmatrix} \psi_1(y_0) \\ \psi_2(y_0) \end{bmatrix} \] (7)

Whence

\[ \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} = \Pi_{i=1}^{\infty} \begin{bmatrix} \cos k_n y_i & \sin k_n y_i \\ -k_n \sin k_n y_i & k_n \cos k_n y_i \end{bmatrix} \begin{bmatrix} \cos k_n y_{i-1} & \sin k_n y_{i-1} \\ \sin k_n y_{i-1} & \cos k_n y_{i-1} \end{bmatrix}^{-1} \begin{bmatrix} 1 & 0 \\ 0 & \varepsilon_{\nu (i-1)} k_n^2 / \varepsilon_{\nu (i-1)} \end{bmatrix} \] (8)

\[ \begin{bmatrix} N_{11} & N_{12} \\ N_{21} & N_{22} \end{bmatrix} = \Pi_{i=1}^{\infty} \begin{bmatrix} \cos k_n y_i & \sin k_n y_i \\ -k_n \sin k_n y_i & k_n \cos k_n y_i \end{bmatrix} \begin{bmatrix} \cos k_n y_{i-1} & \sin k_n y_{i-1} \\ \sin k_n y_{i-1} & \cos k_n y_{i-1} \end{bmatrix}^{-1} \begin{bmatrix} 1 & 0 \\ 0 & k_n^2 / k_n^2 (i-1) \end{bmatrix} \] (9)

The surface waves only propagate perpendicularly to the planar dielectric waveguide in I-region and II-region outside the waveguide, thus they attenuate exponentially:

\[ E_{\text{in}} = E_{\text{oi}} e^{-j k_n y} e^{-\mu_1 (y-y_n)}, \quad y>y_n \]
\[ E_{\text{in}} = E_{\text{oi}} e^{-j k_n y} e^{eta_1 y}, \quad y<y_0 \] (10)

Based on the boundary conditions of the fields on the interfaces \( y=y_n \) and \( y=y_0 \) as well as the transmission condition \( k_n^2 c_0 < 0 \) for the surface waves, the equations of the transfer matrices of the inhomogeneous planar dielectric waveguide are obtained.

**TM modes**

\[ \begin{bmatrix} E_{\text{oi}} \\ -\beta_1 E_{\text{oi}} \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & \varepsilon_{\nu k_n^2 / k_n^2} \end{bmatrix} \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} E_{\text{oi}} \\ \beta_1 E_{\text{oi}} \end{bmatrix} \] (11)
TE modes

\[
\begin{bmatrix}
\dot{H}_0 & 1 & 0
\end{bmatrix} = \begin{bmatrix}
-1 & 0 & -N_{11} N_{12} & -H_{10} \\
-\beta_1 H_{01} & 0 & k^2_o/k_c^2 & -N_{21} N_{22} & -\beta_1 \dot{H}_{01}
\end{bmatrix}
\]

(12)

Where \( k_o \) is the cut-off wave number in the air, \( \beta_1^2 = k^2 - k_c^2 \).

RESULTS AND DISCUSSIONS

The computing programs of the FORTRAN language based on the above formulas give results correspondent with literature. If \( n=1 \), the results also conform satisfactorily with the results of the single-layer dielectric waveguide. The dispersive characteristics of the dielectrics with continuous linear and parabolic distributions have been computed. The acquired dispersive curves are shown as Fig. 2 and Fig. 3. In these figures the correspondent \( k \) value in case of \( \beta/k=1 \) is exactly the cut-off wave number \( k_o \).

CONCLUSIONS

The advantages of the method discussed in this paper are:

A. The universality for analysing inhomogeneous planar dielectric waveguides with arbitrary distributions of dielectric constants;

B. No limitation of the conditions of the regions outside the planar dielectric waveguides;

C. Less computing time.

Therefore, this method has certain practicability in engineering designs.
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ELECTROMAGNETIC WHISPERING GALLERY MODES IN A RADIAL LAYER DIELECTRIC RESONATOR

Yu.F. Filippov, S.N. Kharkovsky, Z.Ye. Yeremenko
Institute of Radiophysics and Electronics Academy of Sciences of Ukraine, 310085, Kharkov

Axially homogeneous azimuthal oscillations ($\theta/\phi z = 0$) of the highest order of the "whispering gallery" type ($n >> 1$ where $n$ is the azimuthal index) are studied in the radially layer dielectric resonator (Fig. 1). Such structures were studied [1] on the lowest types of oscillations.

The dispersion equation was obtained from the solutions of the Maxwell ones satisfying the conditions of radiation at infinity and by continuity of tangential components of electromagnetic fields at the boundary of adjacent regions:

$$A B = C,$$

$$A = \beta_{21} - \alpha_{11}, B = \delta_{22}(\alpha_{22} - \alpha_{32}) - \delta_{39}(\alpha_{22} - \beta_{32}),$$

$$C = \delta_{21}(\alpha_{21} - \alpha_{11})[\alpha_{22}/\gamma_{22}(\delta_{39} - \delta_{39}) - \alpha_{32}/\gamma_{32}(\gamma_{32} - \delta_{39})],$$

$$\alpha_{ij} = 1/\sqrt{\varepsilon_i} (J'_n(x_{ij})/J_n(x_{ij})), \quad \beta_{ij} = 1/\sqrt{\varepsilon_i} (N'_n(x_{ij})/N_n(x_{ij})),$$

$$\delta_{ij} = J_n(x_{ij})/N'_n(x_{ij}), \quad \gamma_{ij} = J'_n(x_{ij})/N_n(x_{ij}),$$

$$\varepsilon_{ij} = k / r_j, \quad \xi = (\alpha_{ij} - \gamma_{ij})/(\beta_{ij} - \gamma_{ij}),$$

$$\gamma_{o} = 1/\sqrt{\varepsilon_i} (H'^{11}_{n}(x_{49})/H^{11}_{n}(x_{49})).$$

Here $\varepsilon_i, r_j$ are the permittivity and radius of corresponding layers, $k = 2\pi f/c$, $f = f' + if''$ - complex frequency, $J_n(x)$. 
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The left-hand side of Eq. (1) determines the resonance frequency of the independent partial modes of the disc \( H_{n_0m_0}^d (A = 0, r < r_1) \) and ring \( H_{n_0m_0}^r (B = 0, r_2 < r < r_3) \) resonators without coupling between them (\( C = 0 \)). This coupling is determined by the clearance value \( h = r_2 - r_1 \).

Fig. 1 illustrates dependences of the radiation Q-factors \( Q = f'/2f'' \) and the adjusted resonance frequencies \( 2r_3f' \) on the parameter \( h' = h/\lambda_0 \) \( (\lambda_0 = \lambda_k /\sqrt{2} \) and \( \lambda_k \) is the wavelength of the intrinsic oscillation \( H_{r_0,1.0}^r \) in the ring without correlation with the disc).

The numerical study of Eq. (1) was done at \( n = 40 \), radial index \( m = 1 \) (curve 1), \( m = 2 \) (curve 2) for \( \varepsilon_1 = \varepsilon_3 = 2.34 \) (fluoroplastic-4), \( \varepsilon_2 = \varepsilon_2 = 1 \), \( r_3 = 5.3 \) cm, \( L = (r_3 - r_2) /\lambda_0 = 0.53 \) where \( (r_3 - r_2) \) is the thickness of the ring. The dashed curves (\( C = 0 \)) correspond to spectral characteristics of partial modes of the disc (curve 6) and of the ring of a fixed thickness (the horizontal straight line 7) by changing \( r_1 \). There is a defined point of intersection of the spectral curves (the frequency degeneracy). Q-factors of these intrinsic oscillations do not depend on \( r_1 \).

The independent partial oscillations \( H_{n_0m_0}^n \) with different radial indices \( m \) exist in a homogeneous disc resonator (\( n \) is fixed). The approach of the spectral curves and intersection of their radiation Q-factors with \( m = 1 \), \( m = 2 \) is observed with the appearance of clearance (a decrease of \( r_1 \)) between disc and ring for the above parameters. An increase of \( h \) leads to pushing apart (by frequency) these partial oscillations. The oscillation \( H_{r_0,1.0}^r \) corresponds to the lowest one \( H_{r_0,1.0}^r \) of the ring and \( H_{d_0,2.0}^n \) to the lowest oscillation \( H_{r_0,1.0}^d \) of the disc when the clearance is rather large (\( h > \lambda_0 \)). Their Q-factors become constant.

The point of degeneracy of the undisturbed oscillations shifts towards lesser clearances in comparison with the point of equal Q-factors. It may be explained by the presence of both the interaction and transformation of the oscillations \( H_{r_0,1.0}^r \) and \( H_{r_0,2.0}^r \) to these ones of ring and disc. The minimum of radiation Q-factor \( H_{r_0,2.0}^r \) corresponds to the clearance \( \sim \lambda_k /4 \); the equality of \( H_{r_0,1.0}^n \), \( H_{r_0,2.0}^n \) corresponds to the clearance \( \sim \lambda_0 /4 \).
Fig. 1 Dependences of the radiation Q-factors and the adjusted resonance frequencies $2r_3f'$ on the relative clearance value $h'$. 
The field distribution in radius of component $H_z$ confirms the considered processes.

The interaction between oscillations with different azimuthal indices $n$ in the homogeneous resonator is not observed. In particular, it is absent between partial oscillations $H_{0.40.0}^0$ (curve 2) and $H_{42.40.0}^0$ (curve 8) in Fig.1. Such interaction appears with the azimuthal inhomogeneity.

It can be shown that an increase of permittivity of the internal disc $\varepsilon_1$ leads to the interaction region shifting towards larger clearances and the appearance of the interaction between high radial oscillations ($m = 3, 4, ...$). If the permittivity of layers $\varepsilon_{1,2}$ increases the region of interaction of the oscillations with azimuthal indices $m = 1, 2$ narrows and dispersion curves steepness increases. However, the clearance value corresponding to the equality of Q-factors is still $\omega \approx \lambda_0/4$. If $L$ increases the region of interaction shifts towards lesser clearances. The oscillations with $m = 3, 4, ...$ appear in the ring when $L > 1$. If $L < 0.5$ then the interaction between different radial types of oscillations manifests itself stronger in comparison with the case considered above.

Intrinsic resonance frequencies can be shifted by filling different materials in the clearance. Such shift is more prominent in the region of interaction.

CONCLUSION

The paper is concerned with the theoretical analysis of the radial layer dielectric resonator with azimuthal oscillations of the highest order. It was shown that in the case of the 4-layer resonator partial oscillations of the disc and ring with equal azimuthal but with different radial indices interact. These oscillations form the normal modes of azimuthal oscillations of a layer resonator. The interaction between oscillations with different azimuthal indices $n$ in the homogeneous resonator is not observed.

The considered resonator can be used as the flowing cuvette for measuring in the millimeter range of the complex permittivity of substances (including chemically active ones) which are located in the clearance between layers.
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DIMENSIONS OPTIMIZATION OF CORRUGATED RECTANGULAR FLEXIBLE WAVEGUIDES IN MILLIMETER BAND

Chin, Yao-Kun, He, Hua Yoo and Yang, Yixin
(Shanghai Transmission Lines Research Institute, China)

ABSTRACT

A corrugated rectangular flexible waveguide was considered as a periodical structure. It was analyzed and synthesized on the cascade two-port network theory. The discontinuity of the joint between the standard metal waveguide and the flexible waveguide was also taken into account. A corrugated rectangular flexible waveguide in Ka-band has been optimally designed and tested; the results of the experiments meet the theory well.

I. INTRODUCTION

The rectangular corrugated flexible waveguides are widely used in microwave and millimeter wave bands, if the equivalent network method was used to analyze the waveguides, they can be considered as periodical structures. The analysis and synthesis become easier, especially when the computer is used in calculation. It is known that the lumped parameter equivalent circuit was deduced by quasi-electrostatic method in the case that the dimensions of the discontinuities of the waveguides are much smaller than the wavelength and the distances between discontinuities are large enough, but the comparisons of experimental results and the theoretical calculations show that the equivalent circuit is also effective in the corrugated rectangular waveguide if there are more than four corrugations in every unit length of the dimension of wavelength.

On the viewpoint of equivalent circuit, a single mode corrugated waveguide was composed of a cascade of many separate circuits with same equivalent parameters. It is a cascade of two-port networks, thus the transmission matrix \( T \) or the chain matrix can be used, when the \( T \) matrix of a single separate circuit \( T_i \) was obtained, the \( T \) matrix of the whole waveguide can be obtained by calculating the \( m \)th power of the \( T \), \( (m \) is the number of the corrugations of the waveguide).

It is necessary to notice that whether the corrugated waveguides are used as main feed line or expedient linking components, corrugated waveguides are always connected with the flanges of standard rectangular waveguides or the waveguide components. Those discontinuities ought to be considered in calculating the transmission matrix \( T \).

When the transmission matrix of the whole corrugated waveguide obtained, the functional relationship between the voltage standing wave ratio (VSWR) and the dimensions of the cross section and the corrugation is also found, the optimal design and the tolerance analysis of the parameters of the waveguide can be carried out by using a computer. In millimeter band, the dimensions and the tolerance of the waveguides is very small, it is very important to select those dimensions parameters optimally.
In this paper, as an example, a rectangular corrugated waveguide of Ka band was optimally designed, and some samples were manufactured by the precise electroplating method. Experiments show that the theoretical model we put forward is successful, and the technology of making the waveguide is also effective.

II. THEORY

Fig. 1 shows the cross section (without sleeve) of a corrugated rectangular flexible waveguide. The periodic cells of the corrugated structure can be divided in several ways, which one is the most reasonable depends on the experiments.1

![Cross section and unit cell of a corrugated rectangular waveguide](image)

In this paper, the unit cell in Fig. 1b was chose with trims and compressions. The segment between AA' and BB' was cut as an unit cell. 

The transmission matrices of the three segments of uniform waveguides were described as $t_1, t_2$ and $t_3$ ($t_1 = t_2$) respectively, $t_n$ represents the transmission matrices induced by the resistance discontinuity, inductive and capacitive susceptances of the joint of the first and second waveguide respectively. $t_n$ and $t_n'$ represent the homologues transmission matrices of the joint of the second and third waveguide respectively ($t_1 = t_2 = t_3, t_n = t_n'$). In summing, the transmission matrix of this unit cell is

$$[T_i] = \prod_{i=1}^{n} [T_i]$$

The transmission matrix of a resistance discontinuity had been calculated by R.N.Ghose [2]. The matrices of inductive and capacitive susceptances had been obtained by R.B.Collin[3] and N.Macuvitz[4]. Notice that the transmission matrices are obviously in accord with the reciprocity and symmetry rule, from formula (1), we have

$$[T_i] = \begin{bmatrix} u + \rho & -\rho \\ -\rho & u - \rho \end{bmatrix}$$

$$u = \left( \frac{Z_1 + Z_2}{Z_1} \right) \sin \theta_1 \cos \theta_1$$

$$- \left( \frac{Z_1(B_c - B_s)}{Z_1} \right) \cos \theta_1 + \frac{Z_2^2 - Z_1^2(B_c - B_s)^2 + Z_1^2}{22Z_1Z_2} \sin \theta_1$$

$$\rho = \left( \frac{Z_1 + Z_2}{Z_1} \right) \sin \theta_1$$
\[
\begin{align*}
\omega &= \left(\frac{Z_1(B_c - B_z)}{Z_3} \cos \theta_1 + \frac{Z_1^2 - Z_2^2(B_c - B_z)^2}{2Z_1 Z_3} \sin \theta_1\right) \\
\end{align*}
\]

Here \(\theta_1 = \frac{2\pi}{\lambda_{z_1}}, \theta_2 = \frac{2\pi}{\lambda_{z_2}}, \lambda_{z_1} = \lambda/\sqrt{1 - \left(\frac{a_1}{2a_1}\right)^2}, \text{ and } \lambda_{z_2} = \lambda/\sqrt{1 - \left(\frac{a_2}{2a_2}\right)^2}\)

, in which \(Z_1, Z_2\) are the wave resistances of the first and second segment of waveguides respectively. \(B_c\) and \(B_z\) are the inductive and capacitive susceptances of the step discontinuities.

If the corrugated rectangular flexible waveguide is composed of \(m\) parts of corrugations, the main transmission matrix is the product of the matrices of every unit cell, i.e.

\[
[T_m] = \left[\prod_{i=1}^{m} (T_i)\right] = (T_1)^m
\]

we obtain

\[
[T] = \begin{bmatrix}
chmr + \frac{z}{shr} & \frac{z}{shr} \\
-\frac{z}{shr} & chmr - \frac{z}{shr}
\end{bmatrix}
\]

where

\[r = \text{Arch } u\]

so the voltage reflect ratio of the corrugated rectangular waveguide will be:

\[
\Gamma = S_{11} = \frac{T_{11}}{T_{11}}
\]

the standing wave ratio of input voltage is :

\[
\rho = 1 + \left|\frac{T_{11}}{T_{11}}\right| = \frac{1 + \left|\frac{T_{11}}{T_{11}}\right|}{1 - \left|\frac{T_{11}}{T_{11}}\right|} = \frac{1 + \left(\frac{z}{shr}\right)^2}{(chmr)^2 - \left(\frac{z}{shr}\right)^2} + \frac{chmr \left[\left(\frac{z}{shr}\right)^2 - \left(\frac{z}{shr}\right)^2\right]}{(chmr)^2 - \left(\frac{z}{shr}\right)^2}
\]

(10)

this formula shows that the VSWR of the corrugated rectangular flexible waveguide is a complex. With given dimensions of the corrugations , this complex has complicated relation with the frequency. When in following case:

\[
(chmr)^2 - \left(\frac{z}{shr}\right)^2 = 0
\]

when \(\rho \rightarrow \infty\), the resonance occurs. It's the worst case for transmission. The resonance must be avoided in designing the waveguide for the working band.

Considering the discontinuities of the joints of the flexible waveguide and standard waveguide. The main transmission matrix will be multiplied by resistance, capacitance and inductivity matrices of the discontinuities at the joints in both left and right hand.

Based on above network analysis, the optimization of parameters of the waveguide can be carried out on the computer, the optimization here means to get the smallest VSWR for millimeter band by choosing most suitable parameters of the corrugated waveguide.
the parameters to be optimized are sizes of the cross section and the depth of the corrugation. The target function to be optimized can be chose in this way, in Ka band, for different frequency $f_i$, to compute function $|\Gamma(f_i)|$, find the biggest value, $|\Gamma_{max}(f_i)|$, then change the sizes of cross section to different combinations, $|\Gamma_{new}(f_i)|$ will also change. There is one combination that reduces the $|\Gamma_{new}(f_i)|$ to smallest, that combination of parameters is the optimal values, i.e.,

$$|\Gamma| = \min_{i=0} \{\max|\Gamma(x_i,f_i)|\}$$

(11)

with the restriction of flexibility and single-mode condition

$$0.05 \leq \frac{a}{a_2} \leq 0.1; \quad 0.05 \leq \frac{b}{b_2} \leq 0.1$$

III. EXPERIMENTS AND RESULTS

According to the theoretical analysis, a general program for optimization and tolerance analysis of the corrugated rectangular flexible waveguides was made in Fortran 77 language, it runs well on an 80386 computer. For Ka-band, the results are:

- $a_1 = 6.60$, $a_2 = 7.6$, $b_1 = 3.0$, $b_2 = 4.0$, $t = 0.5$, $g = 0.66$ (in mm).
- The tolerance of broad and narrow side are $\pm 0.03$ mm and $\pm 0.02$ mm, respectively, a sample was manufactured by the precise electroplating method.
- It's standing wave ratio and attenuation characteristic were tested on the Marconi 6600 sweep oscilloscope. The experimental results are shown in Fig.2 and Fig.3. Fig.2 shows both the theoretical and experimental results which agree with each other for the tested frequency range of 32 - 37.5 GHz. VSWR and attenuation not exceed 1.18 and 1.8 dB/m, respectively.

![Fig.2. VSWR characteristics of corrugated rectangular waveguide](image1)

![Fig.3. Experimental results of Attenuation characteristics](image2)

IV. DISCUSSIONS

Using lumped parameter equivalent network to analyze the corrugated rectangular flexible waveguide is an effective means. Results of experiments support the theory. The analysis method and the manufacturing process of the corrugated rectangular flexible waveguide presented in this paper is useful for both microwave and millimeter wave bands. Especially of importance for the shorter millimeter band as W-band, the small dimensions of waveguide require the strict tolerance, without optimization, it would be impossible to design a satisfactory waveguide. In order to enlarge the manufacturing tolerance, we are now working on the corrugated waveguide which has transform parts. Achievements will be published soon.
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A NEW CALIBRATION METHOD FOR THE FOUR-PORT REFLECTOMETER

Wu Hongxiong, Liu Daquan and Pan Chuhua
(Zhongshan University, Guangzhou, China)

ABSTRACT

A new calibration method for the four-port reflectometer is presented and has been applied to Ka-band measurements. The results show that the reported method is simplicity and rapidity for calibration procedure and has the same measurement accuracy as the one in 1.

INTRODUCTION

The four-port reflectometer (Fig. 1) presented in 2, compared with the six-port systems, is structurally very simple. Then, it is specially ideal for millimetre-wave frequencies. This paper presents a new method for calibrating the reflectometer. It only employs a sliding short, and its calibration procedures are only a half of the one in 1, too. The method has been applied to a Ka-band four-port system. Experimental results are given and compared with the values obtained by means of the method in 1.

THE PRINCIPLE OF THE NEW CALIBRATION METHOD

For a 4-port reflectometer shown in Fig. 1, if $\Gamma_1$, $\Gamma_4$ are the reflection coefficients of the loads connected at the four ports, respectively, the power reading $P_4$ at port 4 can be expressed as follows:

$$P_4 = \frac{K_1 \Gamma_2 \Gamma_3 + K_2 \Gamma_2 \Gamma_3 + K_3 \Gamma_3 + K_4 \Gamma_4^2}{K_5 \Gamma_2 \Gamma_3 + K_6 \Gamma_2 \Gamma_3 + K_7 \Gamma_3 + 1}$$  \hspace{1cm} (1)

where $K_1$-$K_7$ are the system parameters and can be determined by calibration procedure directly. On the other hand, one of port 2 and port 3 is always terminated with a sliding short in the calibration and the measurement procedures. If $\Gamma_2$ (or $\Gamma_3$):$fe^{j\alpha}$, (1) can also be written as

$$P_4(a) = K \left| \frac{1 + ae^{j\alpha}}{1 + be^{j\alpha}} \right|^2 \quad \text{or} \quad K \left| \frac{1 + ae^{-j\alpha}}{1 + be^{j\alpha}} \right|^2$$  \hspace{1cm} (2)

where $K$ is a real parameter while $a$ and $b$ are complex parameters.

To calibrate this reflectometer, the method presented in this paper is that the following three reference loads are used in the four different procedures:
A sliding short, \( |\Gamma| < 1 \)

B matched load, \( |\delta| < 1 \)

C metal plate, \( \Gamma = -1 \)

While the four different procedures are as follows:

Procedure I: A attached port 2, B attached port 3

Procedure II: A attached port 3, B attached port 2

Procedure III: A attached port 2, C attached port 3

Procedure IV: A attached port 3, C attached port 2

And then, in every procedure, the sliding short is moved to \( N \) positions in an equal steplength over a half waveguide wavelength and the \( P_4(\alpha) \) at each position is collected. Finally, using the similar method in 1, we define the following integrals:

\[
C_n = \frac{1}{2\pi} \int_0^{2\pi} P_4(\alpha) e^{-jna} d\alpha
\]

\[
= \frac{1}{2\pi} \int_0^{2\pi} \frac{1+ae^{ja}}{1+be^{ja}} e^{-jna} d\alpha \quad n=0,1,2
\]

Computing these integrals by a summation of the detected power readings for \( N \) short positions, the values of \( C_n \) can be determined. On the other hand, from the analytic expressions on the right side of (3), using the complex variable function theory leads to

\[
C_0 = K[-ab^2-(1+|a|^2)-a^2b]/(1-|b|^2)
\]

\[
C_1 = K[a-(1+|a|^2)b+a^2b^2]/(1-|b|^2)
\]

\[
C_2 = K[-ab+(1+|a|^2)b^2-a^2b^3]/(1-|b|^2)
\]

where \( \ast \) denoted the complex conjugate. Solving the simultaneous Eqs (4) yields

\[
b = -C_2/C_1
\]

\[
a = Q^\ast(1+\sqrt{1-4/|Q|^2})/2
\]

\[
K = 2|C_1+C_0b|/|Q|(1+\sqrt{1-4/|Q|^2})
\]

where

\[
Q = [C_0(1+|b|^2)+2Re(C_1b^\ast)]/(1+C_0b)
\]

Now, using the values for \( K, a \) and \( b \) and noting that \( K_I, a_I, b_I \) \( \rightarrow \) \( K_{IV}, a_{IV}, b_{IV} \) in the four procedures are related to \( K, a, \) and \( b \) in (5)
\[a_I = a^*, \quad b_I = b, \quad K_I = K; \quad a_{II} = a^*, \quad b_{II} = b, \quad K_{II} = K\]

\[a_{III} = a, \quad b_{III} = b, \quad K_{III} = K; \quad a_{IV} = a, \quad b_{IV} = b, \quad K_{IV} = K.\]

After related calculations, the following iterative formulas for calculating the system parameters can be given as follows:

\[
(F_1)_n+1 = \frac{1 - (K_1/K_2)_n^{1 - 1} + (K_1/K_2)_n^{2} (K_3/K_2)_n^{-1}}{1 - (K_4/K_2)_n^{1 - 1} + (K_4/K_2)_n^{2} (K_3/K_2)_n^{-1}}
\]

\[
(F_2)_n+1 = \frac{K_1^{1 - 1} (K_3/K_2)_n^{1 - 1} - (K_1/K_2)_n^{1 - 1} (K_3/K_2)_n^{1 - 1}}{K_2^{1 - 1} (K_3/K_2)_n^{1 - 1} - (K_1/K_2)_n^{1 - 1} (K_3/K_2)_n^{1 - 1}}
\]

\[
(I)_n+1 = \sqrt{a_{III} a_{IV} / (F_1)_n+1} = (I)_0 / \sqrt{(F_1)_n+1}
\]

\[
\frac{(F_2)}{K_2} = \sqrt{a_{III} / b_{IV} / (F_2)_n+1} = (I)_0 / \sqrt{(F_2)_n+1}
\]

\[
(K_6)_n+1 = b_1 [1 + e_n (K_7)_n] / (I)_n+1 - e_n (K_5)_n
\]

\[
(K_7)_n+1 = b_{II} [1 + e_n (K_6)_n] / (I)_n+1 - e_n (K_5)_n
\]

\[
(K_4/K_2)_n+1 = a_1 [1 + e_n (K_1/K_2)_n] / (I)_n+1 - e_n (K_3/K_2)_n+1
\]

\[
(\bar{e})_{n+1} = \frac{a_1 - (K_4/K_2)_n+1 (I)_n+1^{-1}}{(K_3/K_2)_n+1 (I)_n+1 - a_1 (K_4/K_2)_n}
\]

\[
(K_1/K_2)_n+1 = 1 + a_{III} [(K_3/K_2)_n+1 - (K_4/K_2)_n+1] / (I)_n+1
\]

\[
(K_5)_n+1 = (K_6)_n+1 - b_{III} [1 - (K_7)_n+1] / (I)_n+1
\]

\[
|K_2|_{n+1} = \frac{\sqrt{I_{n+1} [1 + e_{n+1} (K_7)_n+1]}}{|I|_{n+1} [1 + e_{n+1} (K_1/K_2)_n+1]}
\]

Letting \(K_1 = 0\), \(K_4 = 0\) and \(\bar{e} = 0\) in (7)-(17), the iterative initial values can be obtained.

**EXPERIMENTAL RESULTS**

To verify the new method, a Ka-band four-port reflectometer has been set up, as shown in Fig. 2. All system is controlled by IBM microcomputer via a interface circuit. \(P\) at port 4 is measured by a low-barrier Schottky diode detector whose deviation from square law is calibrated in terms of...
the method proposed in 5. The sliding short is driven by the stepmotor. The reflectometer is calibrated by using the method in 1 and the one in this paper for comparison. As for the calibration time, the former is about 16 min, and the latter is only a half of it. Experimental results at a frequency of 36GHz are shown in Table 1, in which $\Gamma'$ is the reflection coefficient of another sliding short. It can be seen from Table 1 that two sets of the system parameters obtained by using two methods agree very well each other.

To examine the reliability for above calibration results, the reflection coefficient from the polished metal plate having ideal $\Gamma''=1\angle 180^\circ$ is measured ten times. The results obtained by means of two groups of the system parameters are exactly the same and are listed in Table 1 too. (For simplicity, only a set of the measured data is given.) On measurement errors of the method reported, please refer to 2.

![Fig. 2 An experimental 4-port working in a Ka-band](image)

<table>
<thead>
<tr>
<th>Method in 1</th>
<th>Present method</th>
<th>Measured $\Gamma''$</th>
<th>Ideal $\Gamma''$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$ 0.0618$\angle 51.23^\circ$</td>
<td>0.0608$\angle 49.78^\circ$</td>
<td>0.9986$\angle 180.11^\circ$</td>
<td>1$\angle 180^\circ$</td>
</tr>
<tr>
<td>$K_2$ 1.5389$\angle 0^\circ$</td>
<td>1.5388$\angle 0^\circ$</td>
<td>0.9998$\angle 180.23^\circ$</td>
<td></td>
</tr>
<tr>
<td>$K_3$ 1.4107$\angle 182.53^\circ$</td>
<td>1.4101$\angle 182.60^\circ$</td>
<td>1.0003$\angle 180.09^\circ$</td>
<td></td>
</tr>
<tr>
<td>$K_4$ 0.0556$\angle 232.31^\circ$</td>
<td>0.0557$\angle 232.38^\circ$</td>
<td>1.0002$\angle 180.16^\circ$</td>
<td></td>
</tr>
<tr>
<td>$K_5$ 0.0128$\angle 223.86^\circ$</td>
<td>0.0128$\angle 223.86^\circ$</td>
<td>1.0022$\angle 180.05^\circ$</td>
<td></td>
</tr>
<tr>
<td>$K_6$ 0.0877$\angle 321.51^\circ$</td>
<td>0.0877$\angle 321.51^\circ$</td>
<td>1.0020$\angle 180.09^\circ$</td>
<td></td>
</tr>
<tr>
<td>$K_7$ 0.1217$\angle 321.90^\circ$</td>
<td>0.1217$\angle 321.90^\circ$</td>
<td>1.0005$\angle 180.11^\circ$</td>
<td></td>
</tr>
<tr>
<td>$r$ 0.0135$\angle 99.53^\circ$</td>
<td>0.0134$\angle 99.57^\circ$</td>
<td>0.9976$\angle 180.16^\circ$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma'$ 0.9954$\angle 178.75^\circ$</td>
<td>0.9954$\angle 178.75^\circ$</td>
<td>1.0023$\angle 180.10^\circ$</td>
<td></td>
</tr>
<tr>
<td>$\Gamma''$ 0.9888$\angle 177.14^\circ$</td>
<td></td>
<td>1.0016$\angle 180.00^\circ$</td>
<td></td>
</tr>
</tbody>
</table>

CONCLUSIONS

From all mentioned above and Table 1, the following conclusions can be drawn: The reported method can cut calibration time down to half of one required in 1, only requires a sliding short and has the same accuracy as the one in 1. These features make this new method especially suitable to calibrate a practical engineering four-port reflectometer.

REFERENCES

AUTOMATIC MEASUREMENT FOR DIELECTRIC PROPERTIES OF SOLID MATERIAL AT 890GHz

Qiu Bingsheng, Liu Chengjia, Huang Jiangjun and Qiu Ruman (Zhongshan University, Guangzhou, China.)

ABSTRACT

An automatic measurement system has been used to measure the complex dielectric constant of solid materials at 890GHz. This instrument can be used as a two-beam interferometer for determining the refractive index or as a transmitter for measuring the absorption coefficient of dielectric materials at FIR and SMMW frequency. The results for seven low-loss solid materials and the accuracy of the measurement are presented.

INTRODUCTION

There is a growing interest in potential applications for the sub-millimeter wave (SMMW) spectral region. This interest is not limited to fundamental studies, such as spectroscopy, plasma diagnostics and optical frequency measurement, but includes increasing military and civilian requirements. The development of functional systems in SMMW region is dependent on the development of sources, detectors, mixers and quasi-optical components. However, the development of quasi-optical components, including windows, attenuators, isolator, modulators and power couplers, etc., requires accurate data on the dielectric properties of materials in this spectral region. A survey of the literature [1] has revealed a serious shortage of data in this region, because measurements are extremely difficult to carry out accurately. We select typical frequency of SMMW (890GHz) to build a measuring system of dielectric properties of materials. The capability of this system to provide accurate values for the refractive index and absorption coefficient at 890GHz has been demonstrated for the solid materials, including TPX, quartz, teflon, polyethylene and polypropylene, etc.

EXPERIMENTAL SET-UP

Fig. 1 Block diagram of automatic measurement system for dielectric properties.

* Project supported by the Fund of the Natural Sciences of P.R.C.
Fig. 1 shows the block diagram of the auto-measurement system for SMMW dielectric properties measurement at the frequency of 890 GHz using two-beam interferometer. A HCN laser is as the source having output power of 4 mW with power stability of about 5% and operating frequency of 890, 760 ± 0.1 MHz with frequency stability of 2 ± 10⁻¹⁰². The laser output is a stable, linearly-polarized, Gaussian beam which is well suited to the measurement of dielectric properties, and the beam waist radius is 2.2 mm at output window. The quasi-optical components in this system are designed and made by our laboratory. The double-prism couple (DPC, i.e., variable power divider) is made of two right angle prisms, which is composed of clear-glass-like TPX, and makes the component ideally suited for alignment of the apparatus. When the gap between the two prisms is varied, the ratio of two beam powers changes a range about 14 dB. The variable phase-shifter (PS) is composed of two right angle reflectors and used for measurement of the phase shift, where one reflector is fixed and the other one is driven by a set of stepping-motor and gears. L1 and L2 are TPX lenses, the BS1 is a mylar-film beam splitter and BS2 is fused quartz beam splitter.

The output of HCN laser beam, which is modulated by a chopper for pyroelectric detector, is divided into two part by BS1. A small portion of the beam is picked up for monitoring by the detector D1. The primary beam passes through a 15 cm focal-length lens L1 and then is divided two beam by the DPC. The transmitted beam passes through mechanical phase shifter, while the reflected beam reflected by reflector M1 and comes to focus at the sample S. The beam waist at the sample has a radius w₀ = 0.4 cm. They are combined by a splitter BS2. The combined beams are then focus onto a pyroelectric detector D2. The detector signal is sent to a amplifier and electronic circuit, the signal can be displayed on a chart recorder. A He-Ne laser in the other arm of the interferometer is used to align the optical system and used to orient the sample. The sample mount provides for adjusting in horizontal and vertical planes. While the automatic measuring system is operating, the microcomputer gives an output signal to drive stepping motor. Each time the stepping motor turns a small angle, the PS gives an increment value of phase shift. The output signal of D2 via amplifying and processing is delivered to a computer for sampling and the sampling value is stored in the register. After the entire scanning process is finished, the microcomputer begins data processing, and then displays and prints out the measuring result curve.

MEASUREMENT OF DIELECTRIC PROPERTIES OF SOLID MATERIALS

A. Refractive index.

The measuring system can be used for the measurement of the refractive index. The first stage of the measurement procedure is to insert the solid sample in the sample mount, adjusts the DPC to equalize the two beam intensities at detector D2, and adjusts the PS at start position. By using computer to drive the stepping motor scanning, an interferogram curve is displayed.

Fig. 2 Interferogram curves of measuring samples.
gram curve including the information of the sample phase shift is obtained. The sample is then removed and repeats scanning, another interferogram curve with no sample phase shift is also obtained. Fig. 2 shows the two of these interferogram curves. By comparing the two curves, the net path change produced by the phase shifter to restore the null condition is equal to \( L \). The refractive index \( n \) of the sample calculation formula is given as follows [3]:

\[
\begin{align*}
n = 1 + \frac{N \lambda + L}{d} - \frac{\delta \lambda}{2 \pi d}
\end{align*}
\]

where \( \lambda \) is the wavelength in air, \( d \) the sample thickness, \( N \) an integer and \( \delta \) is a phase shift which arises from the effect of multiple reflections in the sample, and this term is usually quite small. \( N \) can be computed as an approximate value of the index is available, otherwise, measurements on at least two different sample thickness are required to determine \( N \).

B. Absorption coefficient

For the case of radiation normally incident on a plane of the sample, parallel plate of thickness \( d \), the transmission \( T \) related to the refractive index \( n \) and absorption coefficient \( \alpha \) is [3]

\[
T = \frac{\gamma(1-R)^2}{1+\frac{\gamma^2-2\gamma \cos \varphi}{1+\gamma^2}}, \quad \alpha = -\frac{1}{d} \ln(\frac{\gamma R}{\gamma R - 1})
\]

where \( \gamma = R e^{-\alpha d}, \quad R=\left(\frac{n-1}{n+1}\right)^2, \quad \varphi = \frac{2\pi}{\lambda} n d \)

Measurement of the sample transmission \( T \) for determining the absorption coefficient \( \alpha \) is accomplished with minor modification of the instrument described above. The beam of the reflected by M1 is used and the other one is absorbed. Detector D1 is used for monitoring the output power of the laser, and D2 is used for measuring \( T \) while the sample is inserted and removed from the sample mount. Assuming the pyroelectric detector and amplifier have linear response. The ratio \( T_1/T_2 \) of the measurement with two times is transmission \( T \) of the sample. Usually, the accuracy of the absorption coefficient measurement is more than 10% causing the unstable of laser output power. In order to improve the measurement accuracy, we use an electronic circuit and digital volt meter for measuring the D1 and D2 output signal. The accuracy of transmission measurement within 0.5% is obtained. Block diagram of the electronic circuit is shown in Fig. 3.

![Fig.3 Block diagram of electronic circuit for measuring transmission](image)

RESULTS AND DISCUSSION

The values of refractive index and absorption coefficient which we have obtained for a number of solid materials at room temperature are presented in Table I. Some results obtained by literatures are shown for comparison. The main sources of error in the measuring index \( n \) are the uncertainty in the measurement of sample thickness \( d \) and the net path change \( L \). It can be expressed as

\[
\Delta n = \frac{1}{d} \left( (\Delta l)^2 + (\gamma - 1)^2 (\Delta d)^2 \right)^{1/2}
\]

Representative standard errors for sample thickness and net path change, such as TPX sample, are \( \pm 0.004 \) mm and \( \pm 0.002 \) mm, respectively. From the formula (5), the standard error in the index of TPX is \( \pm 0.0001 \). The results of standard errors in the sample's index values are shown in Table I.
The error in the measurement of absorption coefficient mainly depends upon the uncertainty in the measurement of transmission, index and sample thickness. It can be expressed as:

$$\left(\frac{\alpha_{\text{tot}}}{\alpha}\right)^{2} = \left[\left(\frac{\alpha}{\alpha}\right)^{2} + \left(\frac{\alpha}{\alpha}N\right)^{2} + \left(\frac{\alpha}{\alpha}d\right)^{2}\right]^{2}$$ (6)

This computation is rather involved. We found that the standard error of absorption coefficient depends strongly upon the uncertainty in the measurement of transmission $T$. For example, the uncertainty of $T$ is 1.5% for the sample of Quartz at $T=0.65$, it will result in standard error of absorption coefficient of 7.6%. So a special electronic circuit was added to improve the accuracy of transmission measurement as mentioned above. By using holding circuit and digital voltmeter, the influence of output power fluctuation can be decreased and the accuracy of measured transmission $T$ is better than 0.5%. So the measuring errors of the absorption coefficient $\alpha$ are typically about 3 percent.

<table>
<thead>
<tr>
<th>Material</th>
<th>THIS WORK AT 890GHZ</th>
<th>Literature</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Thickness* (mm)</td>
<td>$L$ (µm)</td>
</tr>
<tr>
<td>Crystalline Quartz</td>
<td>$10.984\pm0.003$</td>
<td>119.1</td>
</tr>
<tr>
<td>Crystalline Germanium</td>
<td>$15.100\pm0.003$</td>
<td>80.4</td>
</tr>
<tr>
<td>ZnSe</td>
<td>$2.857\pm0.003$</td>
<td>15.2</td>
</tr>
<tr>
<td>Tefion</td>
<td>$14.200\pm0.004$</td>
<td>97.9</td>
</tr>
<tr>
<td>TPX(A)**</td>
<td>$15.674\pm0.004$</td>
<td>118.8</td>
</tr>
<tr>
<td>TPX(B)</td>
<td>$15.662\pm0.004$</td>
<td>117.7</td>
</tr>
<tr>
<td>Polyethylene</td>
<td>$15.040\pm0.005$</td>
<td>20.7</td>
</tr>
<tr>
<td>High Density</td>
<td>$12.731\pm0.008$</td>
<td>150.5</td>
</tr>
<tr>
<td>Polypropylene</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Sintered)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* The measurements of sample thickness are carried out by the Institute of Guangdong Metrological Science.
** The material of TPX has been stored for more than 10 year.

The data given here are measured at a single frequency, it can provide guidance at higher or lower frequency as well. The measuring system can also be used to measure the dielectric properties of liquid materials.
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The propagation characteristics of higher-order modes in coaxial chirowaveguides, which consist of coaxial transmission lines filled with chiral materials, are investigated in this paper. The analysis is based on analytic formulation of electromagnetic field components and application of boundary conditions. Numerical results are presented for the variation of the propagation constants with frequency and the radius ratio of inner and outer conductors.

INTRODUCTION

Chiral media have long been known in optics under the more common name of optically active materials. Such materials are characterized by an intrinsic left- or right-handedness at optical frequencies, due to a helical natural structure. Renewed, recent interest in chiral media stems primarily from the possibility that, through advances in polymer science, or through the manufacturing of artificial dielectrics [1,2], substances possessing a rotatory power at microwave or millimeter-wave bands might be produced.

Recently a new type of guided-wave structure, named chirowaveguide, was suggested by Engheta et al. [3]. The chirowaveguides consist of cylindrical waveguides filled with homogeneous isotropic chiral materials. Due to the electromagnetic chirality of the material inside the waveguide, several important features are associated with this type of guided-wave structure. Such waveguides will have a variety of potential applications in integrated optics, electronic devices, and optical communications systems as well as in their millimeter-wave and microwave counterparts.

In this paper, we analyze the propagation characteristics of higher-order modes in coaxial waveguides filled with homogeneous isotropic chiral media. The expressions for the electromagnetic fields inside the coaxial chirowaveguide are given, and the boundary conditions are used to derive the characteristic equations for the higher order modes.

FORMULATION

It has been shown that in the case of a chiral medium made of randomly oriented and uniformly distributed lossless, short, wire helices, the set of constitutive relations for time-harmonic fields (exp(-jωt)) has the form

\[\mathbf{D} = ε \mathbf{E} + j \mathbf{M} \mathbf{E}\]

(1)
where $\varepsilon, \mu, g$ represent the dielectric constant, permeability, and chirality admittance of the chiral medium, respectively.

In the chirowaveguide, the direction of propagation is along the $z$ axis. Considering the $z$-dependence $\exp(j \beta z)$ for the field components inside the guide and using chiral constitutive relations (1) and (2) and the source-free Maxwell equations, the transverse components of electric and magnetic fields inside the chirowaveguide can be expressed in terms of the longitudinal components of $E_z$ and $H_\phi$

$$E_z = ja \nabla \times H - c \nabla \times E + d \frac{\partial}{\partial z} \times \nabla \times E \quad \text{and} \quad H_\phi = ja \nabla \times E - c \nabla \times H + d \frac{\partial}{\partial z} \times \nabla \times H$$

where

$$a = \beta \left[ \frac{1}{2} (k_z^2 + k_z^2) - \beta^2 \right] / \eta,$$
$$b = \omega \mu (\beta^2 - k_z^2) / \eta,$$
$$c = 2 \omega \mu \varepsilon_0 \beta / \eta,$$
$$d = \omega \mu \varepsilon_0 (\beta^2 + k_z^2) / \eta,$$
$$h_1 = (k_z^2 - \beta^2) (k_z^2 - \beta^2)$$
$$K_+ = \pm \omega \mu \varepsilon_0 + \sqrt{k_z^2 + (\omega \mu \varepsilon_0)^2}$$

and $\eta = \sqrt{1 + (\omega \mu \varepsilon_0)^2}$, with $\eta = \sqrt{1 + k_z^2}$ and $\beta = \sqrt{-k_z^2}$, and $\omega = \omega \mu \varepsilon_0$ with $\omega$ being the radian frequency of the time-harmonic fields.

The longitudinal components $E$ and $H$ can be expressed in terms of functions $U_+$ and $U_-$ according to

$$E_z = P_+ U_+ + P_- U_- \quad \text{and} \quad H_\phi = q_+ U_+ + q_- U_-$$

with

$$\nabla^2 U_+ + P_+ U_+ = 0 \quad \text{and} \quad \nabla^2 U_- + P_- U_- = 0$$

and

$$P_+ = k_z^2 - \beta^2,$$
$$P_- = k_z^2 - \beta^2,$$
$$q_+ = \frac{(k_z^2 - k_z^2) P_+}{(k_z^2) P_+} = \frac{\omega \mu \varepsilon_0}{(k_z^2) P_+},$$
$$q_- = -\frac{(k_z^2 - k_z^2) P_-}{(k_z^2) P_+} = \frac{\omega \mu \varepsilon_0}{(k_z^2) P_+}.$$

For the coaxial chirowaveguide whose inner and outer conductors are at radii $R_i$ and $R_f$, respectively, the use of a polar coordinate $r\phi z$ system yields the following solutions for $U_+$ and $U_-$ in the range $R_f < r < R_i$.

$$U_+(r) = [A_1 J_n(j P_+ r) + B_1 Y_n(j P_+ r)] \exp(j n\phi) \quad \text{(9)}$$
$$U_-(r) = [A_2 J_n(j P_- r) + B_2 Y_n(j P_- r)] \exp(j n\phi) \quad \text{(10)}$$

where $A_1, B_1, A_2,$ and $B_2$ are constants to be determined. Here $J_n$ and $Y_n$ are the Bessel functions of order $n$ of the first kind and the second kind, respectively.
Enforcing the boundary condition that the tangential components of electric field equal to zero at \( r = R_1 \) and \( r = R_2 \) and using the equations (3) and (4) to yield

\[
\begin{bmatrix}
P_+ J_0 (\alpha R_1) & P_+ Y_0 (\alpha R_1) & P_- J_0 (\alpha R_1) & P_- Y_0 (\alpha R_1) \\
P_+ J_1 (\alpha R_2) & P_+ Y_1 (\alpha R_2) & P_- J_1 (\alpha R_2) & P_- Y_1 (\alpha R_2) \\
SS_1(R_1) & SS_2(R_1) & SS_3(R_1) & SS_4(R_1) \\
SS_1(R_2) & SS_2(R_2) & SS_3(R_2) & SS_4(R_2)
\end{bmatrix}
\begin{bmatrix}
A_1 \\
B_1 \\
A_2 \\
B_2
\end{bmatrix}
= 0 \quad (11)
\]

where

\[
SS_1(R) = T_1 J_0 (\alpha R) + T_2 Y_0 (\alpha R)
\]
\[
SS_2(R) = T_1 J_1 (\alpha R) + T_2 Y_1 (\alpha R)
\]
\[
SS_3(R) = T_3 J_0 (\alpha R) + T_4 Y_0 (\alpha R)
\]
\[
SS_4(R) = T_3 J_1 (\alpha R) + T_4 Y_1 (\alpha R)
\]

and \( T_1 = n(\omega Q_+ - aP_+), \quad T_2 = n(\omega Q_- - aP_-), \quad T_3 = dP_+ + jbq_+, \quad \) and \( T_4 = dP_- + jbq_- \).

In order to accomplish a nontrivial solution of (11), we must require the determinant of the coefficient matrix in (11) equals to zero, that is

\[
\text{Det} \left[ \begin{bmatrix} H(\beta) \end{bmatrix} \right]_{4 \times 4} = 0 \quad (12)
\]

where the expressions for the elements of the matrix \( H(\beta) \) can be obtained from equation (11) straightly. The propagation constant \( \beta \) can be found by solving the resulting characteristic equation (12).

NUMERICAL RESULTS

In this section we present calculated results for the propagation constants of higher-order modes in coaxial chirowaveguide. The example consists of a coaxial line homogeneously filled with a chiral medium of relative scalar permittivity \( \epsilon_r = 1 \), relative scalar permeability \( \mu_r = 1 \) and chiral admittance \( \delta = 1 \) mS. The descriptor \( EHnm \) used in [6] is adopted here for chiral modes. The resulting propagation diagram is given in Fig.2. The results for \( R_2 = 0 \) (that is circular metal chirowaveguide) are in agreement with the data in [6]. The variation of the propagation constants for \( HE_{11} \) and \( HE_{31} \) with the ratio \( R_2 / R_1 \) is shown in Fig.3.
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Fig. 1 Cross section of coaxial chirowaveguide.

Fig. 2 Dispersion relations for the higher order modes in coaxial chirowaveguide. \((R_2 = \frac{1}{2}R_1)\)

Fig. 3 Variation of the normalized propagation constants with the ratio \(R_2/R_1\). \((kr = 2.0)\)
RESEARCH ON IMPROVING ISOLATION OF 8mm PIN SWITCH

(Institute of Semiconductor, Academia SINICA)

ABSTRACT

The planar structure PIN fin-line switch has been done successfully in our group in 1989. Typical performances of the device are shown below: the operation frequency 33-35 GHz, the insertion loss 1.0 dB, standing wave coefficient s 1.2, switching time 80 ns, power standing P 1 W, and rather good reliability.

Isolation is one of the important characteristics of a switch. How to increase the isolation of the switch will be presented in this paper. What steps should we take to improve this parameter while keeping insertion loss and other parameters nearly constant? It is just the goal of this experimental research. The initial results of 25 dB increment is obtained with nearly same insertion loss.

REstricting the transmission of parasitic mode

Because of the discontinuity between the waveguide and fin-line, a parasitic mode will be raised at the junction. This mode is not under control of PIN diodes because it passes through the upper-side of the fin-line resulting of the limitation of the switch isolation. In this work, remarking improvements of isolation are archived by means of restricting the leaking power under the condition of using PIN switch with higher isolation.

Therefore it is very important to find useful methods to destroy parasitic transmission line in order to lower leaking power. One of the methods is to use a piece of film with absorbing electromagnetic wave and electronic isolation functions. This method has been proved to be available.

![Fig. 1](image-url)
PROCESS OF MAKING ISOLATION FILMS

In the experiment, three kinds of thin films are chosen. 1. plastic film, serving as a standard for the comparison with other films. 2. alloy film. 3. absorbing-wave film.

1. Alloy Film

On the thin mica film, after evaporating metals of In and Sn, a kind of alloy film is obtained. Through changing the fractions of every kind of metal, the different magnitude of surface resistance \( R \) of the film can be achieved. Better results have been when using this film. But some shortcomings exist in the alloy films too. The adhesion of metal to mica is weak; this fault get rise to the poor mechanical performance and low realiability rate.

Another kind of alloy film is gotten in the case of using Al and Ni. Like InSn alloy film, it also has good results in the improving isolation measurement.

2. Absorbing-wave film

This kind of film has better mechanical performance and good results.

RESULT AND CONCLUSION

The measurement of isolation is made under the condition of \( f = 35 \text{GHz} \), and input power \( P = 700-800 \text{mW} \). The Fig. 2 shows the diagram of measurement system.

Fig. 2

Comparing to the plastic film, isolation improvements of resulting from using other films are displayed on Table I. Two different methods are used in the experiment: a. Only one film is used. b. Two films are taken. The structure charts are shown below respectively.
CONCLUSION:

1. The parasitic mode exists certainly in the fin-line switch. It takes the upper-fin strip as its transmission line. In the switch, parasitic mode contribute to the leak power without being controlled by PIN diode. Below, representing several typical results in our experiment.

2. To restrict parasitic mode, the method discussed above is very useful but it is not the only one must be taken to reach the object. In principle, other methods can also be taken to destroy parasitic transmission line, such as making filter circuit on upper-line metal.

3. In the experiment, a phenomenon is found that only at the time original isolation (while plastic film is taken) are high enough, the advantage of changing film is obvious. So that a conclusion can be obtained: the magnitude of parasitic mode is rather small, and it can contribute the influence to isolation only when output power of switch in isolating situation reach the same value order as the parasitic mode.

<table>
<thead>
<tr>
<th>film(one)</th>
<th>plastic film</th>
<th>InSn alloy film</th>
<th>ΔI</th>
</tr>
</thead>
<tbody>
<tr>
<td>isolation</td>
<td>35 dB</td>
<td>52 dB</td>
<td>17 dB</td>
</tr>
<tr>
<td>film(one)</td>
<td>plastic film</td>
<td>absorbing film</td>
<td>ΔI</td>
</tr>
<tr>
<td>isolation</td>
<td>33.1 dB</td>
<td>43.9 dB</td>
<td>10.8 dB</td>
</tr>
<tr>
<td>film(two)</td>
<td>plastic film</td>
<td>absorbing film</td>
<td>ΔI</td>
</tr>
<tr>
<td>isolation</td>
<td>37.5 dB</td>
<td>62.5 dB</td>
<td>25 dB</td>
</tr>
</tbody>
</table>

Table 1
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Introduction

It is obvious that the frequency dependent dielectric properties of substances are responsible to the optical properties. The long wavelength lattice vibrations reflect the infrared dielectric properties of ionic crystals. The lattice vibrations are based on the potential energy between atoms in which both harmonic and anharmonic (damping) terms are included. Transverse optical phonons in polar crystals interact strongly with electromagnetic wave when the retardation of the Coulomb interaction between ions is included. This results in a mixed excitation of the crystal as one of the normal modes called polaritons. Therefore, the far-infrared spectroscopy has been one of the powerful means to discuss lattice dynamical properties of ionic crystals. Since the infrared emissivity is equal to the absorptance in a thermally balanced system according to the Kirchhoff's law, the emission spectroscopy has been also a powerful means particularly for its temperature dependence because of ease of its measurement. In this report, present author will review his own work on the temperature dependence of phonon modes in some cubic ionic crystals obtained by means of far-infrared spectral emission spectroscopy. Measurements are made on metal-backed films at an oblique emission angle. The spectral analysis is performed for the observed spectra using a theory of virtual modes for slabs derived from the polariton modes. The estimated temperature dependence is discussed in terms of a theory of phonon anharmonicity.

Infrared Dielectric Response

The dielectric function $\varepsilon(\omega)$ of a cubic polar crystal such as alkali-halides is given by the following relation within the harmonic approximation of lattice vibrations:

$$\varepsilon(\omega) = \varepsilon_\infty \frac{\omega^2}{\omega^2 + i \omega\Gamma},$$

where $\varepsilon_\infty$ is the high frequency dielectric constant. $\omega_T$ and $\omega_L$ are, respectively, the transverse optical (TO) and the longitudinal optical (LO) frequencies of long wavelength lattice vibrations. Therefore, the static dielectric constant $\varepsilon_0$ is given as

$$\varepsilon(0) = \varepsilon_\infty \frac{\omega_L^2}{\omega_T^2}.$$

The classical description for the dielectric function, including dampings caused by the lattice anharmonicity, is written as

$$\varepsilon(\omega) = \varepsilon_\infty \frac{\omega_L^2 - \omega^2 - i\Gamma}{\omega_T^2 - \omega^2 - i\Gamma}.$$

The thermodynamical Green function technique for many body problems predicts the dielectric function as

$$\varepsilon(\omega) = \varepsilon_\infty \frac{\omega_L^2 - \omega^2 + 2\omega_T(\Delta_2(\omega) - i\Gamma(\omega))}{\omega_T^2 - \omega^2 + 2\omega_T(\Delta_2(\omega) - i\Gamma(\omega))},$$

where $\omega_T$ and $\omega_L$ are, respectively, the quasi-harmonic TO and LO mode frequencies incorporating the effects of thermal expansion. $\Gamma(\omega)$ is the imaginary part of the phonon self-energy describing the frequency dependent damping mainly reflecting the two-phonon density of state. $\Delta_2(\omega)$ is the real part of the self-energy describing the frequency shift.
Virtual Modes

A detailed theory has been given on the optical properties of an ionic slab by Fuchs and Kliewer [5,6]. In a thin slab, the finite thickness of crystal and the coupling between phonons and photons cause an alteration of polariton dispersion curves and the appearance of many virtual modes which have incoming or outgoing waves outside the slab (radiative modes).

Based on the diagram shown in Fig.1, the infrared properties of metal-backed ionic slabs can be determined from the following equations. These are, for p- and s-polarization,

\[ L_p = 1 - \left[ \frac{i\beta_x}{\beta_p} \right] \tan \beta \alpha \]
\[ L_s = 1 + \left[ \frac{i\beta_x}{\beta_p} \right] \tan \beta \alpha \]

where

\[ \beta_x = \sqrt{\varepsilon \omega/c^2 - k_x^2} \quad \beta = \sqrt{\varepsilon \omega/c^2 - k^2} \]

where \( k_x \) is the wave vector of the field of radiation in direction of \( x \). Writing

\[ P_x = (2 - L_p) / L_p \]
\[ P_s = (2 - L_s) / L_s \]

the emissivity \( \varepsilon(\omega) \) are then

\[ E_p = |1 - |P_p|^2| \]
\[ E_s = |1 - |P_s|^2| \]

for p- and s-polarization, respectively. Using the relation \( k_x = (\omega/c) \sin \theta \) and the dielectric function given by equation (3), a typical example of the p-polarized spectrum of NaCl slab calculated basing on equation (8) is shown in Fig.2, together with absolute value of the dielectric function. No emission peak around the LO mode frequency is predicted for s-polarization spectrum.

**Fig.2.** Dielectric dispersion and p-polarized emission spectrum for 2\( \mu m \) NaCl film with emission angle of 45°.

**Experimental**

Metal-backed polycrystalline films of cubic ionic crystals have been prepared by vacuum evaporation onto platinum plates. Emission spectra at an oblique emission angle have been measured using either Fourier transformed (FTIR) or grating infrared spectrometers [8-10]. Fig.3 shows a schematic drawing for the laboratory equipped FTIR spectrometer.

**Fig.3.** Schematic drawing of laboratory equipped FTIR spectrometer.

A mylar sheet beam splitter and a Golay cell radiation detector were used in this spectrometer. The whole optical system was enclosed in a housing and flushed with a stream of dry nitrogen gas to remove the effect of atmospheric absorption. Fig.4 shows a sample heater
set at a part of light source of a
Brucker IFS113v vacuum FTIR spectrometer
together with a blackbody radiator. A
wire grid polarizer was used for the
polarization measurements. The spectral
radiation intensity from a sample was
normalized to that from a black body
radiator to estimate the emissivity.

![Diagram](Image)

Fig.4. Sample heater (b) and black body
radiator (a) for a Brucker IFS 113v
spectrometer.

Results and Discussion

As typical examples, Figs.5 and 6
show the temperature dependence of p-
polarized spectra of NaCl film having
1.7µm thickness and CaF₂ films having
1.4µm thickness, respectively [8,12]. It
is clear from Fig.5 that the spectra for
NaCl show anomalous emission peaks
around the LO mode frequency unlike the
calculated results shown in Fig.2. These
anomalies have also been observed for
KBr and KCl films but not for fluorides
such as BaF₂ and CaF₂ [9,10,13]. The
anomalous fine structures have been
caused by the considerable structure in
the self-energy of the TO phonons around
the LO mode frequency [14].

In order to derive the frequency
dependence of the self-energy as well as
phonon modes at various temperatures, the

![Graph](Image)

Fig.5. p-polarized spectra for the 1.7µm
NaCl film at various temperatures
measured at 45° emission angle.

![Graph](Image)

Fig.6. p-polarized spectra for the 2.0 µm
CaF₂ film at various temperatures
measured at 46° emission angle.

lineshape analysis has been performed
for NaCl and KCl using equation (8) and
the following empirical form for the
The large peak in $\Gamma(\omega)$ is mainly caused by two phonon interaction which reflects two phonon density of state. The two phonon interaction gives a sub-linear temperature dependence, while the other higher order interactions give a super-linear dependence. Fig. 8 plots the temperature dependence of the scaling factor for the self-energy indicating linear increase with temperature, which has not yet been clearly understood theoretically.

![Fig. 8. Temperature dependence of scaling factor for NaCl.](image)
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INTERACTIONS BETWEEN MILLIMETER WAVE AND POLAR AND NONPOLAR MOLECULES

Chen Jianbo and Li Binhong  
(Shanghai Jiao Tong University)

INTRODUCTION

The spectrum of interaction between millimeter wave and molecule can lie in three bands: 1. electron spectrum in ultraviolet and visible light bands; 2. molecule vibration spectrum within near infrared and medial infrared bands; 3. molecule rotation spectrum covering the infrared, millimeterwave and microwave bands. Neglecting the coupling between the vibration and rotation of the molecule, the interaction between millimeter wave and molecule corresponds to the transition between two rotation energy levels of molecule.

There are polar and nonpolar molecules. Both principles and analytical methods of their interaction with millimeter wave are different. The intrinsic electric dipole moment of a polar molecule can directly couple with EM wave, and molecule state can transit between its rotational energy levels. Since the nonpolar molecule does not have intrinsic electric dipole moment, it can not couple with EM wave directly and its state can not transit between rotational energy levels. However, when there exists a non-paired electron in nonpolar molecule, its un-cancelled self-spin magnetic moment will precess under the applied magnetic field, and the quantization of the precession will split each rotational level into several sublevels. The transition of the molecule state between any two sublevels well also correspond to millimeter wave frequency.

In this paper, we present the theoretical computation of the interaction of millimeter wave with two kinds of molecules by using quantum mechanics. From the computation results of the typical polar molecule $H_2O$ and nonpolar molecule $O_2$, their peaks of absorption coincide with those of measured atmospheric attenuation curve very well. Therefore, this analytical and computing method will also be suitable for other substance molecules.

ANALYSIS OF INTERACTION BETWEEN MILLIMETER WAVE AND POLAR MOLECULE $H_2O$

1. Basic Principle

Fig. 1 shows the structure of $H_2O$, since its positive and negative change centers do not coincide, it has an intrinsic electric dipole moment and is called a polar molecule. Let us find out its rotational energy levels by using quantum mechanics, and estimate its absorption spectrum. The molecule consists of nucleuses and electrons, neglecting the coupling between electronic self-spin magnetic moment and orbital magnetic moment, the molecule Hamiltonian operator can be written as

$$H = \frac{\hbar^2}{2M_0} \sum \Delta_i^2 - \sum \frac{\hbar^2}{2M_e} \Delta_o^2 - \sum \frac{Z_i e^2}{4\pi \varepsilon_0 R_i} + \sum \frac{Z_e e^2}{4\pi \varepsilon_0 R_o}$$
\[ e^2 \sum_{\mathbf{r}_i} \frac{1}{4\pi^2} = T_{e} + T_{n} + V_{e-n} + V_{n-n} \quad (1) \]

Where \( i \) stands for the \( i \)th electron having mass of \( M_e \); 
\( a \) stands for a nucleus having atomic order of \( Z \) and mass of \( M_n \); 
\( T_{e} \) and \( T_{n} \) are kinetic energy operators of electron and nucleus respectively; 
\( V_{e-n}, V_{n-n}, V_{n-e} \) are static electrical interactional energies between a electron and nucleus, two nuclei and another and a electron and another respectively.

The Schrödinger equation of the molecule is

\[ \hat{H} \Psi(R_a, \mathbf{r}_e) = E \Psi(R_a, \mathbf{r}_e) \quad (2) \]

Where \( E \) stands for the total energy of the molecule, \( \Psi \) stands for the whole wavefunction of the molecule, while depends on all the positions of nuclei and electrons. When all the nuclei are fixed, the Schrödinger equation for electron motion becomes:

\[ \hat{T} \Psi_e(R_a, \mathbf{r}_e) = E_e \Psi_e(R_a, \mathbf{r}_e) \quad (3) \]

Where \( \hat{T} = T_{e} + V_{e-n} + V_{n-n} \), \( E_e(R_a) = E - V_{n-n}(R_a) \)

We obtain results for \( E_e \) and \( \Psi_e \) under special positions \( R_a \) fixed by solving (3), but they are what we are not interested in here.

What are emphasized are the motions of nuclei. Therefore, we first write down the whole wavefunction as a product of electron wave function and nucleus wavefunction:

\[ \Psi(R_a, \mathbf{r}_e) = \Psi_e(R_a) \Psi_n(R_a) \quad (4) \]

Substituting (4) into (2), thinking of \( T_{n} \Psi_n \approx \sum_i T_{n} \Psi_i \), and taking (3) into account. We have

\[ \hat{T} \Psi_e(R_a) = E \Psi_e(R_a) \quad (5) \]

Where

\[ \hat{T} = T_{e} + V(R_a) = T_{n} + E_e(R_a) + V_{n-n}(R_a) \quad (6) \]

and \( E \) stands for total energy of the molecule system. The above two equations tell us that nuclei are in motion in a potential field \( V(R_a) \). Solving (5) will give us the eigen value \( E \) and eigen function \( \Psi_e(R_a) \).

Neglect the coupling kinetic energy between vibration and rotation and translational motion energy, We have

\[ H_{n} = T_{n} + V(R_a) = T_{v} + V(R_a) + E_{e} + E_{v} = H_{rot} + H_{vib} \quad (7) \]

Substituting (7) into (5), let \( \Psi_e = \Psi_{rot} \Psi_{vib} \), \( E = E_{rot} + E_{vib} \), we have

\[ H_{rot} \Psi_{rot} = E_{rot} \Psi_{rot} \quad (8) \]

\[ H_{vib} \Psi_{vib} = E_{vib} \Psi_{vib} \quad (9) \]

In millimeter wave band, we only need to solve (8).

From the reciprocity of operator, we first find out the eigen function \( \Psi_{rot \, sym.} \) for symmetric gyro molecule according to the relations of matrix and quantum mechanics:

\[ \det((H_{rot} - E_{rot}) \delta_{kk}) = 0 \quad (10) \]

According to the orthogonality, the inner products have only \( k \) possible values. Therefore (10) can be simplified to a finite rank determinant.

\[ \det(H_{rot} - E_{rot}) \delta_{kk} = 0, \quad k'k'' \in [-J, J] \quad (11) \]

Where

\[ H_{rot} = \int \Phi^{*}_{j,k} H_{rot} \Phi_{j,k} \, d \tau \]
and A, B and C are constants depending on moments of inertia about three main axes. Eigen value $\varepsilon_{rot}$ can be obtained by solving (10).

2. Numerical solution and comparison with measured result.

there are many techniques to solve (11); we use QR technique here. For $\text{H}_2\text{O}$ molecule, we have

$$A=80888.48 \text{ h兹}, \quad B=43066.19 \text{ MHz}, \quad C=28103.30 \text{ MHz}$$

Input them into the computer, we obtain $2J+1$ values for each $J$. After comparing and selecting among these values, the following transitions within millimeter waveband can be found:

- J from 5 to 6, $v=0.76 \text{ cm}^{-1}$, $\lambda=13.575 \text{ mm}$
- J from 3 to 2, $v=6.07 \text{ cm}^{-1}$, $\lambda=1.647 \text{ mm}$
- J from 5 to 4, $v=10.83 \text{ cm}^{-1}$, $\lambda=0.923 \text{ mm}$

These frequencies have a good agreement with the absorption peaks of measured atmosphere attenuation curve of $\text{H}_2\text{O}$ molecule. This shows that the physical model and computing method used here are correct and can be used to other kinds of polar molecules.

---

Fig.2, atmosphere attenuation curve: A. sea level, temperature $t=20^\circ\text{C}$, atmospheric pressure $P=101325 \text{ Pa}$, water vapour density $p=0.075 \text{ Kg/m}^3$, B. 4K altitude sky, $t=0^\circ\text{C}$, $p=0.001 \text{ Kg/m}^3$.

ANALYSIS OF INTERACTION BETWEEN MILLIMETER WAVE AND NONPOLAR MOLECULE

$\text{O}_2$

1. Basic principle

Fig.3 shows the structure of $\text{O}_2$ molecule. Since its positive and negative charge centers coincide with each other, there is no intrinsic electric dipole moment. EM wave can not cause transition between rotational energy levels of the whole molecule. However in the $\text{O}_2$ molecule there are two unpaired electrons located in $1\pi^*(2\text{p}_x)$ and $1\pi^*(2\text{p}_y)$ orbits respectively. Because their self-spins are in the same direction, there exists an intrinsic magnetic moment. This magnetic moment precesses around the applied magnetic field (such as the orbit magnetic field), and the precessions will be quantized. This quantization is so called reorientating quantization of self-spin.

![Fig.3 structural scheme of $\text{O}_2$ molecule](image1)

![Fig.4 vector scheme of $1\pi^*(2\text{p}_x)$ orbit](image2)

![Fig.5 first a few rotational electronic total moment energy levels of $3\Sigma$ state of $\text{O}_2$ molecule](image3)
As shown in Fig. 4, the electronic total moment of momentum of the molecule J is the vectorial summation of its total orbital moment of momentum N and total self-spin moment of momentum S. According to the vectorial summation principle in quantum mechanics, J=N+S, N+S-1, ..., N-S. Because each unpaired electron has self-spin quantum number S1=S2=1/2, the two electrons spinning in the same direction have quantum number of total self-spin moment of momentum S=S1+S2=1, therefore J=N+1, N, N-1. That means that each given energy level N will split into three sublevels as shown in Fig. 5. Their spectrum terms are as follows:

\[ F_1(N) = B(N+1) + ((2N+3)B^2 + \lambda^2 + 2\lambda B)^{1/2} + \gamma (N+1) \]  
\[ F_2(N) = BN(N+1) \]  
\[ F_3(N) = B(N+1) - ((2N-1)B^2 + \lambda^2 + 2\lambda B)^{1/2} - \gamma N \]

Where both \( \lambda \) and \( \gamma \) are constants, \( \lambda = 1985 \text{ cm}^{-1}, \gamma = -0.008 \text{ cm}^{-1}, B=\hbar/(8I), \) and stands for the moment of inertia.

Let \( \Delta J = \pm 1, \Delta N = 0 \), we get two series of absorption spectrum lines:

\[ v_+(N) = F_3 - F_1 = -((2N+3)B^2 + \lambda^2 + 2\lambda B)^{1/2} \]  
\[ v_-(N) = F_3 - F_2 = (2N-1)B^2 + \lambda^2 + 2\lambda B^{1/2} \]

When these transitions occur, the rotational states and vibrational states do not change, so these spectrum lines can only called as electron self-spin reorientation spectrum lines. Besides, according to spectrum theory and symmetry of rotational energy levels, it can be proved that the \( \text{O}_2 \) molecule has only energy levels whose \( N= \) odd number.

2. Numerical solution and comparison with measured result.

From structural and physical parameters of molecule, we have \( B=1.43777 \text{ cm}^{-1} \). Based on (15) and (16), the computer provides the following:

<table>
<thead>
<tr>
<th>N</th>
<th>( v_+(N) )</th>
<th>( v_-(N) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.8671</td>
<td>1.8767</td>
</tr>
<tr>
<td>3</td>
<td>2.3672</td>
<td>1.9490</td>
</tr>
<tr>
<td>5</td>
<td>2.1643</td>
<td>1.9870</td>
</tr>
<tr>
<td>7</td>
<td>1.9726</td>
<td>2.0150</td>
</tr>
<tr>
<td>9</td>
<td>1.9446</td>
<td>2.0386</td>
</tr>
<tr>
<td>11</td>
<td>1.920</td>
<td>2.060</td>
</tr>
<tr>
<td>13</td>
<td>1.900</td>
<td>2.080</td>
</tr>
<tr>
<td>15</td>
<td>1.880</td>
<td>2.099</td>
</tr>
<tr>
<td>17</td>
<td>1.860</td>
<td>2.118</td>
</tr>
<tr>
<td>19</td>
<td>1.842</td>
<td>2.137</td>
</tr>
</tbody>
</table>

Observation of the numerical solution shows that both two spectrum lines lie around wavelength \( \lambda = 1/\nu = 5 \text{ mm} \). That indicates that this wavelength should be an absorption peak. This peak almost is the same as that in measured atmospheric attenuation curve of \( \text{O}_2 \) (see Fig. 2). Therefore, it can be expected that the physical model and analytical method used here are suitable for other kinds of nonpolar molecules.
It is shown that transmission measurements of the normal phase in the Far IR (FIR), \( v < 120 \text{ cm}^{-1} \), lead directly to plasma frequency \( \nu_p \) if d.c. conductivities measurements are available. It is found that \( \nu_p \) is a constant in the normal phase to within experimental errors, and since d.c. resistivity appears as a linear function of temperature, collision frequency \( \nu_c \) is also a linear function. For one sample (3), \( \nu_p = 4300 \text{ cm}^{-1} \) and \( \nu_c = 1.07 T + 27 \text{ cm}^{-1} \), with \( \nu_p = \frac{N_e e^2}{m \epsilon_0 \epsilon_{\infty} (2\pi)^2} \).

At higher frequencies, i.e. beyond 120 \text{ cm}^{-1} and still in the normal phase, transmission decreases, while it should increase with frequency in the assumption of a simple Drude model. To explain that decrease, and also the small value observed for the transmission in the near IR (e.g. 10% at 4000 \text{ cm}^{-1} for the MgO plate coated with a 100 \text{ Å} YBaCuO film), a strong highly damped oscillator has to be assumed in the Mid IR. The most simple model is made of one overdamped oscillator centered at \( \nu_o = 360 \text{ cm}^{-1} \) where neutrons diffraction (\( \nu_o \)) has reve-
aled a broad peak in the phonons density of state. The quite unusual
strength and damping necessary to fit the experimental data is not yet
understood but should come from the high density of carriers in the ab
plane.

For the superconductive phase at 7 K, the FIR transmission data
(e.g. 1% transmission at $\nu = 20 \text{ cm}^{-1}$ for the MgO plate coated with one
superconductive film, increasing with frequency), can be roughly retri-
eved by keeping the same plasma frequency found in the normal state
(e.g. $\nu_p = 4300 \text{ cm}^{-1}$), and putting $\nu_c = 0$. In fact, the observed
transmission is higher than calculated, depends on the quality of the
sample, and suggests a two-phases composition.

Some of these conclusions (2, 3) are close to those of Fiory et al
obtained by a quite different method (14).
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ABSORPTION PROPERTIES OF PURE WATER VAPOR
AT 297, 343, 412 AND 460 GHz

N. I. Furashrov and V. Yu. Katkov
Radiophysical Research Institute
Lyadov Str. 25/14, Nizhny Novgorod, Russia

The nature of the infrared and microwave absorption by water vapor in the transparency windows remains still not clearly understood. Partially, this is due to the lack of experimental information needed. As for the existing experimental data on pure water vapor absorption properties in the near millimeter wave region, they are incomplete and contradictory (see, for example [2]).

In the present study, the dependence of the pure water vapor absorption coefficient on the pressure and temperature has been determined at frequencies of 297, 343, 412 and 460 GHz, which corresponds to the window regions. The experiments were performed using a multitransverse absorption cell of 2.5 - m base length, a backward wave oscillator and pneumatic detector of the Golay type. In measurements, the path length of the cell was 140 m, the cell temperature and pressure were varied from 285 to 350K and from 0 to 30 Torr (r.h. ≤ 90%), respectively.

In agreement with the theory of \( H_2O \) spectral line broadening, the absorption measured with an accuracy of ± 0.1 to ± 0.3 dB km\(^{-1}\) is proportional to the pressure squared. At the same time, the normalized absorption coefficients \( \gamma \) (in dB km\(^{-1}\) Torr\(^{-2}\)) deduced from the pressure dependencies with rms errors of 6,4,5 and 3% at 297, 343, 412 and 460 GHz, respectively, are significantly higher (up to 7 times at 297 GHz) than those predicted by the kinetic line shape. Besides, the absorption decreases more rapidly with the increase in temperature \( T \) than the theory predicts. In addition, its temperature dependence differs noticeably from the power law and can be reproduced within the above uncertainties by a sum of two power-law functions:

\[
\gamma = \gamma_1 \left(\frac{300}{T}\right)^{n_1} + \gamma_2 \left(\frac{300}{T}\right)^{n_2} .
\]
Since this relationship is not pronounced so that all four of its parameters could be determined independently, the experimental data fit is made under the assumption that the parameter $n_1$ has the theoretical value. By assuming this, we suppose that any rate the wings of the nearest $H_2O$ lines depend on the temperature in approximate accordance with the prediction. The results obtained from the least-squares fit to the data are given in the Table as compared with the theory.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>297</th>
<th>343</th>
<th>412</th>
<th>460</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.0025</td>
<td>0.0054</td>
<td>0.0108</td>
<td>0.0305</td>
</tr>
<tr>
<td>$n_1$</td>
<td>3.7</td>
<td>3.5</td>
<td>3.6</td>
<td>3.3</td>
</tr>
<tr>
<td>Experiment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\gamma_1$</td>
<td>0.0065</td>
<td>0.0077</td>
<td>0.0164</td>
<td>0.0310</td>
</tr>
<tr>
<td>$\gamma_2$</td>
<td>0.00645</td>
<td>0.0121</td>
<td>0.0133</td>
<td>0.0224</td>
</tr>
<tr>
<td>$n_2$</td>
<td>14.1</td>
<td>10.9</td>
<td>11.6</td>
<td>10.2</td>
</tr>
</tbody>
</table>

It is seen from the Table that the experimental values of $\gamma_1$ are systematically higher than the calculated ones. Therefore, apart from the nature of a strong temperature dependent absorption term, the kinetic line shape is not correct. In this connection it should be noted that in spite of the generally accepted standpoint the quadratic over humidity components of the atmospheric absorption coefficients at 343 and 412 GHz obtained by us earlier at 306K [2] are not equal to the normalized pure water vapor absorption coefficients corresponding to the same frequencies and temperature; the former are about 1.5 times less than the latter. Moreover, preliminary results of another study indicated that the wings of the 380 GHz pure water vapor line are not described by the kinetic line-shape (as well as by Lorentz and Van Vleck-Weisskopf formulas) indeed.

Thus, some disparities have been found between the classical theory of molecular absorption by water vapor and the experiments which are unambiguously associated with inaccuracies of classical
line shapes beyond the line core. However, the principal question of a strong temperature dependent absorption term attributed to the far H$_2$O line wings or not cannot be yet answered.
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APPLICATION OF IR AND FIR RADIATION IN HIGH MAGNETIC FIELD SPECTROSCOPY

N. Miura

Institute for Solid State Physics, University of Tokyo, Roppongi, Minato-ku, Tokyo 106, Japan

The IR and FIR laser magnetospectroscopy in high magnetic fields is a powerful means for solid state physics. Tuning the magnetic energy levels in substances by magnetic fields with the incident photon energy, we can observe resonant structures in the spectra arising from electronic transitions such as cyclotron resonance or impurity transitions. In high magnetic fields, the energy of the cyclotron motion, \( \hbar \omega_c = \hbar eB/m^* \) (\( B \) is the magnetic flux density, and \( m^* \) is the effective mass) becomes very large, and hence high resolution measurements become possible. The cyclotron resonance becomes observable even in very low mobility semiconductors, since the condition \( \omega_c \tau > 1 \) is easily satisfied. Moreover, as \( \hbar \omega_c \) exceeds various excitation energies in solids, a variety of new phenomena are expected to occur in very high magnetic fields. On the other hand, the radius of the cyclotron orbit, \( l = \sqrt{\hbar/eB} \) becomes very small with increasing fields, and it can be reduced to a size even comparable with the lattice constant in sufficiently high magnetic fields. We can expect that the effect of the reduction of the wavefunction extension also gives rise to new phenomena.

The recent progress of pulse magnet technology has enabled us to measure the infrared magneto-optical spectra up to very high magnetic fields. At ISSP, we have developed several techniques for generating ultra-high magnetic fields. We can generate ultra-high fields up to 450T by the electromagnetic flux-compression technique, up to about 200T without destroying samples by the single-turn coil technique, and long non-destructive pulse fields up to about 50T by the conventional type of solenoid pulse magnets[1]. These magnetic fields have been successfully employed for investigating cyclotron resonance and impurity spectroscopy in semiconductors, high field spectroscopy of high \( T_c \) superconductors, etc. by combining the fields with molecular gas lasers at infrared and far-infrared wavelength range. In this paper, we report the latest results on the cyclotron resonance in low mobility semiconductors, such as diamond, SiC and AlAs, as well as the anomalous temperature dependence of the effective mass and the new type of combined resonance in Pb-compounds.

Figure 1 shows a typical example of the experimental traces of the magnetic field pulse and the cyclotron resonance signals in n-type 3C-SiC at a wavelength of 119\( \mu \)m from an \( \text{H}_2\text{O} \) laser. The magnetic field produced by the single-turn coil technique reaches 150T at its maximum, and has the same magnitude twice on the
increasing and decreasing slopes. For \( B_{100} > \) axis, two resonance peaks are observed on both the slopes, corresponding to the light mass and heavy mass valleys at the X-points. Although the duration of the field pulse is very short, of the order of 5\( \mu s \), we can obtain accurate absorption curves by using a very fast detector of doped Ge cooled to liquid He temperatures. For the shorter wavelengths from a \( \text{CO}_2 \) laser and a CO laser, a photovoltaic HgCdTe detector was employed. Investigating the resonance fields at various wavelengths as shown in Fig. 2, we found that the conduction band of 3C-SiC is very parabolic up to 53.8meV showing no sign of the camel's back structure which has been observed in GaP. A number of impurity transitions were also observed at low temperatures below 100K for different wavelengths. We found that the lines are from three different kinds of donor levels which have different binding energies. In p-type SiC, cyclotron resonance was observed corresponding to the effective mass of 0.45\( m_0 \).

Semiconducting diamond as well as SiC has been considered to be a promising material for future devices operating at rather high temperatures. In IIb-diamond, classical cyclotron resonance absorption peaks were observed corresponding to the heavy hole\( (m^*_h) \), light hole\( (m^*_l) \) and the spin-orbit-split-off\( (m^*_s\text{o}) \) bands for the field directions parallel to the \( < 100 > \), \( < 110 > \), and \( < 111 > \) axes, for the wavelengths between 28\( \mu m \) and 119\( \mu m \). It should be noted that the hole resonance in the split-off band is observed with a comparable intensity in the high energy range due to the very small spin-orbit splitting (~6meV). Figure 3(a) shows the cyclotron resonance for three different field directions at \( \lambda = 119\mu m \), and Fig. 3(b) shows the resonance for three different wavelengths. The resonances of thermally excited carriers were observed only at relatively high temperatures above about 280K. Owing to the high magnetic fields, well-defined peaks were obtained in spite of low mobilities at high temperatures. Some of the peaks were observed in the electron-active circular polarization indicating negative masses of holes. We found that the effective masses were very different from those obtained by Rauch[2] at lower magnetic fields and low temperatures. The \( \gamma \)-parameters were determined analyzing the data on the basis of a set of the 3 \( \times \) 3 Luttinger-Kohn Hamiltonian. We found that the effective mass of light holes and heavy holes are negative in some directions. This arises from the strong mixture of the heavy and light hole bands with the split-off hole band which is located very close to the two bands. It is interesting to note that the Landau level structure of the valence band in diamond is very different from those of Ge and Si which are well known, due to the very small spin-orbit splitting.

AlAs is an important material as barrier layers for GaAs-AlAs quantum wells or superlattices, but the details of the band structure has not been well known because of its low mobility. In n-type AlAs, the cyclotron resonance was observed corresponding to the effective mass of 0.47\( m_0 \) at a photon energy of 10.4meV[3]. No resonance peak was observed at a field corresponding to the mass of about 1.1\( m_0 \) which has been observed in 2D samples at lower fields. This suggests the existence of the camel's back structure near the X-point. However, there is also a possibility
that the observed mass of $0.47m_0$ corresponds to the heavy mass.

Pb-chalcogenides have been known to be narrow gap semiconductors, and to have large temperature dependence of the band gap. They are of interest from a viewpoint of the structural phase transition, since PbGeTe or PbSnTe solid solutions show a transition from the cubic to the rhombohedral phase at some temperatures. In sufficiently high magnetic fields we can expect to observe the phase transition in PbTe which does not show any phase transition at finite temperatures. In PbSe and PbTe, anomalously large change of the effective mass with temperature has been observed by measurements in a wide temperature range. The large change cannot be explained by simply taking account of the temperature change of the band gap within the framework of the $k \cdot p$ theory. This suggests that there are some factors other than the band gap which determines the temperature dependence of the effective mass[4]. This was examined also by a comparison between PbTe and PbSe and by a measurement in Mn-doped PbSe samples in which the band gap can be varied by the Mn concentration. Figure 4 shows typical examples of the cyclotron resonance curves in p-type PbTe samples at CO$_2$ laser wavelengths. An anomalous absorption peak (indicated by 'X' in the figure) was observed, and this peak was found to change the relative intensity to the heavy mass peak (denoted as 'H') with changing wavelength and temperature. The anomalous peak was assigned as the combined resonance involving the spin-flip. This combined resonance becomes allowed due to the large inter-spin level matrix elements in the $k \cdot p$ Hamiltonian, and the crossing of the two Landau levels with opposite spins. It is the first combined resonance which has ever been observed in the Faraday configuration.
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Fig. 1 Recorder traces of the magnetic field pulse produced by the single-turn coil technique and the cyclotron resonance in n-type 3C-SiC at a wavelength of 119μm.

Fig. 2 Cyclotron resonance curves in n-type 3C-SiC for different wavelengths.

Fig. 3 (a)(left) Cyclotron resonance curves in p-type diamond at 119μm for three different field directions. (b)(right) Cyclotron resonance at various wavelengths.

Fig. 4 Cyclotron resonance in p-type PbTe at different wavelengths.
EXPERIMENTAL STUDY OF FOUR-SUBLATTICE ANTIFERROMAGNET CuCl₂·2H₂O

RESONANCE PROPERTIES

V. V. Eremenko, S. A. Zvyagin, V. V. Pishko, Yu. G. Pashkevich, V. V. Shakhov

In the present paper antiferromagnetic resonance (AFMR) in four-sublattice rhombic antiferromagnet CuCl₂·2H₂O for different orientations of an external magnetic field is studied experimentally. The comparison of experimental results with calculations of dynamic susceptibility for different magnetically ordered phases as well as studying the exchange mode (EM) and acoustic mode (AM) interactions are performed.

Measurements were performed using a submillimeter transmitting radiospectrometer. The spectrum was scanned by a pulsed magnetic field. Backward-wave tubes served as microwave sources and a n-InSb crystal cooled up to the liquid helium temperature served as a detector. The experimental temperature was 1.8 K.

![Figure 1](image_url)

**Fig. 1**

To align an external magnetic field parallel to the crystal b-axis, the field-frequency dependence (FFD) of AM and EM (see notations in ref. [1]) absorption is presented in Fig. 1 by white dots. Theory [1] predicted EM approaching to AM with magnetic field rising. Experimentally that mode was not observed. For interpretation of the experimental result, let us estimate high-frequency (HF) susceptibility of four-sublattice rhombic CuCl₂·2H₂O and apply the method described in [1,2]. For the Γ₃₈
phase the high-frequency susceptibility as a frequency function can be defined as follows:

\[
\chi_{xx}(\omega) \approx (4S_o^2) \frac{(g \mu_b)^2}{hV_o} \frac{\omega^{2+87}}{\omega^2-(\omega^{2+87})^2} \left( \frac{D^2}{E_3} \right)^2 \sqrt{\frac{E_3+E_0}{E_a}} ,
\]

\[
\chi_{yy}(\omega) \approx \frac{\omega^{1387}}{\omega^2-(\omega^{1387})^2} (1-\beta^2) \left( \frac{D^2}{E_3} \right)^2 \sqrt{\frac{E_3+E_0}{E_a}} \beta^2 \frac{(g \mu_b)^2}{hV_o} ,
\]

\[
\chi_{zz}(\omega) \approx (4S_o^2) \frac{(g \mu_b)^2}{hV_o} \frac{\omega^{2+87}}{\omega^2-(\omega^{2+87})^2} \left( \frac{D^2}{E_3} \right)^2 \sqrt{\frac{E_3+E_0}{E_a}} \beta^2 ,
\]

where \( S_o \) is the ion spin, \( E_3 \) the intralayer ferromagnetic exchange, \( E_0 \) the interlayer antiferromagnetic exchange, \( D \) the Dzyaloshinsky-Moriya interaction constant, \( \mu_b \) the Bohr magneton, \( g \) the g-factor, \( E_3 = E_0 + E_3 \), \( V_o \) the unit cell volume, \( \beta = H_y/E_o \), \( H_y \) the external magnetic field parallel to the y-axis. For \( \chi_{yy} \), the residue is seen to be anomalously small in the entire field \( H_y \) region. Therefore the EM absorption intensity with \( \omega_{1387} \) is low everywhere. For EM \( \omega \approx \omega_{2487} \), \( \chi_{zz} \ll \chi_{xx} \) which defines the experimental polarization of that mode: the magnetic microwave field component \( h_{\omega_{1a}} \).

2. Figure 1 gives also the field-frequency AFMR dependence (dark dots) of CuCl\(_2\)·2H\(_2\)O in a magnetic field applied in the ab-plane at the angle \( \beta=40^\circ \) to the a-axis. It should be noted that in this case the absorption line intensity is comparable with that of \( \omega_{1387} \) at \( H_{1a} \).

3. If an external magnetic field is oriented parallel to the crystal c-axis, the magnetically ordered phase \( \Gamma_{4e} \) with \( \omega_{1487} \) and \( \omega_{1387} \) exchange modes is realized. We have calculated high-frequency susceptibility of those modes. For \( \omega_{1487} \), \( \chi_{zz} \) is small for the whole field \( H_z \) region and the EM absorption intensity with \( \omega_{1487} \) is extremely small.

For \( \omega_{2487} \) at \( H_z<<H_{a}=(E_3+E_0)^{1/2} \), where \( H_{a} \) is the field of intersection of EM and AM FPD, \( \chi_{xx} \gg \chi_{yy} \), so that the excitation of EM \( \omega_{2487} \) should be observed at \( h_{\omega_{1a}} \).
At $H_2 \approx H_a$, HF susceptibility can be written down as

$$\chi_{xx}(\omega) = \chi_{yy}(\omega) = \frac{1}{2} \left( 4S_0 \right) \frac{(g\mu B)^2}{\hbar \nu \omega} \frac{\omega^{3 \omega \omega}}{\omega^{3 \omega \omega} - \omega^{3 \omega \omega}} \frac{\omega^{3 \omega \omega}}{E_0}. $$

The above calculation of EM $\omega^{3 \omega \omega}$ showed only a slight slope of its FFD (the resonance frequency softening is 0.4 cm$^{-1}$ in a magnetic field of 5 T). It makes impossible to observe the EM $\omega^{3 \omega \omega}$ corresponding absorption line while scanning the spectrum by a magnetic field. That result is confirmed by the absence of sample "bleaching" at 8.4 cm$^{-1}$ for EM $\omega^{3 \omega \omega}$. The symmetry analysis gives evidence about the interaction between $\omega^{3 \omega \omega}$ EM and AM which can occur and should be accompanied with an intensity rising of EM while approaching AM (as well as at $H_2a$) and deformation of AM FFD. We have studied in detail the assumed interaction region, however, the above features have not been detected.

4. Figure 2 presents AFMR FFD in CuCl$_2 \cdot$2H$_2$O for an external magnetic field $H_2a$. An accuracy of the sample orientation in a magnetic field is $\pm 3^\circ$. The absorption spectrogram at 9.1 cm$^{-1}$ is shown in Fig.3. Peculiarities of an absorption signal in the intermediate state are described in detail elsewhere [3].

In the zero field resonance frequencies for the upper and lower EM proved to be equal to 8.45 cm$^{-1}$ and 8.4 cm$^{-1}$.
respectively. The absorption contour along the frequency axis was restored using sample "bleaching" in an external magnetic field near \(8.4 \text{ cm}^{-1}\) with the step of \(0.03 \text{ cm}^{-1}\).

In a magnetic field of about 7 T the interaction between EM and AM was observed upon their approaching each other accompanied with the typical intensity transfer from a stronger AM to a weaker EM and their FFD splitting.

The anisotropic exchange interaction constant \(D\), being the "coupling parameter" of EM and AM, was obtained from the least difference of interaction mode frequencies in the vicinity of the interaction field. As a result, the tangent of sublattice magnetization canting angle in the zero field was defined to be \(\tan \alpha = 0.07\). The \(\alpha\) angle value is in a good agreement with the data obtained in [4] by nuclear magnetic resonance.

Pure rotational lasers can work in IR and FIR spectral range. To create the power pure rotational laser it is necessary to overcome the rapid rotational relaxation (RRT). In [1] it has been suggested to use for the pumping of the rotational laser the excitation of vibrational levels and the intramolecular vibration to rotational (VRT) energy transfer. For the diatomic molecule the last mechanism of vibrational relaxation has been in detail discussed in review [2]. The peculiarity of VRT-relaxation as compared with VT-relaxation is the resonant transfer of the molecular vibrational energy to its high excited rotational states and only then to translation energy by RRT-channel. Such way of the relaxation is possible for the hydrogenous diatomic molecules, e.g., hydrogen halides and for the certain polyatomic molecules. In molecule HF at VRT-relaxation of level with vibration quantum number $V=1$ can be excited rotational levels with quantum number $J \geq 13$, at relaxation of $V=5$ - level can be excited even rotations with $J \geq 30$. Taking into account the comparatively slow rate of high rotational states relaxation, under the certain conditions such excitation made "over" can lead to the appearance of the rotational population inversion. The similar effect has been observed during the chemical reactions with the creation of the high vibration excited HF-, OH-, OD-, NH-molecules [3,4] and their generation on pure rotational transitions.

In [5] the high power pure rotational gasdynamic laser due to vibrational excitation of HF-H$_2$ mixture has been investigated. In [6] we suggested to use the vibrational excitation of molecules in e-beam ionizer-sustainer discharge for the generation in FIR
spectral range. In the present work we in detail investigate the similar discharge in a HF-H$_2$-Ar mixture.

The important peculiarity of HF-discharge is the different ranges of the effective vibrational excitation of HF by the electron-molecule collision (electron energy U~1V) and electron attachment (U>2,5V). Therefore it is possible to use the mixtures with the relatively great fraction of HF-molecules (~1%) and to inject a large power in the internal molecular states by the e-beam discharge.

The stability of such discharge in mixtures HF-H$_2$-Ar (pressure $P$<1atm) has been experimentally verified in [7,8], where the e-beam ionized-sustainer laser on the vibrationally rotational transitions of HF was investigated at constant electric field $E/N$=$10^{-16}$ V cm$^2$. The generation in the range $\lambda=2.7-3\mu$m has been obtained. But the windows were not transparent for the radiation with $\lambda>9\mu$m. Thus it was not investigated the possibility of the longwave radiation from pure rotational transitions. However in [7] the laser worked on many lines of each vibrational band (V=1-3) simultaneously and it indirectly testified the rotational non-equilibrium of HF. Energy output of laser [8] was less than 50$\mu$J (impulse duration $\tau$=2,5$\mu$s). In the reported spectrum range the more power laser already existed and such e-beam laser on the vibration-rotation transitions of HF did not pay attention. The possibility to obtain the more longwave generation in this mixture seems be more attractive.

We has been conducted the numerical modeling of the discharge in HF-H$_2$-Ar mixtures. The kinetic model describes the evolution of the 25 rotational levels (J=0-24) at the 4 vibrational states (V=0-3) of HF and the 4 vibrational states of H$_2$ (without rotational structure). This model includes VRT-, VT-, VV- and RRT-relaxation, the vibrational pumping by the electron-molecule collisions, which
is averaged with the help of the electron energy distribution \( f(U) \). It includes also the equation for the gas temperature and Boltzmann non-stationary equation to define \( f(U) \). The last equation takes into account the influence of the constant electric field, ionization, electron attachment, elastic and inelastic electron-neutral collisions. The electron energy loss at the rotational excitation of the molecules is described in diffusion approximation. The electron density \( n_e \) can be obtained by equation

\[
\frac{d n_e}{d t} = Q - K_r n_e^2 - K_a n_e n_{HF},
\]

where \( Q \) is the rate of electron-ion pairs creation by e-beam, \( K_r \), \( K_a \) are constants of the recombination and attachment averaged with \( f(U) \), respectively.

This model permits to define the optimum discharge parameters and the laser characteristics. In the mixture \( \text{Ar:} H_2: HF=100:10:0.5 \) (\( P=1 \text{at} \)), ionized by a beam of the high energy electrons (\( U=200 \text{kV}, I=0.1 \text{A/cm} \)) at the optimum constant electric field the maximum inversion of population has been obtained on the transition \( J=14 \rightarrow J=13 \left( a N_0 10^{15} \text{ cm}^{-3} \right) \). It is known, that the cross section for the stimulated rotational emission of HF is about two orders of magnitude larger than for the vibrational emission: \( \sigma \geq 2 \times 10^{-13} \text{ cm}^2 \). Hence, such population inversion results in a high gain of the active medium (\( \sigma \geq 10 \text{ cm}^{-1} \)). The partial inversion of the vibrational levels is not exceeded \( 10^{13} -10^{14} \text{ cm}^3 \). Thus gain, corresponding the emission with \( \lambda \approx 2.7-3 \mu m \) is in the thousand times smaller than in the longwave range (\( \lambda \approx 10-20 \mu m \)). The estimated power of the such rotational laser is \( P \approx 1 \text{KW/cm}^3 \) in \( 20 \mu s \)-impulse. The experimental investigation of the gain on the rotational transitions can confirm the efficiency of VRT relaxation channel.


STUDY OF A GUNN OSCILLATOR WORKABLE IN DUAL BANDS

Liu Xinghua
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Abstract

An oscillator workable in both Ku- and Ka-band which consists of only a single Gunn diode is described in this paper. The oscillator's output power is greater than 15 mw in the fundamental frequency range from 17-20 GHz (Ku-band), and exceeds 3 mw in the second harmonic frequency range from 34-40 GHz (Ka-band).

INTRODUCTION

The Gunn oscillator is one of the most important solid-state millimeter-wave source. It possesses such advantages as low FM noise and a wide operating frequency range, and is, therefore, extensively used in millimeter-wave systems as a local oscillator. Useful output powers from Gunn diodes have been observed in the 95-GHz range, as early as 1975 (1). Since then, a lot of work has been done in theories and experiments to extract the output power as large as possible at the harmonic from Gunn diodes. In 1985, John E. Carlstrom, Richard L. Plambeck and D. D. Thornton reported an encouraging experimental result that for the second harmonic Gunn oscillator with a continuous tuning range from 65-115 GHz which is based on a disk and post resonator with a mechanically adjustable post length, its output power is greater than 2 mw, and exceeds 10 mw from 80-102 GHz. Of late years, a good many research works for this field have also been made, and a howling success has already been had in China.

In this paper, a Gunn oscillator workable in both Ku- and Ka-band, in which the Ku-band is corresponding to the fundamental mode and the Ka-band corresponding to the second harmonic, is described. This type of oscillator has the advantages of making full use of its frequency spectrum resources and being able to work in the desired higher band without the traditional frequency multiplier circuit.

DESIGN AND ANALYSIS OF CIRCUIT

An equivalent circuit of the oscillator is shown in Fig. 1. The basic theorem of this oscillator is such that the output power for fundamental frequency is directly coupled out from the fundamental cavity resonator known as a master resonator, and the output power for the second harmonic, which is generated inside the master cavity due to the nonsinusoidal characteristic of the current flowing through the diode, can be coupled out through a particular type of coupling assembly. Such an assembly must simultaneously have the two functions as follows: 1. it can completely trap the fundamental energy within the master cavity. 2. the second harmonic in the cavity can be easily coupled out through it. The simplest method to accomplish the two
functions is to use a section of waveguide through which the fundamental mode can not propagate but the second harmonic can. This is the way usually adopted to extract the harmonic power from the Gunn diode oscillator.

From the above theorem, it follows that the master cavity is crucial for this type of oscillator. Whether its design is reasonable or not directly determines the performance of the oscillator. In addition, the following must be considered in design:

1. When the fundamental and the second harmonic energy are coupled out from the master cavity, a coupling coefficient should be selected to be such a value that the output power may be coupled out at suitable level, whereas the coupling should not be made so tight that the Q value of master cavity heavily decays, resulting in an unstable operation.

2. Gunn diode is a low-impedance one, so that reduced-height waveguide mounts have to be used in order to achieve a better impedance match to the low-impedance diode.

3. The bias choke in this oscillator should work normally over both the fundamental and harmonic frequency bands simultaneously. Any RF signal leakage from the oscillator bias choke shouldn’t appear in both frequency bands.

4. The mechanical tuning must be continuous without any frequency and power jumps in both frequency bands.

Based on the above considerations, many experiments on the fundamental cavity have been carried out first, and the experimental results are illustrated in Fig.2. This clearly indicates that resonance frequencies for full height waveguide cavity are almost independent of the plunger positions. This is due to the effect of the coaxial mode with the mounting post as the center conductor and the top and bottom waveguide walls as end planes rather than that of the waveguide mode designed primarily, so that its resonance frequency is mainly determined by the waveguide height and is independent of the length of the waveguide cavity. At first the oscillator frequency increases as waveguide height is reduced, but when the height is reduced to some level, the tuning plunger starts to play an important role, or the frequency of oscillation could vary with different positions of the plunger. At this time the coaxial oscillating mode is replaced by the waveguide oscillating mode in the resonator. Also, it has been found from our experiments that as the waveguide height is continuously reduced, the range of tuning frequency will be gradually expanded, but a further reduction of height will not result in an evident expansion of the frequency range. According to these experimental results obtained above, we choose $h=b/2=4\text{mm}$ as the height of fundamental cavity so that the oscillator has a wider frequency range of mechanical tuning and could provide a better impedance-match to Gunn diode.

After the fundamental resonator is determined, the next step is how to take out the fundamental and second harmonic from it separately, and meanwhile, the fundamental mode in master cavity will not be disturbed in the one hand and there is not any coupling between them at the output in other hand. In our practically used circuits, in order to make the configuration of oscillator not so complicated to machine, we made use of two mutually perpendicular sections of tapered waveguides to connect them to Ku-and Ka-band standard waveguides and to output the fundamental and second harmonic powers, respectively. The bias choke circuit in (2) by an increased scale is transplanted in our
oscillator. The configuration of experimental circuit is shown in Fig.3, where 1-fundamental cavity, 2-Gunn diode, 3-fundamental tapered waveguide section, 4-second harmonic tapered waveguide section, 5-frequency tuning plunger.

THE RESULTS OF EXPERIMENTS

The results of experiments for the Gunn oscillator are shown in Fig. The oscillator's output power is greater than 15mw in the fundamental frequency range from 17-20 GHz, and exceeds 3mw in the second harmonic frequency range from 34-40 GHz.

When requiring a purer frequency spectrum, we can insert two bandpass filters corresponding to the above described frequency bands at the places A and B of the Gunn oscillator in Fig.3 so as to suppress those higher harmonic frequencies, and this can also improve the isolation one port from the other.

THE PROSPECT OF APPLICATIONS

Although our present oscillator circuit is used for the purpose of experiment, it may be exhibited from the experimental results that the oscillator frequency spectrum resources could be exploited as fully an effectively as possible by this type of one diode-multiband oscillator circuit. And we might predict that it would, perhaps, provide a wide prospect of applications in future in the following fields:

1. This type of oscillator circuit is, surely, an effective way of expanding the bandwidth of RF source without much additional cost. When applying it to an instrument, PIN modulation circuits can be placed in waveguide 3 and 4 to apply modulation signals.

2. If a varactor is mounted near the Gunn diode in the fundamental cavity, an electrical tuning oscillator is formed which can meet the needs of the applications for communications and electronic warfare.

3. A high stability oscillator can be constructed by putting a dielectric resonator into the fundamental cavity, or by placing a high Q invar cavity near the fundamental cavity, so that some kind of mode in invar cavity may be coupled to the fundamental cavity so that some kind of mode in invar cavity may be coupled to the fundamental cavity through an aperture.

The author believes that this type of oscillator would, of course, be applicable to many other fields besides those as already mentioned above.
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Fig. 1. Equivalent circuit of the Gunn oscillator.

Fig. 2. Tuning curves for the fundamental cavities of various heights $H$.

Fig. 3. Bottom view of the Gunn oscillator.

Fig. 4. Output powers versus fundamental and second harmonic frequencies.
TUNING PERFORMANCE OF KA-BAND RADIAL LINE VARACTOR CONTROLLED OSCILLATORS

Nizar Sultan
President, Canadian Space & Telecom Inc.- CSAT
Orleans, Ontario, Canada

ABSTRACT

A Gunn-varactor Voltage Controlled Oscillator, VCO, proposed earlier by Ondria, using cap or disc structures separating the diodes across the narrow wall of a waveguide, is analyzed theoretically and experimentally at Ka-band. Almost any desired bandwidth, centre frequency and oscillation power can be tailored to the requirements.

Comparison of the experimental results to the theory shows excellent correlation. This provides a design tool for such a cost effective millimeter wave VCO in which a single cavity with replaceable discs and diodes can provide a whole range of VCO's.

1. INTRODUCTION

Some satellite and electronic warfare applications at Ka-band, 26 to 40 GHz, require solid-state oscillators that are rugged, cost effective and fast electronically tunable over the maximum possible tuning bandwidth possible.

An oscillator mechanically tunable with a cap or disc structure across a waveguide was first proposed by Misawa (ref. 1) using an IMPATT diode. Later on, Ondria achieved oscillations with a similar structure but with a Gunn diode as the source (ref. 2). He then added a varactor diode on the other side of the disc across the narrow wall of the waveguide, as in fig.1, to obtain the fast wideband electronically tunable Voltage Controlled Oscillator, VCO.

Both Ondria and Solbach et al. achieved oscillations experimentally at the fundamental and harmonic frequencies respectively, (refs. 3-5). Later on, Sultan developed a new and complete equivalent circuit and software that can theoretically predict the complex structure VCO tuning characteristics to high accuracy. This paper outlines the novel concept of "double radial line" introduced in the theory and provides typical experimental results and some comparison with the theory.

2. CAVITY DESCRIPTION

Fig. 2 below shows the details of the cavity structure. The key issue that made the theoretical analysis possible is the realization that such a complex microwave waveguide structure contains two sets of interdependant "double radial transmission lines".
Fig. 1- Varactor Controlled Gunn Oscillator using two radial line discs separating the two diodes in series.

Fig. 2- Radial lines structures used to derive the theoretical analysis.
3. PARAMETRIC ANALYSIS

The theoretical and experimental analysis investigated the VCO tuning characteristics: tuning range, power and centre frequency. These are functions of many parameters such as:

- varactor bias,
- varactor characteristics,
- Gunn bias,
- Gunn characteristics,
- each radial line disc diameter,
- each radial line disc position,
- the sliding short circuit distance,

4. SELECTED RESULTS

Typical tuning response of such a VCO is shown in fig. 3a. Tuning ranges of 3.7 GHz and powers as high as 60 mw were achieved at Ka-band. The theoretical predictions of the experimental results were demonstrated, as shown in fig.3b. In some cases, the effect of a disc displacement by a few mils only can be predicted with sufficient accuracy and was found to have a critical effect on the tuning characteristics of the VCO. Fig. 3c displays the effect of the waveguide cavity sliding short on the electronic tuning range.

Fig. 3 VCO Tuning performance: a- Typical experimental results, b- Comparison of theory to experiments, c- Electronic tuning range dependance on short position.
5. CONCLUSION

The recognition that such a VCO structure contains double radial lines is the key issue to resolving theoretically the analysis of this waveguide VCO. Almost any desired bandwidth, centre frequency and oscillation power can be tailored to the requirements. Comparison of the experimental results to the theory shows excellent correlation. This provides a design tool for such a cost effective millimeter wave VCO in which a single cavity with replaceable discs and diodes can provide a whole range of VCO's.

6. ACKNOWLEDGMENTS

This work was sponsored by the Defence Research Establishment Ottawa DREO, Canada and performed in part while at Canadian Astronautics Limited, Ottawa, Canada. Special acknowledgments are due to Dr F. Palmer and Messrs. A. Seward, L. Rowlandson and P. Yansouni for their continued support at DREO. The author is grateful to Mr. R. Meierer for his valuable contribution to the software development. He is also grateful to all involved at Canadian Astronautics Limited, particularly Mr. M. Gale for initiating the Millimeter work at CAL, Mr. G. Koutsavakis for project management support and Mr. T. Mascioli for his assistance in project support.

7. REFERENCES


8 -N. Sultan & G.T. Wright, "Electronic tuning of the Punch-Through transit-time (PITT) microwave oscillator", IEEE Vol. MTT-20, No. 11, 1972
U—BAND HIGH STABILIZED GUNN OSCILLATOR

Cao Jihua and Zhong Jinming
(University of Science and Technology of China, Hefei, China)

ABSTRACT
A series of millimeter—wave high stabilized Gunn oscillators has been developed using the construction of transverse rod circuit proper to this laboratory. This paper takes the U—band for an example and analyzes the frequency locked principle of this kind of the cavity—stabilized oscillators by the numerical method of computer. Using this construction we have developed several U—band high stabilized Gunn oscillators (UHGO's) which frequency is 50.30, 53.74, 54.96, 57.95 and 58.65 GHz, respectively. When the ambient temperature changes in the range from $-5^\circ$ to $+45^\circ$, the temperature coefficient of these UHGO's is in the range of $10^{-1}$—$10^{-4}/^\circ \text{C}$. This paper also shows the several elements which cause the mode of UHGO to jump and how these mode jumps are avoided.

I. INTRODUCTION
UHGO is used to make high sensitivity receiver in regions of secret communication, meteorological satellite, interstellar communication, etc. It's a important device. It is used as a local oscillator in front end of the high sensitivity receiver. Hence, it's quite necessity to investigate the kind of applicable and key devices. Up to the present, many papers reported the analysis of the principle of the cavity—stabilized Gunn oscillator and the experimental results$^1$—$^4$. Several oscillating circuits of those Gunn oscillators are all the longitudinal rod circuits, but yet this laboratory used own proper circuit, i.e. transverse rod circuit. The advantages of the transverse rod circuit are being tuned easily, decreasing the machine damage and possessing good stabilization, etc. Of course, the design of this kind of cavity—stabilized oscillators must conforms locked principle. It has been confirmed by numerical calculations (see Section I).

The measured results are given in Section II. The difficult problem about the mode jump of UHGO will be mentioned in Section IV.

I. STRUCTURE DESIGN
UHGO consists of main cavity, stabilizing invar cavity and isolator (see Fig. 1). The equivalent circuit is shown in Fig. 2. Notice, the distance $l$ between the Gunn diode and the coupling aperture of the stabilizing cavity is about $\lambda_4/4$ in Fig. 1. But the $l$ of the longitudinal rod oscillator$^4$ is about $\lambda_4/2$.

From the plane A—A to the left, the input admittance of the stabilizing cavity is given by

$$Y' = \frac{G_c - j\left(\omega C_c - \frac{1}{\omega L_c}\right)Y_1}{G_c^2 + \left(\omega C_c - \frac{1}{\omega L_c}\right)^2}$$

$$= G' + jB'.$$
Its response curve $B_n' \sim f$ is shown in Fig. 3. Hence, it is necessary to satisfy:

- $B_n < 0$ for $f > f_0$
- $B_n = 0$ for $f = f_0$ (Condition 1)
- $B_n > 0$ for $f < f_0$

The $B_n$ changes with the time and the temperature. So that the oscillating frequency $f$ of the Gunn oscillator drifts. For example, when the $f$ drifts to the point 1 (or 3), the frequency of the oscillator is pulled by the stabilizing cavity to the point 2 (or 4). This is just locked principle.

The following calculation will confirm that the transverse rod oscillator satisfies Condition 1.

See Fig. 2. Form the plane $A-A$ to the right, the input admittance is obtained

$$Y = \left( (-j\omega C_0)^{-1} + \left[ j\omega C_1 + (j\omega L + Y_1^{-1})^{-1} \right]^{-1} + Y_0 \right)$$

where

$$Y_1 = j\omega C_1 + \left[ j\omega L_1 + R_0 + (G_n + j\omega C_0)^{-1} \right]^{-1}$$

We separate the imaginary part from Expression (1) to obtain Expression of $B_n$. Substituting the element values into Expression of $B_n$ and using the CAD, we obtain a set of numerical results for the frequency and $B_n$ (see Table I).

Above element values:
- Gunn diode parameters $G_n = -0.03u, C_n = 0.09pF, L_n = 0.1nH, R_n = 0.5 \Omega, C_0 = 0.1 pF$.
- Circuit parameters $C = 0.02pF, L = 0.301nH$.

If we take the $f = 50.4 \text{GHz}$ as the center frequency, the data (see Table I) satisfy Condition 1. Hence the quenction is confirmed.

<table>
<thead>
<tr>
<th>$f$</th>
<th>$B_n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>49.8 GHz</td>
<td>0.00019</td>
</tr>
<tr>
<td>50.0 GHz</td>
<td>0.00012</td>
</tr>
<tr>
<td>50.2 GHz</td>
<td>0.00005</td>
</tr>
<tr>
<td>50.4 GHz</td>
<td>0.00000</td>
</tr>
<tr>
<td>50.6 GHz</td>
<td>0.00005</td>
</tr>
<tr>
<td>50.8 GHz</td>
<td>0.00009</td>
</tr>
<tr>
<td>51.0 GHz</td>
<td>0.00013</td>
</tr>
</tbody>
</table>
II. EXPERIMENTAL RESULTS

Table I shows the characteristics for several typical UHGO's. These UHGO's have examined through long time. We can see the compensated action of the stabilizing cavity from Table I. At room temperature, the frequency essentially return to the prime frequency after forty minutes. When the ambient temperature changes from $-5^\circ$C to $+45^\circ$C, the temperature coefficient is in the range of $10^{-4} - 10^{-7}/^\circ$C.

Table I: Characteristics of Several UHGO’s

<table>
<thead>
<tr>
<th>No.</th>
<th>$f$ (GHz)</th>
<th>$\Delta f_{0}$ (MHz) in range of $0^\circ - 40^\circ$ at room temperature</th>
<th>$\Delta f$ (MHz) between points $0^\circ$ and $40^\circ$ at room temperature</th>
<th>temperature coefficient $(-5^\circ + 45^\circ)$ ($/^\circ$ C)</th>
<th>Power (mW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>05-28</td>
<td>50.30</td>
<td>2.08</td>
<td>2.01</td>
<td>$5.3 \times 10^{-7}$</td>
<td>37</td>
</tr>
<tr>
<td>09-28</td>
<td>53.74</td>
<td>0.61</td>
<td>0.12</td>
<td>$6.0 \times 10^{-7}$</td>
<td>54</td>
</tr>
<tr>
<td>07-25</td>
<td>54.96</td>
<td>2.20</td>
<td>0.92</td>
<td>$7.4 \times 10^{-7}$</td>
<td>27</td>
</tr>
<tr>
<td>10-30</td>
<td>57.95</td>
<td>1.01</td>
<td>0.03</td>
<td>$7.1 \times 10^{-7}$</td>
<td>18</td>
</tr>
<tr>
<td>15-28</td>
<td>58.65</td>
<td>3.44</td>
<td>2.19</td>
<td>$4.4 \times 10^{-7}$</td>
<td>8</td>
</tr>
</tbody>
</table>

Fig. 4 shows the spectrum photograph of UHGO NO. 10-30. It is observed by a sweep generator. It is can be seen that the oscillator’s spectrum is very pure.

---

IV. MODE JUMP

1. The Choice of Performance Curve of the High Stabilized Oscillator

The length of the $H_{011}$ cavity is tuned by a plunger, the performance curve of UHGO is shown as the $f_{+}$ — curve in Fig. 5. It only has a single curve. But the longitudinal oscillator has two curves, i.e. the $f_{+}$ — curve and the $f_{-}$ — curve from points B to C. Therefore UHGO has not the mode jump between curves $f_{+}$ and $f_{-}$.

When UHGO oscillates in the range from A to B, the oscillating frequency can be locked by the high Q cavity and there is no mode jumps.

2. Temperature Effect
The parameter values of some Gunn diodes obviously change with ambient temperature, then the performance curves transform, which can also cause mode jump. Therefore, it is necessary that we should do a lot of temperature tests in processes of research and manufacture.

3. Isolator Problem

Generally, the narrow band (±500 MHz) junction isolator is used in UHGO, because it possesses the advantages of small insertion loss, small volume, low price, etc. When the reflection coefficient of output load is at a certain value, the equivalent circuit maybe satisfy oscillating condition again at a certain frequency which is beyond the bandwidth of the isolator. This is just mode jump.

Usually UHGO is used as a local oscillator. Only the local oscillator (UHGO) matches completely with the load (mixer), the kind of mode jumps can be vanished.

4. If the Q value of the stabilizing cavity is smaller, the mode jumps as indicated above may occur easily.

5. When the bias voltage at Gunn diode terminals is not suitable, the mode jump may also occur.
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WIDE RANGE TUNABLE SUBMILLIMETER CYCLOTRON RESONANCE GERMANIUM LASER: SPECTRAL CHARACTERISTICS AND APPLICATIONS.

Ya.A.Mityagin, V.N.Muzin, S.A.Stoklitsky, O.N.Stepanov
I.N.Lebedev Physical Institute, Leninsky prosp.53, Moscow, 117924 Russia.

1. Landau levels population inversion in hot carriers system in E and H fields.

The recent investigations of hot charge carriers in semiconductors in strong electric and magnetic fields resulted in the creation of a new class of coherent radiation in the submillimeter wave range — hot carrier p-Ge lasers [1]. The processes of stimulated light emission in hot carrier system can be considered as the transitions between different Landau Levels (LL) of holes in degenerated valence band of germanium. The most interesting lasing process is concerned with cyclotron resonance (CR) type transitions between neighboring light hole LL[2,3]. This type of emission processes attracted much attention due to its narrowband gain spectrum, (see Fig.1) and possibility to continuously tune the emission frequency in considerably wide range by changing of applied magnetic field. In this paper the results of experimental spectroscopic studies of this emission mechanism in p-Ge and quantum model calculation of hole dynamics and LL population in strong E⊥H fields are summarized and possible ways to expand the tuning range of CR lasers are discussed.

The mechanism of LL inversion population, according to our experimental studies and theoretical calculations [4] is related to quantum mixing of light and heavy holes LL in degenerated valence band of Ge in crossed E⊥H fields. As a result of mixing the scattering lifetimes of light holes in LL are strongly influenced by the lifetimes of heavy holes. Since the heavy holes lifetimes (which are involved in streaming motion) are very short, the admixing of heavy hole state to the light hole state substantially reduced the light hole lifetime. The mixing of states decreases with LL number, therefore the light holes in the high levels have a longer lifetimes than in the low LL and a population inversion can arise.

2. Stimulated cyclotron resonance emission p-Ge crystals.

In previous experiments two regions of CR laser emission in p-Ge crystals were found [2,3]. In crystals with acceptor impurity concentration \( N_A < 10^{13} \text{ cm}^{-3} \) CR emission was observed in spectral interval \( \nu = 25 - 50 \text{ cm}^{-1}(\lambda = 200 - 400 \text{ } \mu\text{m})[4] \), while in more doped samples \( (N_A > 5 \times 10^{13} \text{ cm}^{-3}) \) it was observed in spectral range...
\( \nu = 70 - 90 \text{ cm}^{-1} (\lambda = 110 - 160 \mu \text{m})[3]. \) Our investigation showed that there are two ways to expand the tuning range of CR lasers. Firstly, this kind of emission was found to be very sensitive to E,H fields orientation with respect to crystallographic axes of the sample[5], because of the strong anisotropy of heavy hole subband in Ge. Choosing the proper orientation of E,H fields (namely, H \( \parallel [110], \) E at the angle \( \varphi = 60 - 70^\circ \) to the \([110] \) axis), one can obtain the stimulated CR emission in a range \( \nu = 40 - 95 \text{ cm}^{-1} (\lambda = 105 - 250 \mu \text{m})[5]. \) So, in a device with two laser samples made of p-Ge with different doping level it is possible to realize a continuous tuning of the emission frequency over a strikingly wide spectral range \( \nu = 25 - 95 \text{ cm}^{-1} (\lambda = 105 - 400 \mu \text{m}) \) (Fig. 2), with the emission linewidth less than 0.2 \( \text{cm}^{-1} \)[6].

The second way to expand the tuning range of CR laser is to apply a uniaxial stress to p-Ge crystal. Since uniaxial deformation lifts the valence band degeneracy in Ge, it significantly changes the degree of light and heavy hole states mixing, the lifetimes of light holes and the population inversion between the light hole LL. Experimentally a considerable expansion of CR emission range to lower H (and, correspondingly, to the low frequency region) in uniaxially stressed p-Ge was found (Fig. 3) [6,7]. The use of a stress allows to obtain in a single properly oriented p-Ge crystal the CR emission frequency tuning in the range \( \nu = 30 - 95 \text{ cm}^{-1} (\lambda = 105 - 330 \mu \text{m}) \). However, it should be noted that CR emission spectrum in a stressed crystal becomes more complicated than in unstressed one. As our calculations show [7] in stressed Ge a population inversion for several pairs of light hole LL can be simultaneously achieved, so the transitions between different pairs of LL may contribute to lasing. This will lead to the splitting of CR emission line, as is observed in an experiment [7,8].

3. Future prospects and applications.

CR germanium lasers are the unique widely tunable sources of coherent radiation which cover a spectral range \( \nu = 25 \text{ cm}^{-1} - 95 \text{ cm}^{-1} (\lambda = 105 - 400 \mu \text{m}) \), the pulse emission power being rather high (10 - 100 mW). The linewidth of CR lasers in usual conditions is found to be about 0.1-0.2 \( \text{cm}^{-1} \) [5]. Subsequent development of CR lasers as monochromatic sources is possible by means of creation of a perfect resonator and magnetic systems.

Undoubtedly, the tunable submillimeter CR germanium lasers can be effectively used in a wide variety of applications: in molecular and cryogenic spectroscopy, in radioastronomy (as a heterodyne source), in nonlinear spectroscopy. Just now the CR lasers are successfully used in solid state physics: in the analysis of shallow impurities in GaAs [9] in the studies of the two dimensional electron gas in GaAs/AlGaAs heterostructures [10].
Fig. 1 Spectrum of cyclotron type laser emission in p-Ge ($N_A = 6 \times 10^{12} \text{ cm}^{-3}$) in E $\perp$ H fields ($H = 17.3$ kOe, $E = 1.9$ kV/cm).

Fig. 2 The cyclotron emission frequency $v$ vs. magnetic field. 

- sample with $N_A = 7 \times 10^{13} \text{ cm}^{-3}$; 
- sample with $N_A = 6 \times 10^{12} \text{ cm}^{-3}$; $H \parallel [110]$. 
In our experiments we have used the CR germanium laser for the intracavity spectroscopy of superconductors in the vicinity of superconducting gap. Attaching the Nb$_3$Ge film ($T_c = 18$K) to the waveguide CR laser the noticeable changes of the output lasing intensity were observed. This method can be used for the measurements of impedance and weak absorption in the metals and superconductors in the important frequency range $\nu = 30$–$100$ cm$^{-1}$.

Fig.3 The cyclotron stimulated emission intensity in stressed p-Ge vs. magnetic field $H \parallel [110]$

(a) $\varphi = 60^\circ$ (b) $\varphi = 70^\circ$
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VARACTOR TUNING FOR 3MM HARMONIC OSCILLATORS
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ABSTRACT

According to the circuit properties of a harmonic oscillator, we present a new idea that is varactor tuning at the fundamental frequency (VTFF) and extracting power from the harmonic frequency (EPHF) for electronic tuning of harmonic oscillators. Then we adopt the idea to design oscillator circuits. Finally, we developed successfully the first 3mm electronically tuned harmonic oscillator in our country in 1988. using a varactor diode made in China which is suitable for a parameter amplifier as an electronic tuning device. The most electronically tuned bandwidth (ETB) of the oscillator is more than 4 GHz. When the ETB is equal to ±100 MHz, the output power is larger than 10 mW. When the ETB is equal to ±500 MHz, the output power is larger than 5 mW.

INTRODUCTION

A 3mm electronically tuned oscillator is a key part of a 3mm phaselocked system and a frequency modulation continuous wave system. Because a 3mm electronic tuning varactor diode cannot be made in China and it is impossible to get it from other countries, the only way in which a 3mm electronically tuned oscillator can be researched is to find potentialities of the devices that now we have. Then according to the nonlinear analytic results that we had gotten from a harmonic oscillator, we presented a new idea that is VTFF and EPHF, and studied possibilities using a varactor diode made in China that is suitable for a parameter amplifier as an electronic tuning varactor diode. On the basis of these we successfully developed the first 3mm electronically tuned harmonic oscillator in our country. Some typical experimental results are given in this paper.

THE NEW IDEA FOR VARACTOR TUNING

A circuit model of a harmonic oscillator is shown in Fig.1, where N1 and Nm indicate describing functions of a dynamic Van der pol model of a Gunn diode.1 The fundamental frequency loop is on the left, and the harmonic frequency loop is on the right. We define tuning sensitivities as

\[ S_i = |\Delta \omega| / |\Delta B_i| \quad (i=1,2) \]

It stands for the fundamental frequency variation in different harmonic loops which are produced by reactance variation per unit. According to calculation, \( S_1 \) is far larger than \( S_2 \), that is, the
tuning ranges which are produced by the reactance variation of the fundamental frequency loop are far wider than those which are produced by reactance variation of the 2nd harmonic frequency loop. If a variable reactor is introduced into the fundamental frequency loop to change the fundamental frequency and the 2nd harmonic powers are extracted from the 2nd harmonic frequency loop, we can realize electronic tuning for the 2nd harmonic frequency indirectly. That is our new idea, e.g. varactor tuning at a fundamental frequency (VTFF) and extracting power from the harmonic frequency (EPHF).

---

THE POSSIBILITY ANALYSIS FOR USING A NATIVE VARACTOR DIODE

An equivalent circuit of a varactor diode is shown in Fig.2. Input admittance for a varactor diode is

\[ Y = G + jB \]

where

\[ G = \frac{\omega R_j C_j^2}{(1 - \omega^2 L_j C_j)^2 + \omega^2 R_j^2 C_j^2} \]

\[ B = \omega C_f (1 + \frac{C_j}{C_f} \frac{1 - \omega^2 L_j C_j}{(1 - \omega^2 L_j C_j)^2 + \omega^2 R_j^2 C_j^2}) \]

We chose a varactor diode made in China which is suitable for a parameter amplifier, its parameters are: \( L_s = 0.11 \text{nH} \), \( R_s = 2.448 \Omega \), \( C_p = 0.135 \text{pF} \), \( C_j(0) = 0.216 \text{pF} \), \( C_j(-4) = 0.114 \text{pF} \). According to calculations, when the biased voltage applied to a varactor diode changes from 0V to -4V, the ratio of the relative variation of the equivalent susceptance at the fundamental frequency \( f_1 = 47.2 \text{GHz} \) to that of the equivalent susceptance at the 2nd harmonic frequency is about 213. Hence, the variation of junction capacitance of a varactor diode has far stronger influence upon the susceptance of fundamental frequency loop than upon that of the 2nd harmonic frequency loop. Then if we use the method which is VTFF and EPHF and introduce this kind of varactor diode into the fundamental frequency loop of a harmonic oscillator when we design an electronically tuned oscillator, it is possible to obtain some satisfactory results.

DESIGNING OF THE OSCILLATOR CIRCUITS

There are two essential conditions for a varactor tuning oscillator which are: 1. the energy produced by a active device must effectively couple to a varactor diode; 2. the junction capacitance variation of a varactor diode must cause the variation of susceptance in the external network which we look out from the place where an active device is. According to the two essential conditions, we have carried out computer simulated research on the fundamental frequency equivalent circuit of the oscillator and determined the key elements which affect the performance of the oscillator. Accordingly, we designed a 3mm electronically tuned harmonic oscillator.
oscillator in which it is easy to debug and control its tuning characteristics, as shown in Fig.3.

EXPERIMENTAL ILLUSTRATION FOR VTFF AND EPHF

There are three structures of the electronically tuned oscillators which are different in output coupling ways, as shown in Fig.4. Fig.4(a) shows a simple structure of an electronically tuned fundamental frequency oscillator. Fig.4(c) shows a structure of an electronically tuned harmonic oscillator. Fig.4(b) shows a special structure in which there is a piece of short standard 3mm waveguide between the harmonic oscillator and the output fundamental frequency waveguide. Because the fundamental frequency is cut off in the standard 3mm waveguide, it can only be coupled to a fundamental frequency load in the form of a fade mode. Fig.5 shows the output characteristics, namely the output frequency as a function of varactor biased voltage for a same electronically tuned harmonic oscillator, in which the output coupling structure is respectively one of the three structures described above. From Fig.5 we can see that curve (b) coincides with curve (c) very well except very small deviation. The deviation comes by two reasons. One is that the former has a small load at the fundamental frequency while the later doesn’t have loads at the fundamental frequency, and the other is that there are different errors between the measurement system at the two wavebands and parallaxes caused by the operators. Curve (a) in Fig.5 indicates that the oscillating state of the oscillator has obviously changed and the oscillator has a strong load at the fundamental frequency. So large frequency deviation was caused and the mode jump variation occurred midway. Hence, the fact was proved that the electronically tuned oscillator really operated in the form of VTFF and EPHF.

TYPICAL EXPERIMENTAL RESULTS

Using a 6mm GaAs Gunn diode and a varactor diode which is suitable for a parameter amplifier, we developed successfully the first 3mm electronically tuned harmonic oscillator in our country in 1988, which is shown in Fig.6. Fig.7 shows typical characteristic curves of the oscillators, namely frequency and power as a function of the biased voltage which is applied to varactor diode. According to the curves in Fig.7, we know that the most ETB of the oscillator is more than 4GHz. When the ETB is equal to ±100MHz, the output power is larger than 10mW. When the ETB is equal to ±500MHz, the output power is larger than 5mW. Moreover, the frequency stability is about 10^{-2} after the oscillator being tuning on for half of an hour. The average temperature frequency stability is better than -5MHz/°C within a range of temperature from -50°C to +50°C.

CONCLUSION

Although the junction capacitance variation of a varactor diode which is suitable for a parameter amplifier is nonlinear and the ratio of the junction capacitance variation is very small, we still got some satisfactory results because we made use of the method: VTFF and EPHF.
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Fig. 3 The structure decomposition diagram of a 3mm electronically tuned harmonic oscillator

Fig. 4 Three structures of the electronically tuned oscillators for illustrating the idea which is VTFF and EPHF

Fig. 5 The tuning characteristics of the three structures

Fig. 6 A 3mm electronically tuned harmonic oscillator

Fig. 7 Some typical characteristic curves of the 3mm electronically tuned harmonic oscillators
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It is known that developing of millimeter and submillimeter (MSM) wavebands is impossible without active elements. Up to date the devices using quantum superlattices and ballistic motion of carriers in submicron structures are of first rate importance.

In this report we should like to attract attention on a possibility of the creation of semiconductor elements of MSM bands without complicated submicron technology. Distributed interaction of drift carriers in a semiconductor with slow electromagnetic waves is the mechanism which put into effect an instability of electromagnetic waves similar to that one in a travelling-wave tube or back-wave tube. In order to put into operation such interaction it is necessary to provide an equality of velocity of semiconductor drift carriers and propagation wave velocity. It is known that drift velocity is a less than heat velocity, i.e. it has an order of $10^7 - 10^8$ cm/s. In addition, electromagnetic wave in a solid state propagates with velocity $c/\sqrt{\varepsilon}$ ($c = 3 \times 10^{10}$ cm/s is the vacuum light velocity, $\varepsilon$ is the dielectric permeability), i.e. approximately is equal to $10^4$ cm/s. Velocities of surface plasmons and magnetic plasmons also considerably exceed drift velocities [1]. Thus, it is necessary to increase carrier velocities by two or three orders or slow down an electromagnetic wave in order to obtain this synchronism. For increasing velocities it is possible to use ballistic motion of carriers in submicron structures. In another case we propose to make use the layer-periodical structures consisting of semiconductor and dielectric layers [2].

In vacuum electronics comb-periodic structures became common use to obtain delay. The mechanism of delay in such structures is possible to consider as follows. A period of the structure is a resonator for the electromagnetic wave. The difference of oscillation phases between different resonators leads to propagation of a slow wave along the periodic structure. That velocity of propagation seems as low as we want in the case of almost zero phase difference between adjacent resonators. On account of wave damping calling into action phase erosion. Usually in the
periodic structures delay is of the order of 100.

There are some "resonant" types of waves in semiconductors: surface and volume plasmons and magnetic plasmons. Without damping velocities of these waves can be very low, but in practice damping is relatively high even in pure semiconductors. Therefore velocities of "resonant" waves differ slightly from the light velocity in vacuum. Another situation can be realized in the layer-periodic structure including the layers of a semiconductor \( \varepsilon_4 = \varepsilon_{\infty} \left[ 1 - \frac{\omega^2}{\omega (\omega + i\nu)} \right] \), where \( \varepsilon_{\infty} \) is the dielectric permeability of the lattice, \( \omega_p \) is the plasmon frequency, \( \nu \) is the effective frequency of collisions; \( d_1 \) is the thickness of the layer and dielectric \((\varepsilon_2, d_2)\). In Fig.1 dispersion curves for non-damping structures are shown

\[ k_x = \frac{\omega}{\sqrt{\varepsilon_{\infty} + \varepsilon_2}} \]

\( k_x \) is the component of the wave vector directed along layers, \( d = d_1 + d_2 \) is a period of the structure. It is shown that the lower curve asymptotically tends to the frequency of the surface plasmons \( \omega_{ps} = \omega_0 / \sqrt{\varepsilon_{\infty} + \varepsilon_2} \) (\( \omega_0 \) is longuer frequency) propagating along boundaries of the dielectric and semiconductor. Another dispersion curves correspond to the frequency higher than \( \omega_p \). In this region the layer-periodic structure behaves like the dielectric lattice. The field structure of the lowest dispersion curve is schematically introduced in Fig.2a for volume and Fig.2b for the surface waves.

![Fig.1](image1)
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![Fig.2b](image3)
Dashed curves are envelopes for the field distributions inside the layers. It is shown from figures that in the infinite structure the field has a periodical character although inside a layer it decreases exponentially from the boundary. In the finite lattice the field decreases exponentially deep into the structure.

The dispersion curve changes its form if we take into account damping in semiconductor layers [3,4] (Fig.3). The longitudinal wave number can be written in form \( k_x = k'_x + ik''_x \) and we find that

\[
Q_x' d = - \ln \left[ \frac{\nu}{\omega_p} \frac{\varepsilon_{oi} + \varepsilon_2}{\varepsilon_2} \right].
\]

\[ k'_x d \approx - \arctg \left( \frac{\omega_p}{\nu} \right). \]

If frequency of collision \( \nu \to 0 \), then \( k'_x d \to \infty \) and \( k''_x d \to -\pi/2 \). It is impossible that the value of \( k'_x d \) is greater than the value given by formula (\(*\)). Let \( (k'_x d)_{\text{max}} = Q \). The value of \( Q \) have been calculated for different structures with InSb as a semiconductor \( (\varepsilon_{oi} = 16.7, \nu \approx 10^{11} \text{ s}^{-1}, \omega_p \approx 10^{12} \text{ s}^{-1}) \) and dielectric layers \( (\varepsilon_2 = 5) \). We have obtained \( Q = 2 \ldots 4 \) for the infinite structure, with the magnetic field \( Q = 10 \ldots 15 \); for a surface wave in the semi-infinite structure \( Q \approx 50 \); in the structure in a metal substrate \( Q = 50 \ldots 70 \).

Let us estimate the minimum phase velocity by the formula

\[
\nu_{\text{ph min}} = \frac{\omega_p d}{Q}.
\]

The value of the structure period \( d \) is restricted by the formula application of the dielectric permeability. Therefore we have assumed \( d = 3 \ldots 10 \mu m \) for the estimations. In this case phase velocity \( \nu_{\text{ph min}} = 10^6 \ldots 10^8 \text{ cm/s} \) with \( \omega_p \approx 10^{12} \text{ s}^{-1} \). The great decay is obtained due to the fact that the investigated wave attenuation is less than in a homogeneous semiconductor since the wave energy concentrated in general in the low losses dielectric layers. In fact, the field in the semiconductor is proportional to \( \exp(- \xi \sqrt{\frac{k_x^2}{c^2} + |\varepsilon_s|\omega^2 / c^2}) \) and in the dielectric \( \exp(- \xi \sqrt{\frac{k_x^2}{c^2} - \varepsilon_s\omega^2 / c^2}) \), where \( \xi \) is the coordinate counted from the boundary between the semiconductor and dielectric (see Fig.2). Thus, semiconductor layers define dispersion properties of the structure, and dielectric layers define wave...
damping. As a result, the low damping electromagnetic wave propagation with the low phase velocity is possible.


HIGHLY STABLE KA-BAND GAAS GUNN MICROSTRIP OSCILLATOR
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ABSTRACT

A high performance and stabilized Ka-Band GaAs Gunn Full microstrip oscillator has been developed. It is stabilized using a dielectric resonator in a unique hybrid configuration. The oscillator provide 170mw of cw output power at 33GHz, and frequency stability of 9.7ppm/°C.

INTRODUCTION

It is acknowledged that the millimeter-wave microstrip oscillators have the advantages of small size, light weight, and low cost as well as ease of integration. Therefore, the millimeter-wave full microstrip GaAs Gunn oscillator is still the priority for most practical application purposes of fully integrated millimeter-wave receivers.

A number of authors have developed a variety of configurations of millimeter-wave microstrip oscillator, however, all these configurations should be trimming carefully to ensure the "best match". This paper describes a novel and very simple Ka-Band full microstrip GaAs Gunn oscillator stabilized with a dielectric resonator. A design of the oscillator has been achieved by considering the package transformed impedance and the impedance of a GaAs Gunn device. By comparison between the computed and experimental results of the microstrip oscillator at Ka band, the availability of this method has been completely verified. This method can be also used in V-band and W-band with simple modification. A very high output power is easily obtained in this microstrip oscillator configuration without any trimming microstrips, showing experimentally the "best match" condition. The matching method described above is superior to what reported before, because it can be practised for high output power in the circuit layout without an additional trimming limit. An 170mW output power at 33GHz and frequency stability of 9.7ppm/°C represent the state-of-the-art performance using the Ka-band microstrip Gunn oscillator with a dielectric resonator.

OSCILLATOR DESIGN

Fig. shows the layout of highly stable Ka-band full microstrip GaAs Gunn Oscillator consisting of a packaged GaAs Gunn diode, a dielectric resonator and a microstrip circuit fabricated on a Duroid substrate. The thicknesses of the Duriod, rolled copper and gold film are 0.254mm, 14um and 0.7um, respectively. The circuit board is enclosed in a sufficiently small rectangular channel to suppress propagation of higher order modes and guarantee a single quasi-TEM mode at Ka-band. The GaAs Gunn device on a cylindrical stud is inserted into one sidewall of the channel. This structure minimizes parasitic reactance of the device. The Gunn diode made by Nanjing Electronic Devices Institute has 7 ohm...
negative resistance in small-signal model, however, it may have a higher negative resistance when the oscillator reaches a steady state. The output matching network consisting of package and microstrip circuit should be able to transfer the negative resistance of Gunn diode to the optimum load. The dielectric resonator has a \( \varepsilon_r = 30 \) and a \( Tcf = 2 \text{ppm/\degreeCelsius} \). The unloaded \( Q \) of the resonator is approximately 2000 at 35GHz. The operating frequency of the oscillator is changed readily by the variation of length of the resonator.

**OSCILLATOR PERFORMANCE**

For testing purposes, the microstrip-to-waveguide transitions consisting of a microstrip probe through a slot in the broad wall of the waveguide are used. These can be eliminated when the oscillator is to be interfaced with other integrated circuit components. Fig. 2 provides a photograph of the experimental Ka-band microstrip oscillator. Fig. 3 shows the measured output power and frequency, at the waveguide output flange of the microstrip oscillator as a function of bias voltage. The maximum output power measured is 170mw at 330GHz with a DC to RF efficiency of 2.9\%. As yet, the microstrip-to-waveguide transition has not been optimised. The discrete GaAs Gunn diode used above is measured to be 210mw\((f=33.1\text{GHz})\) in a waveguide cavity. This clearly shows that the microstrip circuit extracted 80\% of the maximum available diode power. It corresponds to the total circuit loss, including the transitions, is estimated to be 0.8dB. The bias tuning bandwidth is 320MHz with power variation of 3dB in the bias range of 3.6\,volt to 5.6\,volt. The temperature stability of the oscillator with a high \( Q \) dielectric resonator is illustrated in Fig. 1, the total temperature variation over 25\, to 80\, is 18.1MHz, which corresponds to an oscillator frequency temperature coefficient of 9.7ppm/\degreeCelsius. It is also found from some experiments that a 2.2GHz of variation has been easily obtained by trimming the length of the resonator for a same output power.

**CONCLUSION**

A 35GHz dielectric resonator stabilized Gunn full microstrip oscillator was developed. Output powers of 170mw was obtained from a 210mw diode, the bias tuning bandwidth was 320MHz with power variation of 3dB. Frequency temperature coefficient of 9.7ppm/\degreeCelsius is also obtained. This oscillator with a dielectric resonator has good performances suitable for some systems applications such as communication and radar as a local oscillator and can offer many advantages of lightweight, low-cost, compact rugged structure, simple technology and easy tuning as well as its potential for high-volume, repeatable manufacturing. It can be easily integrated with other microstrip circuits to form a fully integrated mm-wave receiver front-end. Finally, the novel microstrip configuration can be easily modified to form VCO and power combiner.
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Fig. 1 35GHz full microstrip oscillator circuit layout

Fig. 2. Complete 35 GHz full microstrip oscillator in test housing.

Fig. 3  Bias characteristics of output power and frequency of full microstrip oscillator

Fig. 4  Oscillator temperature performance
OPEN RESONATORS WITH MATCHING EXCITATION.
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At present open resonators which are estimated as high-quality resonant systems, are widely used in millimeter and submillimeter wavelength bands. Characteristics of open resonators are determined by energy losses which are traditionally formed by ohmic and diffraction losses, communication losses as well as losses caused by not matching excitation caused by the difference in structures of the exciting \( E_x \) and working \( E_w \) fields. Taking all this into consideration it is evident from the physical point of view that the above-mentioned type of losses is accompanied by the following phenomena. First, there is field emission from the open resonator owing to the "overflow" of power of the exciting communication opening beyond the edges of one of the resonator mirrors. Second, there is a difference between directional (radiation) pattern of the exciting opening and working field oscillation structure, which is equivalent to power "pumping over" (transfer) of the exciting field in highest modes, for many of which the resonance condition may not be valid.

In particular, we have measured experimentally field sections in planes \( E \) and \( H \) (Fig. 1, curves 1 and 2, accordingly) for widely used element of communication of an open resonator with the load in the form of a narrow opening in the centre of the flat mirror with the diameter \( 15\lambda \) (\( \lambda \)-wavelength). The field of TEM\(_{00}\) mode, which is well described by Gaussian distribution, is calculated for the plane, being measured, and is shown in Fig. 1 (curve 3). As it is seen from the figure, some part of radiator power is being lost because of its "overflow" beyond the edge of the mirror, and field structure, which is intercepted by the mirror (Fig. 1, hatched domain) differs greatly from the structure of the mode field of the open resonator. These differences are related with diffraction peculiarities of radiation field on a thin opening with flange and they can't be eliminated for the given type of communication element. For all this, not all the power, radiated into the volume of an open resonator, will be transformed into working mode.

Let us examine a problem, concerning excitation of semisymmetric open resonator with Gaussian distribution of the field by rectangular waveguide, situated in the centre of a flat mirror in which wave \( H_\lambda \) is propagated and its component \( E_y \) has the form

\[
E_y = -j \frac{\omega \mu_0 \alpha}{2k} H_\lambda \cos \left( \frac{k \alpha}{\lambda} x \right) e^{-j \phi} \ .
\]  

(1)

Let's introduce excitation efficiency of the open resonator in the form

\[
\eta = \frac{\left| \int_E E_x E_w dS \right|^2}{\int_E |E_x|^2 dS \cdot \int_E |E_w|^2 dS} ,
\]  

(2)
where integration is exercised in an infinite plane $S$ near one of the mirrors. Putting (1) into (2) we shall give an expression for resonator excitation efficiency

$$
\eta = \frac{4\pi}{\alpha_0} \cdot \Phi\left(\frac{\beta}{2}\right) \cdot \left\{ e^{-\left(\frac{\beta}{2a}\right)^2} + j \frac{e^{-\left(\frac{\beta}{2a}\right)^2}}{2} \left[ W(\hat{a}) - W(\hat{a}) \right] \right\},
$$

where $\hat{a} = (\sqrt{2a} + j(\sqrt{2a})$; $\Phi(\sqrt{2})$ - probability integral; $W(\hat{a})$ - probability integral of complex argument (the line stands for complex-conjugated function); $\beta = \beta/a_0$ and $a_0 = a/a_0$ - normalized dimensions of communication element; $\alpha_0$ - radius of field spot on the flat mirror of the open resonator.

The results of calculations, shown in Fig. 2, where there are lines of permanent level $\eta$, demonstrate, that the right choice of communication opening allows to substantially increase the effectiveness of excitation of the open resonator of the above-mentioned geometry up to the value $\eta = 0.88$ with the opening dimensions of $a = 2.91$ and $a = 1.98$.

It is necessary to mention that the absolute dimensions of the communication opening amount to several wavelengths and this leads to strong shunting (by-passing) of the resonator by the load from the side of the feeding line. That is why it is necessary to control separately the field of excitation and communication of the open resonator with the waveguide transmission line, using thin semitransparent screens, situated in front of the horn aerial aperture in the centre of the flat mirror and not distorting its directivity diagram. Specifically we used one-dimensional E-polarized diffraction gratings, choosing different parameters of which it is possible to provide for the given magnitude of communication of the resonator with the load.

We have made all the necessary calculations and produced a semi-symmetric open resonator for fourmillimeter wavelength band, the dimensions of which were chosen in such a way that it was possible to obtain an optimal value of loaded Q-factor $Q_L$. Mirrors' apertures and radius of curvature of spherical reflector are equal to $5.5\lambda$, and as an exciting device horn antenna is used, which is situated in the centre of a flat mirror. The dimensions of horn opening were determined considering the condition of field matching (Fig. 2, $a = 3.3\lambda$, $b = 2.3\lambda$, and horn length was $10\lambda$, phase error in aperture $< 9\%$).

We can see in Fig. 3 field sections in E and H planes (curves 1 and 2, accordingly) of the suggested exciting device, which are measured in the plane of a spherical mirror. In the same Fig. 3 (curve 3) there is shown distribution of field $TEM_{00}$ mode of the resonator, which is calculated in the plane being measured. As it is seen, the communication element provides for the axissymmetrical directional pattern, which coincides with the field spot dimension on level $E^{2} = -3.56\ \text{dB}$ with accuracy $< 5\%$. In order to control communication of the open resonator with the feeding line, the opening (aperture) of the horn serial was closed by means of E-polarized belt diffraction gratings with the period $\epsilon = 0.2\lambda$ and an opening $d = 0.1\lambda$.

In Fig. 4a there is a spectrum region of the open resonator when matching excitation is utilized. This spectrum region is photographed at distances $L/R$, which correspond to the optimal Q-factor of the resonator. As can be seen, in this case only $TEM_{00}$ mode is excited in the resonator as the exciting field practically coincides with the field of working mode (Fig. 3). Owing to this such an open resonator
possesses a unimodal resonance curve in the interval of re-tuning of wavelength order, which is important in the process of creating selective oscillation chains of millimeter and submillimeter wavelength bands.

At the same time the spectrum picture qualitatively changes for the resonator with the slot type of excitation as it is shown in Fig. 4b, where there is a spectrum region, photographed at the same distances between the mirrors L/R. In such an open resonator parallel with the TEM\textsubscript{00} mode there are being excited two highest TEM\textsubscript{010} and TEM\textsubscript{001} modes, which are explained namely by the difference between the exciting field $E_0$ and working field $E_w$ according to Fig. 1.

The measurement of losses accounting for not matching excitation has shown that when matching way of energizing is used, these losses are 19%, which corresponds adequately with the above-given theoretical estimates and when slot excitation method is used, the losses increase up to 50%.

Thus we can say that the experiments made confirm the advantages of the suggested method of matching excitation of open resonator and prove that it is possible to gain practically unimodal frequency characteristic in multimode oscillation systems of the high-frequency band region of millimeter and submillimeter wavelength bands.
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![Fig. 1. Field distribution from the slot (opening) communication element in the centre of the flat mirror of the open resonator.](image-url)
Fig. 2. Excitation efficiency of the open resonator depending on the dimensions of the exciting communication element.

Fig. 3. Field distribution from the aperture communication element in the centre of the flat mirror of the open resonator.

Fig. 4. Vibration spectrum of the open resonator:
   a - excitation by aperture communication element;
   b - excitation by slot (opening) communication element.
ANTENNA ELEMENTS AND ARCHITECTURES FOR WIDE-BAND MULTIFUNCTION ACTIVE PHASED ARRAYS
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ABSTRACT
Wide-band multifunction active phased arrays WMAPA, have several attractive characteristics. The requirements for the realisation of WMAPAs are outlined and several realisation options for antenna elements and array architectures have been explored. Promising research areas are outlined.

1. INTRODUCTION

One phased array operating over a wide bandwidth at cm/mm wavelengths has the following attractive characteristics:
(a) it can perform radar functions such as surveillance and target acquisition at two different bands eg. L- and X-band respectively;
(b) has excellent ECCM (Electronic Counter Counter Measures) and LPI (Low Probability of Interception) characteristics;
(c) it can perform spectrum surveillance and EW (Electronic Warfare) functions; and
(d) it can perform high sensitivity radiometric imaging functions. It is recalled here that the minimum detectable signal of a radiometer is inversely proportional to $B^2$ where $B$ is the system bandwidth.

The realisation of WMAPAs is reaching the realms of possibility because:
(i) wide-band T/R (Transmit/Receive) modules have been realised [1]; and
(ii) narrow-band phase shifters operating at RF have been substituted by wide-band delay lines operating at optical wavelengths [2].

Costs limit the widespread use of active phased arrays, at present.

In this paper we shall focus attention on the requirements for the realisation of WMAPAs in section 2 while wide-band antenna elements and appropriate array architectures are considered in sections 3 and 4 respectively.

2. THE REQUIREMENTS

The wide-band requirement should be clarified: "one can for instance have a WMAPA operating at two or more bands centred at frequencies within the L-, S-, C- or X-bands. The useable bandwidth can be 10% of the centre frequency; let us call this application one. Alternatively one can have a spread-spectrum WMAPA, where the usable band is 2-3 octaves; let us call this application two. In either case wide-band antenna elements are required.

Canonical phased arrays are arrays where the spacing between elements is constant and equal to $\lambda/2$ where $\lambda$ is the wavelength of operation; furthermore amplitude tapering is used to obtain the required sidelobe level and beamshape. These arrays cannot support wide-band operation and other antenna arrangements or architectures should to be considered.
Polarisation information is desirable for it holds the promise of considerable benefits. The use of circular polarisation decreases rain induced clutter by about 10dB [3]. Similarly the use of the V and H polarisations and appropriate signal processing algorithms decrease sea clutter [4]. Polarisation agility and frequency diversity are required before these benefits can be attained. The doubling of the number of T/R modules required to accommodate two principal polarisations is at present prohibitively expensive; this is because the cost of T/R modules is high. When costs decrease by the use of a matured MIMIC technology, polarimetric WMAPAs can be contemplated. It is however important that the polarisation isolation required should be greater than 25-30dB; additionally the beamwidths of polarimetric WMAPAs in the E- and H- plane radiation patterns should to be equal.

3. ANTENNA ELEMENTS

Printed circuit microstrip patch antennas or dipoles have a maximum bandwidth of say 10% to 15% of the centre frequency of operation. One can propose the tuning of such elements for application one. The tuning of dipoles/monopoles at UHF has been reported [6]; more explicitly a monopole was tuned from 30-90 MHz with the aid of high Q passive circuits which were inserted, under a microprocessor control, between the antenna and the front-end of the receiver. With this arrangement the SNR of the system remained approximately constant in the band of operation. More importantly however, a band-pass filtering (BPF) function was afforded by the antenna; in a multi-source environment such a BPF is often required to excise jammers operating outside the band-pass of the receiver. The tuning of narrow-band antenna elements operating at microwaves is a promising area for research.

Printed circuit tapered slot antennas (TSAs) [7&8] offer wide-band performance, have low profile and are inexpensive to fabricate. TSAs can have acceptable input VSWRs and a gain of about 6dB over 2-3 octaves; additionally their E- and H-plane radiation patterns can be approximately equal. The E-, H, and D-plane maximum cross polarisation radiation was about -11dB with respect to the maximum co-polarisation radiation for the antipodal TSAs considered in reference [9]; by contrast the E- and H-plane maximum cross polarisation level was about -27dB for the planar TSAs while their D-plane maximum cross polarisation level was about -1ldB [9]. Here the D-plane is the diagonal plane with respect to the antenna plane. It is clear that some work is required to decrease the maximum cross polarisation level in the D-plane before planar TSAs are used for polarimetric WMAPAs.

4. ARRAY ARCHITECTURES

While canonical phased arrays are not suitable for wide band operation these arrays have one desirable quality: graceful degradation. More explicitly if 5% or 10% of the elements fail, the array sidelobe does not substantially deteriorate. While phased arrays having a random spacing or minimum redundancy [10] have been considered these arrays do not offer graceful degradation. Controlled redundancy arrays [11] have a random spacing between antenna elements and redundancy which can be controlled. The spacing between elements is such that the effects of mutual coupling can be ignored at the lowest frequency of operation. Additionally space tapering is used.

5. CONCLUDING REMARKS

WMAPAs have several attractive characteristics; the requirements for the realisation of these arrays have been outlined and the importance of polarisation information emphasised. Specific areas considered were: wide band antenna elements, and suitable array architectures. The concept of wide band operation has been clarified and two applications outlined; in the first
application narrow-band tunable antennas are tuned across a wide band, while in the latter application the instantaneous bandwidth is 2-3 octaves wide. For application one, tuned dipoles/monopoles/patches can be contemplated for use, while for application two, TSAs are promising candidates for antenna elements of WMAPAs; here again some work is required before planar TSAs can be considered for polarimetric WMAPAs. Controlled redundancy phased arrays are more suitable for wide-band operations than canonical phased arrays.

Costs limit the widespread use of active phased arrays; when these costs decrease by the use of a mature MIMIC technology, active phased arrays and WMAPAs which can take advantage of information afforded by polarisation will come of age.
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HRR PROFILES PROCESSING TECHNIQUES FOR LFMCW MILLIMETER WAVE RADAR
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ABSTRACT

Target detection and tracking under strong land clutter background is of key importance for air-to-surface weapons. At the operating frequency of millimeter wave, radar targets can be described in terms of multiple scattering centers; with a modest bandwidth of transmitted signal, target high range resolution (HRR) profiles can be obtained from received data. The performance of target detection and tracking can be enhanced by using a wealth of information about target scattering centers provided by HRR profiles.

INTRODUCTION

The widespread application of millimeter wave technology in military systems has become recently possible due to the rapid progress in the MMW hardware development. One typical application is millimeter wave terminal precision guidance which use wideband technology to obtain range resolution much smaller than target length. Under high range resolution circumstance, not only does the capability of traditional methods of point target detection and tracking become ambiguous, but how the data should be processed does as well. In our work summarised in this paper, we present a novel method of target detection, tracking, angle and velocity computation based on HRR profiles.

LFMCW MILLIMETER WAVE RADAR HRR PROFILES

Assume the transmitted signal has a linear frequency sweep, t is time variable and \( t_m \) elapsed since the start of the nth sweep, then

\[
\begin{align*}
\text{t-n*Tp+tm} & \quad (0 < t_m < T_n, n=0,1,2,...) \\
\end{align*}
\]

(1)

The transmitted signal can be expressed as

\[
\begin{align*}
s_i(n,t_m)=A*cos(2\pi*(f_0+(\Delta F/(2Tp))*t_m)*t_m+\Phi_m) \\
\end{align*}
\]

(0 < \( t_m < T_p \))

(2)

where \( T_p \) is sweep period and \( \Delta F \) is sweep bandwidth. At the operating frequency of millimeter wave \( f_0 \), targets size is much larger than a wavelength. A target can be described as composed of \( M \) scattering centers, the \( m \)th scattering center has initial slant range \( R_m \) and radial velocity \( V_m \). Assuming that demodulation of the received signal is achieved by mixing with the transmitted FMCW waveform and the observation time \( N \cdot T_p \) is small enough, the demodulated component can be written as follows:
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\[ x(n,t_n) = \sum_{m=-M}^{M} A_m \cos(2\pi (f_0(2R_m/C) - (2\Delta F/Tp) + t_n + \delta_m)) \]
\[ -f_0(2V_m/C) + nTp + f_0(2R_m/C) - (2\Delta F/Tp)(R_m/C) \] (3)

Over one sweep, \( n \) is constant, and generally, frequency difference caused by \( \Delta R_m \) (range difference from scattering centers) is much larger than that caused by \( \Delta V_m \), \( f_0(2V_m/c) \) term is omitted as a constant error, then (3) can be written as follows:

\[ x(t_n) = \sum_{m=-M}^{M} A_m \cos(2\pi f_0(t_n + \delta_m)) \] (4)
\[ f_m = (2\Delta F/Tp)(2R_m/C) \] (5)

The peaks of FFT data of sampled demodulated signal give results of range \( R_m \) and the spatial distribution of target scattering along range axis is which called range profiles. Range resolution of FFT is

\[ \Delta = \frac{C}{2\Delta F} \] (6)

**HRR PROFILES DETECTION THEORY**

High range resolution is effective solution to target detection under strong land clutter and noise background, the higher resolution, the fewer clutter and noise energy is in the resolution cell of interest. When \( \Delta \) is much smaller than target length, although target energy is also dispersed in different cell, yet not uniformed dispersed. Target energy is mainly concentrated into range cells of strong scattering centers, so \( S/J \) ratio of strong scattering centers cells is further increased than the averaged \( S/J \) ratio.

Improvement of detection performance is expected with emphasis on strong scattering centers. According to the data provided by Currie [1] and Edward [2], a \( S/J \) ratio of greater than 8 db in strong scattering centers cells will be expected for guidance application when \( \Delta < 0.3 \) meter.

1. \( m/N \) Detector

\( N \) is selected according to the maximum possible target length \( \Delta R \), \( m \) is selected appropriately according to the possible number of target strong scattering centers. Every spectrum line of FFT output is detected with CFAR \( F_x \), if there are more than \( m \) alarm spectrum lines among \( N \) continuous spectrum lines, target is detected.

2. Intergrated Range Cell Detector

Series \( \{y_i\} \) is constructed according to FFT output \( \{X_i\} \):

\[ y_i = \frac{\sum_{i=1-N_k/2}^{N_k/2} |X_i|}{N_1} \] (7)
N is selected according to spread line number of one strong scattering centers. A CATR detector can also be constructed based on series \( y_i \).

Simulated results show that integrated range cell detector provide better performance than single range cell detector.

3. Target Discriminator

Elimination of strong target-like clutter returns will be expected by using some spatial feature algorithm based on HERR profiles, such as spatial extent discrimination and contextual feature discrimination.

HERR PROFILES TRACKING THEORY

Target range center position \( R_0 \) can be estimated from FFT spectrum peaks. \( R_0 \) is used to control the local frequency of some mixer so that the center of range tracking window changes in accordance with change of \( R_0 \).

Target angle is measured by means of amplitude information of HERR profiles. Assuming the receiving radar beam direction stays at A, B, C, D which has azimuth and elevation angles of \( (\alpha - \Delta \alpha, \beta, \phi), (\alpha + \Delta \alpha, \beta, \phi), (\alpha, \beta - \Delta \beta, \phi), \) \((\alpha, \beta + \Delta \beta, \phi)\), the transmitting beam direction stays at 0 with angles \( \alpha_o \) and \( \beta_o \), then the angles between signal direction of the \( m \)th scattering centers and receiving beam axis are given by the following equation:

\[
\cos \theta = -\sin \beta \cdot \sin \phi + \cos \beta \cdot \cos \phi \cdot \cos (\alpha - \alpha_i)
\]

\((i = A, B, C, D)\) (8)

where \( (\alpha_i, \beta_i) \) are angles of position \( i \). HERR profiles at A, B, C, D will give the amplitude of the \( m \)th scattering center: \( u_{m,i} \), then

\[
u_{m,i} \propto F(\theta, \phi)\quad i = A, B, C, D\) (9)

where \( F(\cdot) \) is beam pattern of receiving antenna. (9) and (8) can give solution of \( M \) scattering centers:

\[(\alpha_1, \beta_1), (\alpha_2, \beta_2), \ldots, (\alpha_m, \beta_m)\]

The performance of angle measuring and tracking is improved due to high range resolution because (1) Target angle can be estimated by several strongest scattering centers, weak scattering cells are omitted, that decreases error caused by clutter and noise, (2) Interference among scattering centers is decreased that decreases target glint, and (3) Target angle estimation is an average of multiple scattering centers.

VELOCITY COMPUTATION BASED ON HERR PROFILES

N FMCW Sweeps give N HERR profiles \( X(n,i), n=0,1,\ldots,N-1, i=0,1,\ldots,L-1 \), for target range cell \( i \), compute

\[
V(k,i) = \sum X(n,i) \cdot \exp(-j2 \pi n \cdot n \cdot k/N)
\]

\((10)\)
From equation (2), it is easy to show that the peaks of $V$ spectrum are near to velocity cell $k_v$,

$$k_v = N \cdot f_0 \cdot \left(2V_0/C\right) \cdot T_p$$

where $V_0$ is the radial velocity of target. Furtherly, equation (10) has velocity resolution

$$\Delta v = C/(2 \cdot f_0 \cdot N \cdot T_p) \quad (11)$$

At MMW frequency, $f_0$ is higher, for the same $\Delta v$, the required observation time will be less. It is possible that high resolution of both range and velocity should give two dimensional image of target.

SUMMARY AND CONCLUSION

The use of wideband LFMCW millimeter wave leads to better detection and tracking performance. The key techniques involved are A) Using wideband waveform to stimulate target scattering centers information; B) Using very high speed one or two dimensional FFT processor to obtain range, angle and velocity of target scattering centers; C) Information synthesis or fusion of multiple scattering centers.
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ABSTRACT. A model by Cole (1976) was adapted for the South-Western region of Poland (51°N) to calculate the longwave radiation around buildings at different angles. The predictions were validated with a set of measurements performed during summer and winter on a building at four angles of surface inclination, and under overcast and clear skies.

INTRODUCTION

Various empirical models describing the longwave radiative environment around buildings have been developed for horizontal surfaces. This limitation excludes pitched roofs and walls. The existing models (Berdahl and Fromberg, 1982; Idso and Jackson, 1969; Roach, 1955; Swinbank, 1963; Unsworth and Monteith, 1971) were empirically verified mostly for clear sky conditions, rather than for cloudy skies and different levels of air pollution. Cole (1976) proposed a simple empirical model for calculation of longwave radiation incident on surfaces at all angles, from horizontal to vertical. The model was modified numerically to suit the local conditions in the South-West region of Poland. The aim of this paper is to compare measurements obtained under a range of conditions with the modified Cole's model, and to discuss its applications.

METHODS AND RESULTS

The longwave radiation $R(\alpha)$ incident upon a surface inclined at an angle $\alpha$ is a sum of the atmospheric $R_A(\alpha)$ and ground radiation $R_G(\alpha)$ (Cole, 1976). The atmospheric component is given by:

$$R_A(\alpha) = R_A k_1 + b k_2 \sigma T_a^4$$  \hspace{1cm} (1)

where: $R_A$ is the atmospheric radiation incident upon horizontal surface, Wm$^{-2}$, $k_1, k_2$ are coefficients dependent on inclination of the surface, $b$ is a coefficient representing weather conditions, $\sigma$ is Stefan-Boltzmann's constant, $5.67 \times 10^{-8}$ W m$^{-2}$K$^{-4}$, $T_a$ is the air temperature, K.

The ground component is given by:

$$R_G(\alpha) = R_g \sin^2(\alpha/2)$$  \hspace{1cm} (2)

where $R_g$ is the ground radiation in Wm$^{-2}$. 
Cole (1976) published values of all coefficients for different angles of inclination. For the purpose of this study values of $R_a$ and $R_g$ was numerically modified. Using equations (1) and (2) with the modified coefficients the values of longwave radiation were computed for four angles and two seasons. These were compared and correlated with measurements obtained on a building in Wroclaw (51°N). Figure 1 presents data for winter conditions when the longwave radiation was measured in the range from 180 to 340 Wm$^{-2}$, with the highest values for an overcast sky for all angles.
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**Fig. 1.** Comparison of longwave radiation incident upon surfaces inclined at 0° (horizontal), 30°, 60° and 90° (vertical), for winter conditions with clear and overcast skies, as calculated from the modified Cole's model and measured in Wroclaw (51°N).

Figure 2 presents the comparison for summer conditions and a clear sky only. The values measured in summer (from 200 to 450 Wm$^{-2}$) were higher than in winter and were also dependent on the angle of incidence.

**DISCUSSION AND CONCLUSIONS**

The measured and calculated values of longwave radiation agreed for all angles of inclination and weather conditions. The best statistical correlation was found for measurements obtained under a clouded sky (Figure 1). As expected, the measurements showed that longwave radiation from an overcast sky upon surfaces at an angle is almost independent of the inclination. For clear sky conditions, the radiation will be higher at low angles of inclination. This relationship can be important for various designs of radiative cooling systems. Predictably, the highest radiation intensities for clear skies were measured for vertical surfaces.
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Figure 3 compares the modified Cole’s model and the present data, with models by Idso and Jackson (1969), Roach (1955), Swinbank (1963), and Unsworth and Monteith (1971) calculated for horizontal surfaces at a range of air temperatures. For clear sky conditions the highest correlation was found for the model by Idso and Jackson (1969). For winter, the agreement is not so good, particularly in reference to the most frequently cited Swinbank’s model. The differences between the two models were discussed in detail by Nowak (1989).
Fig. 2. Comparison of longwave radiation incident upon surfaces inclined at 0° (horizontal), 30°, 60° and 90° (vertical), for summer conditions with a clear sky, as calculated from the modified Cole's model and measured in Wroclaw (51° N).

Fig. 3. Comparison of longwave radiation incident on horizontal surfaces in winter and summer conditions, with clear and overcast skies, calculated from the modified Cole's model (circles) and other models (lines) for a building in Wroclaw (51° N).
For an overcast sky, the modified Cole's model predicts values in a much closer agreement to the models by Unsworth and Monteith (1971), Roach (1955) and the theoretical relationship for the black body model. The set of available measurements for an overcast sky was, however, limited to a narrow range of air temperatures, around 0 °C, and further measurements would be helpful.

In conclusion, an encouraging agreement was found between the Cole's model adapted to the climatic conditions in the South-Western region of Poland and a set of measurements of longwave radiation incident on a surface, for different angles of inclination. It will be important to extend this validation to a much wider range of geographical regions and different levels of air pollutions in particular. A working model for calculation of the longwave radiation under various conditions is needed, among others, for modelling of various components of the heat balance of buildings (Nowak, 1991) and their dependence on the physical environment.
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ANALYSIS OF SINGULARITY OF EMP ON APERTURE WITH IOEM
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ABSTRACT
In this paper, the analysis of singularity of EMP on aperture with Fredholm Integral Operator Expansion Method is discussed. This method substitutes infinite field on the aperture with finite inner product to simplify the numerical calculation and secure the accuracy of the solution. It is also proved that solving the singular diffraction problems with IOEM is also successful.

1. FREDHOLM INTEGRAL OPERATOR EXPANSION THEORY

The key of this paper is Fredholm Integral Operator Expansion Method (IOEM). First, we construct an operator space using Fredholm integral operator, then we prove further that this space is a dividable Hibert Space. We define the linear calculation, inner product and norm in it. According to Fourier Expansion Theory in Hibert Space, we expand Fredholm integral operator with orthonormal sets and get Fredholm Integral Operator Expansion Theory as following: [1]
For any \( x(s), k(s,t) \in L^2(\mathbb{R}) \), the following formula is true:

\[
\int_{\mathbb{R}} x(s) \int_{\mathbb{R}} k(s,t) x(t) dt = \sum_{n=1}^{\infty} \int_{\mathbb{R}} k(s,t) k_{on}(s,t) ds dt.
\]

Here \( k(s,t) \) is the integral kernel of Fredholm integral operator \( T \) and \( k_{on}(s,t) \) is an orthonormal set on \( \mathbb{R} \). Generally, the \( k_{on}(s,t) \) can be chosen as:

\[
k_{on}(s,t) = k_{on1}(s) \cdot k_{on2}(t)
\]

Eq. (1) can also be applied in two and three dimension space. By using the expansion theory, we can directly get the solution of the second type...
of Fredholm integral equation.

2. SOLUTION OF EMP ON APERTURE

We discuss a typical problem to illustrate the use of the method. The problem is how to calculate the distribution of fields when EMP penetrates through aperture into a two-parallel plate region. A two-parallel conducting plane with an aperture is shown in Fig. 1 when a plane wave incidents on it.

\[ \mathbf{E}_1 = (\hat{\mathbf{x}}F_{ox} + \hat{\mathbf{y}}F_{oy} + \hat{\mathbf{z}}F_{oz}) \exp(-jk(\hat{\mathbf{x}}x + \hat{\mathbf{y}}y + \hat{\mathbf{z}}z)) \]

We can get the following integral equation about the field \( E \) on the aperture:

\[ \iint A\mathbf{H}_s(\mathbf{r'})\mathbf{E}_0(\mathbf{r'}) d\mathbf{r'} = \frac{\mathbf{Z}}{(jkr) \cdot E_0}\exp(-jk(\hat{\mathbf{x}}x + \hat{\mathbf{y}}y) + \mathbf{h}) \]  

where

\[ A\mathbf{H}_s(\mathbf{r'}) = \hat{\mathbf{z}} \cdot \mathbf{E}_0 \]

\[ \mathbf{E}_0 = \exp(-jk|\mathbf{r} - \mathbf{r'}|) \]

\[ \mathbf{h} = h_x \hat{\mathbf{x}} + h_y \hat{\mathbf{y}} \]

and

\[ h_y = \frac{k}{\pi} \sum_{n=1}^{\infty} c_n \exp(j(n+1)\phi) \cdot J_{n+1}(k\rho) \]

To solve Eq. (3) by with EEM, one often expands \( \mathbf{M}_s \) as following:

\[ \mathbf{M}_s(\mathbf{r}) = \sum_{m=0}^{\infty} \mathbf{M}_s^{(m)}(\mathbf{r}) k^m \]  

And substitutes Eq. (4) into Eq. (3) to get the coefficients \( \mathbf{M}_s^{(m)} \). Finally one substitutes \( \mathbf{M}_s^{(m)}(\mathbf{r}) \) into the following equation to get the distribution of field in the two-parallel plate region.

\[ \mathbf{E}' = -\int \mathbf{M}_s \cdot D(\mathbf{r}'/\mathbf{r}) d\mathbf{r}' \]  

Actually sometimes \( \mathbf{E}' \rightarrow 0 \) or \( \mathbf{M}_s \rightarrow \mathbf{0} \) on the the edge of the aperture. Several problems are caused by it. First, whether \( \mathbf{M}_s \) in all singular integral equations can be expanded in the form of Eq. (4)? Second, whether is there...
only finite number of coefficient $M$ in Eq. (4)? Third, how can we decide the number of those coefficients? These problems make it difficult to secure the accuracy in the numerical calculation.

If we apply Fredholm Integral Operator Expansion Method, we can get the following result from the integral equation (3):

\[
\int S_s k_{on2}(\vec{r}') ds = \langle \vec{r}', k_{on1}(\vec{r}) \rangle_{/B_n \cdot R_n} \tag{6}
\]

Where

\[
B_n = \int_A \int_A g(\vec{r}' / \vec{r}) \cdot k_{on}(\vec{r}' / \vec{r}) ds d's',
\]

\[
R_n = \langle k_{on1}(\vec{r}), k_{on2}(\vec{r}') \rangle
\]

\[
f = h^+ (2/jkr) \omega E_0 e^{-jk(\alpha x + \beta y)}
\]

Eq. (6) can be proved to be finite with singularity of on the edge.

Similarly, applying operator expansion theory in Eq. (5), we can get:

\[
\vec{E}' = -\sum_{n=1}^{\infty} \int_A \int_A \nabla x g(\vec{r}' / \vec{r}) \cdot \overline{k_{on}(\vec{r}', \vec{r})} ds d's' \cdot k_{on1}(\vec{r}) \tag{7}
\]

Substituting Eq. (6) into Eq. (7) we can get the distributions of field in the two parallel plate region.

The key of this method is to calculate the singularity with the finite \[ \int_A \int_S s \cdot k_{on2}(\vec{r}') ds' \] instead of the infinite $M_s$. By the way, we solve the singularity of $\vec{E}'$ on the edge and secure the accuracy of the solution.

3. CONCLUSION

It can be seen that IOEM is suitable for the calculation of the field distribution of EMP on the aperture plane. The further research shows that it is also successful to treat the diffraction problems with the same singularity by using IOEM.
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Fig. 1
A function of Lateral Inhibition spectrum and Neural Networks in heat image handler

QIAN Yi
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ABSTRACT:
The human brain and vision systems is the most complicated intellectual information processing systems in the world that timely processes a large amount of spacial and temporal information. The knowledge of vision mechanism and its structure will be helpful for the study of image identification and image understanding, for the study of robot's vision and neural network. This article intends to improve the image formation quality of forward looking Infra-red by applying the spectrum function of lateral inhibition of the human eye to light and electricity mixture systems, so as to meet the requirement of good electromagnetic weapon system for quality.

Infrared heat image instrument is the product of the seriation to the present, called the products of the third generation. Because it is a kind of passive night vision instrument, it's working method is concealed, not easy to be detected. It can be used in all kinds of weather all time, and is able to penetrate through rain, snow, fog and haze. Besides the distance of effect is far. Being electronic waves sent out by the objects themselves, it has an outstanding merit, i.e. is can detect disguise easily. It can detect hidden tanks and cannons in disguise, engines started or not started, even being traced to heat images of planes or fighting vehicles that have just left the spots.

However, the difference of temperatures between the military target and its background and between the parts of the target is rather small, so hot images are not very clear. There is little contrast. It's hard to see the details clearly. Considering the above demerits, the author of the present thesis builds a mathematics mould of vision spectrum through a Fourier integral of non-circle function. The author points out that there is an effect of crosswise inhibition in obtaining information for the human vision, which means the greater the amount of information received, the greater the need to outstand the important parts to enlarge contrast and make the parts be memorized more distinct. For human brain and vision system, this process is one that pre-processes information spontaneously.
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The following is the limited line of sine waves consisting of $2N$ sine waves ($N \geq 2$). For convenience, let $N$ be a positive integer:

$$f(x) = \begin{cases} 
0 & (x < -2N) \\
\frac{a_n}{2} \sin \frac{2\pi x}{2} & (-2N \leq x < 2N) \\
0 & (2N \leq x)
\end{cases}$$

If we change the above Space Axis $X$ into Time Axis $T$, and change the space periodic length $2l$ into time periodic $T$ at the same time (Thus $\pi / l$ is changed to circular frequency $\omega_0$), we can express it in another Fourier integral:

$$f(t) = \begin{cases} 
0 & (t < -N \frac{2\pi}{\omega_0}) \\
\frac{a_n}{2} \sin \omega_0 t & (-N \frac{2\pi}{\omega_0} \leq t < N \frac{2\pi}{\omega_0}) \\
0 & (N \frac{2\pi}{\omega_0} \leq t)
\end{cases}$$

To study the spectrum of this limited line of sine waves, because $f(t)$ is an odd function, it can be expressed in Fourier sine integral.

$$f(t) = \int_0^\infty B(\omega) \sin \omega_0 t$$

$$B(\omega) = \frac{2}{\pi} \int_0^\infty f(t) \sin \omega_0 t dt$$

$$A(\omega) = \frac{1}{\pi} \int \frac{jN_1 \sin \omega_0 t}{2} dt$$

Fig. 1 Restrictable sine wave
At $\omega \to \omega \pm$, with the L'Hospital rule; we can get a spectrum distribution diagram of axial symmetry with $\omega_0$ as the peak value.

\[ \frac{B(\omega)}{\omega_0} = \frac{2NA}{\omega_0} \]

$\omega_0 \left(1 - \frac{1}{2N}\right)$, $\omega_0 \left(1 + \frac{1}{2N}\right)$

\[ \omega_0 \left(1 - \frac{1}{2N}\right) \quad \omega_0 \left(1 + \frac{1}{2N}\right) \]

**Fig. 2 A Function of Lateral Inhibition spectrum**

From this spectrum mathematics mould by creation; we can conclude that in feeling and receiving outside information, human vision system is different from cameras, rather, it is a receiving process that specially designated choices between spectrum. From the mathematic mould, we can see that where the difference between the two sides is $\omega_0/2N$, function image dropped to zero. We can safely assume that spectrum is gathered in the scope of $\omega_0/2N$ around $\omega_0$ the left and right sides. The bigger the $N$ value, even as the greater the amount of information, the narrower the frequency band around crest $\omega_0$. The adaptive effect of human vision system in receiving information completely suits the memory principle of human brain. To memorize a complicated image information, the human brain must first choose the main characteristics of the image to give precedence to deal with spectrum. The pre-processing connects with the neural network of the brain in the way of feedback. It is also related to the original reserved samples of "cell crowd" in the human brain. Based on this, thesis tries to realize vision neural network spectrum circuit through the exchange of discrete hartley and to apply it to the part of circuit of hot formation of image. The detecting machine turn the strong and weak signals of infrared radiation into corresponding electric signals, which enter the vision spectrum neural net circuit after being enlarged properly.

After the adjustment, the frequency with the highest range is taken as the spreading central frequency $\omega_0$, which formed filtered limiter of electromagnetic wave. Scanning electric signals pass the filtered limiter to be sent to light-diode forming images after enlargement. Because the size of $N$ value can be adjusted by the filter waves effect caused by the distance and quality of objects and bad weather and general training obtained from the wathing of objects at night. In such handled image, the "vitals" part of the objects become brighter, while the brightness gradient of the other parts attenuated quickly. The background not related to the objects can be inhibit, so that the contrast be come greater, the
objects distinctness increase and enhance the ability to distinguish the details. Because the circuit of the neural net is capable of memory, it can remember certain characteristics of the objects after the usual training with different objects. It can adjust certain vague images in bad weather. It can also be applied to improve tremulous images of the thermal imaging systems with vehicles, ships, planes trembling.
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APPLICATION OF MILLIMETER-WAVE RADAR
IN THE TRAJECTORY MEASUREMENT OF GUNS

Zhang Guang-Jin and Shun Xiang-Wen and Wu Ji-Guang
(East China Institute of Technology)

INTRODUCTION

Trajectory measurement is of great importance in the research of ballistics as well as in the development and manufacture of new weapons. It is also indispensable for the aging test of guns and ammunition. The goal of trajectory measurement is to obtain the motion principle of the ball. As the trajectory can be divided into two parts, that is the interior trajectory which is from the beginning point of motion to the end of the barrel, and the exterior trajectory which is out of the barrel, the trajectory measurement also includes interior trajectory and exterior trajectory measurement respectively. The methods of interior trajectory measurement used nowadays are rather out of date, some of them even have been used since 1960's. Among the disadvantages remain unsolved for a long time, the common problems in those methods are the poor accuracy and complicated operation. At present, the best way for trajectory measurement is by applying radar. Besides its appreciated simplicity and generality in operation, high accuracy can be provided by the method. What is more, the measurement does no harm to the gun, for there is no contact with the gun.

Presented in this paper is a millimeter-wave radar system we have developed for both interior and exterior trajectory measurement. The principle and construction of the system are introduced. Results of practical test are given.

FUNDAMENTAL PRINCIPLES

The operation of the mm-wave radar system for trajectory measurement may be described with the aid of the block diagram shown in Fig.1. The mm-wave oscillation generated by the transmitter is fed through a circulator to the antenna, where it is radiated into space. A portion of the transmitted signal is intercepted by the target which is the ball within the barrel and is reradiated into space. The antenna receives the returned energy and turns it to be the echo signal. Therefore, there are two signals put into the mixer through the circulator. One is the echo signal $U_r$ and the other is the transmitted signal $U_t$ leaked as a reference. With the motion of the ball
within the barrel, a sequence of maximum or minimum in amplitude occurs alternatively in the output signal of the mixer. The time when the maximum or minimum occurs corresponds to the ball’s position where Ur travels longer than Ut at the distance $n/2$ or $(n+1/2)/2$, respectively, where $n=0,1,2,\ldots$ and is the wavelength in free space.

![Diagram of radar and interior ballistics measurement](image)

Fig. 1 A block diagram radar and interior ballistics measurement

The output signal of the mixer is the doppler signal. The frequency of the signal is decided by the velocity of the ball. As shown in Fig. 2, the typical doppler signal in interior trajectory measurement is frequency modulated sine wave, where the variations in the frequency embody the change in the ball’s motion.

![Doppler signal graph](image)

Fig. 2 Wave of interior ballistics Doppler signal

The doppler signal must be processed in order to obtain the law of the ball’s motion. The signal is amplified at first, and certain circuits are used to reject various interference such as the interference generated by the oscillation of the gun, the rotation of the recoil and the ball. Then the doppler signal is transformed into a numerical signal by A/D transformation and stored in computer. Finally, a FFT is applied by the computer, and the relationship between the velocity $V$ and the time $t$ is therefore derived, and the interior trajectory measurement is completed.

As the exterior trajectory measurement is concerned, the antenna should be turned to direct the ball’s flying trace in the space. The above processing can also be applied.

The flash detector supplies a control signal for A/D transformer according to the flash generated at the moment when the ball bursts out of the barrel.
signal indicates the beginning for the exterior trajectory measurement and
the end for the interior trajectory measurement.

**THE OPTIMAL WAVELENGTH**

The barrel can be treated as a section of cylinder waveguide by its function
in wave transmission. The wavelength in waveguide is given as

\[ \lambda_g = \sqrt{\frac{1}{\lambda_f^2} - \left(\frac{\lambda}{\lambda_p}\right)^2} \]

while \( \lambda_f \) — wavelength in free space

\( \lambda_p = \pi a \) — evanescent wavelength

\( d \) — diameter of the barrel

\( j_m \) — \( m \)th root of \( m \) order Bessel function

The wave can be transmitted by the waveguide, i.e., the barrel only the
condition is satisfied. The evanescent wavelength is depended on the
waveguide modes as shown in Fig. 3

![Fig. 3 Distribution of wavelength cutoff](image)

If the wavelength is chosen to meet the condition only one mode which is \( H_{11} \)
mode here will be transmitted while other modes are evanescent. Such single
mode transmission will lead to the best waveform and accuracy in measurement,
so the wavelength which meet the above condition is defined as the optimal
wavelength. The optimal wavelength corresponding to different diameter of the
barrel is listed in the following table:

<table>
<thead>
<tr>
<th>Calibre Ball (mm)</th>
<th>Optimal Wavelength (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.7</td>
<td>6.38—6.71</td>
</tr>
<tr>
<td>7.82</td>
<td>6.58—6.99</td>
</tr>
<tr>
<td>12.7</td>
<td>6.84—7.68</td>
</tr>
<tr>
<td>14.5</td>
<td>7.10—7.72</td>
</tr>
<tr>
<td>20.6</td>
<td>7.36—8.10</td>
</tr>
</tbody>
</table>

For different diameter, a radar designed at the optimal wavelength must have
different frequency, which will largely complicate the structure of radar.
By carefully choosing the wavelength, massened generality has been acquired.
in the single frequency radar system. Though the wavelength is not optimal, one mode is still dominant compared with other modes. Under such cases, the accuracy also meets the requirement with a deviation of about 0.1 mm/1%. For 5.1 mm barrel, the wavelength of radar is 8.6 mm.

TEST RESULTS

1. Interior Trajectory Measurement
Interior trajectory measurement is carried out with 5.8 mm rifle, 7.62 mm sub-machinegun and 14.5 mm antiaircraft artillery. For every gun, 10, 23, and 11 balls are shot once respectively in the test. All of the measurement are completed with satisfactory results. The wave form of doppler signal stored by the oscilloscope is regular without deformity, as that shown in Fig. 2. The measured curve of velocity versus time is also in agreement with the theoretical computation.

2. Exterior Trajectory Measurement
The exterior trajectory measurement is carried out with 4.6 mm gas gun, 7.62 mm rifle and 14.5 mm antiaircraft artillery. The results are also satisfactory. The measured initial velocity agrees with the demarcate of the guns. The wave form stored by the oscilloscope is a regular frequency modulated sinusoid wave. The signal-to-noise ratio decreases with the increase of the distance. By A/D transform and other computation, curves of exterior trajectory are acquired. According to the measured data and curves, the ratio of the radar active distance R to the diameter d of the ball can be evaluated as that is the radar active distance is larger than the diameter by 9000 times.

CONCLUSION

As introduced in the above, the results of trajectory measurement we obtained by applying mm-wave radar are quite satisfactory. The data of multiple shots have good repeatability, and are in agreement with the theoretical trajectory. Meanwhile, the waveform is clear and correct as expected.

The method of trajectory measurement using mm-wave radar has many outstanding advantages superior to other methods, and is worth of much more development.
Th1.7
UNIVERSE. HUMAN BEING AND MILLIMETER WAVE

Fujian Light Industry Institute. China
Huang Wenzhou, Mao Fucheng, Hoos Jinzhen

ABSTRACT

In the cosmic 2.7k background radiation field, the strongest is MMW radiation. There is also correlative discovery of the MMW energy crest in Chinese Chikung emanation. It will surely have great influence on knowledge of origin and process of life in universe.

1. Energy crest of millimeter wave found in Chikung emanation

In August 1989, Huang Wenzhou, engineer of Fujian Light Industry Institute, cooperated with research fellow, Yang Yufeng, and engineer, Zhang Huanghe, both working in Semiconductor Institute of CAS, meanwhile with Qu Daxin and Zheng Weiquan, senior engineers of No.12 Research Institute of Ministry of Machinery & Electronic Industries, P.R. of China, separately tested Chikung emanation of Lin Mengxiang, chairman of Fujian Bilinkung Research Society, and Cheng Linfeng, chairman of Beijing Huiliankung General Research Society, and his brother, to find out that there were millimeter waves fluctuating with low-frequency modulation in Chikung emanation. In other words, Chikung emanation could have an effect on MMW test instruments. Test results are as follows:

<table>
<thead>
<tr>
<th>Chikung Emanation of Chikung Master Lin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Max. indication on dynamometer (μV)</td>
</tr>
<tr>
<td>very little</td>
</tr>
<tr>
<td>Max. voltage indication on detector (mV)</td>
</tr>
<tr>
<td>0.5</td>
</tr>
<tr>
<td>Frequency of modulating wave measured by oscilloscope (Hz)</td>
</tr>
<tr>
<td>40—60</td>
</tr>
</tbody>
</table>
In addition, energy of Chikung emanation of Chikung Master Cheng brothers was measured to increase slowly along with rising of frequency by means of a 100Hz-400GHz spectrum analyzer. As spectrum of the NHW is broad, its integrated energy is high. In the meantime, very strong 3mm wave radiation was measured to exist by Xi'an Electronic Science & Technology University when a man with singular ability made tablets pass through the wall of medicine bottle, and it was stronger than the 8mm wave radiation measured at the same time. Science and technology workers in our country before had measured that in Chikung emanation there were radiations of infrasonic frequency wave, high-frequency electromagnetic wave and near infrared-ray etc., whose energy was all lower than that measured by Xi'an Electronic Science & Technology University and us. To sum up, a conclusion could be drawn that there are various radiations whose energy crest is in the NHW band. This discovery has unfolded before our eyes though it is still to be proved by more complete and comprehensive experiment.

2. Origin of human being and cosmic nonthermal background radiations at that time

We associate the discovery of mm wave energy crest in human body field with the important finds on cosmic background radiation by Bell laboratory of USA in 1965, for energy crest of this famous 2.7K radiation is also in NHW band. Unless there is undiscovered cosmic radiation field of energetic neutrinos, gravitational waves or other unknown restless mass particles, the strongest in the discovered cosmic radiation field up to now is microwave radiation whose wavelength is from 1 to 10mm, as shown in following figure.
The discovery of cosmic 2.7K background radiation supports the sudden expansion theory of origin of universe. Life couldn't emerge from the early hot universe. Based on Wien's blackbody radiation law, wavelength $\lambda = 0.3/T^\circ K$. Only when the whole cosmic background was in the submillimeter wave band, could human come into being. This puts forward a new method to determine origin time of human being. It could be said that human had made an indissoluble bond with millimeter wave at the moment of origin.

3. Status of MMW in quantum process of variation

4. Life bodies originated from different space-time fields and evolved separately

5. Regarding that life lies in oscillation from the point of view of three new theories

6. On the active treatment of disease

7. Invention of Chikung Therapeutic Apparatus Using the Millimetre Waves
8. Broad spectrum of "Chi" is holographic remains of cosmic electromagnetic phenomenon at the time of origin of human

high-ordered macrography quantum effect shown in Chikung state is the expression of natural human being. Radiations in cosmic field are of various frequency, whose energy crest is of NNW. The same is true of radiations in human body field. The extremely broad spectrum of "Chi" is exactly the holographic remains of cosmic electromagnetic phenomenon at the time of origin of human, and it shifts red gradually. From "Chi" we can see epitome of human in boundless universe and relationship between them. A wide variety of scenes in universe, such as fixed star, neutron star, planet, comet, life substance and mysterious unidentified objects, and so on, all developed from plasma cloud and were all concerned with cosmic emission. The broad spectrum radiation in "Chi" and information transmission in plasma state of meriolian living thing both lively indicate that human is the epitome of universe. It wins more admiration that life bodies amazingly continue in accordance with their own genetic code. Process of universe is irreversible, so is growth of human being. Just as universe is boundless, thought of man is limitless. The reason why human and universe are alike so much is that they both came from mutation.

The important discovery of cosmic 2.7K background radiation prompts us to search for things in life similar to quantum "remained in ancient times" so as to give informations of life bodies in earlier period. This is the basic purpose of this paper. The cosmic background radiation observed by American scientist in 1965 was awarded Nobel Price after 13 years—in 1978, then there is also correlative discovery of NNW energy crest in Chinese Chikung emanation, which will surely have great influence on knowledge of origin and process of life in universe.
TESTING SYSTEM FOR HIGH-ISOLATION OF MM-WAVE DARKROOM

Wang Dongjin Li Dunfu and Dou Yuanzhu
(Univ. of Science and Tech. of China. Hefei, China.)

INTRODUCTION

It is well known that MM-wave darkroom is important to study and test MM-wave system. Among the characteristics of the darkroom, isolation is one of the key factors. Thus during the period of the darkroom constructing the isolation must be measured carefully before putting the MM-wave absorber on the wall. The typical value of the isolation is about 110 dB.

For measuring so higher isolation, two projects have been considered. One is using big power MM-wave transmitter and sensitive MM-wave detector; shown in fig. 1. Supposing that sensitivity of the detector is about -55 dB and gain of the antennas 30 dB (If the gain great than 30 db, the MM-wave beam would be too narrow to receive the signal easily), and also let the distance between antennas be one meter, the output power of the transmitter should be several hundred watts according to the calculation. It is difficulty to find such high power transmitter in the country at present; and it is impossible to use so heavy and large transmitter for measuring isolation at every place and corner of the darkroom, even if the transmitter could be found. So we have had to look for another testing system.

TESTING SYSTEM PRINCIPLE

Based upon the discussion above, it was realized that the main defect of above cited project is the relatively low sensitivity of the MM-wave detector. As we know that the sensitivity of the receiver is much higher than the detector; so by using MM-wave receiver to replace the detector may improve a suitable method to meet with the aim; see fig. 2.

At the measuring scene, the distance between the transmitting and receiving antennas is about to 2 meters, let it equal 2. Also let the antenna gain G be 23 dB and the output power of the transmitter 19 dB mw.

The transmission loss caused by passing through the space L is determined by:

\[ L_1 = 20 \frac{a \pi r}{\lambda} = 69.5 \text{dB} \]

Assuming that the antenna effectiveness and other non-matched loss L is about 2 dB together and the isolation of the darkroom \( L = 110 \text{dB} \), thus the required sensitivity of the receiver is

\[ S = P_o + 2G - L_1 - L_2 - L_3 = -116.5 \text{dBm} \]

On the other hand, the sensitivity of the receiver can be represented as:

\[ S = F_{\text{ms}} K TB \]

If \( F_{\text{ms}} = 8 \text{ dB} \) and (this value is sufficient for effective detecting), the band width of the recei...
B = 10 kHz. Such band width is suitable for the video spectrum analyzer used as the display of the testing system. Yet, the key problem is that the if frequency must be stable enough to keep the receiving signal readable in the spectrum analyzer during the testing period, say two or three hours. According to the information of spectrum analyzer, HP 3585, span width is about 100 kHz with analysis band 10 kHz. It means that the total frequency shift for both LO and RF source is 100 kHz. The compact phase locked source may satisfy the requirement, but the price is high and somewhat heavier in weight compared with the cavity stabilized oscillator (CSO). As for economic thinking, the designer would choose the matched CSO pair to meet with the requirements.

**SYSTEM DESIGN AND MANUFACTURE RESULTS**

As we know that the long term frequency stability states as:

\[
\frac{\Delta f}{\Delta T} = \frac{\Delta f_0}{\Delta T} + \frac{1}{s} \frac{\Delta f_i}{\Delta T}
\]

where \( S = 1 + Q / Q \) is frequency stability factor, and \( Q \) and \( Q \) are the load \( Q \) factor of the stabilized cavity and unload \( Q \) factor of the main oscillator, respectively. \( \Delta f_0 / \Delta T \) and \( \Delta f_i / \Delta T \) are the frequency variations of the stable frequency cavity and the main cavity containing Gunn diode been influenced by temperature change. In general, \( \Delta f_0 / \Delta T \) is much larger than \( \Delta f_i / \Delta T \), so the \( S \) would be as big as possible to reduce the value of \( \Delta f_0 / \Delta T \). The method is not only good for frequency shift, but beneficial in raising the short term stability of the oscillator. After fine adjusting and testing, the characteristics of the matched CSO pair are:

- transmitting source output power: 19 dBm
- phase noise: \( -68 \text{ dBc/Hz} \) (\( f_a = 1 \text{kHz} \))

The IF frequency shift is shown in fig. 3. It is clear, as seen from the curves, that after half a hour of preheating the testing system would work successfully. The fin-line balanced mixer with preamplifier and the lens antenna are adopted in the system, the characteristics are:

- noise figure: \( E_{in} = 4.5 \text{dB} \) (including preamplifier)
- gain of IR/RF: > 45 dB
- with dynamic RF amplitude range: \( -45 \text{dBm} \sim -110 \text{dBm} \)
- antenna gain: 23 dB
- first side lobe: \( < -30 \text{dB} \)

The testing system is composed using the devices above.

**TESTING STEPS AND EXPERIMENT RESULTS**

A) Calibration

1) Open the door of darkroom.
2) Mount the two antennas at the distance 2 meters in the door place.
3) Using MM-wave precision attenuators in both transmission and receiving parts to replace the isolation of the darkroom.
4) Reading the total attenuation value of the two attenuators and the signal amplitude shown in the spectrum analyzer; and marked as A and P, respectively.

B) Testing

1) Closing the door of the darkroom.
2) Moving the two parts of the system to the testing point in the same distance as the calibration condition.

3) Putting the total attenuation value to $A_s$.

4) Reading the signal amplitude $P$, shown in the spectrum analyzer.

C) Calculation

The isolation of the darkroom is determined by

$$ L = A_1 - A_2 + P_1 - P_3 \tag{5} $$

The actual measurement results shown in Fig. 4, the isolation of the darkroom at the door is 118 dB. It is a very good result for darkroom design.

---

Fig. 1. Sketch of first projection

---

Fig. 2. Sketch of second projection

---

Fig. 3. IF frequency shift with temperature changing
Fig. 4. Measurement data
AN INVESTIGATION ON THE RF CHANNEL COUPLING AND THE RF SPACE COUPLING IN A MULTICHANNEL MILLIMETER-WAVE SYSTEM

Wang Yaming
(Luoyang Optoelectronic Institute, P.O. Box 030-7 Luoyang, Henan 471009, P.R. China)

Abstract

This paper describes an experimental investigation on the Ka-band RF multichannel system. It gives an experimental result of the RF channel coupling and the RF space coupling in different conditions, a measuring method, a couple of equations that separate the RF space coupling from the RF channel coupling as well as a significant conclusion about the RF channel coupling and the RF space coupling in the millimeter-wave multichannel system.

Introduction

In the multichannel millimeter-wave and the microwave system, the RF channel coupling and the RF space coupling have an adverse effect on the sensitivity and the precision of measurement. It is an important problem that has puzzled the engineers in microwave and system for a long time. Especially in the millimeter-wave system, this investigation has a great practical significance because the millimeter wave is shorter than the microwave wave length, the RF channel coupling and the RF space coupling are greater than that of the microwave.

Experiment

In the Ka-band, the RF channel coupling and the RF space coupling of a multichannel RF front end system are measured. The measuring block diagram is shown in Figure 1. One channel of multichannel RF front end connected to the Ka-band oscillator directly is the direct channel. The others are coupling channels: one is in opening in the RF end, the rest are connected to the matching load and the short in the RF end respectively. The RF input power in the direct channel is controlled by the attenuator. The power meter keeps watch on the RF input power in the direct channel. The IF output power in the channels is displayed by the Hp3585A spectrum. Typical coupling performance of the Ka-band
multichannel RF front end system measured is shown in table 1.

![Diagram showing measurement setup]

**Fig. 1. Measuring diagram**

**Table 1. Typical coupling performance measured**

<table>
<thead>
<tr>
<th>A (dB)</th>
<th>Pin (dBm)</th>
<th>Pout (dBm)</th>
<th>Px (dBm)</th>
<th>Py (dBm)</th>
<th>Pz (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>-20</td>
<td>1.9</td>
<td>-47.4</td>
<td>-72.9</td>
<td>-69.1</td>
</tr>
<tr>
<td>30</td>
<td>-30</td>
<td>-7.1</td>
<td>-47.9</td>
<td>-72.9</td>
<td>-70.2</td>
</tr>
<tr>
<td>40</td>
<td>-40</td>
<td>-17.2</td>
<td>-49.2</td>
<td>-74.4</td>
<td>-70.8</td>
</tr>
<tr>
<td>50</td>
<td>-50</td>
<td>-27.6</td>
<td>-48.7</td>
<td>-75.0</td>
<td>-71.1</td>
</tr>
<tr>
<td>60</td>
<td>-60</td>
<td>-38.8</td>
<td>-50.5</td>
<td>-74.3</td>
<td>-71.6</td>
</tr>
<tr>
<td>70</td>
<td>-70</td>
<td>-46.8</td>
<td>-50.5</td>
<td>-75.6</td>
<td>-72.1</td>
</tr>
<tr>
<td>80</td>
<td>-80</td>
<td>-56.9</td>
<td>-51.2</td>
<td>-73.9</td>
<td>-72.5</td>
</tr>
<tr>
<td>90</td>
<td>-90</td>
<td>-66.2</td>
<td>-50.2</td>
<td>-74.9</td>
<td>-71.8</td>
</tr>
<tr>
<td>100</td>
<td>-100</td>
<td>-72.5</td>
<td>-51.7</td>
<td>-74.7</td>
<td>-73.1</td>
</tr>
<tr>
<td>110</td>
<td>-110</td>
<td>-74.2</td>
<td>-50.5</td>
<td>-74.3</td>
<td>-73.3</td>
</tr>
<tr>
<td>120</td>
<td>-120</td>
<td>-74.4</td>
<td>-52.0</td>
<td>-75.1</td>
<td>-73.5</td>
</tr>
</tbody>
</table>

Where A is the attenuation in the attenuator in the measuring system. Pin is the RF input power in the direct channel. Pout is the IF output power in the direct channel. Px is the IF output power in the coupling channel that is in RF opening. Py and Pz are the IF output power in the coupling channels connected to the matching load and the short, respectively.
Discussion of the experiment result

In Table 1, for the direct channel, when $P_{in} > -90$ dBm, the space coupling power cannot be compared with the channel coupling power in value and $P_{out}$ is linear with $P_{in}$. When $P_{in} < -90$ dBm, the space coupling can be compared with the channel coupling power in value. $P_{out}$ is not linear with $P_{in}$. For the coupling channel, when the RF end is in opening, the RF end is equivalent to a horn antenna. When the RF end is connected to the short, the RF channel coupling power is reflected in the RF input end. When the RF end is connected to the matching load, part of the RF channel coupling power is absorbed by matching load and the rest is reflected to the RF input end, therefore, $P_x > > P_s > P_y$.

A couple of equations that separate the RF space coupling from the RF channel coupling can be given as:

\[ P_a = P_1 + P_2 \]  
\[ P_b = r_A P_1 + P_2 \]

Where $P_1$ and $P_2$ are the power of the channel coupling and the power of the space coupling respectively. $A$ is the attenuation of the measuring system. $P_a$ and $P_b$ are the displayed IF power on the HP3585A spectrum for different attenuations of the measuring system.

From (1) and (2) we have

\[ P_1 = (P_a - P_b) / (1 - 10^A) \]  
\[ P_2 = (10^A P_a - P_b) / (10^A - 1) \]

The power of the RF channel coupling and the power of the RF space coupling can be given by multiplying $P_1$ or $P_2$ with the gain factor (or the attenuation factor) of the measuring system. It can be written as

\[ P_c = K (10^A (P_a - P_b) / (10^A - 1)) \]  
\[ P_s = K (10^A P_a - P_b) / (10^A - 1) \]

where $K$ is the gain factor (or the attenuation factor) of the measuring system. $P_c$ and $P_s$ are the power of the RF channel coupling and the power of the RF space coupling respectively. For example, in Table 1, $P_a = -66.2$ dBm, $P_b = -72.5$ dBm, $A = -10$ dB, $K = 23$. From (5) and (6), we have $P_c = -100$ dBm, $P_s = -97.6$ dBm. The RF channel coupling and RF space coupling in different conditions for the coupling channels can also be derived from (5) and (6).

The equivalent RF coupling performance measured is given by multiplying $P_x$, $P_y$, or $P_z$ with $K$. It is shown in Table 2.

In Table 2, $P_u$ is the RF coupling power in the coupling channel that is in RF opening. $P_v$ and $P_w$ are the RF coupling power in the coupling channels connected to the matching load and the short respectively.

Conclusion

From the experimental investigation on RF channel coupling and the RF
space coupling in Ka-band RF front end system, we can reach the following conclusions.

Table 2. Equivalent RF coupling performance measured

<table>
<thead>
<tr>
<th>A (dB)</th>
<th>Pin (dBm)</th>
<th>Pu (dBm)</th>
<th>Pv (dBm)</th>
<th>Pw (dBm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>-20</td>
<td>-69.3</td>
<td>-94.9</td>
<td>-91.0</td>
</tr>
<tr>
<td>30</td>
<td>-30</td>
<td>-70.8</td>
<td>-95.8</td>
<td>-93.1</td>
</tr>
<tr>
<td>40</td>
<td>-40</td>
<td>-72.0</td>
<td>-97.2</td>
<td>-93.6</td>
</tr>
<tr>
<td>50</td>
<td>-50</td>
<td>-71.1</td>
<td>-97.4</td>
<td>-93.5</td>
</tr>
<tr>
<td>60</td>
<td>-60</td>
<td>-73.7</td>
<td>-97.5</td>
<td>-94.8</td>
</tr>
<tr>
<td>70</td>
<td>-70</td>
<td>-73.7</td>
<td>98.7</td>
<td>95.3</td>
</tr>
<tr>
<td>80</td>
<td>-80</td>
<td>-74.4</td>
<td>-97.1</td>
<td>-95.7</td>
</tr>
<tr>
<td>90</td>
<td>-90</td>
<td>-73.4</td>
<td>-98.1</td>
<td>-95.0</td>
</tr>
<tr>
<td>100</td>
<td>-100</td>
<td>-74.9</td>
<td>-97.9</td>
<td>-96.3</td>
</tr>
<tr>
<td>110</td>
<td>-110</td>
<td>-73.7</td>
<td>-97.5</td>
<td>-96.5</td>
</tr>
<tr>
<td>120</td>
<td>-120</td>
<td>-75.1</td>
<td>-98.3</td>
<td>-96.7</td>
</tr>
</tbody>
</table>

a. In the Ka-band multichannel system, for the RF opening (in coupling channel), the RF power of the space coupling is -74.0 dBm. For the RF matching load, the RF power of the space coupling is -97.3 dBm. For the RF short, the RF power of the space coupling is -94.7 dBm.

b. For the leakproof Ka-band multichannel system and measuring system, the power of space coupling is -110 dBm.

c. In the Ka-band multichannel system, the difference between the power of the coupling channel and the power of the direct channel conforms with the isolation between the coupling channel and the direct channel.

d. The power of the space coupling is concerned with the output power of the Ka-band oscillator and the position of the measuring system.

e. The RF power of the space coupling has a value macroscopically while it is random in the microcosm. Because the random fluctuation of the space coupling changes with the environment of the electromagnetic field, therefore, when we calculate the value of the RF space coupling, we need combine Eq. (1) - (6) with mathematical statistics to process the performance measured so that we can obtain a better result.
A Three-Cavity Relativistic Klystron Amplifier

H. C. Chen, R. A. Stark and V. M. Ayres
Naval Surface Warfare Center
White Oak, Silver Spring, MD 20903-5000

ABSTRACT

The generation of large amplitude, monochromatic current modulation of an intense relativistic electron beam (500 KeV, 16 KA) by an external microwave source through a series of cavities has been studied via particle simulation. Various geometric configurations for cavity and gap size and cavity separation have been studied to assess feasibility and prioritized configurations for the efficient operation of relativistic klystron amplifier. A three cavity RKA was proposed for the future extra-high power microwave generation. This device could be scaled to operate in X band and below.

SUMMARY

The theory of relativistic klystron amplifier (RKA) for generating pulses of high-power rf radiation has been studied in great detail. The NRL RKA experiments have demonstrated that an annular intense relativistic electron beam (IREB) can be fully modulated by a moderate external rf source at a frequency of 1.3 GHz. Electric breakdown at the gap has been taken into account to monitor the gap length and cavity shape. Electromagnetic isolation between cavities which affects the operation of RKA has been investigated extensively. We used MAGIC, a fully electromagnetic, fully relativistic particle simulation code, to simulate IREB propagation in various RKA geometric configurations. The simulation geometry was shown in Fig. 1 where the radii of the drift tube and the IREB were \( r_d = 6.8 \) cm, \( r_b = 6.1 - 6.5 \) cm respectively, so that the annular shape beam had the thickness of \( \Delta r_b = 0.4 \) cm. The cylindrical cavity had radius \( R = 8.6 \) cm, the inner and outer conductors were symmetric with respect to the center of the annular beam. In the absence of an IREB, the frequency for driving the first cavity was adjusted until resonance of the second cavity occurred. The \( \text{TM}_{11} \) mode was the mode of operation and the operating frequency of 1.46 GHz was found. The beam parameters throughout the calculations were \( I_b = 16 \) KA and \( V_{\text{inj}} = 500 \) KeV. An external axial magnetic field \( B_z = 10 \) Kgauss focused and guided the electron beam in drift regions. The characteristic impedance of the cavity was determined self-consistently in the simulation by the gap configuration which connected the cavity to the drift tube. The first cavity was loaded with RF energy, which generated an oscillatory gap voltage with a fixed frequency depending on the cavity size and gap shape. The second cavity was located downstream at a place for which the amplitude of current modulation was at a maximum. The important part was that the partially modulated beam by the first cavity
could energize the second cavity to generate very high gap voltage for full current modulation. Ideally, the cavities should be isolated electromagnetically from each other by requiring that the drift regions were cut off to all modes at the operating frequency. In principle, the attenuation of all modes should be optimized to prevent other modes and higher harmonics from growing and disrupting amplifier operation. Simulation parameters were $\Delta r = 0.1 \text{cm}$, $\Delta z = 0.56 \text{ cm}$, $\Delta t = 3 \times 10^{-12} \text{ sec}$. The simulation proceeds as follows: The first cavity was driven by an external rf source first, producing a certain oscillatory gap voltage at the resonant frequency of the cavity. After 5 nsec, the beam was injected with a current rise time of 5 nsec.

High power rf sources are in the popular demand now, especially from the accelerator community. As we know, the rf current is proportional to the rf voltage imposed on the gap. From simulation studies, we have found that the rf field that drives the gap voltage from the first cavity is not linearly proportional to the second generated gap voltage. Although we need only a moderate rf power source to generate the partially modulated IREB which in
turn energizes a second cavity to generate a high oscillating voltage on its gap, however, there is a trend of continuous demand for a much higher power rf source, which will eventually become unavailable. In order to prevent this, we propose a three-cavity RKA which does not need a high power rf source to drive the cavity. Instead, a very weak rf source is used to prime the cavity. The magnitude of the driving rf field is no longer a factor in the operation of RKA. This concept very much resembles an auto accelerator in which the energy of the small portion of the beam is used to generate a high oscillating gap voltage to accelerate other portion of the beam. The three-cavity RKA configuration as shown in Fig. 1 is simply an extension of the two-cavity RKA. The third cavity is added further down stream with the same cavity separation. The main difference is that the first cavity will be powered by a very low power rf source which provides necessary seeding for the modulating frequency. As a matter of fact, the driving rf field is so weak that the operation of RKA becomes independent of the strength of the rf source. This gives us a lot of freedom to modulate extra high current beam without worrying about the availability of driving rf source. Simulation results of Fig 2a, 2b and 2c were the time evolution of the gap voltages of three cavities. The second cavity interacted with a weakly modulated beam and produced a moderate gap voltage which modulated the IREB partially. Finally, the third cavity was resonantly excited to produce the kind of high voltage needed to highly modulate the IREB. The current modulations after each cavity were shown in Fig 3. This configuration has the advantage of being easily scaled to a very large diameter, intense high current beam for generating extra high rf beam power. In order to have efficient operation of a RKA the cavities must remain isolated electromagnetically as far as nonlinear beam-cavity interactions are concerned. Certain criteria for different cavity
geometries are necessary in order to minimize gap loading effects, to avoid electrical breakdown at the gap. Once the geometric configuration is fixed, electromagnetic isolation of cavities has to be tested before injection of the IREB to optimize current modulation.

**This research was supported by the Innovative Sciences and Technology Office of SDIO, managed by Harry Diamond Laboratories.**
3 M.M. BAND (75-110 GHz.) BWO SWEEP OSCILLATOR DEVELOPMENT.

Zhu Ye-Mei; Xu Li-Gang
(Beijing Vacuum Electronic Device Research Institute.
Beijing P.R.C.)

ABSTRACT

A W-band BWO sweep oscillator has been developed. It consists of two parts, basic unit and plug-in unit. Changing the plug-in unit, other various bands in shorter millimeter wave range can be easy to get. This instrument can be programmed with a computer besides running in local state. Frequencies in both states of operation are displayed by digital panel meters. These are the main difference from traditional BWO sweep oscillators.

INTRODUCTION

Microwave sweep oscillator is the key to the automatic microwave measurement instrumentation, such as receiver, network analyzer, microwave spectrum analyzer, etc. But the function of these microwave sweep oscillators may be different in the instrumentation. For instance, in the receiver and the microwave spectrum analyzer, the microwave sweep oscillator is used as a local oscillator for realizing the heterodyne function, but in network analyzer, it is used as a transmitter which sends out linear frequency modulation signal to the device under test (the DUT). The signals reflect from and transfer through the DUT, therefore, they carry the information about the characteristics of the DUT.

Make a comparison between BWO and the solid devices in shorter millimeter wave range. BWO still has many advantages, such as RF high power output in a wide frequency range, directly creating the sweep frequency, it means that don't use the amplifying and mixing techniques, etc. It is most important that BWO oscillator can meet the request of the later function mentioned before.

PRINCIPLE AND CONSTRUCTION

An overall block diagram of the microwave sweep oscillator is shown in Fig. (1), in which a grid-levelled BWO oscillator unit is used as the shorter millimeter wave source. The frequency of the RF output is controlled by the delayline-to-cathode voltage applied to the BWO (Backward-Wave Oscillator). The amplitude of the RF output is controlled by the voltage applied between the grid and cathode of the BWO. However, shorter millimeter wave detector and directional coupler which have satisfactory frequency response in the respective band have not be developed. So, RF detector and directional coupler are not installed inside the instrument, and an external RF detector and directional coupler may be used, instead. In this mode of operation the output of the external detector is connected to the levelling amplifier input. As shown in Fig. (1), a portion of the RF output is sampled in the
directional coupler, detected and fed to the levelling amplifier. The levelling amplifier compares the amplitude of the detector output with a reference voltage and feeds a correction signal to the grid of the BWO through the grid supply so that the detector output remains proportional to the reference voltage. As the RF frequency is varied, the levelling loop operates continuously to maintain the detector output constant independent of the RF frequency. The amplitude variation of the RF at the front panel connector will therefore depend on the transfer characteristics of the directional coupler-detector combination only.

To amplitude modulate the RF output as the RF frequency is swept, a modulating signal is used in place of the reference voltage feeding to the levelling amplifier. The RF blanking during retrace, square wave, frequency marker signals, and external AM input signals are used to amplitude modulate the RF output in this manner.

In the unlevelled mode of operation, the voltage applied to the grid of the BWO is manually set by the front panel RF level knob. Amplitude modulation of the RF output in the unlevelled mode is accomplished by feeding a modulating signal directly to the grid of the BWO.

The RF frequency range is covered by sweeping the output voltage of the delay-line supply. The sweep generator drives the delay-line supply with the required sweep voltage as determined by the settings of the front panel potentiometers. The sweep time can be divided into four steps, i.e. 0.01-0.1; 0.1 -1; 1-10; 10-100 sec. The
specific sweep time in each step range can be continuously varied with the front panel potentiometer. In addition, the sweep generator also supplies sweep voltage for synchronous output, retrace blanking and, at the slower sweep speeds, recorder pen lift during retrace.

The internally generated sweep waveform can be triggered by an external electrical trigger input or by the manual trigger switch. External control of the sweep waveform is provided by introducing an external electrical signal.

The marker generator combines the sweep signal and the voltages at the output of the marker controls to provide a marker signal when the output RF frequency corresponds to the reading of the frequency displayer.

The microwave sweep oscillator is equipped with a GP-IB interface. Therefore, it can be turned into a programmable instrument. With the GP-IB interface and GP-IB interface bus, the microwave sweep oscillator become a part of an automated instrumentation system. The GP-IB interface is made of a microcontroller (MCS-51), a D/A converter (DAC-1210), and some few chips. The function of the interface is carried out by software.

Two digital panel meters are used as the frequency displayer. The microwave sweep oscillator works under two states, the local and the remote. Under local state, the frequency displayer is fed through controlled switch (see Fig.(1)) by a voltage from the precise coax-potentiometer which is coaxially tuned with frequency knob. Under another state, through controlled switch by a voltage from the GP-IB interface.

EXPERIMENT RESULTS

The main specifications and functions of the instrument are shown as follows.

![Fig.2 RF Power Output](image)

1. Frequency range : 75--110GHz.
2. Frequency accuracy : 1%.
3. Frequency linearity : 1%.
4. Short period frequency stability : Less than $7 \times 10^{-5}$ in ten minutes.
5. RF output power : More than 13$\text{mW}$, shown as Fig.(2).
6. Sweep time : (Four steps) 0.01 - 0.1; 0.1-1; 1-10; 10-100 sec.
   Continuous adjustment over the full range of every step.
7. Sweep output : Direct coupled, adjustable from 0-15 volts peak.
8. GP-IB interface and digital displayer.
CONCLUSION

A W-band BWO sweep oscillator has been developed, shown as Fig.(3). It is equipped with GP-IB interface. Through GP-IB bus, it can be controlled by a computer to realize programmable automatic measuring system. This instrument consist of two parts, basic unit and plug-in unit. To change the plug-in can get the other band of the shorter millimeter wave range.

Fig. 3 The outline of the microwave BWO sweep oscillator
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TEST OF WRC-40 (8mm) MILLIMETER-WAVE SOURCE

Yang Xinfang
(Southwest Institute of Applied Magnetics of China)

INTRODUCTION

Our institute has bought various types of millimeter-wave test instruments such as sources, measurement lines, frequency meters and waveguide accessories to meet the needs for millimeter-wave device fabrications. Now in this country millimeter-wave measuring standards as well as millimeter-wave instrument check system and regulations have not been set up. Some institutes and factories fabricating millimeter-wave instruments have to lack some specifications. For example, the Institute of Applied Physics in the University of Electronic Science and Technology of Chengdu has lacked specification of the frequency stability. Consequently it is necessary to investigate millimeter-wave measure and test method. By reference to the relative National Measuring and Check Regulation such as JJG 339-83, we investigated the measure and test method of millimeter-wave source and finished proof test and period test of XY-III (3mm) and WRC-40 (8mm) sources by means of our instruments and equipments. This paper describes the test setup and specific test method of WRC-40 (8mm) millimeter-wave source.

TEST SETUP AND METHOD

1. Frequency range and stability test
   A. Test setup
   Frequency range and stability test setup is shown in Fig. 1 (in the end of this paper).
   B. Test method of frequency range
      (a) As shown in Fig. 1, set BD-14-3-1 Variable Attenuator to maximum and FL16/3 Current Splitter to minimum range (×1).
      (b) Set the "LINE" switch of the source to "ON" and the "LOW VOLTAGE" switch to "OFF".
      (c) Adjust the Oscillator's microcaliper to a desirable scale according as L-F table (see Manual).
      (d) Set the "LOW VOLTAGE" of the source to "ON" and adjust the "BIAS" to desirable value according as the Manual.
      (e) Adjust BD-14-3-1 Variable Attenuator to make AC9/3 Galvanometer indications more than one hundred sub-scale.
      (f) Adjust singly three Matching devices of BD-14-6 Detector to make AC9/3 indicate maximum.
      (g) Harmonise PXZ-02 Frequency Meter to make AC9/3 indicate minimum. Read just now the frequency f'.
      (h) Set the FL16/3 to maximum range (×0.0001).
      (i) Decrease the attenuations of BD-14-3-1 and BD-14-3-2 until the fundamental order lamp of E3255 Automatic Microwave Frequency Transformer lights, then adjust clockwise E3255
"GAIN CONTROL" to maximum, observe the frequency displayed by the E326 Usual Frequency Counter. If the frequency is far from the frequency \( f' \), set the E326 to 'MANUL', press the 'FUNDING ACTUATE' and readjust two variable attenuators until the E326 displays a correct frequency.

(i) Record the accurated frequency called \( f' \) by the combination of the E326/E3256 Millimeter-wave Frequency Counter.

(j) Set the 'LOW VOLTAGE' switch of the source to 'OFF' and then change the source frequency.

(k) Repeat step (a) — (k) until finishing the test of the source in whole band.

(l) Record frequency range specifications \( f \) and actually measured data \( f' \) in Table 2 (No. 901) and Table 4 (No. 907).

C. The test method of frequency stability

(a) Select a frequency (usually select centrical frequency) in whole band, according to B for measuring frequency \( f' \).

(b) After warming up the instruments for 30 minutes begin counting and record data \( f' \) once at a minute for 80 minutes to obtain ninety-one data, \( i = 1 - 91 \).

(c) Calculate the frequency stabilities as follows:

After warming up for 30 minutes:

\[
\delta' = \frac{f_{i+50} - f_i}{60} \quad \text{min.}
\]

After warming up for 1 hour:

\[
\delta' = \frac{f_{i+80} - f_{i+50}}{60} \quad \text{min.}
\]

(d) Select \((\delta')_{901}\) and \((\delta')_{907}\) as the test result of the frequency stability. Record them in Table 1 (No. 901) and Table 3 (No. 907).

2. CW output power

A. Test setup

Connect test setup as shown in Fig. 2 (in the end of this paper).

B. Test method

(a) Set the "LINE" switch of the source to 'ON' and adjust the microcaliper of the Oscillator to a desirable scale.

(b) Set the "LOW VOLTAGE" of the source to 'ON' and adjust the 'BIAS' to a specified value.

(c) Adjust BD-14-3 to zero dB and wait 2 minutes.

(d) Record the measured power \( p' \) by DC-341/ TMA-2 Millimeter-wave Dry Calorimeter. If the output of the source is over superior limit \( P'_{\text{max}} = 100 \text{ mW} \), increase the Attenuation of BD-14-3-1 to decrease input power, record just now power data \( P' \).

(e) Set the "LOW VOLTAGE" switch of the source to 'OFF' for changing \( f \). Select several frequencies according to need, but must include the superior frequency limit \( f_{\text{m}} \) and inferior frequency limit \( f_{\text{L}} \).

(f) Repeat the step (a) — (f).

(g) Record CW output power specifications \( P \) and the measured \( P' \) in Table 2 (No. 901) and Table 4 (No. 907).

SPECIFICATION AND TEST Result

WRC-40 is made of two instruments of No. 901 (26.5 — 35 GHz) and No. 907 (33 — 40 GHz).

1. WRC-40 (No. 901)
A. Frequency stability
The frequency stabilities are shown in Table 1.

Table 1

<table>
<thead>
<tr>
<th>Specification</th>
<th>Test Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack</td>
<td>Warming up for 30 minutes</td>
</tr>
<tr>
<td></td>
<td>Warming up for 1 hour</td>
</tr>
</tbody>
</table>

B. Frequency range and CW output power
The frequency range and CW output power are shown in Table 2.

Table 2

<table>
<thead>
<tr>
<th>Specification</th>
<th>Test Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>$f = 26.5 - 35 \text{ GHz}$ $f' = 26.42 - 35.43 \text{ GHz}$</td>
</tr>
<tr>
<td>CW output power</td>
<td>$P &gt; 20 \text{ mW}$ $P' &gt; 20 \text{ mW}$</td>
</tr>
</tbody>
</table>

2. WRC-40 (No. 907)
A. Frequency Stability
The frequency stabilities are shown in Table 3.

Table 3

<table>
<thead>
<tr>
<th>Specification</th>
<th>Test Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack</td>
<td>Warming up for 30 minutes</td>
</tr>
<tr>
<td></td>
<td>Warming up for 1 hour</td>
</tr>
</tbody>
</table>

B. Frequency range and CW output power
The frequency range and CW output power are shown in Table 4.

Table 4

<table>
<thead>
<tr>
<th>Specification</th>
<th>Test Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency range</td>
<td>$f = 23 - 40 \text{ GHz}$ $f' = 32.03 - 40.02 \text{ GHz}$</td>
</tr>
<tr>
<td>CW output power</td>
<td>$P &gt; 20 \text{ mW}$ $P' &gt; 20 \text{ mW}$</td>
</tr>
</tbody>
</table>

ON THE TRACK OF FREQUENCY AND POWER

In the above mentioned test setup, the frequency relative standard instrument E326 has been calibrated by the Institute of Test Technology of China and passed the test. The power relative standard instruments DC341/TMA-2 are Dry Calorimeters made in Japan and have been calibrated by the Second Research Centre of the National Defence Science Council.

RESULT

As mentioned above, WRC-40 (8 mm) millimeter-wave source test setup is reasonable and the...
test method is feasible basically.

With the test setup and method described in this paper, the problem of the measure and test of millimeter-wave source has been solved in our institute. We provided the test data of frequency stabilities for the Institute of Applied Physics in the University of Electronic Science and Technology of Chengdu to help them to solve the problem of the specification.

---

![Test Setup Diagram]

**Fig. 1** Frequency range and stability test setup

---

![CW Output Power Test Setup Diagram]

**Fig. 2** CW output power test setup
MILLIMETER WAVE INJECTED-LOCK FREQUENCY DIVIDERS

Chen Rushan, Sun Minsong and Li Xingguo
East China Institute of Technology

ABSTRACT

In this paper, the theoretical and experimental performances of a TED harmonically synchronized frequency divider are presented. The results show that such a divider has a 35.1 to 11.7 GHz division, with 25mw output power over the operating band greater than 1000MHz at 50mw input power level.

INTRODUCTION

Frequency dividers have promised many potential application in microwave / millimeter wave systems. Various analog and digital solutions have been proposed in order to realize microwave / millimeter wave frequency dividers. Among well-known analog solutions are the regenerative dividers and the parameter dividers. Harmonic synchronization of a free-running oscillator is an alternative powerful means of performing frequency division. Small signal harmonic synchronization of nonlinear oscillators were discussed by I. Schmideg. Upadhyaywa developed a frequency divider, with dynamic frequency division up to 6 at 16GHz. The wide locking range requires the large injected harmonic signal. However, the conventional small signal analysis is no longer valid. This paper devotes itself to a more exact analysis of harmonic oscillators. A large signal nonlinear negative resistance description for the TED is adopted. The locking range of oscillators is calculated by the averaging method. The experimental results are demonstrated.

MODEL OF HARMONIC SYNCHRONIZATION DIVIDER

An efficient and practical model is developed, which leads to a tractable description of the performance of harmonically synchronized oscillators. As shown in Fig.1, this model improves on Kurokawa's linear model in that it includes inherently nonlinear effect involved in harmonic synchronization. A time-invariant linear network divides the load impedance into two parts: one is effective only for the fundamental frequency and another only for the third harmonic frequency. The active element is modeled as a real resistance, whose current-voltage dependence is described by the power series

\[ I = C_1 V + C_2 V^2 + C_3 V^3 \]  

(1)
where \(c_i = a_i\) for the fundamental frequency and \(c_i = b_i\) for the third harmonic frequency \((i = 1, 2, 3)\), the coefficient may be adjusted by an appropriate bias circuitry in physical devices. It is assumed that when expanded as Fourier series, the voltage across the active element would contain only the fundamental frequency component and the third harmonic component.

Let the injected signal \(e(t)\), the fundamental frequency signal \(v_1(t)\) and the third harmonic frequency signal \(v_3(t)\) be as follows:

\[
e(t) = V_0 \cos(3\omega t) \quad v_1 = V_0 \cos(\omega t - \theta) \quad v_3 = V_0 \cos(3\omega t - \theta)
\]  

(2)

Substituting eqn.(2) into (1) yields

\[
I_1(w) = a_1 V_0 \cos(\omega t - \theta) + \frac{3}{4} a_2 V_0^3 \cos(3\omega t - \theta) + \frac{3}{2} a_3^{1/2} b_3^{1/2} V_0 V_1 \cos(\omega t - \theta) \\
+ \frac{3}{4} a_3^{1/2} b_3^{1/2} V_1^2 V_2 \cos(\omega t - \theta + 2\theta)
\]

(3)

\[
I_2(3w) = b_1 V_0 \cos(3\omega t - \theta) + \frac{1}{4} a_2 V_0^3 \cos(3\omega t - \theta) + \frac{3}{4} b_3 V_0^2 \cos(3\omega t - \theta) \\
+ \frac{3}{2} a_3^{1/2} b_3^{1/2} V_1^2 V_2 \cos(3\omega t - \theta)
\]

(4)

Applying Kirchhoff's voltage law to the network shown in Fig.1, one obtains

\[
C_1 \frac{d^2 v_1}{d\tau^2} + G_1 \frac{dv_1}{d\tau} + \frac{1}{L_1} v_1 = -\frac{d}{d\tau} d_1
\]

(5)

\[
C_3 \frac{d^2 v_3}{d\tau^2} + G_3 \frac{dv_3}{d\tau} + \frac{1}{L_3} v_3 = -\frac{d}{d\tau} d_3 + G_3 (v_3 - e(t))
\]

(6)

Eqns.(5) and (6) are nonlinear and homogeneous second-order differential equations. Let \(\tau_1 = \omega t\) and \(\tau_3 = 3\omega t\). Eqns.(5) and (6) can be expressed in the following form

\[
\frac{d^2 v_1}{d\tau^2_1} + v_1 = h_1 v_1 - \frac{1}{wC_1} \left[ \frac{d}{d\tau_1} + G_1 \frac{dv_1}{d\tau_1} \right]
\]

(7)

\[
\frac{d^2 v_3}{d\tau^2_3} + v_3 = h_3 v_3 - \frac{1}{3wC_3} \left[ \frac{d}{d\tau_3} + G_3 \frac{dv_3 - e(t)}{d\tau_3} \right]
\]

(8)

where

\[
h_1 = 2(w - w_{01}) / w \quad h_3 = 2(3w - w_{03}) / (3w) \quad w_{01} = 1 / \sqrt{L_1 C_1} \quad w_{03} = 1 / \sqrt{L_3 C_3}
\]
Substituting eqn.(2) into (7) and (8), one gets

\[
\frac{dV_1}{d\tau_1} = -\frac{V_1}{2wC_1} \left\{ \frac{3}{4} a_3 V_{10}^2 + \frac{9}{4} a_3 b_3^{1/3} b_3 V_{30}^2 + G_1 + \frac{3}{4} a_3 b_3^{1/3} b_3 V_1 V_2 \cos(\theta_1 - \theta_2) \right\} \tag{9}
\]

\[
\frac{d\theta_1}{d\tau_1} = \frac{1}{2} h_1 - \frac{3}{2wC_1} b_3^{1/3} b_3 V_1 V_3 \sin(\theta_1 - \theta_2) \tag{10}
\]

\[
\frac{dV_3}{d\tau_3} = -\frac{1}{6wC_3} \left\{ (b_1 + G_3) V_3 + \frac{3}{4} a_3 V_{30}^2 + \frac{9}{4} a_3 b_3 V_3^2 + \frac{9}{4} a_3 b_3^{1/3} b_3 V_1^2 V_3 + G_3 V_1 \cos \theta_3 \right\} \tag{11}
\]

\[
\frac{d\theta_3}{d\tau_3} = \frac{1}{2} h_3 - \frac{V_1 G_3}{6wC_3} \sin \theta_3 \tag{12}
\]

When the free-running oscillator is synchronized, the output amplitude and phase of the frequency divider are time-independent, i.e.,

\[
\frac{dV_{10}}{d\tau_1} = 0 \quad \frac{d\theta_{10}}{d\tau_1} = 0 \quad \frac{dV_{30}}{d\tau_3} = 0 \quad \frac{d\theta_{30}}{d\tau_3} = 0 \tag{13}
\]

Eqns.(9)–(13) are solved for the amplitudes \(V_{10}\) and the phase \(\theta_{10}\) of fundamental and \(V_{30}\), \(\theta_{30}\) for the third harmonic frequency. It should be mentioned that eqn.(13) is valid only for the case when the oscillator is locked to the injection signal, but not sufficient for evaluating the frequency division of the divider. The latter requires the stable oscillation. The remainder is to derive the stability condition. Suppose an additional small perturbation. Let us examine the circuit to see if its output will grow or die away with time.

Making use of Liapounov’s method\(^7\), one gets

\[
\Delta_1 = \frac{V_{10}}{2wC_1} \left\{ \frac{3}{2} a_3 V_{10}^2 + \frac{9}{4} a_3 b_3^{1/3} b_3 V_{30} \cos(\theta_{10} - \theta_{30}) + 3 \cos(3\theta_{10} - \theta_{30}) \right\} \tag{14}
\]

\[
\Delta_2 = \frac{V_{10}^2}{(2wC_1)^2} \left\{ \frac{9}{2} a_3 V_{10}^2 \cos(3\theta_{10} - \theta_{30}) + \frac{9}{4} a_3 b_3^{1/3} b_3 V_{30} V_{10} \right\} \tag{15}
\]

According to Hurwitz’s theorem\(^\text{11}\), if \(\Delta_1 > 0\) \(\Delta_2 > 0\) (16)

The frequency divider will be stable.

Substituting eqn.(14) and (15) into (16), one obtains the relative locking ranges in the fundamental frequency and in the third harmonic frequency as follows:

\[
B_w = \frac{3}{4Q_1 g_1} a_3^{2/3} b_3^{1/3} V_{10} V_{30} \quad (17) \quad B_{3w} = \frac{1}{Q_3} \sqrt{\frac{P_1}{P_{3w}}} \quad (18)
\]

where \(Q_1 = wC_1 / g_1\) \(Q_3 = 3wC_3 / g_3\)

Equation (18) was derived in case of the fundamental frequency injected-lock oscillators by Adler\(^3\)

If \(3B_w / B_{3w} > 1\), the band of the frequency division \(B(w) = \frac{1}{3} B_{3w}\); otherwise, \(B(w) = B_w\).

GaAs TED FREQUENCY DIVIDER CIRCUIT AND RESULTS
Fig. 2 shows the 35.1 to 11.7GHz divider circuit layout implemented on a 0.25mm thick fiberglass-reinforced teflon substrate. A two-terminal TED with $N_{OL} \geq 2 \times 10^{12} \text{cm}^{-2}$ is mounted on the microstrip line. Input and output signals are separated by using filters instead of a circulator. Initially, the TED is dc biased beyond the threshold voltage so that it oscillates in the transit time state or the circuit-controlled mode. And then, the bias is reduced until the TED ceases to operate. An input signal, whose frequency is about 3 times the free-running oscillation frequency of the TED, is injected for the output to occur. As the input signal amplitude increases and bias is beyond the threshold level, an output frequency response is observed. The experiments indicate that the synchronization range depends on the drive level. This locking behavior of the divider is shown in Fig. 3. It is of interest to note that the locking range of the divider is a monotonic function of the injection power. When the injection power level becomes large enough, the locking range approaches its asymptotic value. This is consistent with the prediction of the large signal model. The maximum locking range reaches 3% at 35GHz with the output power about 25mw.

**CONCLUSIONS**

A nonlinear model has been developed. In cooperation with Van Der Pol's model for the active device, the present model is capable of calculating the locking range and the output power of harmonically synchronized oscillators. The experimental results show this model is useful for designing harmonic frequency divider circuits.
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INVESTIGATION OF THE CATHODE FOR MILLIMETER WAVE TUBE

Zhou Zhifeng, Chen Aiju
(Beijing Vacuum Electronics Research Institute)

ABSTRACT

In order to satisfy the requirements of millimeter wave vacuum electron devices to the cathode, a series of investigations of the cathode was done. We developed Sc$_2$O$_3$-oxide coated cathode, W-Sc$_2$O$_3$ mixed matrix cathode, improved scandate cathode, improved W matrix body and W-Mo mixed matrix scandate cathode. At the same time, many effective techniques were adopted in the last cathode fabrication process.

INTRODUCTION

With the development of millimeter wave vacuum electron devices, the requirements for the cathode have become much harsher, such as low operating temperature, high emission current density, small dimension, high machining accuracy, excellent emission surface finish, long lifetime and low active material evaporation. At present, for the commercial cathode, it is impossible to meet the above requirements. In order to reach the above purpose, a series of investigations were done. We developed Sc$_2$O$_3$-oxide coated cathode, W-Sc$_2$O$_3$ mixed matrix cathode, improved scandate cathode, improved W matrix body and W-Mo mixed matrix scandate cathode. At the same time, lots of effective techniques were introduced in the last process of cathode fabrication in order to make the cathode properties as excellent as possible.

Sc$_2$O$_3$-OXIDE COATED CATHODE

Put a little of Sc$_2$O$_3$ (1-10% by weight) powder into the coatings of general oxide coated cathode. After mixing them into uniform material, the Sc$_2$O$_3$-oxide coated cathode can be obtained according to the conventional fabrication process of oxide coated cathode. And after degassing and ageing, the emission characteristic of the cathode were measured out. The result was that the emission current density had been raised about 50% than the general oxide coated cathode at the same operating temperature. The current density drawn from the Sc$_2$O$_3$-oxide coated cathode in space-charge limited region was 1.6A/cm$^2$ at the operating temperature of 800°C. It is seen that to use this cathode for millimeter wave tube was unsatisfactory. However, it is an ideal electron source for the color display devices with high brightness, high clarity and high current density.

W-Sc$_2$O$_3$ MIXED MATRIX CATHODE

Experiments prove that after adding a little of Sc$_2$O$_3$ to the general aluminate, the emission ability of the cathode impregnated by this aluminate is much higher than that of the cathode impregnated by the general aluminate. According to this, we make the mixed matrix by mixing a little of Sc$_2$O$_3$ powder and tungsten powder and fabricate dispenser cathode impregnated by the general aluminate. Therefore, the W-Sc$_2$O$_3$ mixed matrix cathode was developed. For fabricating this cathode, (1-10% by weight) Sc$_2$O$_3$ powder and (99-90% by weight) tungsten powder were uniformly mixed together, and the matrix was obtained according to powder metallurgy. Then the W-Sc$_2$O$_3$ mixed matrix cathode was fabricated by impregnating with the 5:3:2 or 4:1:1 (BaO:CaO:Al$_2$O$_3$) impregnant mixture. After that, the emission property can be measured in a water-cooling.
anode diode. The space-charge limited current density was 6A/cm² at 1000°C. This value is 4 times as high as that of the aluminate cathode and similar to that of In-coated dispenser cathode. But the emission property of W-Sc₂O₃ mixed matrix cathode was excellent at low temperature. The space-charge limited current density was 1.2-1.4A/cm² at 800°C, which is better than that of the general oxide cathode and almost the same as that of the Sc₂O₃-oxide coated cathode.

The key process for manufacturing this mixed matrix cathode, besides the weight percent and the uniform mixing between the tungsten and Sc₂O₃ powder, were the forming pressure and the sintering temperature. As long as these factors were controlled better, an excellent cathode matrix with smooth emission surface and homogeneous porosity can be obtained. Emission of the cathode are therefore much higher. Otherwise, the emission property will become bad. Comparing this mixed matrix cathode with the scandate cathode, although emission current density was lower than the latter, the resistance to ion bombardment was indeed better. The disadvantage for this cathode was that lots of Sc₂O₃ powder was used.

IMPROVED SCANDATE CATHODE

The scandate cathode has widely used in manufacturing electron tubes today. At the 1985 Beijing International Rare-earth Scientific Conference, for this cathode mounted in water-cooling anode diode, the emission current values in our paper were that the DC current density of deviation point was above 10A/cm² and the pulse emission current density was above 50A/cm² at the operating temperature of 1000°C. At 900°C, the DC emission current density was 5-6A/cm² and the pulse current density was 34A/cm². At present, this kind of cathode was used in millimeter wave tube. While cathode operation in electron tubes, sometimes there was the phenomenon of insufficient emission. The reason may be caused either in tube manufacture or in cathode fabrication. As a cathode researcher, the investigation should certainly be started with the cathode fabrication. The scandate was made by co-precipitation. During preparing, it was found that for the same raw materials the emission properties of the scandate were different in each preparation, such as the normal emission current density was over 10A/cm² at 1000°C, but poorer it was 5-6A/cm² even much lower, only 3.1A/cm². The reasons were that all the concentration and temperature of every solution and velocity of the stirrer have influence on the cathode emission ability. In order to raise the cathode emission, lower the operating temperature and obtain identical emission in each preparation process, we prepared more than 10 kinds of compositions according to different combinations among the concentration, the temperature of the solution and the velocity of stirrer. Experiments gave the following conclusions: The temperature for all solution should be at room temperature. The optimum velocity of stirrer used in our experiment was 230 turns/min. The solution concentration must depend on the calculation value. As long as the above three rules were strictly obeyed while preparing, an excellent emission property can be obtained for each preparation.

IMPROVED W MATRIX BODY

The new-type cathode consists of refractory metallic matrix and active materials. When the investigation of active material reaches a definite stage, it is necessary to improve the cathode matrix in order to get excellent cathode characteristics. Such as shape of tungsten powder, size and distribution of the tungsten powder particles, spheroidization and classification of the tungsten powder and blue tungsten powder application. The purpose was to make the porosity dimension and distribution of the porous uniform and to increase the active material covering on emission surface in order to get a high and uniform emission.

A. Tungsten Powder Spheroidization Experiment

Spheroidize the general tungsten powder, then fabricate the scandate cathode according to the flow chart of general scandate cathode. The emission measurement for this cathode in water cooling anode diode gave us the following results: The DC current
density of deviation point was 7-9A/cm² at 900°C. Compared with the general scandate cathode made by unspheroidized tungsten powder, the emission current density was raised 50%. The DC current density was 4-5A/cm² at 800°C, it was much higher than the Sc₂O₃-oxide coated cathode and the W-Sc₂O₃ mixed matrix cathode. These results were satisfactory. But the disadvantage for spheroidized tungsten powder was that the forming was difficult, especially for the classified tungsten powder after spheroidized. In order to press the spheroidized and classified tungsten powder into matrix, it is necessary to mix the powder with paraffin wax. In a word, the spheroidized tungsten powder is an ideal cathode substrate material. But it is difficult to buy this kind of tungsten powder.

B. Blue Tungsten Powder Instead Of Yellow One

In the past, the tungsten matrix was fabricated by the yellow tungsten powder made by yellow WO₃, which mean particle-size is 6-7μ. Today we try to use the blue tungsten powder(mean particle-size:3-5μ) made by blue WO₃-x instead of yellow tungsten powder to fabricate the tungsten matrix. The cathode emission property may be obviously improved. This experiment is being done now.

C. Tungsten Powder Classification

We are going to classify the blue and yellow tungsten powder with the mean particle-size of 3μ, 5μ and 6-7μ. Remove the fine and rough powder, and fabricate cathode matrix with the medium grained tungsten powder in order to obtain an excellent emission surface with uniform porosity.

**W-Mo MIXED MATRIX SCANDATE CATHODE**

It is reported that the electron emission for cathodes become doubled and redoubled at the interface between tungsten and molybdenum grains. In order to get high emission current and molybdenum powder with the same particle-size should be mixed as uniform as possible according to a definite composition.

**LAST CATHODE FABRICATION PROCESS**

An accurate machining was needed for the cathode used for millimeter wave tube. Dimension of the cathode was small, a high machining accuracy and excellent emission surface finish must be reached. During the last cathode fabrication process, the following methods were used, such as machining, scraping, grinding with high velocity grinder and polishing with thin tungsten wire or silver sand-paper. Because the cathode is much smaller, it was difficult to grind it, machining and scraping can only be used here. Thus, it is difficult to guarantee the high accuracy and excellent finish of the emission surface. A high accuracy program-controlled lathe was therefore needed in order to meet the above requirements.

**CONCLUSION**

In summary, at present the scandate cathode is more satisfactory among these kinds of cathode investigated. It was this cathode that was used in electron tube. But the emission current density can not meet the requirement of electron tubes, such as a pulse emission current of 20A/cm² is needed for some millimeter wave tube. Experiments prove that the emission current density for the cathode in electron tube corresponds to about 1/5 of that in diode. Thus the emission current density in diode should be above 100A/cm². According to the characteristic of new type cathode, the emission current density should increase once while the operating temperature of cathode is raised about 50°C. If the current density is 34A/cm² at 900°C, it should be therefore 68A/cm² at 950°C, and 136A/cm² at 1000°C. In fact, it does not like this. If the progress has been extended in investigation of cathode matrix, it is possible to get the pulse space charge current density of 20A/cm² at 950°C to meet the requirement of millimeter wave tube.
A novel waveguide RF window of the MM wave TWTs is described. The design theory is presented. The results of the theory and experiment are given. The wider bandwidth or thicker window plate than old type’s can be obtained.

2. INTRODUCTION

There are some common requirements which are wide bandwidth, small VSWR, low loss and high power ability etc. of RF windows for TWTs. The power resistibility of low and mid-power output tubes is not serious but the wide bandwidth with a small reflection is more difficult, especially for MM TWTs, because the bandwidth rely on the thickness of the window-plate, the wave length and its dielectric coefficient Eps. Unfortunately, there are only a few choices of the dielectric materials for the window-plate, such as 99% Al2O3, quartz, sapphire and BeO etc. The dielectric coefficients Eps and strengths of the materials are quite different even for the same material which is made by different technology. In general, sapphire is more strong but its Eps is above 11, so which will limits the bandwidth of the window. BeO’s Eps is about 5 to 6 but the vacuum tight and mechanical strength can not be ensured if its thickness is less than 0.5 MM. In this paper, the structure of the window with a thick plate has been discussed.

A mid-power MM wave TWT of USC[1] has been using a inductance compensated waveguide window instead of Pill-box window having got a good result. VSWR is less than 1.2 in bandwidths from 6 up to 10 GHz with 1 MM thickness of the window-plate. But its frequency response was obtained by adjusting the inductance stubs on waveguide wall under cold-test. It is not easy to get predict response, however, also can no utilize theoretical optimum. Here a new structure of the inductance compensated waveguide window has been raised. The dimensions of the structure can be calculated by the microwave filter network synthesis theory to utilise the potential source of the bandwidth at the thick window plate.
3. STRUCTURE AND PHYSICAL MODEL OF THE FILTER WINDOW

The structure of the new window is shown in fig. 1. There are three half wavelength cavities consisting of four pair inductive irises on the narrow walls of the wave guide. The middle cavity is filled with dielectric plate. This is a bandpass filter. Its equivalent circuit is shown in fig. 2. This filter can be designed by a standard network synthesis process.

First step is to get the values of the low-pass prototype elements. For maximum flat response they are:

\[ g(0)=1 \]  
\[ g(k+1)=2\sin((2k-1)\pi/2), \quad k=1,2,3,...,n \]  
\[ g(n+1)=1 \]

where

\[ \pi=3.1415926 \]

![Fig 1. Structure of filter window](image)

![Fig 2. Equivalent circuit](image)

If Chebyshev response is required, the ripple within pass band must be given. Then the values of prototype elements can be looked up from a table. If some other responses are interested the prototype must be given. Now the loaded susceptances of every cavity can be calculated following[2]
The electric length of every cavities are:

\[ Q(i) = 2/\pi + F(i)' + F(i+1)' \]  
\[ F(i)' = 1/2 \arctg \left( \frac{U(i)^2 + h(i)^2 - 1}{2 \cdot U(i)} \right) \]  
\[ F(i)'' = 1/2 \arctg \left( \frac{U(i)^2 - h(i)^2 + 1}{2 \cdot h(i) \cdot U(i)} \right) \]

The dimensions of the inductant irises can be calculated from (4) using Marcuvitz's equations[3]. As a matter, the guide wavelengths, characteristic impedances and the electric length of the waveguides tightly relate on dielectric coefficients of the filling materials. Up to now the all dimensions of RF window can be designed.

4. RESULTS

A computer program has been created to deal with the calculation. Then the results are identified by the cold test. The typical response functions of the calculation and test are shown in fig.3 and fig.4. In same bandwidth, the thickness of the window plate of the new window increases about 2.5 times of the Pill-box window[4]. And the theory is agreed with the experiment well. Only the bandwidths of measurement are a little less than theoretical one.

5. CONCLUSION

The new filter RF window has a thicker window plate than Pill-box window[4]. It is more suitable to the MM wave TWT. The design method is convenient and accurate.
The authors are thankful to the help of computing and experiment by Mrs Y.M. Wang and Y.F. Ge.
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*Fig. 3. The responses of 95% Al2O3 ceramic window thickness 1 mm dielectric coefficient Eps=8.9 solid line is theoretical stars are experimental.*

![Graph 2](image2)

*Fig. 4. The responses of 95% ceramic window thickness 1.2 mm dielectric coefficient Eps=6.5 solid line is theoretical stars are experimental.*
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A new generation of the millimeter-wave synthesizers provide high stability and very low phase noise signal from 37.5 to 118.1 GHz. This is accomplished by phase locking mm-wave oscillator to an internal reference or external reference of 5 MHz or 10 MHz. Backward-wave oscillator (BWO) are used as a source of mm-wave signal. Each of BWO covers the full waveguide band.

The instrument provides synthesized mm-wave signals in precise increments of 100 Hz. Maximal output power of the synthesizers varies up to 25 mW depending on waveguide band and design.

Mm-wave signal can be AM, FM and pulse modulated.

Combination of fast frequency switching (5-20 ms) with microprocessor control gives a wide sweep capabilities of mm-wave synthesizers.

The synthesizers consists of a main frame and mm-wave module (generator). Each of three mm-wave modules has one of bands: 37.5-53.57 GHz; 53.57-78.33 GHz; 78.33-118.1 GHz.
Figure 1 shows signal spectrum of the synthesizer at 96.02 GHz. It is taken with a spectrum analyzer at the 20 MHz IF. The vertical scale is 10 dB/div and the horizontal scale is 10 KHz/div. The resolution bandwidth is 100 Hz.

The instruments are used as signal source for complex impedance measurements and broadband receiver testing.

Mm-wave synthesizers are used for molecular spectra measurements of OCS, N₂O, C₂D₂. A some rotational transitions were measured to test the accuracy of new synthesizers.

Figure 2 shows an absorption spectrum of OCS molecule, obtained on spectrometer with acoustic detector [1]. The signal from absorption line at FM-mode and fast frequency switching with step of 0.1 MHz is illustrated in the left part. The right part shows scan of a little part in the center of line with step of 0.0003 MHz. In this case accuracy of the center line measurement is a few KHz.

Figure 3 shows absorption spectrum of j=18-17 C₂D₂ transition at frequency of 101789 MHz and at pressure of 0.5 torr in AM-mode. It was the demonstration of possibilities of the synthesizers for investigation of intermolecular interaction, in this case collisional line broadening.

The traditional videospectrometer with passing cell of one meter long and crystal detector was used for investigation of narrow line. The results show, that resolution of gas spectrometer with mm-wave synthesizer is limited by Doppler effect only (Δν ~ 10⁻⁸).

The results of using of the instruments show high measurements precision. Furthermore a wide programmabilities does work with synthesizers extremely simple and comfortable.

Similar synthesizers up to 178 GHz are developed now. Furthermore signal on more higher frequencies can be obtained by
Figure 4. Mm-wave frequency synthesizer from 53.57 to 78.33 GHz.

multiplication because of sufficient output power of the mm-wave synthesizers.
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NEGATIVE HIGH FREQUENCY CONDUCTIVITY IN SUBMICRON SEMICONDUCTOR STRUCTURES

V. M. Yakovenko

Institute of Radiophysics and Electronics,
the Ukrainian Academy of Sciences,
12, Acad. Proskura st., Kharkov, 310085, Ukraine

A modern technology allows to create semiconductor structures which possess physical peculiarities important for SHF electronics (ballistic transport, dimensional quantum effects, etc.). In particular, in such structures electromagnetic oscillations can be unstable as a result of transient radiation of the charged particle flux /1/-/2/.

In the present report a mechanism of arising of negative frequency conductivity in submicron structures has been suggested and investigated on the basis of the effect of transient radiation of particles. Such structures are as follows: well-known semiconductor structures made of gallium-arsenide and aluminium-gallium arsenide (devices of the type of a tunnel amplifier with a transfer of hot electrons)/3/.

We consider a structure consisting of a semiconductor layer limited by two ideally conducting planes. Here a semiconductor occupies a space region 0≤x≤L; a system is unlimited in the direction y,z.

A current created by an injected particle with a charge e and effective mass m, has the following form

$$j_k^{(c)} = \frac{i\hbar}{2m} \left( \psi_k^{(c)} \psi_k^{(c)*} - \psi_k^{(c)*} \psi_k^{(c)} \right),$$

where $\psi_k^{(c)}: \psi_{k}^{c} \cdot V^{-1/2} \exp(\mathbf{k} \cdot \mathbf{x} - \mathbf{A}(t) \cdot \mathbf{n} \cdot \mathbf{t})$ is the wave function of a free electron with the dispersion law $E_k = \hbar^2 k^2 / 2m$. $k = (k_x, 0, 0)$ is the wave vector, $\hbar$ is the Planck constant, $p = \hbar k$, $V = LS$, $S$ is the square of the cross-section of the sample.

Further suppose that the layer is affected by a weak longitudinal homogeneous field $\mathbf{E} = -c^{-1} \partial \mathbf{A}(t) / \partial t$, where $\mathbf{A}(t) = (A_x, 0, 0)$ is the vector-potential which is a time periodic function $\mathbf{A}(t) = \mathbf{A}_0 \exp(-i \omega t) + \mathbf{A}_0^* \exp(i \omega t)$. Then an addition to the stationary current of the particle may be written as
The whole density of the alternating current may be written as

\[ J = \sum_k n_k j_k, \]  

where \( n_k \) is the number of electrons in the \( k \) state.

The whole wave function of the particle \( \psi_k = \psi_k^{(0)} + \psi_k^{(1)} \) satisfied the Schrödinger equation

\[ i\hbar \frac{\partial \psi_k}{\partial t} = (\hat{H}_0 + \hat{H}_I) \psi_k, \]  

where

\[ \hat{H}_0 + \hat{H}_I = \frac{1}{2m}(p - \frac{e}{c} A(t))^2 \frac{\hbar^2}{2m} - \frac{eA(t)c}{\hbar} - \frac{\hbar \partial}{\partial \sigma} \]  

Having used the known method of constants variance for solving linear differential equations \cite{4}, we find from the expression (4)

\[ \psi_k^{(1)}(t) = \sum_{k'} \gamma_{k'k}(t) \psi_{k'}^{(0)}; \quad \gamma_{k'k}(t) = \frac{e}{\hbar c} \frac{\partial}{\partial t} \{ \int_0^t \exp(i\omega_{k'k} t') dt' \} \]  

\[ \omega_{k'k} = \frac{\hbar^2}{4\hbar^2} (E_k - E_{k'}). \]  

Accounting for the energy of the injected particles in submicron structures to be distributed in the comparatively narrow domain near any central value of the applied intensity one may consider a distribution function to be equal to

\[ n_k = (2\pi)^3 \delta(k-k_0) \delta(k_y) \delta(k_z) ; \quad \hbar k_0 = \hbar v_0. \]  

Substituting this value into the formula (3) and passing from summation over \( k \) and \( k' \) to integratioin we obtain the following expression for the high frequency conductivity of the semiconductor structure with allowance for poles \( \omega_{k,k} + \omega = 0 \) and \( \omega_{k,k'} - \omega = 0 \)

\[ \sigma = \frac{e^2 n_0}{\hbar \nu_0} \left\{ \frac{1}{k_z} \left[ \frac{k_y}{k_0} \sin \frac{\pi}{2}(k_0 - k_y) \right] \frac{k_z}{(k_0 + k_z)} \sin \frac{\pi}{2}(k_0 + k_z) \right\} - \frac{1}{k_z} \left[ \frac{k_y}{k_0} \sin \frac{\pi}{2}(k_0 - k_y) \right] \frac{k_z}{(k_0 + k_z)} \sin \frac{\pi}{2}(k_0 + k_z) \right\} \]  

where \( k_z = \sqrt{k_0^2 + 2\hbar \omega / \hbar}, \ Re k_0 > 0, \ Im k_0 < 0, \ \tau = L / v_0 \) is the time of the electron transit through a layer, \( n_0 \) is larger than the \( \tau \) width of the \( k_0 \) level.
It is seen from the expression (7) that under the condition $2\hbar \omega < \frac{m v_o^2}{2}$ the first product specified by the processes of electron emitting of quanta of the electromagnetic field and proportional to the multiplier $k^{-1}$ exceeds the second one which, in its turn, is proportional to $k^{-1}$ and specified by electron transits with quantum adsorption.

In a classic case $2\hbar \omega < \frac{m v_o^2}{2}$ from the formula (7) we arrive at

$$\sigma = -\frac{1}{2\pi} \frac{\omega_0^2}{\omega^2} \sin \frac{2\omega t}{2} .$$

(8)

where $\omega_0 = \left[ \frac{4\pi e^2 n_o}{m} \right]^{1/2}$ is the plasma frequency of electrons.

Conductivity has an oscillating character specified by definite relations between the time of the electron transit through a layer and a period of oscillations.

The absolute value of the negative conductivity reaches the most meaning at $2\hbar \omega < \frac{m v_o^2}{2}$ in the conditions of the of the resonance: $k_0 n = n\pi$, when an odd number of de Bóglie semiwaves for the electrons with the energy $\frac{m v_o^2}{2}$ ($n = 1, 3, 5, \ldots$) falls on the sample's length

$$\sigma = -\frac{1}{2\pi} \frac{\omega_0^2}{\omega^2} \frac{\sqrt{n\pi}}{2m} \sin \frac{2k_0 L}{2}$$

(9)

At $2\hbar \omega > \frac{m v_o^2}{2}$ the conductivity becomes a positive value. In the case $2\hbar \omega > \frac{m v_o^2}{2}$ it has the following form

$$\sigma = \frac{1}{4\pi} \frac{\omega_0^2}{\omega^2} \left[ \frac{m v_o^2}{2\omega} \right]^{1/2} \sin^2 \left( \ln \frac{\omega}{2m} \right).$$

(10)

Under such conditions electron transits are possible only with absorption of quanta of the electromagnetic field.
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In 0-type devices with a strip electron beam an interaction channel is usually homogeneous at symmetrical placing of the beam in the channel. Here minimum of distribution of the static potential specified by the action of a static space charge is in the middle part of the beam, and ions of the residual gas considerably influence the energy exchange process. An action of such natural ion trapping may be reduced by the displacement of it from the region of effective interaction of electrons with the HF-field at the expense of asymmetric arrangement of the beam in the channel or by introducing additional ballast beams and inhomogeneities of geometry in the form of jumps of the channel's width.

On the base of analytical and numerical calculations of the potential distribution at different geometry of the channel and asymmetric placing of the electron beam the analysis has been carried out of the influence of electrostatic fields on output characteristics of devices. It is shown that by the choice of geometric parameters of the beam (aimed distance, width, thickness) and channel (width of narrow and wide parts) one may control the absolute value of minimum of potential deflection and realise the displacement of ion trapping to the non-working region of the interaction space. The ballast part of the electron beam required for this action may amount not more than 15% of the total beam's width.

Introducing of the separate ballast beam at the definite distance from the working one allows to control more effectively the placement of the ion trapping with conservation of the total constant beams power.

It is follows from the analysis that a static space charge of the strip beam of the finite thickness influences differently on the characteristics of devices of the types: otron, Diffraction radiation generator and resonance TWT, BWT.
In order to facilitate the provision of new and future communications services and to relieve spectrum congestion at lower frequencies, increasing interest is being shown in exploiting the millimetric wavebands, at frequencies above 30 GHz. At such frequencies, rain is the dominant factor in determining the reliability of communications systems. However, there is growing evidence which suggests that extrapolation into the millimetric wavebands of current prediction procedures, for example those recommended by the International Radio Consultative Committee (CCIR) [1], may not be completely reliable. Specifically, such evidence suggests that rainfall attenuation may be under-estimated at frequencies above about 40 GHz. Unfortunately, there is currently a lack of sufficient data on rain attenuation at such frequencies with which to test and improve the various prediction techniques.

To address these problems and to improve the availability of propagation data at frequencies in the millimetric wavebands, the Rutherford Appleton Laboratory operates the 500 m Millimetre-Wave Experimental Range at Chilbolton (MWERAC) in Hampshire, U.K. (latitude 57° 8'N, longitude 1° 26'W, elevation 84 m). The range is a well-instrumented open-air laboratory designed to monitor propagation in the millimetric, infra-red and optical wavebands, in conjunction with a comprehensive set of meteorological observations. Measurements from the range have been compiled into a 3-year database of propagation and related meteorology which is being used to investigate the statistics of radiowave propagation, for application to the planning and design of future communications systems, and to investigate in detail the interaction between radiowaves and the prevailing meteorology. This paper presents some of the results of the statistical analyses.

Instrumentation and the Database

The Millimetre-Wave Experimental Range at Chilbolton, which has been described in detail elsewhere [2], comprises six transmission links, 4 m above flat grassland, operating at 37, 57, 97 and 137 GHz with vertical polarization and at 10.6 and 0.63 μm with random polarization. The meteorological instruments which complement the links include three rapid-response rain gauges, a rapid-response snow/hail gauge, thermometers and hygrometers at a number of locations and heights above the ground, a distrometer to measure the distribution of raindrop sizes, a microwave refractometer, barometer and an anemometer.

Data from the range, sampled at a rate of 0.1 Hz, have been calibrated and validated [3] and compiled to produce a 3-year time-series database of calibrated attenuations and related meteorology, classified according to the different kinds of events, i.e. rain, snow, fog and scintillation.

Statistical Results

Figure 1 shows the cumulative distributions of the levels of attenuation exceeded over the three-year period, for all events. As would be expected, these show that the levels of attenuation increase as a function of frequency, while the dramatic increase in the distributions for the infrared and optical systems is due to the effects of fog, the incidence of which is 2-3% of the year in southern England.

Of major importance, as noted in the Introduction, are the effects of rain on millimetre-wave propagation. The database has accordingly been analyzed in terms of rain attenuations and concurrent rainfall rates, thereby allowing a comparison with power-law relationships of the form...
Attenuation (dB/km) = \( kR^\alpha \) \hspace{1cm} (1)

where \( R \) is the rainfall rate (in mm/h) and \( k \) and \( \alpha \) are frequency-dependent coefficients. Figure 2 shows the results for 57 GHz attenuations and concurrent rainfall rates over the three-year period. The broken line is the CCIR prediction [4] based on the measured rainrate distribution. It is clear that the CCIR model underestimates rainfall frequencies at these frequencies.

Regression analyses have been carried out on the results to derive experimental values for the coefficients \( k \) and \( \alpha \) in Eq. (1), which are listed in Table 1, together with the CCIR values for the relevant frequencies.

<table>
<thead>
<tr>
<th>( f ) (GHz)</th>
<th>Present</th>
<th>CCIR</th>
<th>Present</th>
<th>CCIR</th>
</tr>
</thead>
<tbody>
<tr>
<td>37</td>
<td>0.33</td>
<td>0.26</td>
<td>0.92</td>
<td>0.95</td>
</tr>
<tr>
<td>57</td>
<td>1.07</td>
<td>0.59</td>
<td>0.74</td>
<td>0.84</td>
</tr>
<tr>
<td>97</td>
<td>1.69</td>
<td>1.05</td>
<td>0.65</td>
<td>0.75</td>
</tr>
<tr>
<td>137</td>
<td>2.55</td>
<td>1.20</td>
<td>0.56</td>
<td>0.72</td>
</tr>
</tbody>
</table>

Overall, the CCIR model underestimates the coefficient \( k \) and overestimates the coefficient \( \alpha \) when compared with the results found in the present work, with the net effect of underestimating the attenuation in rain, particularly at the higher frequencies.

Long term studies of attenuation and rainfall rate, such as in Figure 2, are essential to establishing accurate and reliable models for the prediction of rain attenuation from rain rate statistics which are routinely produced by meteorological bureaux, for example. This enables system planners and designers to assess the magnitude of average fade margins to incorporate into link budgets, in order to achieve a specified level of reliability.

However, rain is a stochastic process and varies considerably both in time and space. For example, Figure 3 shows the annual cumulative distributions of rainfall rate which were exceeded over three years, as measured by the three raingauges, spaced 200 m apart, along the 500 m range. The broken line is the long-term average for the three gauges over three years. At a time percentage of 0.01% of the year, the variance in the rainfall rates which were exceeded for the nine raingauge-years in ~25%, which is typical of the expected year-to-year variability in the weather system [5].

While the statistics of propagation will vary from year to year, and must be considered in planning communications systems, there is also considerable variability within a year, and for many broadcast services, for example, an estimate of the extremes of systems performance within a year is required in the planning and design process. Such extremes are generally assessed using the concept of "worst month" [6], whereby for a given threshold (i.e. level of attention or rainfall rate), the longest time percentage of exceedance in any month of the year forms the basis of the resultant cumulative distribution of extreme values. Note that the worst month need not necessarily be the same month for each threshold value. From such analyses, it becomes possible to develop models to predict worst-month performance from more widely-available annual statistics.

The data from the 500 m range have accordingly been analyzed to yield monthly cumulative distributions of attenuation and rainfall rates. Figure 4 shows the time percentages which various levels of attenuation were exceeded during the worst month (for all events), compared with the annual time percentage that those levels were exceeded, for the six links, and clearly shows that a power-law relationship exists between the two quantities. It is of interest to note that the same law appears to hold for both the millimetric wavelengths, which are dominated by rainfall attenuation, and the infrared and optical wavelengths, where systems performance is influenced most by fog.

It has become customary to define a ratio \( Q \), such that
It has become customary to define a ratio $Q$, such that

$$Q = \frac{P_w}{P_y}$$

(2)

where $P_w$ is the probability (or percentage of time) that a given threshold is exceeded in the worst month of a year and $P_y$ is the probability that the same threshold is exceeded during the full year. Obviously, $Q$ is also a power-law function of $P_y$:

$$Q = aP_y^b$$

(3)

Figure 5 shows the ratio $Q$ deduced from the attenuation data shown in Figure 4, together with the values deduced from an analogous analysis of rainfall rates, as a function of annual time percentage. While there is some scatter in the results, it is clear that approximately the same law holds for both attenuations and rainfall rates. The continuous line is the regression of all the data to Eq. (3), the resultant coefficients of which are given in Table 2, which also lists the values of $a$ and $b$ for separate analyses of attenuation and rain, together with the CCIR global model [7]. This latter is shown in Figure 5 as the broken line.

**TABLE 2**

<table>
<thead>
<tr>
<th>Analysis:</th>
<th>$a$</th>
<th>$b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average worst month</td>
<td>2.25</td>
<td>-0.10</td>
</tr>
<tr>
<td>Annual attenuation</td>
<td>2.13</td>
<td>-0.12</td>
</tr>
<tr>
<td>Annual rain rate</td>
<td>2.28</td>
<td>-0.11</td>
</tr>
<tr>
<td>CCIR (Global)</td>
<td>2.85</td>
<td>-0.13</td>
</tr>
</tbody>
</table>

There are differences between the results deduced from the present work and the CCIR model. However, this is not regarded as particularly significant, since it is expected that there will be regional or climatological variations in the values of these coefficients.

Models such as these can be very useful in estimating the extremes of systems performance from widely-available long-term or annual statistics of rainfall rates, for example, and are frequently employed in the planning and design of broadcast services, which generally demand very high levels of operational reliability.

**Summary**

This paper has discussed some results of statistical analyses of propagation conditions in the millimetre-wave region of the electromagnetic spectrum. Such wavelengths are becoming increasingly considered and exploited in order to satisfy the demand for new communications systems and services, and to relieve spectrum congestion at lower frequencies. The results presented will be of value in the development and improvement of accurate prediction procedures required for the planning and design of such communications systems.
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**Fig. 1.** Cumulative distributions of attenuations exceeded over three years for all events.

---

**Fig. 2.** Cumulative distributions of 57 GHz rain attenuations and concurrent rain rates exceeded over three years. The CCIR prediction is based on the rainrate distribution.
Fig. 3. Annual rainrate distributions from three spaced rain gauges over three years.

Fig. 4. Percentage of time in the worst month that various threshold attenuations were exceeded compared with annual exceedances.

Fig. 5. Variation of the ratio $a$ as a function of percentage of year.
ATTENUATION AND DEPOLARIZATION FOR 3MM WAVE BAND INDUCED BY RAIN

HUANG, Ji Ying and WANG, Yi Ping
(Xidian University, P.O. Box 274, 710071 Xi'an, PR CHINA)

ABSTRACT
In this article, the effects of rain induced attenuation and depolarization for mm wave have been described and discussed. It is found that Weibull distribution of rain drops is in more agreement than that of L-P distribution in Xi'an area for 3 mm wave band.

INTRODUCTION
Attenuation and depolarization of radio waves through the rainy region have a strong dependence upon the size and the canting angle distributions of rain drops. Due to different climates, these effects have evidently different characters in different regions. Xi'an is located at the eastern part of Northwest China (N34°05', E108°55') has the climate of continental monsoon. Therefore, our investigation has typical significance.

It is found that in this area, Weibull distribution of raindrop sizes has better agreement with the result obtained than that of L-P distribution.

COEFFICIENTS OF ATTENUATION AND PHASE SHIFT
There are several modes of raindrop distributions such as L-P distribution, M-P distribution, A-O distribution, Weibull distribution, and log normal distribution. They all have relationships with local climates. In which the L-P distribution is used more widely. It is a discrete representation of average sizes of rain drops. For 3 mm wavelength, however, in consideration of small raindrops L-P distribution usually underestimates the absorption. In this wavelength range, effects of small raindrops become more important, so that Weibull distribution will give more exact estimate.

In Weibull distribution, raindrop density spectrum n(D) as a function of the diameter D can be written as

\[ n(D) = n_0 \left( \frac{c}{b} \right) \left( \frac{D}{b} \right)^{c-1} e^{-\left( \frac{D}{b} \right)^c} \]

where \( n_0 = 1000 \text{m}^{-3} \), \( c = 0.95R^{0.14} \), \( b = 0.26R^{0.44} \text{mm} \), and \( R \) is the rain rate.

An empirical formula based on the data in Xi'an has been expressed as

\[ n(D) = n_0^\prime e^{-AD} \]

where values of \( n_0^\prime = 3820-6714 \text{m}^{-3}(\text{mm})^{-1}, A = 1.6-2.2 \text{ mm}^{-1} \).

The attenuation through rainy region can be calculated by

\[ \tau = 5.15 \]
\[ A = 4.3431q_{\text{ex}}(D)L_0n(D)dD \]  
\[
\text{dB}
\]

where \( L_0 \) is the propagation path length. \( q_{\text{ex}}(D) \) is the extinction cross section of a single drop and relates with the forward scattering coefficient by

\[ q_{\text{ex}}(D) = \left( \frac{\lambda^2}{\pi} \right) S(0) \]  
\[
(4)
\]

For non-spherical drops, the scattering coefficient \( S_{\gamma}(0) \) in the plane formed by the symmetric axis of a rain drop and the direction of propagation is different from \( S_{\gamma}(0) \) which is perpendicular to the above plane. Coefficients of attenuation of dB per kilometer can be calculated with \( S_{\gamma}(0) \) and \( S_{\gamma}(0) \) by following formulas, respectively:

\[
A_2 = \left( \frac{\lambda^2}{\pi} \right) 4.343 \times 10^3 \int \text{Re}[S_{\gamma}(0)]n(D)dD \text{ dB/km}
\]
\[
(5a)
\]

The corresponding phase shifts can be calculated by:

\[
\phi_2 = \left( \frac{\lambda^2}{\pi^2} \right) 90 \times 10^3 \int \text{Im}[S_{\gamma}(0)]n(D)dD \text{ deg/km}
\]
\[
(5b)
\]

Substituting (1) and (2) in (5) and taking values of \( S_{\gamma}(0) \) and \( S_{\gamma}(0) \) from\(^4\), for \( f=95\,\text{GHz} \) the attenuation and phase shift coefficients in Weibull distribution and the empirical distribution have been computed. For \( R=12.5\,\text{mm/h} \), an example is

<table>
<thead>
<tr>
<th></th>
<th>Weibull</th>
<th>empirical</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_2 )</td>
<td>7.1719</td>
<td>8.8627</td>
</tr>
<tr>
<td>( A_1 )</td>
<td>6.7794</td>
<td>8.3775</td>
</tr>
</tbody>
</table>

**CALCULATION OF XPD**

For calculating the coherent depolarized effect induced by non-spherical raindrops, the following formula must be used:

\[
\text{XPD}_{\theta_0} = 10\log \frac{D+C+4C\cos 4\theta_0 - 8\theta_0^2 + E\cos 2\theta_0 - 2\theta_0^2}{V - C - 4C\cos 4\theta_0 - 2\theta_0^2} \text{ dB}
\]
\[
(6)
\]

where \( \theta_0 = 6^\circ \), \( \theta = 20.4^\circ \) (\( R=40\,\text{mm/h} \)), and \( \theta_0 = 7.2^\circ \), \( \theta = 33^\circ \) (\( R=40\,\text{mm/h} \)) in Xi'an area. In equation (6), \( \theta_0 \) is the average value of canting angles and \( \theta \) is its standard deviation. Parameters \( C, D, \) and \( E \) can be obtained by...
The calculated attenuation and phase shift coefficients have been used to get XPD's for different paths and different rain rate. A part of results of XPD's are shown in figures 1 and 2, respectively. Curve a is with Weibull distribution, curve b is with L-P distribution (data from 4), and curve c is with the empirical negative exponential distribution. It is noticed that under the same condition of rain rate XPD's calculated by Weibull distribution and the empirical distribution are smaller than those by L-P distribution. This suggests that for estimating the influences of small raindrops Weibull distribution is more suitable.

STATISTICAL DISTRIBUTIONS OF XPD AND CPA

There are formulas recommended by CCIR⁶ to calculate CPA for 0.01% time probability such as

\[
CPA_{0.01} = aR_{0.01}L_0K_{0.01}, \quad K_{0.01} = 1/[i+(L/L_0)]
\]  

(7)
and
\[ L_0 = 35 \exp(-0.015R_{0.01}) = 26.96 \] (8)

for \( R = 17.4 \text{ mm/h} \) with \( p = 0.01 \). With (7) and (8) CPA and \( K \) of other probability can be obtained by
\[ \text{CPA}_p / \text{CPA}_0 = 0.12p^{-(0.546 - 0.043\log p)} = B(p) (0.01 < p < 1) \] (9)

and
\[ K_p = B(p)(R_{0.01} / R_p)^{K_{0.01}} \] (10)

For \( f = 95 \text{GHz} \) and \( T = 20^\circ \text{C} \) values of \( a \) and \( b \) in different polarizations are:
- \( a_H = 1.094 \), \( b_H = 0.7476 \) (horizontal polarization)
- \( a_V = 1.033 \), \( b_V = 0.7483 \) (vertical polarization)

These formulas have been used to obtain the statistics of XPD and CPA as shown in figure 3.

For Weibull distribution the following formula must be used 5
\[ \text{CPA}_H = 10 \log \left\{ \exp \left[ - \left( \frac{\alpha_1 - \alpha_2}{2} \right)^2 \right] \left[ D + C \cos 4\phi_0 e^{-8\alpha_2} + E \cos 2\phi_0 e^{-2\alpha_2} \right] \right\} \] dB (11)

where \( C, D, \) and \( E \) can be obtained by the same method as those in equation (6). Using attenuation and phase shift coefficients calculated by equation (5) and rainfall distribution as mentioned in above section, the statistical value of XPD and CPA can be obtained by equation (11). Results are shown in figure 3. Curve of the empirical distribution almost coincides with that of Weibull distribution. They are indistinguishable from each other, so only the result of that of curve a is shown.

PRELIMINARY CONCLUSION.

For the climate of internal continental area Weibull distribution of raindrops is more practical in prediction.
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This paper describes the 3mm radiometer's structure and its property. An engineering method is given to calculate the 3mm sky temperature, and it is compared with the real measurement. We found the two results are similar.

INTRODUCTION

Because of its all-weather capability, simple configuration and good concealment, passive microwave radiometry has been utilized in more and more fields, including remote sensing, automatic guidance and so on. However, over-large antenna aperture is not suitable, so the spatial resolution of radiometry is normally not high, and this limitation has seriously effected the applications of radiometry. In order to improve the spatial resolution, radiometer is being developed to high frequency. In the early 1970s, it was reported that a 3mm imaging radiometer system was developed and a series of measurements and researches on the terrain radiometric properties was made. The research at home on this field is still not developed because of the limitation of components. Under the support of Cao Yiting, who works in Zijin Mountain astronomical observatory, we have developed the 3mm total power radiometer and also measured the 3mm sky radiometric temperature using frequent calibration. The results obtained have shown good agreement with theoretical calculations.

3MM TOTAL POWER RADIOMETER

The parameters of the radiometer are as follows:

1. Antenna:
   A. Cassegrain antenna
      (a) 3db beamwidth = 1.5°
      (b) Gain > 20db
      (c) First side-lobe Level < -18db
   B. Horn antenna
      (a) 3db beamwidth = 5°
      (b) Gain > 20db
      (c) Side-lobe is not clear

2. Receiver:
   Its noise figure is about 10db. IF bandwidth is 1GHz - 1.7GHz and its sensitivity is less than 3°k (integration time equals one second)
The radiometer block diagram is shown in Fig. 1.

The operation of the total power radiometer is affected by the gain fluctuations of IF amplifier, the receiver variation of temperature and the environmental interference, so the output of low-frequency amplifier drifts always and disappears irregular fluctuations. Up till now, the 3mm microwave switch for developing Dicke radiometer is unavailable at home, the only possible solution is to use total power radiometer. In this case, the frequent calibration approach must be used and the environmental interference must be avoided so that the irregular fluctuations of radiometer output did not affected the measurement.

After observing for a long time, we found that the slope-variation of the radiometer calibration curve is not clear when there is no environmental interference, but the curve intercept-variation is large because of the drift. During the period of measurements, before each sample, the radiometer antenna is illuminated with a matched local, whose temperature may be held at a constant known value, to get the intercept of the calibration curve, then we can calculate the antenna temperature according to this intercept and the calibration slope which has been got. This one point calibration method is useful to radiometer which needs frequent calibration.

3MM SKY RADIOMETRIC TEMPERATURE MEASUREMENT AND CALCULATION

Radiation brightness temperature of metal object is an important subject which needs to be solved in many fields, especially the guidance technique, and the sky radiometric temperature is the base to study metal radiometric brightness temperature. So it is very significant to measure and calculate 3mm sky radiometric brightness temperature.

The sky radiometric temperature or apparent temperature $T_{\text{sky}}$ usually consists of:

$$ T_{\text{sky}} = T_{\text{DN}}(\theta) + T_{\text{EXTAL}} e^{-2.58C0} $$

$$ T_{\text{EXTAL}} = T_{\text{COS}} + T_{\text{GAL}} $$

Fig. 1 Radiometer block diagram.
where $\tau_0$ is the total zenith atmospheric opacity, and $T_{COS}$ and $T_{GAL}$ are the cosmic and galactic brightness temperature, respectively, whose sum we call the extraterrestrial brightness temperature $T_{TEXTAL}$. $T_{COS}$ is independent of frequency and the zenith angle $\theta$, which has the constant value $T_{COS} = 2.7k$. $T_{GAL}$ is dependent of $\theta$ and frequency. However, $T_{GAL}$ may be neglected at 3mm wave band. Thus, $T_{sky} (\theta)$, where $T_{sky} (\theta)$ is the apparent temperature representing the downward atmospheric radiation. Under clear sky condition, the earth's atmosphere consists of various gas molecules, where absorptions of oxygen and water vapor play an important role. Since the atmospheric thermodynamic pressure, temperature, density and water-vapor density are a function of altitude, the absorption coefficients of atmosphere are dependent of height. To simplify, we assume that the atmosphere is stratified horizontally, shown in Fig. 2, which means the temperature and absorption coefficients are function of height only. The energy emitted at $\theta$ direction by a stratum at height $z$ and of vertical thickness $dz$ (thickness sec $\theta$ $dz$ at $\theta$ direction, temperature $T(z)$, absorption coefficient $k(z)$) is $k(z)T(z) \ sec \theta \ dz$, which, after propagation down to the surface $z=0$, is reduced to $k(z)T(z) \ sec \theta \ dz \ exp (-\frac{z}{h} k(z) dz \ sec \theta)$. The sum of contributions of downwelling-emitted atmospheric radiation from strata above terrain surface forms the measured sky apparent temperature $T_{sky}$:

$$T_{sky} = \sec \theta \int_0^\infty k(z)T(z) \exp [-\sec \theta \int_0^z k(z') dz'] dz'$$  \hspace{1cm} (3)

Fig. 2  A plane-stratified atmosphere radiation model

It is very difficult to calculate sky radiometric temperature using (3) directly. Not only the calculation method is complicated, but also the expressions or graphic charts of $k(z)$ and $T(z)$ must be got by radiosonde or other high-altitude detectors. One of the approximate methods used to calculate $T_{sky}$ is: 3.4.5.

$$T_{sky} = T_{M}[1 - \sec^2 \theta]$$  \hspace{1cm} (4)
$$T_0 = \exp [-\int_0^\infty k(z) dz]$$  \hspace{1cm} (5)
$$T_{sky} = T_{sky} - T_{sky} - 5.3$$  \hspace{1cm} (6)
$$k_{O_2}(0) = k_{O_2}(0) \exp (-0.183 z)$$  \hspace{1cm} (7)
$$k_{WATER} = k_{WATER}(0) \exp (-0.5 z)$$  \hspace{1cm} (8)

$$k_{O_2}(0) = 0.34 \ (\nu^2/c^2) \ \frac{\Delta \nu/c}{(2 + \nu/c)^2 + (\Delta \nu/c)^2}$$  \hspace{1cm} (9)

$$k_{WATER} = 140.71 \nu^2 p T^{1.28} \ \exp (-0.641/T) \ (1 - 0.014 \rho M T_p)$$  \hspace{1cm} (10)
According to (9), (10) and (11), we can get $k_0(0)$ and $k_w(0)$ substituting surface pressure $p$, vapor density $\rho_v$, temperature $T$, frequency $v$ and light velocity $c$. Substituting (7), (8) into (6), performing the integration, yields $a_0$. Substituting surface thermodynamic temperature $T_s$ into (6) yields $T_m$. Then substituting $T_m$, $a_0$ into (4) yields sky radiometric temperature $T_{\text{sky}}$.

The measurement and calculation results are shown in Fig. 3, there are basically the same.

Fig. 3 3MM sky radiometric temperature
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MONTE CARLO SOLUTION OF RAIN ATTENUATION FOR MILLIMETER WAVE

Wu Zhenseno Yan Yi and Chen Lihong
(Department of Physics, Xidian University, Xi'an, Shaanxi, China)

ABSTRACT
In this paper the weighted average of the scattering cross section is used to obtain the integral result of the transfer equation for the plane wave scattering in random medium with particle size distribution. The Monte Carlo simulation technique is done for the rain attenuation at Millimeter-wave range. The numerical simulation is in good agreement with experimental data and the multiple scattering effects must be included.

INTRODUCTION
At millimeter-wave range the multiple scattering of raindrops is becoming more and more effective with the increasing frequency. The radiative transfer theory is the major methods for solving integro-differential equations with the Monte Carlo simulation technique, in which the multiple scattering process is treated as Markov chains of collisions between photons and discrete scatterers in random medium. There is a certain probability of a photon being scattered or absorbed at each event and photon histories are traced until photon escapes from the boundaries of random medium or absorption occurs. A large of photon histories are repeated to obtain acceptable ensemble averages for the scattering power.

As any polarization is neglected, the raindrops can be simplified into equivolumia spherical particles with some size distribution. With Monte Carlo method the rain attenuation is made at millimeter-wave range for the Marshall-Palme, RRL and Weibull raindrop distribution. The results of numerical simulation are compared with the experimental data given by the literature. It is shown that the multiple scattering effect is expected to be significant. As multiple scattering is considered, the theoretical values of rain attenuation are agreement with the measured data. However, the attenuation values for signal scattering are bigger.

MONTE CARLO TRANSFER TECHNIQUE
Let us consider a plane-parallel medium of thickness $h$ containing randomly distributed spherical particles. A plane unpolarized wave is incident vertically in $z$ direction. Suppose the intensity of incident wave is normalized and the effect of boundary reflection is neglected. The reduced intensity $I_n(x, \mu)$ and the diffuse intensity $I_d(x, \mu)$ satisfy, respectively

$$
\frac{dI_n(x, \mu)}{dx} = -\rho < \sigma, > I_n(x, \mu)
$$

(1)

$$
\frac{dI_d(x, \mu)}{dx} + \rho < \sigma, > I_d(x, \mu) = \frac{1}{2} \int_{-1}^{1} \left[ \int_{-1}^{1} N(\sigma, \nu, \mu) \frac{1}{2} (\mu \cdot \nu) I(x, \nu) d\nu \right] I(x, \mu) d\mu'
$$

(2)

where $I(x, \mu) = I_n(x, \mu) + I_d(x, \mu)$ is the total intensity, $\sigma(\sigma)$ is the extinction cross section of the
particle with size parameter $a$ and $B_0(\mu, \mu'; a)$ is the phase function, which are found by the applying Mie scattering theory. $\mu = \cos \theta$, $\theta$ is the angle between the scattering direction and $z$ axis, $N(a)da$ is the number of particles per unit volume in range $da$ and $\rho$ is the numerical density. $< \sigma >$ is the mean extinction cross section.

Considering raindrop size distribution, the weighted average of the scattering cross section is used to the equation (2), so that the average of phase function is written as

$$< B_0(\mu, \mu'; a) > = \frac{\int_0^\infty N(a)\sigma_0(\mu)B(\mu, \mu'; a)da}{\int_0^\infty N(a)\sigma_0(\mu)da}$$

(3)

Let optical distance $r = \int_0^s \rho < a > ds$, $r_0 = \int_0^s \rho < a > ds$. Then total specific intensity is given by

$$I(\tau, \mu) = \frac{1}{2} \int_0^s \exp[(-\tau'/\mu)] \{ \int_{-1}^1 < B_0(\mu, \mu') > I(\tau', \mu')d\mu' \} d\tau'/|\mu| + I_r(\tau, \mu)$$

(4)

where

$$\tau = \begin{cases} \tau_0 & \mu > 0 \\ 0 & \mu \leq 0 \end{cases}$$

$$I_r(\tau, \mu) = \exp(-\tau)\delta(\mu - 1)\delta(\phi)$$

(5)

and $I_r(0, \mu) = 0 \ (\mu < 0)$.

**NUMERICAL SIMULATION**

On the basis of the above discussion, we deal with the multiple scattering of raindrops for millimeter wave by the Monte Carlo method. In its simplest digital form, a Monte Carlo model is a purely stochastic construction of an ensemble of photon trajectories through the random medium. The length and direction of each trajectory segment are governed by probability density functions derived from the basic scattering and absorption properties of the medium.

Due to multiple scattering, the rain attenuation is estimated by Monte Carlo method. Suppose the incident wave beam is considered as a flux of photons, which contains $N$ photons. Let $S = (r, \mu, \phi)$ be phase space point, then the equation (4) can be rewritten as in the general form

$$I(S) = I_r + \int I(S')K(S' \rightarrow S) dS'$$

(6)

Comparing with the equation (5), the norm of the kernel function in equation (6) $|K| < 1$, then (6) can be expanded as the Neumann series.

$$I(S) = \sum_{n=0}^{\infty} I_n(S)$$

(7)

where

$$I_n(S) = \int \cdots \int I_r(S_n)K(S_{n-1} \rightarrow S_n) \cdots K(S_0 \rightarrow S_1) dS_{n-1} \cdots dS_1 dS_0$$

It is easy to show that convergence of the Neumann series and existence of a solution are assured and that the integral operator $\int K(S_{n-1} \rightarrow S_n) dS_{n-1}$ is corresponding to a transfer process of photon in a medium. A wave propagation can be regarded as a Markov chain of photon collision and scattering in the medium. So that the intensity $I$ is corresponding to the transmitted probability $P_T$, or the reflective probability $P_R$. The mean transmission $T$ and the mean reflection $R$ are, respectively

$$T = \sum_{n=0}^{\infty} P_T / N, \quad R = \sum_{n=0}^{\infty} P_R / N$$

(8)

According to Mie theory, the extinction and scattering cross sections and the phase function are calculated for a variety of spherical raindrops and their mean values are obtained. With the statistic es-
timation and reflectance for $h = 1\, \text{km}$ at frequencies of $30.0, 33.3, 34.8, 40.0, 50.0, 60.0, 81.8, 100.0, 140.0, 245.5, 300.0\, \text{GHz}$.

In order to make a comparison, we also find out the rain attenuation value according to the single scattering formula:

$$A(\text{db} / \text{km}) = 4343 \lambda^2 / x^p \cdot \text{Re}\{S(0)\}N(D)d(D)$$

(9)

where $\lambda$ is incident wavelength (unit is meter), $S(0)$ is the forward scattering function of the spherical particle derived by Mie theory, and $N(D)$ is the raindrop size distribution. The formula (9), which is equivalent to the equation (1), corresponds with single scattering.

In numerical calculation MP and RRL size distributions are used. RRL model is derived by the Radio Research Laboratory of Japan from rain attenuation statistics at $11.5, 34.5$ and $81.8\, \text{GHz}$ for three years by the use of an inversion method.

RESULTS AND DISCUSSIONS

As seen in Fig.1, the multiple scattering and single scattering results are estimated by Monte Carlo method for MP size distribution, which are in good agreement with those by Dutton and Samora according to equation (9). However, the rain attenuations for single scattering are larger. Fig. 2 shows the reflectance for $h = 1\, \text{km}$ at same wavelength as in Fig. 1. The rain backscattering attenuations are useful for radar system.

In Fig. 3 the results of numerical simulation are compared with the experimental data given by RRL and with CCIR model of rain attenuation. It is shown that the multiple scattering effect is expected to be significant. As multiple scattering is considered, good agreement is found between the measured data and RRL model calculations. There are similar results for MP size distribution. The CCIR currently adopts the relationship between the specific attenuation and the rain rate, which is obtained on the basis of the Laws and Parsons raindrop size distribution. The CCIR model calculations underestimate the measured data and our numerical results. It is found that for the same rain rate the higher the frequency, the bigger is the difference between the single scattering and multiple scattering, and that for the same frequency the higher the rain rate, the bigger is the difference, too.

Fig.1 The rain attenuation at (1) 30.0, (2) 34.8, (3) 40.0, and (4) 50.0GHz with the MP distribution. The single scattering (---), the multiple scattering (----), Dutton and Samora's data (•••••).

Fig.2 The reflectance for $h = 1\, \text{km}$ at same wavelength as in Fig. 1.
CONCLUSION

Multiple scattering effect due to precipitate is often mentioned as a factor in the design and performance of a communications line particularly at higher radio frequencies. In order to estimate the magnitude of these effects, we have used the Monte Carlo method to study rain attenuation rather than the first order solution for millimeter wave range. It is shown that the multiple scattering effects are significant.

Fig.3 The rain attenuation at (a) 50.4, (b) 81.8, (c) 140.7, and (d) 245.5 GHz. The measured data ( . . . ), the single scattering (+ + +), RRL model (——), and the CCIR model (——).
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CONVERSION OF 10-MINUTE RAINFALL RATE TO EQUIVALENT 1-MINUTE VALUE AT SOME LOCATIONS OF CHINA

Qiu Sheng Bo    Lin Xiu Wan
(China Research Institute of Radiowave Propagation)

ABSTRACT

To meet the requirement of radio Communication system design at microwave and millimetre bands, conversion from 10-minute rainfall rate to its equivalent 1-minute value is set up on the basis of data from three locations: Guangzhou, Nanjing and Xinxiang in P.R. China. The conversion coefficients are given by Method of Least Square (MLS) with converting error less than 8% for the time percentage range from 0.001% to 1%.

INTRODUCTION

Almost all of the rain attenuation prediction methods available at present, require 1-minute rainfall rate data for certain time percentage (such as 0.01%) at the place concerned for calculation. However, most investigators in the world are still using tipping-bucket rain gauges or siphon rainfall recorders with integration time of more than ten minutes, with the exception of ones in Europe, Canada, Japan and China in which fast-response minute rain gauges are used. Because the long integration time may cause a large error to some thunderstorm rain measurement, it can not meet the requirement of radio communication system design. Radio engineers in every country are trying to convert 10-minute rainfall rate data to its equivalent 1-minute values. For the same purpose, we do the measurements in Guangzhou, Nanjing and Xinxiang, respectively, with JDSD-1 light-emitting raindrop minute rain gauge. The conversion methods of the two kinds of rainfall rate are presented on the basis of the data measured in this paper.

DESCRIPTION OF THE MEASUREMENT

JDSD-1 light-emitting raindrop minute rain gauge is made up of five parts: a sensor, a unit for data collecting, a unit for processing, a printer and a power. The first two parts are fixed in the open air, while the last three parts are in room. Between the first two parts and the room there is a 100-metre cable. There are three such instruments set up at 212 station for ionosphere observation in Guangzhou, the Atmosphere Science Department Experiment Site of Nanjing University in Nanjing and China Research Institute Of Radiowave Propagation in Xinxiang, respectively, where three typical climates in China are represented.

Guangzhou is near the Tropic of Cancer, in the area of subtropical monsoon wind climatic zone with annual mean temperature of 21.3°C and the annual total rain
amount of 1622.5mm. While the maximum rain in a day can amount to 253.6mm and there are 5.9 days with rain amount of more than 50mm annually.

Nanjing is between the warm and subtropical climate zones where the annual mean temperature is 15.4°C. The total annual rain amount is 1013.4mm, the maximum one in a day amounts to 160.6mm and there are 3.3 days with rain amount of more than 50mm annually.

Xinxiang lies in warm continental monsoon climatic zone with annual mean temperature and the total annual rain amount 14.0°C and 628.6mm, respectively. Rain amount in a day can be more than 50mm in 2.1 days annually.

Early in July 1988, we began to work in Xinxiang, then in Nanjing and Guangzhou in July 1989. The conversion presented comes from what we have achieved at the locations mentioned above in two years.

THE CONVERSION FORMULAE

For the purpose of converting data obtained with a gauge having an integration time of \( t \) minutes to equivalent 1-minute statistics one can define a conversion factor:

\[
\rho \times (P) = R_1(\tau) / R_2(\tau)
\]

(1)

where \( R_1 \) and \( R_2 \) are the rainfall rates exceeded with equal probability, \( P \), for the two integration times.

Data from 46 locations in Canada have been analyzed for \( \tau = 5 \) and 10 min. Results were first grouped according to the rainfall rate climatic zones and were then further merged into three distinct regions.

After further research, the power-law relations of the form:

\[
\rho \times (P) = a \cdot P^b
\]

(2)

were fitted over the range \( 0.001% < P < 0.03% \), where \( a \) and \( b \) can be calculated with the method of least square. Table 1 presents the results of analysis performed in this manner for \( \tau = 5 \) and 10 min in Canada and \( \tau = 10 \) min in Europe.

<table>
<thead>
<tr>
<th>Region</th>
<th>( \tau = 5 ) min</th>
<th>( \tau = 10 ) min</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( a )</td>
<td>( b )</td>
</tr>
<tr>
<td>Canada (zones A, B)</td>
<td>0.896</td>
<td>-3.61 \times 10^{-5}</td>
</tr>
<tr>
<td>Canada (zones C, D, E)</td>
<td>0.882</td>
<td>-5.67 \times 10^{-5}</td>
</tr>
<tr>
<td>Canada (zones E, K)</td>
<td>0.862</td>
<td>-5.64 \times 10^{-5}</td>
</tr>
<tr>
<td>Europe</td>
<td>0.860</td>
<td>-7.03 \times 10^{-5}</td>
</tr>
</tbody>
</table>

On the basis of these measured data, the following major conversion methods are proposed:

First, the relation between 10-minute and 1-minute rainfall rate may be expressed by the equation:
\[ R_1 (P) = a \cdot P^b \cdot R_{10} (P) \]  
\[ \rho (P) = \frac{R_1 (P)}{R_{10} (P)} = a \cdot P^b \]

where \( R_1 (p) \) is the rainfall rate exceeded with probability, \( P \), for 1-minute integration time, while \( R_{10} (P) \) is for 10-minute integration time, with the same \( P \). Furthermore, \( R_1 (P) \) and \( R_{10} (P) \) may be expressed directly by the equation:

\[ R_1 (P) = a' \cdot R_{10} (P) \]

where \( R_1 (P) \) and \( R_{10} (P) \) are the same as what have been noted above. Their coefficients \( a' \) and \( b' \) may be got from the real values of \( R_1 (P) \) and \( R_{10} (P) \) by regression. Table 2 presents the results of analysis performed in this manner in Guangzhou, Nanjing and Xinxiang.

### Table 2. Regression coefficients for rainfall rate correction factor, \( \tau = 10 \) min

<table>
<thead>
<tr>
<th>Region</th>
<th>( a )</th>
<th>( b )</th>
<th>( R_{10} )</th>
<th>( a' )</th>
<th>( b' )</th>
<th>( R_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guangzhou</td>
<td>1.0498</td>
<td>-5.87*10^-8</td>
<td>-0.98</td>
<td>0.838</td>
<td>1.1147</td>
<td>1</td>
</tr>
<tr>
<td>Nanjing</td>
<td>1.1006</td>
<td>-3.52*10^-8</td>
<td>-0.96</td>
<td>1.027</td>
<td>1.0592</td>
<td>1</td>
</tr>
<tr>
<td>Xinxiang</td>
<td>1.0867</td>
<td>-3.04*10^-8</td>
<td>-0.96</td>
<td>0.996</td>
<td>1.0568</td>
<td>1</td>
</tr>
</tbody>
</table>

The comparative curves between the two different rainfall rate are presented in Fig. 1, Fig. 2 and Fig. 3, where the dash and dot lines present the real-measured values of 10-minute rainfall rate, the dashed lines present the real-measured values of 1-minute rainfall rate and the real lines present the converted values by formula (3) and (5) with parameters in Table 2. From all these Figures and Tables, we can see that the converted values and the measured values are fitted very well with relative errors of less than 8% for time percentages from 0.001% to 1%.

### CONCLUSION

By means of the two methods described above we can fit the converted values of 1-minute rainfall rate with the measured values very well with the relative errors of less than 8% for time percentages between 0.001% and 1%. As the 10-minute rainfall rate can be available from the meteorological information pressed by national and local meteorological service, the methods presented are of value not only for radio system designers but also for investigators in meteorological stations, they can obtain the data about 1-minute rainfall rate for little expense. However, because of the large area, the complex land shape and various climates of China, various conversion formulae should be made. So it is not enough to get data only at three stations above, more and more stations need to be set up.
Fig. 1 1-min versus 10-min rainfall rate in Guangzhou

Fig. 2 1-min versus 10-min rainfall rate in Nanjing

Fig. 3 1-min versus 10-min rainfall rate in Xining
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In this paper the results of measurements of backscattering cross-section of sand and snow surfaces for incidence angles of 0° (nadir) ... 50° by 10° steps are represented. The experiments were made during the period of 1983-1984 on the 135 Ghz (2.2 mm at wavelength) for circular polarization. In earlier papers measurements of radar backscattering from snow covers were reported for linear polarization at incidence angles of 0° and 45°. Measurements of the backscattering cross-section of sand surfaces are not known for us.

Approximate mathematical description of millimeter waves (MMW) scattering by terrestrial covers with chaotic rough surfaces depends on root-mean-square (r.m.s.) angle of inclination of roughness $\sqrt{\langle \gamma^2 \rangle}$ and Rayleigh parameter $p = 2k\sigma_\xi \cos \theta$, where $k = 2\pi/\lambda$ is the wavenumber of incident wave, $\sigma_\xi$ is the variance of roughness heights, $\theta$ is the angle of incidence ($\theta = 0°$ - nadir). As shown in [1,2], for surfaces with normal distribution of roughness it's convenient to divide an interval of angles from 0° to 90° in three regions:

$$1/2k\sigma_\xi \leq \theta \leq \pi/2; \ 2\sqrt{\langle \gamma^2 \rangle} \leq \theta \leq 1/2k\sigma_\xi; \text{ and } \theta \leq 2.8\sqrt{\langle \gamma^2 \rangle}.$$  

In each of these intervals scattering of MMW is described by
corresponding approximate expressions for backscattering cross-section.

For large-scale (p > 1) and smooth (\( \sqrt{\langle \gamma^2 \rangle} < 1 \)) roughness of surface, at angles of incidence less than half-width of differential scattering section \( \delta \theta = 2.8\sqrt{\langle \gamma^2 \rangle} \) the method of tangent plane (MTP) is used [1,2]. The r.m.s. heights of roughness of sand and snow surfaces were valued by measurements of multipath interference between direct and sand- or snow-reflected rays in natural conditions [2]. They are equal to \( \sigma_z = 2 \times 10^{-3} \text{m} \) and \( \sigma_{z_{eff}} = 2.5 \times 10^{-3} \text{m} \) for sand and snow surfaces, respectively. The Rayleigh parameter is \( p = 2k\sigma_z \cos \theta \gg 1 \) for \( \theta \leq 80^\circ \).

For approach MTP backscattering cross-section may be expressed as [1]:

\[
\sigma_{\star} = \frac{|V(\theta=0)|^2}{\langle \gamma^2 \rangle \cos^4 \theta} \exp\left(-\frac{\text{tg}^2 \theta}{2\langle \gamma^2 \rangle}\right),
\]

(1)

where \( |V(\theta=0)| \) is absolute value of Fresnel reflection coefficient.

As follows from (1), one of independent parameters in backscattering cross-section expression is the variance of angles of roughness inclination \( \langle \gamma^2 \rangle \). It was used for estimation of \( \sqrt{\langle \gamma^2 \rangle} \) value by experimental dependences of \( \sigma_{\star} = \sigma_{\star}(\theta) \).

The backscattering cross-section measurements of sand and snow surfaces were conducted in natural conditions with the usage of radar operating at 135 GHz with circular polarization and energetic potential of 140 dB for incidence angles from 0° to 50° in 10° steps. The calibration of measuring apparatus complex was made by means of comparison of signals from corner reflector with scattering signals from surfaces. The change of incidence angles of antenna beam was realised by change of position of metallic plane. For determination of \( \sqrt{\langle \gamma^2 \rangle} \) value the measuring backscattering cross-section of sand surfaces were presented in form of straight-line diagram, in accordance
with the dependence of $\sigma_*(\Theta)$ (1), standartized by $\sigma_*(0) = |V(\Theta=0)| / \langle r^2 \rangle$. It was got $\sqrt{\langle r^2 \rangle} = 0.21$ by the method of least squares. Figures 1 and 2 represent the results of mean backscattering cross-section for sand surfaces and snow covers, respectively. The solid line in Fig.1 is the dependence of $\sigma_*(\Theta)$ conforming to (1) for $\sqrt{\langle r^2 \rangle} = 0.21$, and $|V(\Theta=0)| = 0.15$. As follows from Fig.1, the experimental data confirm the dependence $\sigma_*(\Theta)$, derived by MTP approximation, up to incidence angles of $\Theta = 30^\circ$. This corresponds to half width of differential scattering section at $\sqrt{\langle r^2 \rangle} = 0.21$.

EXPERIMENTAL INVESTIGATION OF THE CLOUD ATTENUATION

Li Ian
(China Research Institute of Radiowave Propagation)

INTRODUCTION

Absorption and scattering effects due to particles of cloud and fog are one of the negligible factors to affect the performance of millimeterwave and submillimeter wave system. It is much stronger than that in clear sky conditions in addition to strong absorption band of several main gases in atmosphere. An average of 50% earth surface is covered by clouds. Heavy cloud and congested fog restrict not only the application of light wave, infrared and submillimeter wave, but also restrict the application of millimeter and centimeter wave. Estimation of cloud attenuation characteristic is very difficult, because uncertainty of cloud water content and cloud extent limit the accuracy to which the attenuation can be calculated from models. However, the experimental investigation of cloud attenuation is few. Exploration of cloud attenuation was made in 1984. Measurements of the cloud attenuation were made by using sun-radio method and atmospheric radiation method on 1985 and 1990.

MEASURING PRINCIPLE AND METHOD

Cloud, which has many kinds, consists of a too much various water drip and ice crystal whose diameter is between 1 to 100um. Absorption, radiation and scattering of cloud to electromagnetic wave are sum of contribution by water drops and ice crystals. At millimeter wave band, the scattering effect can be neglected. Light temperature of observation by ground microwave radiometer is

\[
T_e = T_{e_0} \exp \left[ - \int_0^h \alpha(h) \sec Z_a(h) \, dh \right] + \int_{-\infty}^h T(h) \sec Z_a(h) \exp \left[ - \int_0^h \alpha(h') \sec Z_a(h') \, dh' \right] \, dh
\]

where \( \alpha(h) = \alpha_\infty(h) + \alpha_c(h) \)

In the right of formula (1), the first term is the radiation temperature of radio source which has been attenuated through atmosphere and cloud. \( T_{e_0} \) is the radio-source bright-temperature. The second term is the radiative temperature of atmosphere and cloud. If the measuring direction avoids the strong radio-source i.e. the sun and the moon, the measuring result includes only the sum of radiation
temperature of atmosphere, cloud and universe source. The radiation of universe source is very weak, and the higher the frequency is, the weaker the radiation is. It is about \(2.8 \times 10^{-29}\) W/m²·Hz. When frequency is higher than 1GHz. The noise temperature of universe source is less than 5% of the atmosphere radiation temperature. Overlooking universe-s source adiabation, and using the interval intermediate-value theorem, we can get:

\[
T_e = T_m[1-\exp(-\tau)]
\]  
(2)

where \(\tau = \tau_a + \tau_c\), \(\tau_a, \tau_c\) are attenuations by atmosphere and cloud, respectively. \(T_m\) is average of atmosphere radiation temperature.

When we take account of the effect of ground radiation to get into antenna side-lobe, using the narrow beam antenna, apparent antenna temperature is

\[
T_A = [1 - \exp(-\tau)]T_m + T_v
\]  
(3)

The noise temperature of radiometer output may be written as:

\[
T_n = [1 - \exp(-\tau_m)]T_m + T_v - (1 - 1/L)T_0
\]  
(4)

where, \(L\) and \(T_0\) are the loss factor and physical temperature of transmission line from antenna output to radiometer-receiver input, respectively. When main beam of the antenna point at clear sky at the same elevation, the measuring radiation temperature is

\[
T_n' = [1 - \exp(-\tau_m)]T_m + T_v' - (1 - 1/L)T_0
\]  
(5)

According to (4) and (5), the cloud attenuation can be expressed as:

\[
\tau_c = -\ln\left\{1 - \frac{T_m - T_m'}{T_v' - T_v} + \frac{T_m}{T_m \exp(-\tau_m)}\right\}
\]  
(6)

\(T_m\) and \(T_m'\) are measuring value. \(T_v\) and \(T_v'\) are calculated from radiosonde data. \(T_v\) and \(T_v'\) can be define by more accurate calibration technique.

It is an effective method to measure atmosphere absorption using the sun as a source. Same way is took in the experiment of cloud attenuation. When cloud attenuation is measured by dual-frequency (9.375GHz and 22.35GHz) radio telescope the antenna is pointed at the sun orbit. A measuring curve may be obtain as the sun passes the main beam of the antenna, then we carry out regression analysis to the logarithm of the difference between the maximum and minimum of the curve with the second of the zenith angle. So the slope of the regression line is the sum of the atmosphere and cloud attenuation in the zenith direction.

\[
\ln R = \ln \Lambda - \varepsilon \sec Z - 0.535.
\]  
(7)
The advantage of sun-radio method is that the effect of side-lobe can be fully removed and measuring accuracy can be improved, but horizontally stratified atmosphere is supposed. Atmosphere radiation method can be measured various kinds of cloud attenuation, but its calibration technique and data disposal are more complex.

MEASURING RESULT AND ANALYSIS

Cloud attenuation is measured by using sun-radio method at 3.2 cm and 1.35 cm during spring and summer in 1984 and summer in 1990. (See table 1) Average value of cloud attenuation is 0.454 dB at 22.235 GHz. Typical measuring curve is shown in Fig. 1. In Fig. 2, zenith attenuations for cloud and clear sky conditions are plotted as a function of surface absolute humidity for frequency of 9.375 GHz. Measuring results show that atmosphere for uniform cloud conditions yet is seen as horizontally stratified medium. So measuring results are reasonable. attenuation is proportional to the surface absolute humidity.

Table 1: Measuring attenuation of atmosphere and cloud f = 9.375 GHz

<table>
<thead>
<tr>
<th>Time</th>
<th>$\tau_a$ (dB)</th>
<th>$\tau_a$ (dB)</th>
<th>R (Relativity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>84 4 12</td>
<td>0.0857</td>
<td>0.0243</td>
<td>0.94</td>
</tr>
<tr>
<td>4 26</td>
<td>0.0870</td>
<td>0.0211</td>
<td>0.93</td>
</tr>
<tr>
<td>4 26</td>
<td>0.0998</td>
<td>0.0339</td>
<td>0.94</td>
</tr>
<tr>
<td>5 12</td>
<td>0.0890</td>
<td>0.0286</td>
<td>0.94</td>
</tr>
<tr>
<td>5 12</td>
<td>0.0996</td>
<td>0.0351</td>
<td>0.95</td>
</tr>
<tr>
<td>5 16</td>
<td>0.1015</td>
<td>0.0390</td>
<td>0.96</td>
</tr>
<tr>
<td>5 17</td>
<td>0.0937</td>
<td>0.0294</td>
<td>0.94</td>
</tr>
<tr>
<td>90 5 19</td>
<td>0.1040</td>
<td>0.0372</td>
<td>0.99</td>
</tr>
<tr>
<td>7 2</td>
<td>0.0900</td>
<td>0.0193</td>
<td>0.99</td>
</tr>
<tr>
<td>7 3</td>
<td>0.0970</td>
<td>0.0210</td>
<td>0.96</td>
</tr>
<tr>
<td>7 6</td>
<td>0.1120</td>
<td>0.0249</td>
<td>0.97</td>
</tr>
<tr>
<td>7 18</td>
<td>0.1240</td>
<td>0.0337</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Fig. 1: Measuring curve for attenuation

Fig. 2: Atmosphere attenuation versus surface humidity
Cloud attenuation was measured with 1.26 cm microwave radiometer in the end of summer, 1985. During the measurement radiosondes was set off and the height of cloud bottom was measured with the equipment of laser measurement for cloud. The theoretical value of cloud attenuation may be given by Benoit experimental formula. The theoretical value and measuring value of cloud attenuation are listed in Table 2. Table 2 shows that value of theory and measurement are accorded except for few data, their correlation is better. The correlative coefficient is 0.96, where two measuring values are small. The small measuring value of attenuation is probable because that the radio rays paths didn't throughout pass the cloud layer for irregular conditions. It is heavy cloud in the afternoon of the forth. September, but the cloud layer was very high. Height of cloud bottom is 6.25 km measured by the equipment of laser measurement for cloud. It is clear that cloud consists of ice crystals at this height. It is well known that ice cloud absorption to electromagnetic wave are very small.

Table 2 Experimental and Theoretical Values of Cloud Attenuation

\( f = 23.75 \text{GHz} \)

<table>
<thead>
<tr>
<th>Time</th>
<th>( t_b ) (dB)</th>
<th>( t_a ) (dB)</th>
<th>( H_a ) (KM)</th>
<th>Weather</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 29</td>
<td>0.1934</td>
<td>0.1940</td>
<td>1.74</td>
<td>uniform cloud</td>
</tr>
<tr>
<td>8 31</td>
<td>0.6326</td>
<td>0.5990</td>
<td>2.02</td>
<td>heavy cloud</td>
</tr>
<tr>
<td>9 1</td>
<td>0.1380</td>
<td>0.1250</td>
<td>2.73</td>
<td>heavy cloud</td>
</tr>
<tr>
<td>9 1</td>
<td>0.0097</td>
<td>0.1200</td>
<td>3.65</td>
<td>uniform cloud</td>
</tr>
<tr>
<td>9 4</td>
<td>0.0689</td>
<td>0.0050</td>
<td>6.25</td>
<td>heavy cloud</td>
</tr>
<tr>
<td>9 5</td>
<td>0.3668</td>
<td>0.3780</td>
<td>3.38</td>
<td>heavy cloud</td>
</tr>
</tbody>
</table>

CONCLUSION

During the three measuring periods the cloud attenuations are measured by the sun-radio method and the atmosphere radiation method. Measuring results show that the two methods are valid. Accuracy of the sun-radio method is high, because of case, that the effect of side-lobe can be fully removed, but only attenuations of uniform cloud conditions can be measured. Attenuation of various kind clouds are measured by the atmosphere radiation method.

REFERENCE

RIGOROUS NUMERICAL ANALYSIS OF QUASI-TEM TRANSMISSION LINES

Bin Song, Junmei Fu
(Xi'an Jiantong University, Xi'an, P.R.China)

ABSTRACT
A boundary-element method is proposed for the quasi-TEM analysis of microwave and millimeter-wave transmission lines of arbitrary cross sections, including finite strip thickness, side-wall grooves, asymmetric structures and multilayered dielectric media. To show the validity and usefulness of this approach, a few interesting examples are given.

INTRODUCTION
Hitherto, various quasi-TEM transmission lines have been investigated thoroughly by many authors and many approaches to analyzing them have been devised. However, it seems that the problem has not yet been solved completely as evidenced by the considerable discrepancies between the published results remarked. In fact, most approaches of analysis either suffer from serious limitation and usually include assumptions that may lead to considerable uncertainty in the obtained results, for example, overt the effects of side-wall grooves and the finite metallization thickness, or require a large computer memory and long computing time.

The purpose of this study is to develop a very general BEM which can handle arbitrary cross-sectional geometries, including finite strip thickness, side-wall grooves, asymmetric structures and multilayered dielectric media. The BEM proposed in this paper has a few merits, i.e., the required size of the computer memory being small, the computation time being short and the results obtained having fairly good accuracy.

The investigation is based on a quasi-TEM model which is often adequate for microwave frequencies in communication applications and for typical pulse rise times of interest in high-speed digital circuit design.

THEORY
Consider a quasi-TEM transmission line of arbitrary shape which is uniform along the Z axis direction and which consists of isotropic, lossless dielectric media. The cross section can be divided into several subregions homogeneously filled with a dielectric material. Inside a typical subregion Si, Laplace's equation
\[ \nabla^2 u = 0 \]  
holds, where \( u \) denotes the electromagnetic potential. Green's second identity over \( Si \) can be expressed as
\[ \int_{S_i} \left[ u^* (\nabla u) - u (\nabla u^*) \right] dS = \int_L \left[ u^* q - u q^* \right] ds \]  
where \( L \) is the contour of subregion \( Si \), \( u^* \) is the fundamental solution. Here we choose
\[ u^* = -(-1/2)\nabla \ln(r) \]
where \( r \) is the distance between nodal point \( i \) and a certain point on the boundary \( L \). \( q \) and \( q^* \) represent the outward normal derivative of \( u \) and \( u^* \), respectively.

Substitute (3) into (2), and assumed that the boundary \( L \) is smooth, letting \( i \) approaches the boundary and considering the Cauchy's principal value of integration, the following boundary integral equation can be obtained

\[
\frac{1}{2} u_i + \int_L u^* q \, dl = \int_L u^* q \, dl
\]

(4)

Dividing the boundary \( L \) into linear elements, (4) is discretized and can be rewritten in the following matrix notation

\[
[H][U] = [G][Q]
\]

(5)

In the same way, to other subregions, the boundary matrix equations like (5) can be formed.

The continuity of the electric potential and the electric flux density along the common interfaces between two continuous subregions (say the \( mth \) and \( nth \)) requires that

\[
U_i = U_j
\]

(6)

\[
\frac{\partial U_i}{\partial n_i} = \frac{\partial U_j}{\partial n_j}
\]

(7)

Using (5)-(7), we can obtain the final matrix equation in the form

\[
[A][X] = [B]
\]

(8)

Solving (8) for the unknown quantities, the potentials and normal derivatives at the nodal points are determined. Then, the charge density on the metal strip can be computed, therefore, the charge quantity per unit length on the inner conductor may be obtained. Once the charge distribution is known, the capacitance per unit length \( C \) is readily obtained

\[
C = \frac{Q}{U}
\]

(9)

The characteristic impedance and the effective phase velocity are

\[
Z = \frac{1}{\sqrt{V_0/C_0}}
\]

(10)

\[
V_e = \frac{V_0}{\sqrt{C_0}}
\]

(11)

where \( V_0 \) is the velocity of light in free space, \( C \) is the capacitance of the actual line and \( C_0 \) is the free-space capacitance of the line.

The expression given in (9)-(11) are for dual-conductor transmission line, however, the same procedure can be applied to find the capacitance and characteristic impedance for even and odd modes of coupled transmission lines or to find capacitance and impedance matrices for a system of \( n \) lines.

RESULTS

The first example studied is a suspended, multilayered stripline, as shown in Fig.1. Relatively high walls are treated in order to see the strong effects of side-wall grooves. The characteristic impedance \( Z \) and the wavelength reduction factor \( \Lambda \) are computed, and the results of numerical calculation are shown in Fig.2. It can be found that the results for zero metallization thickness are in good agreement with data published by Yamashita [2] computed with the variational technique. For a
metalization thickness $t/b=0.02$, the characteristic impedance $Z$ is slightly reduced and the wavelength reduction factor $\lambda_y/\lambda_0$ is slightly increased. When the inner

![Cross section of a suspended stripline](image)

**Fig. 1** Cross section of a suspended stripline.
($a/b=1.0$, $h_1/b=0.4$, $h_2/b=0.2$, $h_3/b=0.4$, $t/b=0.02$ ; $\varepsilon_r1 = \varepsilon_r3 = 1.0$, $\varepsilon_r2 = 2.22$)

![Influences of side-wall grooves on characteristics of the suspended stripline](image)

**Fig. 2** Influences of side-wall grooves on characteristics of the suspended stripline.
(--- this method, $t/b=0.02$ ; --- [2], $t/b=0$)

Conductor thickness $t$ is a small fixed value, with the increment of the width $W$, the obtained results come close to those in [2]. From Fig. 2, we can also found that when the depth of grooves is increased, the characteristic impedance and wavelength reduction factor are also increased rapidly but eventually no more effect are observed in the region of deep grooves. Because groove effects are significant in the range of small $d$, these can not be neglected when precise filters are designed. The above BEM calculations are performed with 136 nodes, while the corresponding FEM calculations need at least 360 nodes.

The next example is a broadside-coupled transmission line whose generic cross section is shown in Fig. 3.

![Cross section of a broadside-coupled transmission line](image)

**Fig. 3** Cross section of a broadside-coupled transmission line.
($a/b=2.0$, $h_1/b=h_3/b=0.4$, $h_2/b=0.2$, $t/b=0.02$, $d/b=0.1$ ; $\varepsilon_r1 = \varepsilon_r3 = 1.0$, $\varepsilon_r2 = 2.35$)
Fig. 4 Characteristic impedance and effective phase velocity of the broadside-coupled transmission line.

Computed results for the characteristic impedance $Z$ and the effective phase velocity as a function of aspect ratio $w/b$, denoted by the solid line, are compared with the numerical results obtained via the variational method [3], shown by the dashed line in Fig.4. From Fig.4, it can be found that the characteristic impedance and the effective phase velocity calculated by the approach are all less than those by [3]. The variational method proposed in [3] didn't consider the finite metallization thickness and the effect of side-wall grooves, while these are all thought over in this paper, so the result obtained are closer to the experimental results than those of other methods.

CONCLUSIONS

In this investigation, a boundary-element procedure for quasi-TEM analysis of microwave and millimeter-wave transmission lines with multilayered dielectric media is proposed. This approach is capable of handling various quasi-TEM transmission lines with rather arbitrary configurations, including finite strip thickness, side-wall grooves, asymmetric structures and multilayered dielectric media. The approach presented in this paper is applicable to various transmission structures involving inhomogeneous dielectric media, e.g., multiconductor transmission lines in multilayered media.
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EXACT SINGULAR INTEGRAL EQUATION SOLUTION
FOR THE MODE FUNCTIONS OF FINNED GUIDES

P V Ramakrishna and D Chadha, Deptt. of Electrical Engg., Indian Institute of Technology, Hauz Khas, New Delhi-110016, India

Introduction: A computationally efficient method capable of giving a large number of modes of finned guides is an important tool in the characterization of finline circuits. In [13]-[53], the TE and TM modes of finned guide have been used to characterize certain finline configurations derived from the finned guides. However, there are very few papers reported in the literature which deal with an efficient evaluation of a large number of modes of finned guides. Though the finned guide modes can be obtained as a trivial special case from the many derivations of finlines which are already available in the literature. But in terms of analytical exactness of the method (no approximations at any stage), and in terms of computational efficiency, only one other method reported in the literature [33] is equivalent to the one derived in the present paper.

In this communication we present an alternative singular Integral Equation (SIE) derivation for obtaining the TE modes of unilateral finned guides. The same derivation can be easily modified to obtain the TM modes as well and even to obtain the TE and TM modes of bilateral finned guides and these results also are reported in this communication. The present derivation is based on the method given by R. Mittra et. al. [6] for the case of microstrip line. Using the present derivation, it is found that a matrix inversion of order 3 is sufficient for obtaining up to 30 modes of the finned guide.

Derivation of TE Modes of a Unilateral Finned Guide:

Consider the TE modes of a unilateral finned guide with its slot located symmetrically so that the structure could be reduced to the one shown Fig. 1. The TE mode functions (TE to \( z \)) in the two regions could be written as,

\[
\begin{align*}
\phi &= \sum_{n=-\infty}^{\infty} A_n \cosh(dn(d+y))\cos(k_n x) : -d \leq y \leq 0 \\
&+ \sum_{n=1}^{\infty} B_n \cosh(dn(h-y))\cos(k_n x) : 0 \leq y \leq h
\end{align*}
\]

where, \( k_n = n\pi/L \), \((dn) = (kn) - (kc)\), with \( kc \) being the cutoff wavenumber. The nature of the above expressions are such that boundary conditions on the periphery of the waveguide (except the fins) are taken care of. The expressions for \( H_z, E_x \) can be written in terms of \( \phi \). The boundary conditions for the fields at the fin plane are:

1) \( E_x(1) = E_x(2) \quad 0 \leq x \leq L \)
2) \( E_{\pm1} = E_{\pm2} = 0 \quad 0 \leq x \leq t \)
3) \( H_{\pm1} = H_{\pm2} \quad t \leq x \leq L \)

On applying conditions 1), we can express \( B_n \) in terms of \( A_n \) and the resulting expression is,

\[
B_n = A_n \sinh(dn) / \sinh(d_m) \sinh(d_n)
\]

Next, denoting \( A_n \sinh(dn) \) by \( A'_n \), and applying condition 2) gives,

\[
A'_n = \frac{1}{2L} \int E(x) \cos(k_nX) \, dx \quad \text{---(1)}
\]

where, \( E_m(x) \) is the tangential electric field in the fin plane.

Finally, on applying condition 3), and following the procedure similar to the one outlined in [63], one can obtain the following integral equation for \( E_m(x) \):

\[
\left( \frac{2}{L} \right) \int E_m(x') \left( \frac{1}{2} \right) \sin(k_nX) \, dx' \quad \frac{1}{\cos(k_nX') - \cos(k_nX)} \quad \text{---(2)}
\]

Although \( A_n \) are as yet unknown, again following the procedure given in [63], we can write the solution of \( E_m(x) \) as

\[
E_m(x) = \sum_{n=1}^{\infty} A_n a_n f_n(x) + \sum_{n=1}^{\infty} (E_{A_n} C_n + A'_n C_n) F_n(x) \quad \text{---(3)}
\]

Substituting for \( E_m(x) \) from eqn.(3) into eqn.(41), we get the required final linear system of equations for determining \( A_n \) as,

\[
\sum_k (C_m - (D_m + K_m C_n + A_n)) A'_n + Ad C_m K_m = 0 \quad m=1,2,.. \quad \text{---(4)}
\]

The explicit expressions for \( a_n, C_n, f_n(x), F_n(x), D_m \), and \( K_m \) are not given here for the sake of brevity, but all of them can be obtained by following the same procedure used in [63]. It may be noted that all these quantities can be evaluated in closed form without resorting to any approximations whatsoever (no truncation of infinite series and no evaluation of integrals numerically). It may further be noted that, as in [63], the quantities \( a_n \) and \( C_n \) rapidly tend to zero as \( n \) increases. The zero crossing of the determinant of the system obtained from eqns.(4)-(5) would fix the cutoff frequencies \( k_n \) of the various TE modes of the finned guide. Since \( a_n \) and \( C_n \) go to zero rapidly as \( n \) increases, it is
required to invert only a small order matrix (typically 2 or 3) in order to obtain An.

Numerical Results and Discussion: Using the above derivation, the cutoff frequencies of a unilateral finned guide have been computed and are presented in Table I along with the results given in [7] for comparison. Following a similar procedure, one can also obtain the TM modes of a finned guide. Also, the above derivations can be applied to bilateral finned guides with certain trivial modifications. The propagation constants of a finline with low dielectric constant substrate material can thus be computed by using the Generalized telegraphists (GTE) [8] for the loaded finned guide structure. These results are given in Table II along with those given in [5] for comparison. Although the results of all the higher order modes presented in [5] agree equally well with those obtain using the present method, only the first ten modes are presented here for the sake of brevity. It can be seen from both Table I and Table II that the results of the present method agree to within 1% with those obtained using other methods. The following points are offered towards conclusion:

1) In the present method, all the elements of the final matrix can be obtained in closed from without resorting to any approximations. Also, the matrix inversion order remain extremely small (2 or 3) even for determining higher order modes. These are the two main advantages of the present method as compared to the well known Spectral Domain Method and Method of Lines.

2) As compared to the SIE formluation of [5], the present derivation is done entirely in terms of fields and potentials without resorting to fin currents and Greens' functions. Also, in comparison to the Transverse Resonance formulation of [1], the present derivation does not resort to the Galerkin's approximation used in [1].

3) The simplicity and effectiveness of the single mode approximation formula of GTE obviates the need for going in for an elaborate hybrid mode analysis for finlines on low dielectric constant substrates. This fact has already been exploited successfully in [1].
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TABLE I

Normalized cutoff frequency (2L/\lambda_c) of unilateral finned guide

<table>
<thead>
<tr>
<th>S.No.</th>
<th>(1-t/t)</th>
<th>Present Method</th>
<th>From Ref [73]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>2/3</td>
<td>0.2398</td>
<td>0.2379</td>
</tr>
<tr>
<td>2.</td>
<td>1/2</td>
<td>0.2249</td>
<td>0.2234</td>
</tr>
<tr>
<td>3.</td>
<td>1/3</td>
<td>0.2051</td>
<td>0.2039</td>
</tr>
<tr>
<td>4.</td>
<td>1/4</td>
<td>0.1927</td>
<td>0.1919</td>
</tr>
<tr>
<td>5.</td>
<td>1/8</td>
<td>0.1690</td>
<td>0.1690</td>
</tr>
<tr>
<td>6.</td>
<td>1/16</td>
<td>0.1518</td>
<td>0.1525</td>
</tr>
<tr>
<td>7.</td>
<td>1/32</td>
<td>0.1388</td>
<td>0.1400</td>
</tr>
</tbody>
</table>

Note: Refer Fig. 1, d = h = 2L, \lambda_c = the cutoff wavelength.

TABLE II

Squares of propagation constants of the first ten modes of bilateral finliness

<table>
<thead>
<tr>
<th>Finned Guide cutoff wave number k_0 (m^{-1})</th>
<th>\beta^2 (mm^{-2})</th>
<th>GTE Single mode</th>
<th>From Ref [53]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. 330.65</td>
<td>0.355</td>
<td>0.360</td>
<td></td>
</tr>
<tr>
<td>2. 1070.7</td>
<td>-0.728</td>
<td>-0.726</td>
<td></td>
</tr>
<tr>
<td>3. 1787.9</td>
<td>-2.801</td>
<td>-2.801</td>
<td></td>
</tr>
<tr>
<td>4. 1892.7</td>
<td>-3.184</td>
<td>-3.184</td>
<td></td>
</tr>
<tr>
<td>5. 1988.8</td>
<td>-3.562</td>
<td>-3.562</td>
<td></td>
</tr>
<tr>
<td>6. 2174.4</td>
<td>-4.314</td>
<td>-4.314</td>
<td></td>
</tr>
<tr>
<td>7. 2540.5</td>
<td>-6.071</td>
<td>-6.067</td>
<td></td>
</tr>
<tr>
<td>8. 2635.0</td>
<td>-6.542</td>
<td>-6.560</td>
<td></td>
</tr>
<tr>
<td>9. 2887.0</td>
<td>-7.923</td>
<td>-7.920</td>
<td></td>
</tr>
<tr>
<td>10. 3257.5</td>
<td>-10.250</td>
<td>-10.237</td>
<td></td>
</tr>
</tbody>
</table>

Note: Finline in WR28 waveguide housing. Slot width is 1.0mm. Substrate thickness is 0.254mm. \epsilon_r=2.22, Frequency is 30.0 Ghz.
AN EXAMPLE OF MILLIMETER-WAVE (8mm) SCALAR NETWORK MEASUREMENTS

Yang Xufang
(Southwest Institute of Applied Magnetics of China)

INTRODUCTION

This note describes a transmission and reflection measure system by using of the HP 8757A scalar analyzer, the HP 8360B sweep oscillator, the HP 83572A RF plug-in, the HP 7470A graphics plotter and associated accessories at home and abroad.

MEASUREMENT SYSTEM

Scalar network analyzer measures the power reflected or transmitted by devices such as millimeter-wave waveguide isolators. The configuration described here is a complete scalar network measurement system as shown in Fig. 1. It consists of the source to provide stimulus to the test device, the directional couplers and waveguide detectors to sample the reflected and transmitted signals, the receiver for signal processing and display, and the plotter or printer for hardcopy output. Together, these instruments can produce fast, accurate, simultaneous swept displays of transmission loss or gain, and reflection loss or return loss as function versus frequency.

MEASUREMENT PROCEDURE

Abbreviated measurement procedure:

1. to connect measurement system as shown in Fig. 1. Press HP 8757A on PRESET. Use HP 8360B/83572A controls to set start/stop sweep and power level.
2. to connect HP 8321D Waveguide Fixed Short to TEST PORT for making reflection calibration, then store.
3. to connect "THEU" (connect DETECTOR PORT to TEST PORT) for making transmission calibration, then store.
4. to connect Device Under Test for measuring insertion loss (dB) and return loss (dB or SWR).
5. to connect reverse Device Under Test for measuring isolation (dB).
6. to use HP 7470A for hardcopy output results tested at sweep frequency.

APPLICATION

The millimeter-wave (8mm) waveguide isolators made by our institute were measuremented with the home-made instruments (at the points of frequency), the specifications as follows:

- Frequency Range: 26.5–40GHz
- Bandwidth: 3GHz
- SWR (Max.): 1.2
- Maximum Insertion Loss: 0.5dB
- Minimum Isolation: 20dB

We have imported major instrument such as HP 8757A, 8360B, 83572A, 8752C, 8422A, 7470A. If
buying one or more accessories, we can set up a millimeter-wave scalar network analyzer and improve the quality of these products with this measurement system.

Fig. 1 Millimeter-wave (8mm) scalar network measurement system
Some aspects concerning characteristic parameter calculation algorithms for main transmission lines in CM and MM wave range.

R. K. Starodubrovsky

Institute of Electronic Measurements "KVARZ", 176 Prospect Gagarina, Nizhny Novgorod 603009, Russia

Abstract

Modernization of the method of subareas was used for realization of improved characteristic parameter calculation algorithms of main and special transmission lines for quasi-TEM propagating waves. Results of calculations allow to receive, convenient for engineering practice, empirical expressions for wave impedance value and effective dielectric constant.

The utilization of some main and special CM and MM transmission lines (fig 1a-g) with propagating waves in quasi-TEM mode gives wide opportunity for designing of miniature ultrabroadband devices.

They are used for realization of balanced transitions and mixers (fig 1a-c), tight and supertight coupling for multisection 3db couplers (fig 1d-e), high directivity couplers (fig 1f), supporting "figured" beads (fig 1g).

The principal importance has the choice of universal and precision enough calculation method to determine characteristic parameters (wave impedance Z and effective dielectric constant) for transmission lines with different complex contours of conductors and dielectric boundaries.

Experimental results confirm the efficiency of quasi-static approximation for characteristic parameter calculation for CM and partially for MM wave range. Some modernization of the method of subareas /1/ is available for this problem solution. Improved calculation accuracy can be achieved by
correction procedure for capacitance \( C \) per unit length determination. For instance, corrected capacitance per unit length for conductor of arbitrary contour in closed screen is

\[
C_{\text{cor}} = \sum_{i=1}^{\ell-p} q_i / U_i^- + \sum_{v=1}^{p} q_v / U_v(\text{av})
\]  

(1)

where \( q_i \), \( q_v \) - charges on elementar segments which approximate conductor contours. Charges are determined by equation system solution:

\[
\begin{bmatrix}
\sum_{j=1}^{l+m} \alpha_{lj} q_j &=& U_1 \\
\vdots & & \vdots \\
\sum_{j=1}^{l+m} \alpha_{(\ell+1)j} q_j &=& 0
\end{bmatrix}
\]  

(2)

\( \alpha_{lj} \) - potential coefficients

\( l \) - quantity of elementar segments on central conductor

\( m \) - quantity of segments on outer conductor (screen)

\( p \) - quantity of segments on central conductor in vicinity of conductor contour heterogeneity (Fig 2)

\( U_1 \) - potential in central points of elementar segments

Value of average potential \( U_v(\text{av}) \) for segments in vicinity of contour heterogeneity may be determined by calculation of potentials in some points along this segments as

\[
U_v(\text{av}) = \frac{1}{k} \left[ U_v(x_1, y_1) + \ldots + U_v(x_k, y_k) \right]
\]  

(3)

where \( k \) - the quantity of discrete points along the abovementioned segments and \( U_v(x, y) \) is determined by expression:

\[
U_v(x, y) = \sum_{j=1}^{l+m} \alpha_{vj} (x, y, x_j, y_j) \cdot q_j
\]  

(4)

Values \( q \) are determined from equation system solution(2). As a rule, it is enough to take quantity \( k \) equal to 3 and the mean value \( U_v(x_2, y_2) \) equal to potential \( U_1 \) at the center of the segment.
Typical picture of the potential distribution at one side of conductor contour for bar conductor is illustrated in fig 3. It can be seen that substantial potential deflection along last segments in vicinity of heterogeneity takes place. Accuracy control was achieved by comparison with known precision data /2/ for bar conductor in rectangular screen. Error decreasing is achieved from (3-5)% to (0.2-0.3)% by applying formulas (1), (3), (4). Quantity of segments can be moderate.

The second moment of calculation method improving is to use simple but precision enough expressions for coefficients $\mathcal{L}_{ij}$. For arbitrary conductor contour with good accuracy the following expression can be applied:

$$
\mathcal{L}_{ii} = -2 \ln \left( \frac{E_i}{2e} \right);
\mathcal{L}_{ij} = -\ln \left[ e^{2 (k_{ij} + a_{ij}) r_{ij(a)} r_{ij(a)}' / 2} \right],
$$

where:

- $k = 0.0986$
- $\varepsilon = -0.0531 f \zeta_j^2$
- $a_{ij}$

For arbitrary conductor contour with good accuracy the following expression can be applied:

$$
\mathcal{L}_{ij} = -\ln \left[ e^{2 (k_{ij} + a_{ij}) r_{ij(a)} r_{ij(a)}' / 2} \right],
$$

where:

- $k = 0.0986$
- $\varepsilon = -0.0531 f \zeta_j^2$
- $a_{ij}$

The sense of values $r_{ij(a)}$, $r_{ij(a)}'$, $\zeta_j$ is clear from fig 4. In case of inhomogeneous dielectric usage it is necessary to apply additional equations for boundary charge determination and to use condition of continuously transition of normal vector part $D$ through dielectric boundaries. As a rule calculation errors for inhomogeneous dielectric do not exceed (0.5-1)%. Good stability of calculation results was found for considerable segment quantity variations on conductor contours.

Results of calculations allow to receive convenient for engineering practice empirical expressions for dependence of $Z$ and $E'$ on geometrical dimensions and value of $\varepsilon$. For instance, values $Z$ and $E'$ of widely used microstrip line with certain screen conductor width may be expressed in form:

$$
Z = \frac{6C (1 + \alpha)}{V_{\varepsilon_2}} \left[ \frac{\zeta_j}{\alpha} \left( \frac{1}{1 + \bar{u}_i} + \frac{w}{4h} (1 + \bar{u}_j) \right) \right]^{\frac{1}{2}},
$$

$$
Z = \frac{4C \pi (1 + \alpha)}{V_{\varepsilon_2}} \left[ \frac{\zeta_j}{\alpha} \left( \frac{1}{1 + \bar{u}_i} + \frac{w}{4h} (1 + \bar{u}_j) \right) \right]^{\frac{1}{2}},
$$

where $\alpha > 1$.
Calculation errors of this expression do not exceed 1%.

Calculation results for configurations given in Fig 1a-g were used for microwave device engineering: hybrids, 3db couplers, precision directional couplers, reflectometers and mixers in 12-40 GHz range.
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\[ C = \left(1 - \frac{0.02}{w/\lambda} \right) \left[ \frac{1}{1 + (w/\lambda)^{1/3}} \left( \frac{D - D_0}{w} \right)^2 \right] \left[ (\omega/\omega_0)^{10/11} \omega_0^\phi \right] \]

\[ \phi = 1.7 (w/\lambda) \]

\[ (a) \quad (b) \quad (c) \quad (d) \quad (e) \quad (f) \quad (g) \]

Figure 1. Transmission line cross sections.

Segments in vicinity of contour heterogeneity
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Figure 2. Elementar segments on conductor contours.

Figure 3. Potential distribution along segments.
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ABSTRACT

A waveguide taper from rectangular to groovy cross section is designed using the mode coupling theory. In the frequency range of 75-110 GHz, the experimental VSWR of the taper is less than 1.04.

INTRODUCTION

Groove waveguide is found more and more applications in millimeter wave transmission system for its advantages of low attenuation, high power capability, relative large size and consequently non-critical fabrication tolerance. The current used instruments and devices, however, are usually in rectangular waveguide for their input/output port such as the output window of the mmw sources, the input port of the powermeters, etc. To improve the performance of the mixed system of groove and rectangular waveguides, the taper with complex transition curve, as shown in Fig.1, must take place the simple tapers, or V-type tapers. Usually it is difficult to obtain low VSWR for the later because of its straight line transition curve.

Fig.1 Waveguide taper from rectangular to groovy cross section
THEORETICAL ANALYSIS AND PROGRAM DESCRIPTION

Sojmar's formula[1] for the spurious modes in nonuniform waveguide presented the amplitudes of all transmitted and reflected waves at the input and output ports of a taper. The formulae are the solutions of the equations transformed from the solutions of Helmholtz's equations and they have been programed for the arbitrary cross section and arbitrary transition curves[2].

RESULTS AND DISCUSSION

Using the program, three tapers have been designed theoretically and the normalized amplitudes of the main spurious waves to the incident dominant mode $H_{10}$ are shown in Fig.2. Curve A in Fig.3 shows the experimental VSWR of taper a and curve B is the VSWR of a taper designed using the impedance match method[3]. It is seen that the VSWR of taper a is predictively very small, and its transmission coefficient should be approximate to unit because of the small amplitudes of the spurious waves at the output port.

Fig.2 Normalized amplitudes of spurious waves vs frequency at input and output ports
CONCLUSION

The waveguide tapers from rectangular to groovy cross section are designed using the mode coupling theory without introducing the traditional VSWR concept. The experimental results shows that this method has the advantages of directness and completeness.
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THE CHARACTERISTIC EQUATION OF ASYMMETRIC DOUBLE CIRCULAR GROOVE GUIDE

Ma Jianglei, Yang Hong-sheng, Lu Zhong-zuo
State Key Laboratory of Millimeter Wave,
Southeast University, Nanjing, 210018, P. R. China

ABSTRACT

As the development of our previous analyses on single circular groove guide and double circular groove guide with identical diameter, a theoretical investigation of the field configuration of double circular groove guide with different diameter has been made and its characteristic equation has been presented.

INTRODUCTION

Single circular groove guide is a new type of transmission medium in short millimeter wave and extra-far infrared we have presented. Compared with rectangular groove guide, it is more suitable to output of high power gyrotrons. In our previous work, we have analyzed its transmission properties. We have discussed the field configuration, the characteristic equation and the attenuation coefficient. The results we have obtained express that as transmission waveguide, single circular groove guide shows its advantages of low loss, single mode, high power handling capacity and relatively large cross section over traditional rectangular waveguide, particularly when frequency is above 300 GHz.

Double circular groove guide can support two types of modes which have different phase velocities, that is, odd modes and even modes. Because there is coupling between the odd and even modes, the power can transfer from one groove to the other. Therefore, double circular groove configuration can be used to design a new type of coupler. On the basis of our analyses of single circular groove guide, we have studied symmetric double circular groove guide, i.e., double circular groove guide with identical diameter. It is fundamental structure of double circular groove guides. We have derived its characteristic equations and given the solutions under first-order and second-order approximation. The results show that the difference between $TE_{11}$ and $TE_{12}$ mode is small. This will make the beat wavelength too long to be used in practice. Besides, the bandwidth of the coupler based on this structure is narrow. According to Miller's coupled wave theory and Meissner's paper, the asymmetric structure can reduce the beat wavelength and broaden bandwidth. For this reason, we consider using the structure of double circular groove guide with different diameter to improve the properties of coupler constructed by symmetric double circular groove configuration.

1 The Project Supported by National Natural Science Foundation of China
In this paper, we will analyze the construction of asymmetric double circular groove guide, give its first-order approximate characteristic equation and compare it with the situation of symmetric one.

**CHARACTERISTIC EQUATION**

Fig. (1) gives the cross section of asymmetric double circular groove guide investigated. The guide extends to infinite in the z-direction, the direction of wave propagation. The cross section can be divided into section A and B by central straight dotted line which can be effectively replaced by an electric or a magnetic wall corresponding to the fundamental TE odd mode (TE_{11} mode) and TE even mode (TE_{12} mode) separately. Each section consists of three parts, i.e., the arc region, the marginal exponentially evanescent region and the central parallel plane region. They are designated by (1), (2) and (3) respectively. Because of asymmetry, s_{1} and s_{2} are unequal and the sum of s_{1} and s_{2} is equal to 2s, the separation between two grooves.

Assuming the groove separation 2s meets the condition $2s > a_{1}(1 - \cos \alpha_{01}) + a_{2}(1 - \cos \alpha_{02})$ and according to the structure illustrated in Fig. (1), we can write the boundary condition. They are as following:

\[
\begin{align*}
H_{x_{a}} &= H_{x_{a}}, \quad (\rho = a_{1}, 0 \leq |\alpha| \leq \alpha_{01}) \\
H_{x_{b}} &= H_{x_{a}}, \quad (\rho = a_{1}, \pi - \alpha_{01} \leq |\alpha| \leq \pi) \\
E_{x_{a}} &= E_{x_{a}}, \quad (\rho = a_{2}, 0 \leq |\alpha| \leq \alpha_{02}) \\
E_{x_{b}} &= E_{x_{a}}, \quad (\rho = a_{2}, \pi - \alpha_{02} \leq |\alpha| \leq \pi) \\
H_{x_{a}} &= H_{x_{a}}, \quad (\rho' = a_{1}, 0 \leq |\alpha'| \leq \alpha_{01}) \\
H_{x_{b}} &= H_{x_{a}}, \quad (\rho' = a_{1}, \pi - \alpha_{01} \leq |\alpha'| \leq \pi) \\
E_{x_{a}} &= E_{x_{a}}, \quad (\rho' = a_{2}, 0 \leq |\alpha'| \leq \alpha_{02}) \\
E_{x_{b}} &= E_{x_{a}}, \quad (\rho' = a_{2}, \pi - \alpha_{02} \leq |\alpha'| \leq \pi)
\end{align*}
\]

For convenience, we use different coordinate systems in the two sections. After analyzing the field configuration, we obtain the $H_{x}$ field components under first-order approximation.

In section A:

\[
\begin{align*}
H_{x_{a}} &= H_{x_{a}} J_{1}(k_{x_{a}} x_{1}) \sin \alpha \\
H_{x_{a}} &= B_{a_{1}} k_{x_{a}} \sin \left(\frac{\pi y}{2c}\right) \exp[-k_{x_{a}}(x - x_{a1})] \\
H_{x_{a}} &= k_{x_{a}} \sin \left(\frac{\pi y}{2c}\right) \left[C_{1} \text{ch}[k_{x_{a}}(s_{1} + a_{1} \cos \alpha_{a1} + x)] + C_{1} \text{sh}[k_{x_{a}}(s_{1} + a_{1} \cos \alpha_{a1} + x)]\right] \\
\end{align*}
\]

and in section B:

\[
\begin{align*}
H_{x_{a}} &= H_{x_{a}} J_{1}(k_{x_{a}} x_{2}) \sin \alpha' \\
H_{x_{a}} &= B_{a_{1}} k_{x_{a}} \sin \left(\frac{\pi y'}{2c}\right) \exp[-k_{x_{a}}'(x_{a} - x_{a2})] \\
H_{x_{a}} &= k_{x_{a}} \sin \left(\frac{\pi y'}{2c}\right) \left[C_{1} \text{ch}[k_{x_{a}}'(x_{a}' - s_{2} + a_{2} \cos \alpha_{a2} + x_{a2})] + C_{1} \text{sh}[k_{x_{a}}'(x_{a}' - s_{2} + a_{2} \cos \alpha_{a2})]\right] \\
\end{align*}
\]

Where $k_{x}$ is cut-off wavenumber, $H_{x_{a}}, H_{x_{b}}, B_{a_{1}}, B_{a_{2}}, C_{1}, C_{2}$ are the amplitudes of field in sections A and B, $x_{a1}$ and $x_{a2}$ are the x components at arc boundaries and $k_{x_{a}}, k_{x_{b}}$ are the wavenumbers in x direction in section A and B separately.

Using expressions (1) ~ (3) and noticing that $k_{x_{a}}$ is equal to $k_{x_{b}}$, we can derive characteristic equation. It
reads:
\[
\frac{\mu_1 J_1(u_\lambda)}{2 J_1(u_\lambda)} = \frac{A_1 P_n}{A_n} \frac{A_1}{Q} \left( P_n \cdot P_\phi + P_\phi \cdot P_n \right) = \frac{D_1}{Q} \left( P_n \cdot P_\phi - P_\phi \cdot P_n \right)
\]

Where
\[
u = k_\lambda a; \quad u_\lambda = k_\lambda a
\]

If Let:
\[
f_1(x_1, x_2) = \int _x x \sin (M \sin a) \sin \theta d\theta
\]
\[
f_2(x_1, x_2) = \int _x x \cos (M \sin a) \sin \theta d\theta
\]
\[
f_3(x_1, x_2) = \int _x x \sin (M \sin a) \sin \cos \theta d\theta
\]
\[
f_4(x_1, x_2) = \int _x x \cos (M \sin a) \sin \cos \theta d\theta
\]
\[
f_5(x_1, x_2) = \int _x x \sin^2 (M \sin a) \sin \theta d\theta
\]
\[
f_6(x_1, x_2) = \int _x x \cos (M \sin a) \sin \cos \theta d\theta
\]
\[
f_7(x_1, x_2) = \int _x x \sin(2M \sin a) \sin \theta d\theta
\]
\[
f_8(x_1, x_2) = \int _x x \cos(2M \sin a) \sin \theta d\theta
\]

Then we have:
\[
A_1 = f_1(0, \alpha_0) \quad A_2 = f_1(\pi - \alpha_0, \pi)
\]
\[
D_1 = f_1(\pi - \alpha_0, \pi) \quad D_2 = f_1(0, \alpha_0)
\]
\[
(i = 1 \sim 4) \quad (j = 5 \sim 10)
\]

But it should be noticed that we must substitute \( V \), \( M \) by \( V_\lambda, M_\lambda \) and by \( V_\mu, M_\mu \) respectively in calculating parameters \( A_i \) and \( D_j \). Where:
\[
V_\lambda = a_1 k_\lambda a \quad V_\mu = a_2 k_\mu a
\]
\[
M_\lambda = \frac{\pi \lambda}{2c} \quad M_\mu = \frac{\pi \mu}{2c}
\]

The other parameters in equation (4) are:
\[
Q = P_n \cdot P_\mu + P_\mu \cdot P_n
\]
\[
P_n = \text{ch} (y) A_n + \text{sh} (y) A_n
\]
\[
P_\mu = \text{ch} (y) A_\mu + \text{sh} (y) A_\mu
\]
\[
P_n = M_n A_n - V_n A_n
\]
\[
P_\mu = M_\mu A_\mu - V_\mu A_\mu
\]
\[
A_n = M_n [\text{ch} (y_1) A_1 + \text{sh} (y_1) A_1] + V_n [\text{ch} (y_1) A_1 + \text{sh} (y_1) A_1]
\]
\[
A_\mu = M_\mu [\text{ch} (y_1) A_1 + \text{sh} (y_1) A_1] + V_\mu [\text{ch} (y_1) A_1 + \text{sh} (y_1) A_1]
\]
\[
\lambda_1 = V_\lambda \left( \frac{s}{s_1} + \cos a_1 \right)
\]
\[
\mu_1 = \chi(y_1) D_1 - \sin (y_1) D_1
\]
\[
\mu_1 = \chi(y_1) D_4 - \sin (y_1) D_4
\]
\[
\mu_1 = V_\lambda \left( \frac{s}{s_1} + \cos a_1 \right)
\]

The relation between \( u \) and \( V_\lambda, V_\mu \) is:
\[
u^2 = M_\lambda - V_\lambda M_\mu - V_\mu
\]

**DISCUSSION**

There is a series of double roots in equation (4) and the lowest pair is corresponding to fundamental TE_{11} mode and TE_{12} mode.
If $a_1$ and $a_2$ are equal, the asymmetric structure become symmetric. This condition yields:

$$M_a = M_b = M$$
$$V_a = V_b = V$$
$$u_a = u_b = u$$
$$D_i = A_i \quad (i=1,2,4,5,7,10)$$
$$D_i = -A_i \quad (j=3,6,8,9)$$
$$P_a = P_b = P_i \quad (i=1\sim 5)$$

Then the characteristic equation (4) becomes:

$$\begin{bmatrix}
\mu J_1(u) - A_2 P_2 - A_1 (P_i P_2 + P_i P_1) \\
2J_1(u) A_4
\end{bmatrix} = \begin{bmatrix} A_1 (P_i P_1 - P_2 P_1) \\
Q \end{bmatrix}^2$$

It can be separated into two expressions:

$$\frac{\mu J_1(u)}{2J_1(u)} = \frac{A_1 P_2}{A_4} + \frac{A_1 P_1}{P_1}$$  \hspace{1cm} (6)

$$\frac{\mu J_1(u)}{2J_1(u)} = \frac{A_2 P_2}{A_4} + \frac{A_1 P_1}{P_2}$$  \hspace{1cm} (7)

They are the same as those we have derived in the analysis of double circular groove guide with identical diameter and expressions (6) and (7) are for TE$_{11}$ mode and TE$_{12}$ mode separately. We have proved that when the separation between two grooves trends infinite, the characteristic equation of symmetric double circular groove guide degenerates to that of single circular groove guide. While the solution of characteristic equation of single circular groove guide has been verified by our experiment. This process indicates that the results we have get are reasonable.
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ABSTRACT

The scattering characteristics of II-VI-epitaxial layer on lossy dielectric substrate partially filled in rectangular waveguide are investigated by the method which combines the multimode network theory with the rigorous mode matching procedure. The experimental data verify the accuracy and the effectiveness of the present method. Extensive numerical results are given to establish useful guidelines for the contactless microwave measurement of the conductivity of the epitaxial layer.

INTRODUCTION

Recently, II-VI-semiconductor becomes more and more important in material science and engineering, because of its inherent advantages for applications in spectroscopy with optical, infrared and millimeter waves. In order to facilitate the studies of this kind of material, the measurements of its electric properties, e.g. conductivity, are of essential significance. However, conducting II-VI-semiconductors has always been a problem. In many cases, it is extremely difficult or even impossible to obtain good ohmic contacts to the sample. To solve this problem effectively, reference [1] proposed a contactless microwave bridge technique in X Band frequency range. This technique ends the conductivity measurement of the semiconductor to the transmission coefficient test of the sample which consists of the II-VI-epitaxial layer on lossy dielectric substrate segment inserted in a rectangular waveguide. In case of such a consideration, the analysis of the scattering characteristics of the semiconductor sample is of undoubtedly practical significance.

In this paper, an accurate and simple method is presented to determine the relationship theoretically between the conductivity of the semiconductor and the scattering parameters of the corresponding sample so that one can read the conductivity of the epitaxial layer from the measurement data of the S-parameters directly. In such a way, the investigation of the semiconductor pro-

* Supported by The National Natural Science Foundation of China and The Deutsche Forschungsgemeinschaft.
properties becomes more efficient and convenient. Since the present method combines the multimode network theory with the rigorous mode matching procedure and transfers the electromagnetic field boundary value problem into network analysis problem therefore, the whole calculation procedure is significantly simplified while still retaining the high accuracy of the mode matching method.

The validity of the present approach is justified by comparisons of the transmission characteristics for different samples between the experimental data and theoretical predictions. Extensive numerical results about the variations of the S-parameters with the sample parameters are given to establish useful guidelines for the contactless microwave measurement of the semiconductor sample.

BRIEF DESCRIPTION OF THE METHOD

Fig.1 shows the cross-sections of the semiconductor discontinuity structure under consideration. Here, the dielectric constants of the epitaxial layer and the substrate are complex with large real and imaginary parts. The solution procedure for this problem may be divided into two steps. First, analyze the eigenvalue problem of the empty and the sample filled waveguide respectively in the transverse cross-section. Secondly, calculate the scattering characteristics of the discontinuity in the longitudinal cross-section. The eigenvalues and eigenfunctions for the empty waveguide are well known, the key point to the eigenvalue problem in the first step is the determination of the eigenvalues and eigenfunctions in the sample filled waveguide. It is done in this paper with the microwave network method in which the electromagnetic boundary value problem is transferred to the impedance transformation in the equivalent transmission line network and the transverse resonance technique is used to determine the eigenvalues then the eigenfunctions. [2] After solving the eigenvalue problem in the transverse cross-section of two waveguides, the second step is carried out with the method described in reference [3] in which the mode matching procedure is treated as the transformations of the impedances in two sides of the discontinuity by introducing the coupling matrix being taken into account the coupling between different modes; also the symmetrical property of the structure in longitudinal cross-section is utilized to facilitate the calculation procedure.

NUMERICAL RESULTS

Table 1 presents a comparison of the transmission characteristics for different samples between the experimental data and the theoretical predictions. It can be seen from the table that the agreement is very good for $S_{21}$, the transmission coefficients of different samples. The reliability and the accuracy of the present method are thus justified.

Fig.2 shows the S-parameters versus the conductivities of the epitaxial layer. The definitions of the S-parameters are as follows: $S_{21}=|S_{21}| \exp(j \varphi_{21})$, $S_{11}=|S_{11}| \exp(j \varphi_{11})$. The variation of the curve is as expected, because the conductivity of the epitaxial layer has a strong influence on the field distribution.
in the waveguide. For instance, when the conductivity is small, say less than 15.0 (mhos/cm), the dominant mode in sample filled waveguide is a propagation mode, therefore in this region $|S_{21}|$ keeps flat in its maximum and reduces gradually as $\delta$ increasing. When $\delta$ increases from 15.0 (mhos/cm), the dominant mode suddenly becomes cutoff mode; this makes $|S_{21}|$ decrease rapidly with $\delta$ increasing. As $\delta$ is further increased the dominant mode is below cutoff deeper and deeper and finally the electromagnetic fields of the dominant mode approach to the complete standing wave distribution in the transverse cross-section which is just corresponding to the case that a perfect conductor is placed at the position where the epitaxial layer is located. In this case, $|S_{21}|$ reaches its minimum and is little affected as $\delta$ increasing.

From the curves, it is found that the variations of amplitude and phase with conductivities for transmission coefficient and reflection coefficient are quite different; $|S_{21}|$ and $\varphi_{11}$ are insensitive in high conductivity region whereas either $|S_{11}|$ or $\varphi_{21}$ changes rapidly in the same region. Based on this characteristics, it may be suggested that it is better to test $\varphi_{21}$ or $|S_{11}|$ for the epitaxial layer with high conductivity; on the contrary, it is recommended to test $|S_{21}|$ or $\varphi_{11}$ for the epitaxial layer with low conductivity. More calculations were made to give the variations of S-parameters with frequency and with thickness of the epitaxial layer and substrate layer; they are omitted here because of the limited space available. All these numerical results are helpful to establish useful guidelines for the contactless microwave measurement of the conductivity of the epitaxial layer.
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Fig.1 Cross-sections of the structure under consideration.
Table 1. Comparison of the $S_{21}$ for different samples between the experimental data and the theoretical predictions $\sigma$ (mhos/cm)

| sample          | $|S_{21}|$ (dB) | $\theta_{21}$ (degree) | test  | theory | test  | theory |
|-----------------|----------------|------------------------|-------|--------|-------|--------|
| CMT78 ($\sigma = 9.0$) | -3.25          | -63.2                  | -3.33 | -63.75 |       |        |
| CMT76 ($\sigma = 38.5$) | -5.30          | -56.2                  | -5.19 | -55.77 |       |        |
| Q154 ($\sigma = 67.0$) | -8.90          | -28.2                  | -9.44 | -27.41 |       |        |
| Q114 ($\sigma = 510.0$) | -10.65         | 31.7                   | -10.28| 39.22  |       |        |
| Q107 ($\sigma = 1107.0$) | -10.50         | 36.8                   | -10.47| 38.74  |       |        |
| Q105 ($\sigma = 1470.0$) | -10.90         | 31.8                   | -10.32| 38.32  |       |        |

Fig. 2 Variations of $S_{21}$ with epitaxial layer conductivity.
RESEARCH PROGRESS IN GROOVE NRD WAVEGUIDES

Wen-Xun ZHANG, Li-Ling XIAO and Lei ZHU
(State Key Lab. of MIMW, Southeast University, Nanjing, CHINA)

ABSTRACT

In this paper, a brief review of the research progress in groove NRD (GNRD) waveguide is given. GNRD structure proposed by the authors is an improved one of NRD waveguide. Up to the present, the dispersion characteristics of GNRD waveguide, the coupling properties of coupled GNRD waveguides with equal or unequal groove sizes, the radiation properties of GNRD leaky-wave antenna and the reflection properties of the step discontinuity in GNRD waveguides have been studied by several methods. Some samples based on GNRD structure were constructed, calculated and tested. Their theoretical and experimental data are agreement with each other, and show an attractive prospect for application.

INTRODUCTION

In the past decade, the NonRadiative Dielectric (NRD) waveguide (Fig.1a) proposed by Yoneyama and Nishida[1] have been studied systematically and applied to constructing the passive components and active circuits in millimeter waves. The electromagnetic energy in the cross-section of NRD is concentrated inside and around the dielectric strip without radiation. An alternative structure of the NonRadiative Groove (NRG) waveguide (Fig.1b) had been suggested by Lampariello and Oliner[2]. However, a practical difficulty exists for assembling the NRD with precise location of strip or the NRG with accurate separation of groove plates: this geometric deviation will influence sensitively to the performances of directional coupler and leaky-wave antenna.

For overcoming the assembling difficulty, a new structure of Groove NRD (GNRD) was proposed (Fig.1c) by the authors[3], which the gap between two coupled strips and the distance from the strip to leaky aperture can be fixed very precisely. Besides, both the dispersion of transmission or coupling, and the coupling or leaking coefficient are weaker than that of the conventional NRD, since the energy is more concentrated inside the dielectric region filling the grooves. Nevertheless, the GNRD, as like as the NRG, requires rigorous symmetry of the grooves cut on the plate-pair; this is trouble for fabricating an integrated circuit consisted of several GNRD components. Another new structure of Mono-Groove NRD (MGNRD) then was suggested (Fig.1d) by the authors[4], in which only one plate is cut a groove. Both the GNRD and MGNRD have been analyzed, tested and applied to the directional couplers and leaky-wave antennas in the 8mm waveband. By the comparison of major characteristics, the GNRD is better than the NRD; the MGNRD is equivalent to the GNRD, but should be taken much care in design for suppressing the spurious radiative mode due to the non symmetry.

ANALYSES

The transverse resonance method (TRM) based on the transverse equivalent circuits
(Fig. 2) had been used for analyzing\(^6\): 

1. The dispersion characteristic of dominant TM\(_{11}\) mode in the GNRD and MGNRD waveguides (Fig. 3); 
2. The dispersion characteristic and coupling coefficient of the coupled GNRD and MGNRD waveguides (Fig. 4); 
3. The dispersion characteristic and leaking coefficient of hybrid HE\(_{11}\) mode in the GNRD antenna (Fig. 5); 

The TRM is a simple and effective method, once the equivalent parameters of the steps of groove for the waveguide, or the odd-/even- mode equivalent parameters for the coupled waveguides, or the coupling between the components of hybrid mode TM\(_{11}\) and TE\(_{11}\), and the radiation immittances of these mode components at the leaky aperture for the antenna are formulated individually But only the coupling of dominant mode between the step-pair of groove is taken into account, which results in a limitation of analysis accuracy to the engineering permission.

An exact full-wave analysis, based on the eigen-weighted boundary integral equation method (EW-BIEM) contributed by the authors\(^9\), have been applied to the GNRD waveguide, a more accurate dispersion curve and the single-mode operation bandwidth (Fig. 6) of the GNRD waveguide were given \(^{10,11}\). The further application of the EW-BIEM to some distorted GNRD waveguides are just in programming.

In order to extend the bandwidth of directional coupler constructed from the GNRD waveguides, a nonsymmetric design scheme using two GNRD waveguides with different sizes was proposed, and then analyzed by means of hybrid-mode transverse resonance method\(^{12}\). The theoretical bandwidth in 8mm band exceeds 4GHz (Fig. 7).

For analyzing and designing a good transducer from NRD to GNRD structures, the step discontinuity met in this transducer, or served as an element of GNRD filter, should be studied and calculated. This three dimensional problem have been programming based on a combination of resonator principle with mode-matching method; it will be published later.

EXPERIMENTS

For the purpose of checking the analytical results and promoting the practical application, various experimental samples in the 8mm waveband were designed, fabricated and tested. The following characteristics and performances had been tested:

1. The dispersion curves \(\beta(f)\) of GNRD and MGNRD waveguides with different groove sizes, the tested data are in good agreement with the analytical results; 
2. The dispersion curves \(\beta(f)\) and coupling coefficient \(C(f)\) of GNRD and MGNRD directional couplers constructed from two parallel or oppositely arched waveguides, slightly narrow bandwidth of the directional couplers (Fig. 8) due to the discontinuities of the junctions in waveguides; 
3. The dispersion curves \(\beta(f)\) of GNRD antennas, and their radiation patterns in the E-plane, a little deviation of beam direction of the antennas exists (Fig. 9) due to the mismatch of termination.
CONCLUSIONS

Summarizing the results of theoretical and experimental studies, some conclusions are obvious and valuable:
1. The single-mode operation bandwidth of GNRD guide is broader than that of NRD about 6%;
2. The leaking coefficient of GNRD antenna is obviously less than that of NRD, which is of benefit to increase the aperture efficiency and to enlarge the geometric length of aperture, and finally to improve the radiation pattern; but decreases the antenna efficiency for a relatively shorter aperture with a absorbing load;
3. The weaker dispersion of GNRD antenna corresponds to a weaker sensitivity and less range of frequency-scanning;
4. The difference between odd-/even- mode phase constants of GNRD coupler is less than that of NRD coupler, so a smaller gap between the coupled strips is permissible, which can result in a strong coupling. But the coupling coefficient of GNRD is weaker and its frequency response is relatively flater than that of NRD with the same gap;
5. A constructed from two nonsymmetrical GNRD waveguides directional coupler may obviously improve the flatness of coupling.
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Fig. 1 Cross-sections of several nonradiative open waveguides (a < λ₀/2)
Fig. 2 Equivalent circuits of GNRD structures for transverse resonance method

Fig. 3 Dispersion characteristics of dominant mode in GNRD and MGNRD waveguides

\( s_1 = 4.8 \text{mm}, s_2 = 3.8 \text{mm}, b = 3.56 \text{mm}, \varepsilon_r = 2.05 \)

Fig. 4 Dispersion characteristics and coupling coefficient of the coupled parallel GNRD waveguides

\( s_1 = 4.8 \text{mm}, s_2 = 3.8 \text{mm}, b = 3.56 \text{mm}, d = 1.5 \text{mm}, \varepsilon_r = 2.05 \)
Fig. 5: Phase- and launching coefficient of dominant mode in GNRD guide
\( s_1 = 4.8 \text{ mm}, s_2 = 3.8 \text{ mm}, b = 3.86 \text{ mm}, d = 1.9 \text{ mm}, \epsilon_r = 2.06 \)

Fig. 6: Single-mode operation bandwidth of GNRD waveguide
\( s_1 = 4.8 \text{ mm}, s_2 = 3.8 \text{ mm}, b = 3.86 \text{ mm}, \epsilon_r = 2.06 \)

Fig. 7: Coupling curve of the asymmetric GNRD coupler
\( s_1 = s_2 = 3.8 \text{ mm}, s_3 = 4.6 \text{ mm}, s_4 = 8.0 \text{ mm},
\( e_2 = e_4 = 3.86 \text{ mm}, e_5 = 1.0 \text{ mm}, \epsilon_r = 2.06 \)

Fig. 8: Coupling curve of GNRD directional coupler
\( s_1 = 4.8 \text{ mm}, s_2 = 3.8 \text{ mm}, b = 3.86 \text{ mm},
\( e_1 = 1.3 \text{ mm}, E = 40 \text{ mm}, \epsilon_r = 2.06 \)

Fig. 9: Radiation pattern of GNRD leaky-wave antenna
\( s_1 = 4.8 \text{ mm}, s_2 = 3.8 \text{ mm}, b = 3.86 \text{ mm}, d = 1.9 \text{ mm},
\( L = 120 \text{ mm}, \epsilon_r = 2.06 \)
A Millimeter-Wave Broadside Gap-Coupled Suspended Substrate Stripline Bandpass Filter
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Abstract

Design of the millimeter-wave broadside gap-coupled suspended substrate stripline (SSS) bandpass filter is presented. The filter consists of the broadside gap-coupled half-wavelength SSS resonators arranged in a non-colinear fashion. Such arrangement makes the filter more flexible to interface with other millimeter-wave circuits in a communication system. A Ka-band compressed-length seven-resonator bandpass filter is presented as an example to demonstrate the design concept. The measured characteristics of this compressed-length filter show about 1.4 dB insertion loss and greater than 10 dB return loss in the passband.

I. Introduction

Increasing progress in millimeter-wave system for communication, radar and radiometry has created the need for compact size, low-cost, high-performance filter utilizing quasi-planar printed-circuit components [1,2,3]. Fin-line and suspended substrate stripline (SSS) are the commonly used quasi-planar components for the millimeter-wave filters [1] because of their low attenuation and low dispersion in the frequency of interest. The SSS is less dispersive and can provide a stronger coupling between the resonators by using the broadside-coupling striplines than the fin-line [4], so that the SSS is more suitable than the fin-line for realizing a millimeter-wave broadband filter design.

Recently, a 19-25 GHz broadside-end-coupled SSS filter [5] is proposed for obtaining approximately 30% fractional bandwidth. The physical layout and cross-sectional view of such

Fig. 1 (a) Physical layout and cross-sectional view of a broadside-end-coupled bandpass filter printed on a suspended substrate. Note that the resonators located at \( z = h \), and \( z = h_1 + h_2 \) are plotted by dashed lines and solid lines, respectively. (b) Physical layout and cross-sectional view of a compressed-length broadside-gap-coupled bandpass filter printed on both side of a suspended substrate. (c) Equivalent circuit representation of resonators \( R_1, R_2, R_3 \), and \( R_4 \) in Fig. 1 (b).
filter are shown in Fig. 1 (a). The resonators are located at both sides of the suspended substrate and arranged in a colinear configuration. In this paper, we will present a different layout techniques using the concept of the broadside gap coupling of the adjacent resonators arranged in a non-colinear fashion and demonstrate its use at the millimeter-wave frequencies. The new filter configuration makes the filter more flexible to interface with other millimeter-wave circuit in a communication system or subsystem. For example, a compressed-length construction scheme of such filter results in a reduced length of $(l_1+1_l_1+2W)$ between the input and output ports shown in Fig. 1 (b), which is only approximately one-third of $(2l_1+1_l_1+1_l_1+1)$ for the colinear broadside-end-coupled filter shown in Fig. 1 (a). However the filter is also complicated in shape. Thus an accurate theoretic design is required to avoid the difficult task of physical fine tuning. In Section II, a discontinuity parameters de-embedding procedure based on the three-dimensional spectral-domain-approach (SDA) method is used to determine the equivalent circuit of the discontinuities associated with the filter. Once the parameters of the equivalent circuit of discontinuities are determined, the conventional filter synthesis technique [6] is invoked to determine the physical layout of the filter. The physical realization of the compressed-length filter and comparison between the theoretic and measured filter responses will be shown in Section III.

II. Description of the Ka-band compressed-length seven-resonator broadside-gap-coupled bandpass filter prototype.

A. The new filter configuration

Fig. 1 (b) shows the physical layout and the cross-sectional view of a compressed-length broadside-gap-coupled bandpass filter employing both colinear and 90°-bent broadside-gap-coupled resonators. The corresponding seven resonators are designated by $R_1$, $R_2$, ..., and $R_7$. The resonators represented by solid and dashed lines are located at $z = h_1 + h_2$ and $z = h_1$, respectively. The input SSS and resonator $R_1$ are placed in a colinear broadside-end-coupled configuration. Resonators $R_1$ ($R_2$) and $R_5$ ($R_7$) are arranged in a 90°-bent broadside-gap-coupled fashion. Resonators $R_2$ ($R_6$) and $R_4$ ($R_8$) are also realized by the colinear broadside-gap-coupled resonators. Since the filter is a symmetrical design, resonators $R_2$, $R_6$, $R_4$, and the output SSS are placed in a manner same as that of the resonators $R_1$, $R_3$, $R_5$, and input SSS.

The equivalent circuit representation of $R_1$, $R_2$, $R_3$, and $R_4$ is shown in Fig. 1 (c). The $B_n$ and $B_m$ for $i = 1, 2, 3, 4$, are the series and parallel susceptances of the equivalent π-circuit, which are associated with the discontinuities between resonator $R_n$ and $R_{n+1}$.

B. De-embedding of the discontinuity parameters

The discontinuity parameters illustrated in Fig. 1(c) are obtained by the variational technique based on the three-dimensional quasi-TEM SDA [5]. The unknown charge distributions on the resonator are expanded by a set of two-dimensional SDA basis functions reported in [7]. The values of $B_n/\omega$ and $B_m/\omega$ against the overlapping distance $D$ of the adjacent resonators are plotted in Fig. 2 (a) and (b), respectively. The discontinuity parameters associated with the colinear broadside-end coupled and the 90°-bent broadside-gap coupled structures are represented by solid lines and dotted lines in Fig. 2, respectively. When $D$ is positive, the adjacent resonators are overlapped each other as shown in Fig. 1(b). Where the overlapping region of the 90°-bent broadside-gap-coupled is assumed to be square in shape with $D^2$ in size. When $D$ is negative, there is no overlapping region defined. Instead the adjacent resonators are separated each other, the shortest distance of the two resonators projected in x-y plane is $|D_1|$ and $\sqrt{2} |D_2|$ for the colinear and 90°-bent broadside-gap-coupled structures, respectively. The other structural parameters associated with the discontinuities are also given in Fig. 2. Although the value of $B_n/\omega$ and $B_m/\omega$ of the broadside-gap-coupled resonators are obtained based on quasi-TEM approximation, it will be shown in the experimental result that they are insensitive to frequency variations for the given dimensions of
To verify the design concept, a 32-to-38 GHz compressed-length broadside-gap-coupled bandpass filter is built and tested. The photograph of the prototype is shown in Fig. 3. This prototype is printed on a 10 mils RT/5880 Duroid substrate with dielectric constant of 2.2. The structural parameters associated with filter are also given in Fig.3. Note that the prototype is fabricated without any adjustment or physical fine tuning. The well-known SSS to rectangular waveguide transitions [2] are adopted to integrate the filter with waveguide input and output.

The measured and theoretical filter responses are superimposed in Fig. 4. The theoretical filter responses are obtained by providing Touchstone microwave circuit simulator with the discontinuity parameters of Fig. 2, the physical length of the resonators and the propagation and attenuation constants of the SSS with considering the conductor loss [7]. The theoretical filter characteristics are represented by dotted lines. The measured filter characteristics including the effect of the SSS to waveguide transitions are plotted by solid lines in Fig. 4. Due to a small shift between the front and backside circuit pattern, the first transmission zero of the filter is shifted from 32.0 GHz to 31.3 GHz and the prototype suffers approximately 5 dB ripple between 31.3 and 32.2 GHz. Nevertheless, the measured results are very close to the theoretical predictions and show about 1.4 dB insertion loss.
and greater than 10 dB return loss between 32.2 GHz and 38.0 GHz.

IV. Conclusions

A new technique for constructing the millimeter-wave bandpass filter based on the concept of colinear or non-collinear broadside-gap-coupling of the adjacent resonators is presented. The measured performances of a 32-38 GHz compressed-length seven-resonator bandpass filter prototype are close to the theoretic filter responses. This experimental result also indicates the validity of the quasi-TEM analysis of the broadside-gap-coupled discontinuities even for very high frequencies. The described design procedure with the aid of the rigorous field theoretic analysis is very suitable for millimeter-wave and microwave integrated circuit process.
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Summary

This paper extends a previous ICMWFT'90 paper thru reviews of recent developments in millimeter wave radar as reflected in newly published papers on both millimeter wave surveys and millimeter wave radar applications. It is hoped this paper has chronicled progress in the developing millimeter wave radar art. Initially the very great progress was fueled by rapid advances in millimeter wave technology. Now new millimeter wave applications are being investigated and previously developed applications continue to be refined.

Introduction

For over fifteen years this author has periodically presented surveys of millimeter wave radar. A paper presented at the first International Conference on Millimeter Wave and Far-Infrared Technology (ICMWFT'90) [1] addressed many topics including millimeter wave radar frequencies, why millimeter wave radar, possible millimeter wave radar applications, and discussion of recent; i.e., up to 1989 civilian and military K_a-Band and millimeter wave radars. Its accompanying bibliography of over 100 entries presented copious references including earlier millimeter wave radar survey papers and books. In the interest of brevity new readers are encouraged to consult that reference for background information on these topics. The bibliography presented here is much shorter than that of the ICMWFT'90 paper since page limitations for this Digest generally constrain this paper to the period of 1989-1991 except in special cases. In the space available the references cited will only briefly mentioned. More extensive treatment of the references, together with further references will be given in the conference presentation. In compliance with the new definition of millimeter wave radar in the revision of IEEE STD 686, "IEEE Standard Radar Definitions" which indicates that MMW radars operate at frequencies of 30-300 GHz (wavelengths of 10-1 mm respectively), separate delineation of K_a-Band radars will not be made in this paper.

Although this paper will address millimeter wave radar systems many millimeter wave survey papers discuss both millimeter wave technology; e.g., RF sources, detectors, etc, and other millimeter wave applications, especially communications. The British authored paper by Olver [2], the U.S. authored paper by Wiltse [4], and the Australian authored paper by Fourkis [5] are general millimeter wave survey papers while the paper by Klien [3] considered only millimeter wave radar. The three cited general millimeter wave survey papers by authors from three different countries present interesting contrasts. The radar papers cited herein will be discussed in two groups, civilian applications and military applications.

Contemporary Civilian Millimeter Wave Radar Applications

Most of the contemporary civilian millimeter wave radar activity closely follows that reported previously [1]. Detlefsen [6] discussed application of millimeter wave radar for short range civilian applications in an excellent paper presented at CICR-91 in Beijing last year. All his applications involved use of homodyne principles. Since those civilian applications are for short range systems, the resulting equipments will be very small in size. Very likely quite significant numbers of such equipments are to be anticipated. Even so, such substantial production is unlikely to have a significant impact on general millimeter wave component manufacture. Currently, automobile braking seems to be dormant in the United States.
Helicopter borne wire avoidance millimeter wave radars previously reported seem to have a mixed situation. In Beijing last year an individual from the developer of the French Romeo radar informally indicated that this W-Band radar is about thru with evaluation and should enter production shortly. In contrast, the widely described German V-Band 60 GHz wire avoidance radar has received very little publicity in the technical press recently.

Millimeter wave meteorological radars continue to be used as one-of-a-kind research tools. Survey of these special radars was presented at another conference [7]. Mead [8] reported observations of clouds and fog with a 1.4 mm MMW radar. In other civilian applications, Hadcock and Ulbay [9] described a 140 GHz scatterometer system and presented measurements of terrain. Sekine et al [10] reported observations of ground clutter with a millimeter wave radar. Havashi et al [11] studied recognition of a vessel's shape by millimeter wave radar presumably for civilian applications. Interestingly, the paper abstract does not indicate the technique which was used for target recognition other than that a millimeter wave radar was used to observe echoes from a car carrier ship and those received from clutter. Apparently work was not done to evaluate the concept on other vessels such as tankers, freighters, etc. Military sponsored millimeter wave target recognition work will be discussed in a subsequent section of this paper. The paper by Ni Yanghua presented at CICR-91 [12] described a millimeter wave sensor at K_a-Band for airborne remote sensing.

The ICMWFT'90 paper [1] described a space borne millimeter wave debris tracking radar. Further papers by the same group have been published on their concept. In the land based civilian space area, the previously reported JPL proposed interplanetary K_a-Band gyroklystron transmitter is now joined by a study of the application of a free electron laser land based bistatic radar for imaging of a satellite in geosynchronous orbit [13]. A satellite in low earth orbit would contain the radar receiver. The receiver satellite would be tracked by an auxiliary ground based system which would also handle relay of the satellite receiver signal.

Contemporary Military Millimeter Wave Radars

Knowledge of both target radar cross section and clutter characteristics are of paramount importance in the design of military radars at any operating frequency. Extensive work on these two topics were reported in the ICMWFT'90 paper. Lawner et al [14] described a coherent FM-CW millimeter wave radar system for radar cross section measurements. Bledger et al [15] described FLASHLIGHT, a three dimensional millimeter wave imaging radar for radar cross section measurements. Robertson et al [16] described a K-Band instrument radar with a one foot resolution at NATRAD-1991. Millimeter wave tracking radars are frequently used to obtain radar cross section and clutter measurements under dynamic conditions as well as for use in millimeter wave systems.

Li Jiliang and Xie Zhang [17] described a dual band experimental radar in a new Chinese technical journal. Although dual band millimeter wave tracking radars have existed for many years, e.g., the U.S. NRL TRAKX and the Hollandse Signaalapparaten FLYCATCHER military radar [1], the Chinese radar is novel in that it operates in K_a and K_b Bands in contrast to the usual X and K_b band combination. Although K_a-Band is fairly close to X-Band, the latter is more established and has better performance than the former frequency. Other combinations such as X/W (i.e., 95 GHz) MMW/IR and MMW/EO have been explored as dual band millimeter wave systems. Grevins et al [18] described a millimeter wave monopulse radar for target tracking with a new antenna concept. Oderland et al [19] described the EAGLE K_a-Band tracking radar at R A D -90. It is proposed to accomplish non cooperative target recognition (NCTR) with the high resolution mode of this radar. Archdale [20] proposed use of a millimeter wave pod mounted airborne radar operating at W-Band as a target acquisition system (TAS). It uses an Extended Interaction Amplifier (EIA) to achieve a peak power output of 1.1 kW with a duty cycle of 0.004 and a saturated gain of 45 dB.

In other contemporary military applications of millimeter wave radar, Guang Jin Zhang et al [21] at this conference describe application of millimeter wave radar for trajectory measurement of guns. This will be recognized as use of millimeter wave radar as a research
tool rather than in a military system. Here a small solid state radar is used for both interior ballistics measurements; i.e., within the gun. Measurements were made with balls in the 5.8 mm rifle, 7.62 mm sub-machine gun, and 14.5 mm antiaircraft artillery. Resulting Doppler waveforms were stored for subsequent comparison with theoretical computations. Exterior trajectory measurements were also made with a 4.5 mm gas gun, 7.62 mm rifle, and 14.5 mm antiaircraft artillery. According to measured data the ratio of radar active distance to projectile ball diameter exceeded a ratio of 9000. Unfortunately that paper has no references.

Stonier [22] proposed application of millimeter waves to the detection of Stealth aircraft, but did not present analysis to support his proposal. Clearly, further study of this concept is required. Most of the paper addressed structures and materials aspects in consonance with the author's principal field of experience. Millimeter wave radars are also being considered for several military systems; e.g., Maverick and Longbow [4,23] as examples of the MMIC (Millimeter wave Monolithic Integrated Circuit) insertion program.

As indicated above dual band/dual mode millimeter wave sensors with IR have been extensively described previously [1]. Benzer et al [24] presented their recent work on a 6 inch common aperture W-Band radar and a passive 3 to 5 um IR imager. Intended application is an air to ground missile system. The paper has extensive technical details including test results of a functional breadboard system. In a similar activity Prutz et al [25] described a high resolution airborne multisensor system. It is an aircraft based system consisting of forward-looking and downward-looking sensor suites. Sensor suites which were evaluated include CO2 and near IR laser radars, long wave passive IR systems extending to 12 um, and an 85.5 GHz millimeter wave radar. This is a test bed for data collection. Extensive technical data and test results were presented. It should be noted that the millimeter wave frequency used was not allocated by WARC-79 for millimeter wave radar systems [1].

In looking at all the contemporary millimeter wave radars reported herein there is an inverse relation between the extent of the work reported and the radar frequency used; viz, there is very extensive work at K-Band, extensive work at W-Band, a little at 140 GHz, and only one paper at 225 GHz. The paper by McMillan et al [26] described an experimental 225 GHz pulsed coherent radar. Its intended application is backscattering measurements from surfaces and materials at this frequency. This work has been reported previously [1], but it is still noteworthy since its use of optics techniques for the polarizer (beam splitter), antenna lens, and mirror scanner illustrate the transition from conventional microwave techniques to optics as the submillimeter wave region is approached. Extensive technical details of the equipment are given in the paper. It is recognized that the specific frequency used was determined by the availability of the transmitter Extended Interaction Oscillator (EIO) available, but it should be noted that this frequency was not allocated by WARC-79 for radar system application. Frequency regions of 231-235 and 238-241 GHz were allocated for SECONDARY radar use while 241-248 GHz was allocated for PRIMARY radar application.

The last contemporary millimeter wave radar topic to be discussed stems from the paper by Jin Xuan Gong at this conference [27]. The topic of millimeter wave ECM (Electronic Countermeasures) (more correctly EW; i.e., Electronic Warfare) is actually a natural progression from EW at microwave frequencies. Millimeter wave frequencies are a powerful ECCM against millimeter wave ECM. As Jin points out, ECM can be used against millimeter wave radars. Millimeter wave radar ECCM was mentioned in the ICMWFT'90 paper cited above but it only briefly mentioned increased immunity of millimeter wave radar to hostile interference with little explanation. This topic was addressed more fully in two papers [28,29] which were not cited in the ICMWFT'90 paper. Thus the Jin paper warrants further study.

Concluding Remarks

As this paper indicates, Millimeter Wave Radar is still a very active field. Although military K-Band radars continue to find tactical employment, current monetary constraints probably will not permit production and tactical employment of W-Band missile radars at the present time. Even so, development of such systems is expected to continue.
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W BAND COMMUNICATION SYSTEM AND ELECTRICAL WAVE PROPAGATION MEASUREMENT SYSTEM

Shuyi Dong, Donggou Zhang, YiYan, Limin Qiao
(Xidian University, Xi'an, China)*

ABSTRACT

In this paper, the communication system and electrical wave propagation measurement system have been researched and made at W band using direct-modulation method, which has some distinctive advantage: simple circuit, low cost and high reliability. It is the communication system compatible with electrical wave propagation measurement system. The measurement data are sampled by automated sampler, as measurements of propagation attenuation and cross-polarization.

INTRODUCTION

Millimeter wave communication systems involve the transfer of information between a source and a user. Modulation method has been used direct-modulation and intermediate frequency modulation by means of the mm-wave transfer of information. Usually the latter is used, but it is a complex circuit and high cost. The former is a simple circuit, but it needs to solve problem of direct modulating low resistance about mm-wave Gunn oscillator. In this paper, the mm-wave direct-modulator of frequency has been researched and made. The W band communication system using direct frequency modulation is kind of simple circuit, low cost and high reliability. The system is compatible with electrical wave propagation measurement system. To turn modulation signal off, the intermediate frequency signal turn on field intensity indicator. The data are sampled by automated sampler, as measurements of atmospheric propagation attenuation and cross-polarization. Data are processed by microcomputer. Using curve fitting method, we can inquire into mathematical mode of molecule absorb, atmospheric curl and water coagulum versus near millimeter wave propagation to use as the design of propagation road.

BLOCK DIAGRAM OF W BAND COMMUNICATION SYSTEM AND PROPAGATION MEASUREMENT SYSTEM

Figure 1 shows the block diagram of the W band communication system and electrical wave propagation measurement system.

Main characteristics of the communication system:

* The project is aided financially by national natural science fund.
Second IF: 70 MHz. (6) IF band width: > 30 MHz. (7) Polarization type duplex isolation: 25dB. (8) Minimum power of receiver: <-70 dBw. (9) Video band width: > 10 MHz. (10) Magnitude–frequency characteristics of video: for 50Hz–5.5MHz, < .75dB. (11) Transmission information: duplex transmission one color TV signal & one audio (or one duty telephone), or 960 route duplex telephones, or 32 route duplex digital communication. (12) Audio sub-carrier: 6.5MHz(FM).

**Fig.1** Block diagram of W band communication system and electrical wave measurement system

THE DIRECT-MODULATION OF GUNN OSCILLATOR AT W WAVE BAND

The direct-modulation of Gunn oscillator at w wave band(FM) shows as figure 2.

**Fig.2** Modulation characteristics of Gunn oscillator.

DC resistance of Gunn oscillator is about 0.5–2 Ohm. dynamic resistance is about 10–15 Ohm only, voltage is 4–5V, electric current is about 1 A. It is very hard to overcome the low resistance effect by means of convention modulating method, because of the resistance of Gunn diode.
shorted. After studying, the effective modulating was achieved.

Base-band singal can be one color TV signal plus one audio modulating frequency sub-carrier sig-
nal 6.5 MHz, or 960/300 route carrier telephone signals or 32 route PCM digital telephone
signals. It is proved practically that the frequency modulator can work the whole millimeter wave
band. Modulation band width is greater than 15 MHz and magnitude frequency characteristics less
than 0.75 dB.

DISTINGUISHING FEATURE OF TESTING RECEIVER

Figure 3 shows block diagram of the testing receiver at w band. To overcome the frequency drift
automatical frequency control is set up in the testing receiver. Electrical wave propagation
attenuation precision is less than 1 dB. The dynamical extent of the precision attenuator is about
70 dB. The resolving power is 1 dB. The input signal of the testing receiver is from the mixer of w
band receive end. Input signal frequency is 1-1.5 GHz. The local oscillator follows the tuning range
950-1450 MHz. The outputs of the field intensity are transmitted into the data sampler and
microcomputer. The output level of the testing receiver is in the range of TTL level to satisfy the
needs of the computer.

W BAND RECEIVER
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HIGHT F. HEAD
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Fig. 3 Block diagram of the testing receiver.

The technique index of the testing receiver was as follows: (1) Frequence range: 950-1450
MHz. (2) Receiver sensitivity: 0.1mv. (3) Noise figure: 4dB. (4) IF: 70 MHz. (5) Dynamical
range of the attenuator: 0-70dB. (6) Microcomputer interfacing level is TTL level.

MEASUREMENT OF THE CROSS-POLARIZATION

As measureing the cross-polarization of atmospheric propagation, transmitter is rotated 45° to
product 45° line polarisation wave (see figure 4). The signals received by receive antenna via the
polarization separator are fallen into two route. One route is the horizontal and another is vertical
polarization. The two route via the mixer are transmitted into the testing receives, respectively. They
are transmitted into the microcomputer to process data sampled. The results of the
cross-polarization effect are Typed.

Fig.4 The cross-polarization measuring system.

The output anyone route in receive system can use as measuring atmospheric attenuation and atmosphere glimmer effect.

CONCLUSION

It is proved practically that the communication system and electrical wave propagation feature measurement system is successful at 91-94 GHz. In the communication test the duplex information transmission has been realized. The picture of the colour TV is clear and the sound is pleasing to ear. The system are refitted as measurements of dielectric constant, RCS and others.
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APPLICATIONS OF HIGH-TEMPERATURE SUPERCONDUCTORS IN MILLIMETER-WAVE COMPONENTS

A.R. JHA, TECHNICAL DIRECTOR, JHA TECHNICAL CONSULTING SERVICES, CERRITOS, CA 90701 (USA)

SUMMARY

This paper describes the unique properties of High-Temperature Superconducting Thin Films (HTSTF) for possible application in microwave integrated circuits. HTSTF can be characterized as Thin Film Microstrip (TFMS) lines operating at superconducting temperatures. Low insertion loss, minimum signal delay, and low power dissipation are possible with HTSTF lines compared to conventional microstrip lines. Note that conductor loss, dielectric loss, signal distortion, signal delay, and instantaneous bandwidth are dependent on the film thickness, superconducting film material, and substrate properties. Preliminary studies indicate that superconducting bulk ceramics are suitable for HTSTF lines. Thin films of Yttrium Barium Copper Oxide (YBCO) with critical temperature (T_c) of 95 K, Bismuth Strontium Calcium Copper Oxide (BSCCO) with T_c of 85 K, and Thallium Calcium Barium Copper Oxide (TCBCO) with T_c of 125 K appears to be most suitable for microwave integrated circuit applications. In addition, appropriate high temperature substrates such as MgO, SrTiO_3, and ZrO_2 must be evaluated for optimum microwave performance. High-temperature superconducting microwave circuits can operate at liquid nitrogen temperature (77 K), which is about ten times cheaper than liquid helium. For maximum economy the refrigerant operating temperature must be close enough to the critical temperature of the materials mentioned.

Preliminary investigation seems to indicate that microwave performance of the HTSTF lines will be better than conventional gold plated copper strips if the cryogenic temperature is maintained below 40 K. However, ordinary gold plated copper microstrip loss performance appears to be better than YBCO films at 77 K above 10 GHz (Figure 1). There is a possibility to reduce the insertion loss using multiple layers of HTSTF films, but at the expense of higher cost and complexity. Regardless of the existing problems or shortcomings, implementation of HTSTF lines into microwave integrated circuits and printed circuit antennas will be found most cost-effective at microwave frequencies. Cryogenic operation will considerably reduce the insertion loss at mm-wave frequencies (Table 1).

Preliminary calculations reveal that the insertion loss of the YBCO film of suitable thickness on the high temperature, high dielectric substrate of MgO (ε_r = 10) is about 35% lower at 20 GHz compared to gold plated microstrip lines operating below 40 K temperature. Superconducting films require high dielectric substrates such as MgO, SrTiO_3, or ZrO_2 to satisfy the required microwave performance level. Two factors must be considered in selecting a suitable substrate for HTSTF lines:
a) The crystal structure of the substrate must permit formation of high quality of HTSTF films at higher sputtering temperatures necessary for higher critical temperatures.

b) The dielectric constant and loss tangent must be low enough so that the dielectric losses do not exceed the conductor losses.

Regardless of the circuit application, one must investigate the dispersion effects, conductor and dielectric losses for films and microstrips (Figure 2), and potential substrates for optimum microwave performance.

It is important to mention that the conductor loss is the most dominating performance parameter, which is proportional to the RF surface resistance $R_s$ (Table 2). Computed values of RF surface resistance for various superconducting materials as a function of operating frequency and cryogenic temperature are shown in Figure 1. High-temperature superconducting material physics indicate that the intergranular coupling and the anisotropic property of the ceramic superconducting films can increase the conductor loss, particularly at millimeter-wave frequencies where anomalous skin resistance is more dominant. Published data indicates that the anomalous skin resistance ($R_a$) is greater than normal skin resistance by 1% @ 1 GHz, by 6% @ 10 GHz, and by 10% @ 20 GHz. This means that superconductor surface impedance parameter, rather than RF skin resistance ($R_s$), must be considered @ mm-wave frequencies to predict RF performance level with optimum accuracy.

HTSTF lines have potential applications in electronic components, microwave filters, delay lines, mm-wave printed circuit microstrip antennas, monolithic low-noise amplifiers, mm-wave phase shifters, and digital/analog signal processing integrated circuits. Implementation of HTSTF technology in microwave systems yields minimum insertion loss, ultra-fast switching capability, higher sensitivity, higher current density, lower power dissipation, higher reliability, excellent MMIC compatibility, and lower equipment cost and complexity. Computed data (Figure 1) indicates that at present YBCO lines have lower insertion losses than those for copper microstrip lines @ 77 K, but only at frequencies below 4 GHz. More research and development activities need to be undertaken in terms of equilibrium thermodynamics, kinetics, film growth temperature, oxygen pressure and surface smoothness to produce quality HTSTF films with lower insertion losses @ mm-wave frequencies. The dream of room-temperature superconductivity is now within accessible reach with rare-earth superconducting materials, if the film reproducibility and thermal stability issues are satisfactorily resolved.
TABLE 1

PROJECTED RF PERFORMANCE DATA FOR A HIGH TEMPERATURE SUPERCONDUCTING CERAMIC COMPOUND YBCA-FILM DEPOSITED ON MgO SUBSTRATE (er = 10)

<table>
<thead>
<tr>
<th>T (K)</th>
<th>Surface Resistance Rs (ohms)</th>
<th>20 GHz</th>
<th>44 GHz</th>
<th>60 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(ohms/L/dB/cm)</td>
<td>20 dB/cm</td>
<td>44 dB/cm</td>
<td>60 dB/cm</td>
</tr>
<tr>
<td>77</td>
<td>4.59x10^{-6}</td>
<td>0.060</td>
<td>1.06</td>
<td>0.104</td>
</tr>
<tr>
<td>65</td>
<td>1.63x10^{-6}</td>
<td>0.026</td>
<td>0.63</td>
<td>0.062</td>
</tr>
<tr>
<td>60</td>
<td>0.94x10^{-6}</td>
<td>0.028</td>
<td>0.52</td>
<td>0.048</td>
</tr>
<tr>
<td>40</td>
<td>0.90x10^{-6}</td>
<td>0.026</td>
<td>0.54</td>
<td>0.046</td>
</tr>
</tbody>
</table>

PARAMETERS ASSUMED:

- \( I_0 = 50 \) ohms, \( h = 0.004 \)
- \( q = \) dielectric filling factor (0.833)
- \( e_r = \) relative dielectric constant (10)
- \( e_{eff} = \) effective dielectric constant (8.5)
- \( \tan \delta = \) Loss Tangent (0.005 assumed)
- \( L_d = 0.25 \) db/cm (\( \tan \delta = .005 \)) @ 20 GHz
- \( = 0.32 \) db/cm (\( \tan \delta = .010 \)) @ 20 GHz

TABLE 2

PERFORMANCE COMPARISON BETWEEN THE STANDARD MICROSTRIP LINES AND THIN FILM MICROSTRIP (TFMS) TRANSMISSION LINES

<table>
<thead>
<tr>
<th>FREQUENCY (GHz)</th>
<th>SKIN Depth ( \delta ) (MICRO INCHES)</th>
<th>SURFACE RESISTANCE ( RS ) (OHMS)</th>
<th>MICROSTRIP WIDTH ( W ) (INCHES)</th>
<th>CONDUCTOR LOSS LC (dB/cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>26.0</td>
<td>0.0260</td>
<td>0.0330</td>
<td>0.0147</td>
</tr>
<tr>
<td>20</td>
<td>18.4</td>
<td>0.0370</td>
<td>0.0420</td>
<td>0.0148</td>
</tr>
<tr>
<td>35</td>
<td>13.9</td>
<td>0.0490</td>
<td>0.0520</td>
<td>0.0148</td>
</tr>
<tr>
<td>44</td>
<td>12.4</td>
<td>0.0530</td>
<td>0.0550</td>
<td>0.0149</td>
</tr>
<tr>
<td>60</td>
<td>9.8</td>
<td>0.0640</td>
<td>0.0650</td>
<td>0.0149</td>
</tr>
<tr>
<td>70</td>
<td>9.1</td>
<td>0.0690</td>
<td>0.0700</td>
<td>0.0150</td>
</tr>
<tr>
<td>95</td>
<td>8.4</td>
<td>0.0810</td>
<td>0.0818</td>
<td>0.0150</td>
</tr>
<tr>
<td>142</td>
<td>5.9</td>
<td>0.0920</td>
<td>0.0990</td>
<td>0.0165</td>
</tr>
</tbody>
</table>

REMARKS: CURRENT DENSITY IS ABOUT 37% OF SKIN DEPTH
FIGURE 3: SURFACE RESISTANCE FOR VARIOUS SUPERCONDUCTING FILMS AS A FUNCTION OF TEMPERATURE AND FREQUENCY

FIGURE 2: INSERTION LOSSES FOR CONVENTIONAL LINES AND THIN LINES AS A FUNCTION OF FREQUENCY AND SUBSTRATE THICKNESS.
STUDY OF DUAL-BAND AND DUAL-POLARIZATION MMW ANTENNA FEEDING SYSTEM

Deng Ciping, Lu Xin, Li Zhen
Beijing Institute of Technology, P.O. Box 327, Beijing 100081, China

ABSTRACT

The dual-band and dual-polarization (D&D) MMW antenna feeding system (AFS) presented in this paper is composed of a branching unit, in which dual-band signals are separated and isolated, and a dielectric-guide dual-reflector antenna formed by linking the dielectric filled in the branching unit and sub-reflector. This kind of AFS has a single-reflector and a common feed, so the configuration is simple and firm, meanwhile good electric properties are maintained.

Up till now, this kind of D&D MMW AFS has been used in some experimental facilities of dual-band MMW system such as radiometer, communication system, active and passive detector and so on, and the various developments are achieved.

INTRODUCTION

Compared with single-band MMW systems, dual-band MMW systems have some advantages such as antijamming and so on. In general, the AFS in dual-band is composed of a single-reflector and double feeds, but interference between the two feeds is one of the key problem to improve the system property. We have solved this problem perfectly by using a dielectric-guide dual-reflector antenna, and a branching unit in which dual-band signals are separated and isolated by means of both the high-pass property of wave-guide and the orthogonality of wave-guide modes. The antenna is formed by linking the dielectric filled in the branching unit and the sub-reflector. This kind of AFS has a single-reflector and one common feed in dual-band, so not only the configuration is simple and firm, but also the sub-reflector is fabricated to taper reflector under certain condition. Therefore the fabrication is very easy meanwhile good electric properties are maintained.

The D&D MMW AFS is used in some experimental facilities of dual-band MMW system, and the various developments are achieved. The results obtained indicate that the development of D&D MMW AFS is successful.

THEORY AND DESIGN OF D&D MMW BRANCHING UNIT

The structural drawing of D&D MMW branching unit is illustrated in Fig.1, in which the region I bounded by AA', DD' and EE' is a HT-junction of wave-
guide, the region DD' and BB', is a tapered wave-guide section, and the region EE' and CC', is a high-reduced wave-guide with two tapered wave-guide sections. A full-high dielectric piece is symmetrically located in the wave-guide. It is convenient to link to external devices.

Both the orthogonality and the cut-off characteristic of waveguide modes are used to isolate 8mm- and 4mm-wave each other. In general, the dominant modes of 4mm- and 8mm-wave are LSM mode to the broad wall of the wave-guide and TE_{10} mode, respectively. Thus it can be seen that the electric fields of 8mm- and 4mm-wave are orthogonal in the dielectric piece, and that 8mm-wave is cut off in the region I and 4mm-wave cut off in the region II when b'' is less than λ/2, where λ is the wavelength of 4mm-wave in free space. So that, 8mm- and 4mm-wave are separated with high isolation.

The impedance matching, which is very important, is performed respectively and independently in each band. For 4mm-wave it is relying upon the tapered dielectric which may not affect the transmission of 8mm-wave. For 8mm-wave, matching is done by means of a metal film located in region R on the dielectric piece, as shown in Fig.1.

THEORY AND DESIGN OF DIELECTRIC-GUIDE DUAL-REFLECTOR MMW ANTENNA

Extending the dielectric filled in the branching unit to connect the sub-reflector, the sub-reflector can be monitored by dielectric-guide instead of supporting frames. As a result, not only the configuration is compact and firm, but also the leakage and blockage are reduced and the efficiency is improved and the sidelobe level is decreased. But in this case, the variation of the optical path from the feed to the antenna aperture must be corrected. The method is by altering the shape of sub-reflector to compensate the phase difference on the main-reflector. Fig.2 illustrates the geometrical relations of electromagnetic rays in the dielectric-guide dual-reflector antenna. Considering the configuration symmetry, only half of the practical antenna is plotted in Fig.2, where F is the focal length of the main reflector, B half of the maximum dimension of the feed, L the distance between feed and apex of the main-reflector, here assuming that the distance between equivalent phase center of feed and apex of the main-reflector is L as well.

According to geometric optics principle, it is not difficult to derive the formulation of the corrected sub-reflector. In general, the shapes of sub-reflector corrected are some complex curved surface. But in some cases, the variations of the sub-reflector diameter, d, and the dielectric constant, ε_r, not only cause angularity variation of the sub-reflector shape, but also cause the change of bending direction. Therefore the shape of the sub-reflector can be approximated a taper cone by selecting proper ε_r and d, and the antenna properties are still maintained. Although no blockage is caused by supporting frames in the dielectric guide dual-reflector antenna, there exists blockage of dielectric-guide. In the design, both blockages of sub-reflector and dielectric-guide can get minimum values by selecting proper parameters d and L. Moreover, parameters ε_r, d and L should be considered synthesizly to ensure that antenna achieves good properties in dual-band.

It can be seen that the shape of the dielectric inserted in the feed may be selected properly to match and coincide the feed well, meanwhile the an-
tenna properties are not affected. So the configuration of AFS is compact, more stability and availability.

EXPERIMENTAL RESULTS

The photograph of the dual-band (8mm & 4mm) and dual-polarization antenna feeding system is presented in Fig. 3. The experimental results are shown in Fig.4 to Fig.8 and presented in Table.

Although 4mm-band measurements were carried out at some frequencies, the results obtained indicate that the D&D MMW AFS is practicable. In fact, this kind of D&D MMW AFS has been used in some experimental facilities of dual-band MMW system, such as radiometer, communication system, active and passive detector, and so on. Lots of good results obtained indicate that the development of D&D MMW AFS is successful.
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Fig.1 Configuration of the branching unit

Fig.2 Geometrical relations of EM rays in dielectric-guide dual-reflector antenna

Fig.3 Photograph of dual-band (8mm & 4mm) dual-polarization MMW antenna feeding system
Fig. 4 Experimental results of VSWR of the branching unit in 8mm-band

Fig. 5 Experimental results of insertion loss of the branching unit in 8mm-band

Fig. 6 Experimental results of VSWR of the antenna feeding system in 8mm-band

Fig. 7 E- and H-plane patterns of the antenna at 35.7GHz

Fig. 8 E- and H-plane patterns of the antenna at 72.0GHz

Table: Experimental data of the branching unit at 35.9GHz and 74.0GHz

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>VSWR</th>
<th>Insertion loss (dB)</th>
<th>Isolation (dB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>35.9</td>
<td>1.20</td>
<td>0.62</td>
<td>25</td>
</tr>
<tr>
<td>74.0</td>
<td>1.25</td>
<td>0.70</td>
<td>23</td>
</tr>
</tbody>
</table>
NEW EXCITATION METHOD OF AUSTON SWITCH

Zhang Ling-qing and Wu Ke-qin
Shanghai millimeter-wave & submillimeter-wave Laboratory

ABSTRACT

We have presented a new method of excitation on photoconductive switch which can generate man-control ultrashort electrical pulses. The advantage of this method is that it relaxes the seriously dependence on free carrier lifetime of photoconductor on ultrafast optoelectronic devices.

INTRODUCTION

Since Jayaraman and Lee first observed the picosecond photoconductivity effect in 1972, there have been many application. One of the major applications has been in ultrafast switching which can be done with picoprecision. The switching of voltage pulses (Auston, 1975) by using picosecond photoconductivity engendered ultrafast optoelectronics in which picosecond switching has been achieved. Auston switch has a rapid rise, but a long trail owing to the long lifetime of photoconductive material. This conditions has improved when new materials which have short carrier lifetime have developed, such as Cr.GaAs, amorphous silicon, radiation-damaged SOS. With fs laser source and "the sliding contact" excitation, subpicosecond electrical pulse can be obtained. The typical work in this area was done by D.R.Grischkowsky et al. recently shown in figure 1.

The laser source is a compensated colliding pulse, passively mode-locked dye laser producing pulses with 80fs width at a 100MHz repetition rate. The photoconductive material is heavily ion-implanted silicon-on sapphire (SOS) which has the carrier lifetime of a limit of 600fs. The electrical pulse short than 0.6ps on a coplanar transmission line had been obtained using a new method of pulse generation, "the sliding contact". We have generated electrical pulses of ps order as well by using radiation-damaged SOS as photoconductor and a similar microstrip circuit. In addition, Defonzo, Smith et al. using integrated planar antenna technique had generated the sub-picosecond electrical pulse radiation. Regardless of how were the ultrafast electrical pulses transmitted being generated, they all have the same way of excitation, that is, shorting the microstrip gap with one ultrafast optical pulse, as shown in figure 2(a).

The electrical pulse generated on Auston switch is determined by the laser pulse, the carrier lifetime in semiconductor, the capacitance of the switch. Recent work indicated that under some conditions, the effect of the laser pulselength and gap capacitance can neglect, as a result, the
crucial aspect is the carrier lifetime. As for most fast optoelectronic devices, it is this factor that seriously limits the response speed. Although the carrier lifetime can be reduced to ps order using radiation-damage technology, it can not be short than 0.6ps of the limit lifetime. besides radiation-damage can not presently apply to most photoconductors which have carrier lifetime much larger than 1ps, therefore, it will undoubtedly be a new research field in the future of how to break the limit which introduced by the carrier lifetime to response speed. For this reason we have prosed a new method of excitation, expecting to do some fundamental research work in area.

TWO-STEP PHOTOCITATION

Figure 2(b) shows the schematic diagram of two-step photoexcitation on a Auston switch, transforming one optical beam excitation to double optical beam excitation which have a relative delay(valid when shorter than carrier lifetime). each cover half of the gap. these are all the two-step photoexcitation meanings(on time and space). With this new method, one can generate electrical pulses with theirs pulsewidth being controled. Its operating principle as follow.

Assuming two optical beams (1) & (2) with a time interval of \( \tau \) illuminate on the gap shown in figure 2(b). Although the local photoconductivity of the gap illuminated by beam(1) would increase, the gap will hardly turn on because of only partially excited. However, the electron-hole plasma induced by the beam(1) will decreases slowly (relative to the speed of plasma generating) as shown in figure 3(a). After a certain time \( \tau \), letting the beam(2) illuminate, the local photo-conductivity increases sharply owing to the high speed of plasma generating: As a result the photoconductivity of the whole gap increases sharply, the switch is open at once. While, the recombination of carriers owing to beam(1) is nearly completed, gap photoc conductivity then decreases sharply: Hence, the switch turns off generating a transient signal narrow than the carrier lifetime shown in figure 3(b).

According to Auston’s theory which is extremely general and applies to practically any transmission line configuration, the duration of the generated electrical pulse was given by the convolution of the laser pulse \( \tau \) the carrier lifetime. It is obvious that the photoconductive response can be improved by managing to reduce the carrier lifetime of photoconductor in the gap while the laser pulsewidth fixed.

In fig. 2(b), assuming the illumination is uniform(i.e., neglect dielectric relaxation). beam(1)illuminating at the zero moment, after delaying a certain time \( \tau \). letting the beam(2) illuminate, the photocconductivity are \( \Omega(t), \Omega(t) \) respectively. Neglecting retardation effect, and assuming exponential decays of carrier lifetime immediately after generation, then

\[
\Omega_1(t) = \begin{cases} 
(\mu_{eh} + \mu_{eh})\exp(-\frac{t}{\tau}) & \text{if } t < \tau' \\
0 & \text{otherwise} 
\end{cases} \quad (1) \\
\Omega_2(t) = \begin{cases} 
(\mu_{eh} + \mu_{eh})\exp(-\frac{t-t'}{\tau}) & \text{if } t > \tau' \\
0 & \text{otherwise} 
\end{cases} \quad (2)
\]

Fig. 3 Schematic diagram of two-step excitation.
where \( n_0, p_0 \) are the initial carrier densities, is carrier lifetime. The photoconductivity of the whole gap is

\[
\frac{1}{\sigma(t)} = \frac{1}{\sigma_1(t)} + \frac{1}{\sigma_2(t)}
\]

\[
\sigma(t) = \frac{\sigma_1(t) \cdot \sigma_2(t)}{\sigma_1(t) + \sigma_2(t)}
\]

Substituting Eqs. (1) & (2) into (4), we get

\[
\sigma(t) = \begin{cases} 
0 & t < \tau' \\
\left( n_0 \mu_+ + p_0 \mu_- \right) \frac{e^{-\frac{t-\tau}{\tau}}}{1 + e^{\tau/\tau}} & t \geq \tau' 
\end{cases}
\]

The curve of the photoconductivity \( \sigma(t) \) is shown in figure 4 which has the same shape as that in figure 3(b).

The photoconductance can then be determined as:

\[
g(t) = \frac{1}{V_g} \int dx \left( n_0 \mu_+ + p_0 \mu_- \right) \frac{e^{-\frac{t-\tau}{\tau}}}{1 + e^{\tau/\tau}} |E| t > \tau'
\]

where \( V_g \) is the voltage across the gap. \( E \) is the electric field. The photoconductance is reduced by a factor of \((1 + e^{\tau'/\tau})\) relative to that of one beam excitation.

Define \( (\tau - \tau') \) being the effective lifetime of gap carriers by two-step excitation, expressed as \( \tau_{eff} \). We have:

\[
\tau_{eff} = \tau - \tau'
\]

Apparently, to control \( \tau' \) is equivalent to control \( \tau_{eff} \). That is, the electric pulsewidth can be controlled at one's will. So, it breaks the limit to photoconductive response speed by the intrinsic carrier lifetime of photoconductive materials.

It should be noted that the full understanding of the mechanism of the two-step excitation, especially some problems on the applied technology, needs more research work.

CONCLUSION

In summary, we have proposed and explained the principle and the advantages of a new photoexcitation—two-step excitation, and the photoconductance expression of the Austen switch has been evaluated. It is of significance using this method to improve the response ability of optoelectronic devices.
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MILLIMETER WAVE ECM—A NEW FIELD OF ELECTRONIC COMBAT

JinXuan Gong
(Southwest Institute of Electronic Equipment, Chengdu, Sichuan, China)

ABSTRACT

In this paper, the features of mmW electronic countermeasure (ECM) are given. A system architecture of mmW radar ECM is proposed. And the stat-of-art, recent applications status and trends of mmW radar ECM systems abroad are briefly described.

THE FEATURES OF MMW ECM

In fact, the struggle between mmW ECM and ECCM is a struggle of energy. For example, in free space the ranges of ESM receiver and radar can be shown as:

\[ P_{\text{min}} = \frac{P_r G_r^2 \lambda^2}{(4\pi)^2 R_r^4} \]  \hspace{1cm} \text{(radar)} \hspace{1cm} (1)

\[ P_{\text{min}} = \frac{P_t G_t^2 \lambda^2}{(4\pi)^2 R_j^2} \]  \hspace{1cm} \text{(ECM)} \hspace{1cm} (2)

Illustrated by the equation, the intensity of signal received by the radar is in inverse proportion to \( R_r^4 \), while the intensity of signal received by the ESM receiver is in inverse proportion to \( R_j^2 \). That is to say, from the point of view of energy, a ESM receiver has certain advantages of range over a radar. Using the similar analysis method can result in a conclusion that, in high atmospheric attention, the radar jammer has certain advantages over a radar, too. But in actual applications, the radar function is better than that of radar ECM system. The reasons are as follows:

1. MmW radar can use one or more narrow bands, while for mmW ESM receiving and jamming system, if there is no prior information available, it must cover the whole mmW band to intercept the radar targets and jam them.

2. Radar and communication systems may be operate on the same mmW frequency, so ESM receiver must be able to distinguish radar signals from non-radar signals in order to avoid interference from non-radar signals which have various modulations.

3. A mmW radar has short operation range, which shorten reconnaissance/jamming reaction time greatly. The reaction time from interception to jamming should be within only several decades of seconds.

4. Narrow Beam and High Antenna Gain. This forces the ESM receiver and jammer to exploit the same high-gain narrow-beam antenna, which will increase search time, and decrease the probability of radar reconnaiss-
5. A mmW radar has wide absolute bandwidth and may use extra-narrow pulse, so it has excellent ECCM capability and is very difficult to be detected and jammed. Also, the mmW radar has good range resolution, thus effect of chaff jamming is weakened.

6. Recently, conical scan mode is mainly explored in a mmW radar and the main jamming method used is angular deception. But it would be difficult to conduct wide bandwidth angular deception jamming in mmW bands.

**SYSTEM ARCHITECTURE OF MMW ECM**

In order to obtain relatively perfect ECM capabilities, mmW ECM should be integrated with current microwave and electro-optic ECM to form a comprehensive ECM system architecture, as shown in Fig.1. The EW intelligence sensor unit in Fig.1 is composed of microwave/mmW/optic multi-sensors and multi-sensor intelligence preprocessing subsystems.

![Fig. 1 System Architecture of mmW ECM](image)

It is used to intercept and analyze various signal intelligence, measure various technical parameters and locate targets via passive multi-station location or time-of-arrival difference location. According to the tactical needs, the sensors can be deployed at proper positions and combined into a network in a single platform or multiple platforms. Standard data link interfaces should be used among sensors. All-source intelligence analysis unit fuses the information intercepted by multi-sensors and makes a coherent processing. Supported by the various data bases, it identifies and displays automatically the targets. The unit has standard data-transmission communications interfaces in conjunction with the microwave/mmW radar and communication systems to achieve information sharing.

The EW command and control unit is a command center of coordinated battle. Supported by decision-making bank, it can analyze and compare enemy situation, find the best operational concept, properly distribute various jamming assets, determine jamming frequency, power, direction and time, etc., control the ECM unit to implement its jamming mission and control spatial activities and searching program of the multi-sensor unit. A standard data link interface is used between this unit and the other parts.

The ECM executive unit is composed of microwave/mmW ECM, communication ECM, fuse ECM, optic ECM, ARM attack, etc. Controlled by the EW command and control unit, it can conduct coordinated countermeasure operations, which enable the system carry out effective jamming or ARM...
attack against the multiple targets in optimal directions with the most suitable frequency, power, techniques and time. The system illustrated in Fig. 1 is relatively complete, full spectrum ECM system, it has a good versatility, and can be used in a special ECM aircraft, also it can be simplified to operate as a self-protect jamming system of a fighter, bomber, or AWACS aircraft. It can also be expanded to operate as shipboard EW system. In particular, when it is netted with other sensors on various platforms, this integrated ECM system can be used to detect those hardly-found targets such as stealth aircraft, cruise missiles, etc..

STATUS OF MMW ECM SYSTEM

As viewed from the whole developing progress of mmW ECM techniques abroad, mmW ESM system is developed rapidly with the mmW lower-power sources and low-noise devices becoming mature day by day. The types and achieved performances of mmW ESM receivers being developed or equipped are listed in table 1. At present, most of the developing activities of mmW ESM and warning system are concentrated on 18-40 GHz band, and few on 40-105 GHz bands. Typical systems such as the US MSQ-103A, WJ-1240, 1740 WJ-1925, APR-39A, UK "SUSIE", "Weasel", "KATIE" and Israel EL/L8310 etc. are all extended to 40 GHz. A channelized receiver is now being developed by Litton Industries INC., it operates from 26 to 100 GHz. NATO are now planning to develop a mmW radar warning system, which operates in 40-140 GHz. It is expected that by the year 2000, troops will be equipped with large number of mmW ESM and radar warning receivers.

As viewed from the primary features of mmW, it is even difficult to develop mmW radar jamming systems. To date, mmW jamming systems are being developed actively. For example, a mmW jammer is being developed for ALQ-131 jamming pods and SLQ-32 shipboard ECM system. Integrated EW system (INEWS) will cover microwave/mmW/laser band. US Army, Navy and Air Force are developing 20-95 GHz airborne radar jammers. US DOD is making a plan to develop mmW/microwave beam weapons. A low power beam weapon whose power will be 3 orders of magnitude higher than existing jammer. These beam weapons will be used to destruct stealth targets or jam onboard electronic equipment.

TREND OF MMW ECM TECHNIQUES

As mmW techniques develop, new mmW ECM systems are being developed. The key techniques being studied include:

1. Frequency Spread: Frequency range of radar ESM receiver is being...
extended to 75-105 GHz and frequency range of radar jamming system is breaking through 40 GHz and 94 GHz windows.

2. Development of New mmW Solid-state Devices: The emphasis is placed on the development of high electron mobility transistors (HEMT) in 18-94 GHz. For low-noise devices, their gain is 17 dB at 36 GHz, 5 dB at 94 GHz, and they have potential gain at frequency up to 200 GHz. When used as power devices, they have output powers of 1 W and 100 mW at 30 GHz and 60 GHz respectively. Therefore it is possible that HEMT will become main mmW solid state devices.

3. Active Development of mmW monolithic IC (MIMIC): In order to actively promote mmW IC development, USA is implementing a MIMIC technique program to develop 1-100 GHz GaAs analog circuit chip for use in EW system. Now a number of MIMIC chips have been developed for use in ALQ-136, -165, INEWS ECM systems and Gen-X and AAED expendable decoy. Many MIMIC devices such as 94 GHz monolithic amplifiers, oscillators, etc. are all under massive production, and they will be used in mmW ECM systems.

4. Applications of Super-conductors in mmW ECM Systems: Recently, the most active development field lies on super-conductor mixers, super-conductor antennas, parametric amplifier, magnetic flux quantum-flow oscillators, Josephson detectors, and super-conductor ICs, etc. These devices provide low noise temperature and extrabroad band capabilities, so they are considered as a hopeful mmW, sub-mmW low noise and power devices. It is expected that use of super-conductor low-noise monolithic receivers can largely increased detection range and resolution of ESM/ELINT receivers, so they are especially suitable to extra-broad band ELINT reconnaissance and space surveillance. Multi-band mmW imaging array can be configured by using super-conductor technique. It can detect targets with low observable signatures, such as stealth target.

CONCLUSION

In a word, with wide applications of the mmW technology to weapon systems, the military powers have brought mmW technology into programs of developing new weapon systems one after another, and made a series of plans about mmW military applications. The next generation of advanced weapon system based on mmW techniques is predicted to form the main threat in the 2000. Facing the threat from the coming mmW weapons, we must pay special attention to the developing trends of mmW technology, and develop mmW ECM equipment as quickly as possible. Some novel mmW ECM systems will arise after the 1990s.
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INVESTIGATION OF FREQUENCY-SCANNING CHARACTERISTIC OF PERIODICALLY LOADED LEAKY-WAVE ANTENNA WITH METAL STRIPS

Li Guoding, Shi Changsheng, Zeng Zhihong
(Department of Electric Engineering, Tsinghua University, Beijing China)

INTRODUCTION

The periodically loaded leaky-wave antenna with metal strips shown in Fig. 1 has many advantages, such as the antenna can be conveniently integrated with dielectric-based planar integrated circuits and frequency-scanning applications can be realized at millimeter waves. In this paper we conduct theoretic and experimental investigation in frequency scanning characteristic of the leaky-wave antenna. By means of Green's function in the Fourier transform of spectral domain the dispersion equation of the leaky-wave antenna is deduced. The relation between the complex propagation constant along the leaky-wave structure and frequency, the geometry of the structure and permittivity of dielectric-coated conductors is evaluated. The dispersion curve of the leaky-wave antenna shows that there is mode-coupling effects between the spatial harmonics. The relation between the maximum radiation angle of \( n = -1 \) spatial harmonic and frequency is calculated and verified by experiment.

PROPAGATION CONSTANT OF THE PERIODICALLY LOADED LEAKY-WAVE ANTENNA

The structure shown in Fig. 1 is the periodically loaded, basically slow, traveling wave one. The thickness and the length of the dielectric slab are \( h \) and \( L \), respectively. \( d \) is the length of the strip. \( 2w \) is width of the strip. The propagation constant of the leaky-wave antenna is the complex, the real part and imaginary part of the complex determine the maximum radiation direction and the pattern shape of the antenna, respectively. Therefore the real part determines frequency scanning characteristic of the antenna. The structure is supposed to be infinite extent in \( Y-Z \) plane and only TE modes are excited. The current distribution on the strip in the \( Z \)-direction is supposed to be

\[
J(y,z) = (\exp(-jkz \cdot z) / (k_0(w^2-\bar{z}^2)^{1/2})) \sum_{n=0,\pm 1,\pm 2...}(-j)^n A_n \cos(w_n(\bar{z}+w)) \tag{1}
\]

Where \( \bar{z} = z - nd \) \((n=0, \pm 1, \pm 2...)\)

\( w_n = v \pi / (2w) \) \((0, 1, 2, ...\)

\( A_n \) is the coefficients of the Fourier series
\( k_0 = \beta + j\alpha \) is the fundamental propagation constant

By means of Green's function in the Fourier transform of spectral domain the dispersion equation of the structure is
where $G(\xi_0, k_z \omega) = (jk_{x_0} + k_{x_1} \cotg(k_{x_1} h))^{-1}$

$$F_s(\xi) = (\pi / 2)(J_0(\xi_0 w+ (\nu \pi / 2)) + (-1)^\nu J_0(\xi_0 w- (\nu \pi / 2)))$$

$$\xi_0 = 2n\pi / d$$

$J_0(x)$: the Bessel function

$$k_{x_0} = k_0 - (k_{x_1} + \xi_0)^2$$

$K_0$ is the free space propagation constant.

The solution of complex $k_z \omega$ satisfying Eq.(2) yields the desired complex wavenumber for the leaky-wave antenna. Plots of real part $\beta$ and imaginary part $\alpha$ of the propagation constant $k_z \omega$ from Eq.(2) are shown in Fig.2 where $2\omega = 1\, \text{mm}$, $d = 3\, \text{mm}$, $h = 1.5\, \text{mm}$ $\varepsilon = 16$. Fig.2 shows that there is mode-coupling effects between the spatial harmonics and the stop band appears. The dispersion curve for the dielectric slab on a perfectly conducting ground plane without any metal strips is given in same figure.

**Frequency-scaning characteristic of the periodically loaded leaky-wave antenna with metal strips**

The leaky-wave antenna shown in Fig.1 is regarded as an array composed of thin metallic rectangular strips which is excited by the slow wave structure. Every strip is a radiation element. By theory of antenna array, the maximum radiation angle of $n$-th spatial harmonic is $\theta_n$ (See Fig.1) and

$$\theta_n = \sin^{-1}\left(\frac{\beta}{k_0} + \frac{\lambda_0}{d} n\right)$$

$n = 0, \pm 1, \pm 2, \ldots$

In order that $\theta_n$ is located in visible region, $\beta$, $k_0$, $\lambda_0$, $d$ and $n$ must satisfy

$$\left|\frac{\beta}{k_0} + \frac{\lambda_0}{d} n\right| < 1$$

(3)

In the basically slow periodically structure ($\beta / k_0 > 1$), therefore, in equation (3) $n < 0$, i.e.

$$\left|\frac{\beta}{k_0} - \frac{\lambda_0}{d} n\right| < 1$$

(4)

$$\frac{|n|}{k_0} < \frac{d}{\lambda_0} < \frac{|n|}{\beta} - 1$$

(4)

We hope that only the pattern of $n$-th spatial harmonic is located...
in visible region then

\[
\frac{|n+1|}{\beta} < \frac{d}{\lambda_0} < \frac{|n-1|}{\beta} + 1
\]

(5)

usually, n=-1 spatial harmonic is located in visible region, \(\lambda_0/d\) must satisfy

\[
\frac{d}{\lambda_0} < \frac{2}{\beta} + 1
\]

(6)

Condition (6) shows that when n=-1 spatial is located in fast wave region, other spatial harmonics are located in slow wave region in the Brillouin diagram. The relation between theoretical results of the angles \(\theta\), and frequencies are shown in Fig.3. The experimental values are given in same figures. As seen from Fig.3 the experimental results are in very good agreement with our theory and the rate of frequency scanning, ten degrees per GHz, can be realize by use of the leaky-wave antenna.

CONCLUSION

The periodically loaded leaky-wave antenna with metal strips has good frequency scanning characteristic. In this paper by means of Green's of spectral domain the dispersion equation of the leaky-wave antenna is deduced and the relation between the complex propagation constant and frequency is obtained. Condition of single pattern scanning is found. The relation between the maximum radiation angles \(\theta\), of n=-1 spatial harmonic and frequencies are computed and measured. The experimental results are very good agreement with theoritical results. Rate of frequency scanning, ten degrees per GHz, can be realize by use of the leaky-wave antenna.
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Influence of Electromagnetic Wave on Encapsulated Semiconductor Devices

Kama Huang and Yongxue Yu.
(Department of Radio and Electronics of Sichuan University
Chengdu, 610064, People's Republic of China)

ABSTRACT

This paper illustrates that electromagnetic waves radiations can cause the parameters degradations of encapsulated sensitive semiconductor devices and decrease the preliminary failure time. It is also proved that we can make use of the electromagnetic wave radiation to get rid of the preliminary failure encapsulated semiconductor devices.

1. INTRODUCTION

More and more encapsulated semiconductor devices are applied and many of them work in the surroundings of electromagnetic radiation. But the influence of the radiation on these devices has not attracted enough attention. Experiments show that when some encapsulated semiconductor devices are radiated by electromagnetic wave with certain strength, their parameters may change and the preliminary failure time will decrease. Obviously, for some sensitive devices, the above changes will influence the reliability of these devices in the application. On the other hand, the influence also makes it possible for us to get rid of the preliminary failure semiconductor devices. Because the period of millimeter waves and submillimeter waves is comparable to the mean free time of the semiconductor material, it can be expected that some new results will be found when the semiconductor devices are radiation by millimeter and sub-millimeter waves.

2. INFLUENCE ON PARAMETERS OF SEMICONDUCTOR DEVICES

When encapsulated semiconductor devices are put in TEM cell and radiated by a standard even TEM wave, the parameters of them will change. It may be explained from the solutions of dynamic Eq. [1]:
\[
\frac{d(m_n \bar{v}_d)}{dt} + m_n \frac{\bar{v}_d}{T_m} = -q(E + \bar{v}_d \times B)
\]  
(1)

\[
\frac{d(m_p \bar{v}_d)}{dt} + m_p \frac{\bar{v}_d}{T_m} = q(E + \bar{v}_d \times B)
\]  
(2)

Where \( t_m \) is the mean free time, and \( m_n \) and \( m_p \) are the masses of hole and electron respectively.

Supposing \( E \) is \( X \)-direction and \( B \) is \( Y \)-direction, if the angular frequency of electromagnetic wave is \( \frac{1}{\tau_m} \), the solutions of Eq. (1) and Eq. (2) are

\[
X_{n,p}(\omega) = A_{n,p}(\omega) \exp(j\omega t_m)
\]

\[
Y_{n,p}(\omega) = C_{n,p}(\omega)(1 - \exp(-t/T_m))
\]

Where

\[
A_{n,p}(\omega) = qE_0T_m/\hbar n,p(j\omega + 1/T_m) - qE_0T_m/\hbar n,p
\]

\[
B_{n,p}(\omega) = j\omega qB_0T_m / (2j\omega + 1/T_m) \hbar n,p = -qB_0T_m^2 / 2\hbar n,p \cdot \Lambda_{n,p}(\omega)
\]

\( C_{n,p} \) is a constant decided by the experiment.

These solutions show that under the radiations of TEM wave, carriers in the semiconductor devices move in three directions. First, carriers move along \( Y \)-direction, this movement produces a charge accumulation effect and forms an additional electric field and the changes of parameter. Second, carriers oscillate along \( X \)- and \( Z \)-directions and produce joule heat effect. The second effect leads to harmful temperature rise inside the devices. The changes of parameter of 3G1688 transistors under radiation of TEM waves are shown in table 1. In this table, fifty 3G1688 transistors in Group(A) are put in the TEM cell, while other fifty 3G1683 transistors in Group B are preserved out of the cell.

3. INFLUENCE ON THE RELIABILITY OF SEMICONDUCTOR DEVICES

Experiments show that the parameter degradation speed is decided by Arrhenius equation [2]. The two effects cause the parameter degradation. First, carriers absorb energy from TEM waves and the activation energy decreases; Second, joule heat effect increases the temperature inside the devices. Arrhenius Eq. shows that both of the above effects can quicken the degradation of device parameters. The preliminary failure of 3G1688 transistor is shown in FIG.1. From FIG.1 we see that the preliminary failure time of the devices under the radiation of electromagnetic waves is obviously less than that in the high temperature environments. Therefore we may get rid of the preliminary failure devices with elec-
Table 1. 3G1688 transistor parameter changes under radiation of TEM wave

<table>
<thead>
<tr>
<th>Experiment graphs</th>
<th>Maximum Parameter degradation</th>
<th>Experiment condition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$h_{FE}$ $V_{ces}$ $D_{VCeo}$ $D_{VCeo}$ $D_{Vebo}$</td>
<td>$f = 125$ MHz $E = 290$ v/M $T = 117^\circ$C $t = 22$ hours</td>
</tr>
<tr>
<td>(A)</td>
<td>10% 4% 1% 6% 1%</td>
<td></td>
</tr>
<tr>
<td>(B)</td>
<td>2% 1% 1% 1% 1%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1.

1. --3G1688 at $E=800$ v/m, $f=20$ MHz TEM wave
2. --3G1688 at $E=400$ v/m, $f=20$ MHz TEM wave
3. --3DG6 at $120^\circ$C high temperature

Fig. 1. Preliminary failure time of 3G1688 at different conditions
1. CONCLUSION

In order to improve the reliability of semiconductor devices in electromagnetic environments, it is necessary to research the influence of electromagnetic waves with different strength on the devices at different frequency. Because the period of millimeter and sub-millimeter waves is comparable to the mean free time of semiconductor, the condition \( \omega \ll 1/t_m \) can not be satisfied, therefore those solutions based on Eq. (1) and Eq. (2) must be adjusted.
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SOME TOPICS ON ECRM THEORY

Liu Shenggang
(University of Electronic Science and Technology of China, Chengdu, Sichuan 610054, P. R. China)

ABSTRACT

Three important topics on the theory of Electron cyclotron Resonance Maser have been studied and the main results are given in the paper. The topics are: Kinetic Theory of ECRM with Asymmetry Between Electron Beam and Cavity; Kinetic Theory of ECRM with Azimuthal Standing Wave and The Theory of Electron Bunching in the Drift Region with Adiabatical Increasing Magnetic Field.

INTRODUCTION

As the development of ECRM, the following required has been suggested in the design of gyrotrons:

* Output power of a gyromonotron is equal or greater than 1MW
* High efficiency
* Single mode operation

and so on.

This is a very critical condition for the design, manufacture and theoretical study of gyrotrons. When the operating wave length is very short with very high power output, whispering gallery modes should be applied. This results some important theoretical and practical problems:

When the azimuthal number of waves $m$ is large, which one may be maintained in a ECRM —— azimuthal traveling waves or azimuthal standing waves?

On the other hand, when the operating wave length is very short with high output power, a single mode operation and high efficiency is required. In this case, the condition that the hollow gyroting electron beam is in coincidence with the waveguide axial of the cavity is very critical. But in some cases, for example, some dis-coincidence has been observed and some interesting phenomena have been investigated experimentally in the Research Lab in KfK of Germany. So it seems very interesting to work out a theoretical description about the influence of this asymmetry on the characters on gyrotron.

Besides, the self-oscillation induced by feedback is a serious problem in the development of gyrokystrons. When the author was giving lectures in University of Tennessee, Prof. I. Alexeff suggested the new idea of applying the gradient magnetic field in the drift region. It seems very interesting and important to study the azimuthal bunching of electron beam in this kind of drift region.

The paper concerns on the above three important theoretical problems, a detail analysis is taken out, an
The important conclusions are obtained.

KINETIC THEORY OF ECRM WITH ASYMMETRY BETWEEN ELECTRON BEAM AND CAVITY

KINETIC THEORY OF ECRM WITH AZIMUTHAL STANDING WAVES

The kinetic theory of ECRM and gyrotron with azimuthal standing waves has been carried out in this section. By applying the method similar to [3-5], the dispersion equation has been derived as:

\[
\left(\frac{\omega^2}{c^2} - k_y^2 - k_z^2\right) = \frac{2k^2v}{Nm} \sum \left( \frac{\omega^2 - k_y^2}{\Omega_i} \right) W_{\omega} - \frac{(\omega - k_yv_y)Q_{\omega}}{\Omega_i} W_{\omega} + V_{\omega} + V_{\omega}
\]
The azimuthal standing wave in an ECRM may be decomposed as two opposite rotating waves: the left-hand rotating wave and the right-hand rotating wave. The analysis shown that the right-hand rotating waves give the right-hand cyclotron harmonics and the left-hand rotating waves produce the left-hand cyclotron harmonics. It turns out that the beam-wave interaction mechanisms of these two rotating waves are different from each other. From the above dispersion, it shown that the contribution of the left-hand rotating waves to the dispersion equation is less than that of the right-hand rotating waves. In particular, the growth rate of the instability due to the left-hand rotating waves is less than that due to the right-hand rotating waves. It turns out that the field pattern of the azimuthal standing waves could not remain unchange during the process of beam-wave interaction.

ELECTRON BUNCHING IN THE DRIFT REGION WITH ADIABATICAL INCREASING MAGNETIC FIELD

The author and Prof. I. Alexeff suggested a new kind of ECRM; Irrational Gyroklystron. The property of this kind of klystron is; The magnetic field in the drift region is adiabatical increasing. The azimuthal bunching of electron beam in this case has been carried out here, the interaction power and oscillation frequency are also given. It shows that, there is not coupling between the input and output signals, because the input and output frequencies are irrational, the possibility of self-oscillation included by feedback is greatly reduced. So that, this kind of gyroklystron has much potential for practical application, and should be studied in detail.

CONCLUSION

The influence of asymmetry between electron beam and cavity on the ECRM, the azimuthal standing waves in ECRM and electron bunching in the drift region with adiabatical increasing magnetic field are three important topics in theoretical and practical applications. Theoretical studies on these topics are given in the paper, a detail discussion has also been taken out, and some important conclusions are obtained.
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Investigation of a Free—Electron laser with an Electromagnetic Wiggler


High Energy Electronics Research Institute
University of Electronic Science and Technology of China.
Chengdu 610054, Sichuan P.R.C.

Digest

A great deal of attention has been focused on the free—electron laser with an electromagnetic wiggler (EM—FEL) in recent years due to the potential of shorter wavelength operation than the free—electron laser with a magnetostatic wiggler with electron beams of relatively modest energy. In principle, the EM—FEL can generate any given frequency radiation from microwaves to the ultraviolet with electron beam of modest energy using a variety of wavelengths' electromagnetic wigglers.

Theoretical analysis and experimental investigation of the EM—FEL with the relativistic microwave devices as the electromagnetic wiggler have been deeply developed for the past ten years. The 0.4-mm laser was generated with 2-cm relativistic gyrotron as the electromagnetic wiggler by V. L. Granatstein et al. in 1977. In 1983 and 1984, Y. Carmel et al. and G. G. Denisov et al. observed the powerful radiation at millimeter wavelengths with a relativistic backward wave oscillator (BWO) at 3-cm as the electromagnetic wiggler, respectively. In 1985, Bratman et al. reported the general theory on stimulated emission of the powerful relativistic electron beam. And R. L. Keha et al. studied experimentally the EM—FEL with BWO as the electromagnetic wiggler and observed the three—wave interaction mechanism involving cyclotron—harmonic idler waves.

In 1987 B. G. Danly et al. presented an EM—FEL configuration with mm—wavelength gyrotron as the pump source and simulated the parameters. Afterward some of theoretical questions of this configuration, such as electron orbits, linear gain and so on, was studied by H. P. Freund et al. In particular, T. S. Chu et al., first reported the experimental results of the EM—FEL with a gyrotron as the electromagnetic wiggler, of which the operation wavelength was 2.4-mm and the normalized vector potential 0.0057.

Our experiment was designed to investigate stimulated Raman millimeter—wave scattering in the presence of a constant axial guide—magnetic field. The experiment arrangement is shown in Fig. 1. A voltage pulse (70ns, 0.6MV)is applied to a "cold"field—immersed cathode. A resultant 3.5 KA annular electron beam is injected axially into the evacuated drift tube along the lines of the externally applied guide—magnetic field. The beam passes through the regions of the FEL interaction and the electromagnetic pump source, then is captured by the collector.

High powerful microwave is first generated by a BWO at 3cm in the region of EM pump source, then the same intense relativistic electron beam interaction with the electromagnetic wiggler in the region of FEL stimulates FEL radiation which can be detected by a detector in front of the output window.

The FEL output wavelength for an electromagnetic wiggler having a frequency $\omega$ is given by

$$\omega = \beta_{\mu} \gamma_{\phi} CK \left(1 + \beta_{\mu} \left[1 - \left(\frac{\omega_{0}}{\beta_{\mu}} \gamma_{\phi} C \right)^{1/\gamma_{\phi}}\right]\right),$$

(1)

where

$$K = \frac{\omega_{0}}{\beta_{\mu} C} \left(1 + \frac{\beta_{\mu}}{\beta_{\mu}}\right).$$

(2)

Here, $\beta_{\mu} = \nu_{0}/C$ ($\nu$, denotes the axial electron—beam velocity), $\gamma_{\phi} = (1 - \beta_{\mu}^{2})^{-1/2}$, $C$ is light velocity, $\omega_{0}$ represents the mode—dependent cutoff frequency of the interaction waveguide, and $\beta_{\mu} = \nu_{m}/C$, where $\nu_{m}$ is the phase velocity of the pump wave. The starting current $I$ for the EM—FEL is governed by
where $S$ is the area of the transverse cross-section of the interaction region, $L$ the interaction length, $\lambda$, wavelength of the pump wave, $\gamma$ the relativistic factor, $Q$, the oscillation quality of laser cavity and $P$ the power of the pump wave.

The basic system of radiation diagnostics is shown in Fig. 2. In this scheme, the parameters of the pump wave driven by BWO is detected by 3-cm dispersive waveguide, the 8-mm radiation is measured by 8-mm dispersive waveguide, and the stimulated 3-mm scattering radiation is directly demonstrated by a 3-mm wave detector. The output signal waveforms of the EM-FEL are shown in Fig. 3 and Fig. 4. And Fig. 5, Fig. 6 as well as Fig. 7 show the corresponding waveforms of the pump wave generated by BWO, beam voltage and current, respectively.

The experimental results are given in Table 1.

<table>
<thead>
<tr>
<th>Table 1 Experimental results of the EM-FEL developed in UESTC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designed value</td>
</tr>
<tr>
<td>electron beam voltage:</td>
</tr>
<tr>
<td>electron beam current:</td>
</tr>
<tr>
<td>wavelength of the pump wave:</td>
</tr>
<tr>
<td>power of the pump wave:</td>
</tr>
<tr>
<td>mode of the pump wave:</td>
</tr>
<tr>
<td>scattered wavelength of the FEL:</td>
</tr>
<tr>
<td>radiation power of the FEL:</td>
</tr>
</tbody>
</table>

The governing equations for the electron beam interaction with waves of the EM-FEL configuration shown in Fig. 1 are

\[
\frac{dW}{dz} = \text{Im} [\bar{w}, F, \rho, \exp(i\theta) + \bar{w}, F, \rho, \exp(i\theta)] + G\rho_1 \exp(i(\theta - \theta_1)) \tag{4}
\]

\[
\frac{d\theta}{dz} = -\delta + \mu W \tag{5}
\]

\[
\frac{d\theta_1}{dz} = -\delta_1 + \mu W \tag{6}
\]

\[
\rho_{\mu} = \frac{1}{(2\pi)^2} \int_0^{2\pi} \int_0^{2\pi} \exp[-i(m\theta + n\theta_1)] d\theta d\theta_1 \tag{7}
\]

\[
\frac{da}{dt} + \frac{\omega_0}{2\chi} a = iM_{\rho_1} \int_0^{\pi} F, \rho, \chi, dz \tag{8}
\]

\[
\frac{da}{dt} + \frac{\omega_0}{2\chi} a = iM_{\rho_1} \int_0^{\pi} (F, \rho_1 + G, a, \rho_1, \chi, dz) \tag{9}
\]

Here, $W$ denotes the lost energy of the electron in motion, $\theta$ and $\theta_1$ are electron phase corresponding to the pump wave and scattered wave, respectively; $\rho$ and $\rho_1$ normalized field-amplitudes.

The computational results by use of the equations (4) ~ (9) are shown in Fig. 8. It demonstrates the saturation times for the power of the pump wave and the FEL scattering <20ns.

The work reported here is the achievements in the EM-FEL developed in UESTC since 1987. On the basis of these work, new experimental configurations will be proposed for characterizing and optimizing the FEL emission.
Fig. 1 The basic experimental configuration of the EM—FEL developed in UESTC.


Fig. 2 The basic system of radiation diagnostics

1. output window 2. 3-cm dispersive waveguide 3. 8-mm dispersive waveguide 4. 3-mm wave detector 5. digital oscillator

Fig. 3 Radiation signal detected by 8-mm dispersive waveguide corresponding to 0.6 MV beam voltage and 10 KGS magnetic field.
Electron beam voltage is 0.6MV and axial guide magnetic field 10KGs.

Fig. 8 The calculated starting characteristic suitable for the EM—FEL configuration shown in Fig. 1.
THE CLINOTRON

G. Ya. Levin, A. Ya. Kirichenko, A. I. Borodkin,

Institute of Radiophysics and Electronics,
the Ukrainian Academy of Sciences
12, Acad. Proskura st., Kharkov, 310085 Ukraine

The clinotron belongs to a special class of millimeter wave sources. Soon after the invention of the backward-wave oscillator (BWO) it became clear that the same physical principles could not be applied to generating millimeter or submillimeter wavelength radiation, especially at medium and high power levels. Therefore, scientists and engineers had to reexamine the generation method and began seeking new ways of developing efficient and practicable systems.

In this paper, a new mechanism of beam-wave interaction is suggested which can allow to develop BWO-like devices for the use up to $10^{12}$ Hz. The authors have found that a "thick" electron beam slightly inclined with respect to the slow wave structure is capable of highly efficient interaction with the field, thus being suitable in millimeter and particularly submillimeter wave generators and amplifiers. This kind of interaction between a slow traveling electromagnetic wave and a finite-thickness electron beam has been named "clinotron interaction", and the tube making use of this mechanism is called the clinotron [1]. The Russian "clin" means "wedge". The oscillator described in this paper should be of interest to many readers because of such advantages as structural simplicity, sufficiently high output power, broad band electrical control and moderate requirements to power and magnetic field supplies.

Let us examine the disadvantages of the beam-wave interaction in a BWO. The maximum output power is obtained if the electron beam is parallel to the periodic system plane. Employment of a beam with a greater cross-section area than the effective r. f. modulation area leads to no effect. For this reason the microwave power transferred by the electron beam is limited at millimeter wavelengths.

In contrast to the TWT, the electron beam is introduced in the BWO in to a powerful field decreasing toward the collector. The drift of the electron beam down the tube is accompanied by formation of bunches.
in the moving beam, with overbunching at times. The major part of electrons running immediately close to the circuit are intercepted by that because of their transverse velocities, which may be of thermal or other origin. As a result, an empty space appears between the beam and the slow wave structure. The majority of the beam electrons move at some distance from the slow wave structure, i.e. in a weak r.f. field.

Consider an electron beam of thickness d, inclined at an angle \( \phi \) to the axis of the slow wave structure surface. The general geometry of the beam and the circuit are shown diagrammatically in Fig.1. Let the r.f. field be constant along the circuit, as well as and in the layer of thickness \( \delta \approx 1/2\beta \), where \( \beta \) is the propagation constant. Note the layer thickness to be about of \( 1/150\lambda \), where \( \lambda \) is the free-space wavelength. We further assume that the thick beam consists of \( n \) layers of thickness \( \xi < \delta \), the interaction efficiency of each layer being \( P_i \). The field - layer interaction length is the drift length \( l \). The total interaction power of the whole beam is proportional to the product of the interaction power \( P_i \) for individual layers and the quantity of layers \( n \),

\[
P = P_i \cdot n
\]

This allows increasing the generated power level from a few milliwatts to a few watts, avoiding overbunches in the moving charge. Provided the beam thickness has been chosen correctly, the optimum inclination angle \( \phi_{opt} \) of the beam is

---

![Fig.1](image1.png)

![Fig.2](image2.png)
\[ \phi_{\text{opt}} = \arctan \frac{d}{L}, \quad (2) \]

where \( L \) is length of the circuit. A maximum of radiated power is observed at the angle \( \phi_{\text{opt}} \).

In Fig. 2, experimentally measured values of the optimum angle are given as a function of \( d/L \). The solid curve is for \( \phi_{\text{opt}}(d/L) \) as calculated from equation (2).

Fig. 3 shows experimental dependences of the generated power level \( P \) normalized to the maximum generated power \( P_{\text{max}} \) (in the clinotron mode) for different free space wavelengths \( \lambda \) as functions of \( \phi/\phi_{\text{opt}} \). The solid lines are only guides to the eye. It should be noted that the slope of \( P/P_{\text{max}}(\phi/\phi_{\text{opt}}) \) becomes greater as the free-space wavelength is decreases. Furthermore, the radiation power at \( \lambda < 6 \text{ mm} \) of a beam parallel to the plane of the periodic circuit is equals to zero.

If the beam electrons drift along helical trajectories down the tube, then it is necessary to incline the electron flow at the angle \( \psi_{\text{opt}} \) with respect to elements of the periodic structure. The helix axis is in the plane parallel to that of the periodic structure.

The minimum starting current \( (I_{\text{st}}) \) and maximum output power \( (P) \) are achieved when the angle \( \psi \) equals \( |\psi_{\text{opt}}| \). In Fig. 5, we show the dependences of \( I_{\text{st}} \) and \( P \) on \( \psi \) (\( \lambda = 3.2 \text{ mm}; H = 5 \text{ K Gauss} \)). The sign of \( \psi_{\text{opt}} \) (i.e. either plus or minus) depends on whether the "North" (solid curves) or "South" (dashed curves) pole of the magnet is placed near the collector. The optimum beam colline angle \( \psi_{\text{opt}} \) defined as
\[ |\omega_{opt}| = \arctan \frac{r I_1(\beta r)}{b I_0(\beta r)} \]  

where \( r \) and \( b \) are the radius and length of the helical electron trajectory turn, respectively, and \( I_0(\beta r) \) and \( I_1(\beta r) \) are modified Bessel functions of the zeroth and first orders, respectively. This inclination of the beam may prove useful if a broad (\( \pm \omega \lambda \)) periodic circuit is used.

Normally, it is necessary to carefully shape the clinotron beam structure, in particular such elements as rectilinearity of electron trajectories, uniformity of the current density through the beam cross-section, the sharpness of the beam boundaries and constancy of the cross section area along the beam. All these requirements can be satisfied if the beam is placed asymmetrically in the interaction space as the effects of beam boundary pulsations and ionic destruction of the electron beam are removed.

The clinotron type interaction of an electron beam with electromagnetic waves has been investigated throughout the millimeter band and at submillimeter wavelengths. The basic specifications are given in the Table.

<table>
<thead>
<tr>
<th>Tuning range</th>
<th>8+8.7</th>
<th>4+4.5</th>
<th>2+2.3</th>
<th>1.5+1.7</th>
<th>0.8</th>
<th>0.55</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength, mm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Operating voltage, kV</td>
<td>2.5</td>
<td>3.5</td>
<td>3.5</td>
<td>3.5</td>
<td>5.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Beam current, A</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.25</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>Net output power, W</td>
<td>5+30</td>
<td>3+20</td>
<td>1+5</td>
<td>0.5+1.5</td>
<td>0.1+0.5</td>
<td>0.03+0.1</td>
</tr>
<tr>
<td>Magnetic field, kGs</td>
<td>3.0</td>
<td>3.5</td>
<td>3.5</td>
<td>5.0</td>
<td>7.0</td>
<td>9.0</td>
</tr>
</tbody>
</table>

As can be seen from the material presented, clinotrons are characterized by higher performance parameters and simplicity of embodiment compared, i.e. with the "O" type BWO (carcinotrons) of Thomson Tubes Electroniques.

SYNCHRONOUS AND CHAOTIC OSCILLATIONS IN THE SMITH-PURCELL FREE-ELECTRON LASERS

Dmitry M. Vavriv
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4 Krasnoznamennaya St., 310002 Kharkov
Ukraine

Tel: (7-0572)443718 Fax: (7-0572)320273

ABSTRACT

The theory is developed for nonautonomous oscillation modes in the Smith-Purcell free-electron lasers and mechanisms of their locking with the aid of external signal are examined. An analysis is made of the synchronous oscillations stability when a locking signal spectrum includes more than one component and when a beam is low-frequency modulated. It is shown that the intensive chaotic oscillations may arise in these cases thereby resulting in the locking mode decay.

1. INTRODUCTION

The Smith-Purcell free-electron lasers are the effective sources of electromagnetic oscillations in a wide bandwidth - from the millimeter to optical ones. The oscillatory system of such lasers is an open resonator formed by two metal mirrors one of which is covered by a diffraction grating, the electron beam being passed nearby. The laser oscillations may be locked-in by supplying the external signal into the resonator [1-3].

In the present paper the results of theoretical studies are generalized concerning the locking modes in the lasers including an analysis of their stability to different perturbations. New instability mechanisms have been found and analyzed which can induce the chaotic oscillations.
2. THE MODEL

Being formulated as a self-consistent the problem was based on solving the Maxwell and particles motion equations simultaneously. Field effect of the beam charge had been also taken into account. When solving the system of equations a typical case has been considered when the following requirements are satisfied: a single-mode excitation of the open resonator is realized and radiative life time of particles is much less than the field relaxation time \([1,2]\). The study of resonator oscillation variations in amplitude and phase with time was reduced to an analysis of the system of ordinary differential equations and general integral representations are obtained for the coefficients entered into the equations.

3. SYNCHRONOUS OSCILLATIONS

In the case, when the laser mode locking occurs by harmonic oscillations the general expressions have been deduced for the locking bandwidth, amplitude and power of synchronous oscillations as a function of beam and resonator parameters. For the lasers under consideration, as well as for the classical oscillators, the locking bandwidth \(\Delta_5\) may be expressed as follows:

\[
\Delta_5 = K \frac{f_a}{Q}\left(\frac{P_s}{P_a}\right)^{1/2},
\]

where \(f_a\) and \(P_a\) are the frequency and power of the self-excited laser oscillations, \(P_s\), locking signal power, \(Q\), \(Q\)-factor of oscillatory system, \(K\), coefficient dependent on the other parameters. The \(K\) value is found to be considerably greater in the Smith-Purcell lasers over other types of oscillators that may, in particular, be due to an
essential non-isochronism of the system. Fig. 1 is an illustration of the time-varying field amplitude behavior at different values of frequency detuning $\delta = 2Q (f_s - f_a)/f_a$ corresponding to synchronous and asynchronous oscillations. Here, $f_s$ is the frequency of external harmonic oscillations.

Fig. 1. The time-varying field amplitude behavior at different values of frequency detuning $\delta$ corresponding to synchronous ($0.7 < \delta < 1.2$) and asynchronous oscillations.

4. CHAOTIC INSTABILITY

Systematic studies of locking mode stability have shown that such perturbations as additional spectral components of the external signal spectrum [4] and low-frequency parasitic beam modulation [5] present the most serious problems. In these cases the stochastic instability may arise causing the intensive oscillations even in the weakly nonlinear system. At multi frequency external signal, the
stochastic instability development appears to be the most probable if the spacing between frequencies approaches closely to $\Delta_0$ or is $\Delta_0$ - fold.

At low-frequency beam modulation, the chaotic instability may arise at the modulation frequencies even much more less than $\Delta_0$ which is in contradiction with a traditional representation that the chaotic oscillation should not arise as in this case the system turns to be adiabatic in its character. Not only are scenarios and conditions arising the chaotic oscillation in the cases considered being identified but the corresponding methods are developed to prevent their initiation.
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RADIATIVE DAMPING OF TWO-DIMENSIONAL PLASMONS IN AN OPEN STRUCTURE WITH A METAL GRATING

O.R. Matov, O.V. Polishchuk, V.V. Popov
Institute of Radioengineering & Electronics of the Russian Academy of Sciences, Saratov branch, 410720 Saratov, Russia.

In experiments on resonant FIR absorption by two-dimensional (2D) plasmons in thin semiconductor space-charge layers [1] a metal grating (Fig. 1) with periodicity $L \ll \lambda_{\text{FIR}}$, here $\lambda_{\text{FIR}}$ is the electromagnetic wave length, is used to couple FIR radiation to 2D plasmons having wave vectors $q = 2\pi m / L$ ($m = 1, 2, 3, \ldots$). This means that one observes 2D plasmons at the centre of the first Brillouin zone if we bear in mind the reduced band scheme of the periodic grating structure. As it is known [2], these plasma waves are subjected to additional damping via radiative decay.

In the FIR absorption experiments the width of the 2D plasmon resonance is about three times larger than the theoretical value defined by the dissipation of the plasmon energy in the 2D plasma layer. The radiative damping is expected to be one of the possible reasons for this. On the other hand, the radiative decay of non-equilibrium 2D plasma waves is a promising mechanism to be used for the development of a submillimeter electromagnetic wave radiator with the emission power of a milliwatt level [3].

In the weak coupling approximation it has been shown [2] that the radiative damping is expected to be small as compared to the dissipative one. But the experimental conditions [1] are much beyond the limits of the perturbation theory approach.

We have calculated the frequencies and the radiative damping for 2D plasma waves at the centre of the first Brillouin zone in...
Fig. 1 Structure under consideration. The two-dimensional plasma layer is separated from a metal grating by a dielectric slab with the thickness $d$. $L$ and $w$ are the grating periodicity and strip width, respectively. $\varepsilon_1$, $\varepsilon_2$, and $\varepsilon_3$ are the electrical permeabilities of the media.

Within the framework of this approach the metal grating is treated as a plane periodic array of perfectly conductive strips. Galerkin's method is used with the expansion of the current density distribution on the strips in terms of Chebyshev's polynomials to satisfy the edge conditions at the edges of the strips.

2D plasmons with a wave vector $q=2\pi/L$ are most strongly coupled to a radiation field [1] and corresponding resonance is well pronounced in the FIR absorption experiments. Fig. 2a shows the frequency $\omega_1$ and the radiative damping $\Gamma_1$ of 2D plasmons with a wave vector $q=2\pi/L$ as a function of the ratio $d/L$, where $d$ is the thickness of the dielectric slab. The radiative damping is the most considerable ($\Gamma_1/\omega_1 = 0.15$) when $d/L \sim 10^{-4}$ for values
Fig. 2. Frequency and radiative damping of 2D plasmons with a wave vector $q=2\pi/\lambda$ as a function of the ratio $d/\lambda$ (a) and ratio $w/\lambda$ (b). $e_1=1$, $e_2=4$, $e_3=12$, $N_6=1.5 \times 10^{11}$ cm$^{-2}$, $d=2 \times 10^{-3}$ cm. $\omega_0$ is the frequency of 2D plasmon at the single interface of media 2 and 3. $\bar{\omega}$ and $\omega_0$ are the 2D plasmon frequencies for the structure without any grating and with a continuous perfect screen, respectively.
d/L ≲ 0.1 which are usually used in the FIR absorption experiments the greatest radiative damping $\Gamma_0/\omega_0 > 0.01$ takes place when the ratio $w/L = 0.95$, where $w$ is the width of the grating strips (Fig. 2b). This value of $\Gamma_0/\omega_0$ is two orders of magnitude larger than expected from the perturbation theory [2]. It makes us conclude that the radiative damping may contribute a substantial part to the whole observed linewidth of the plasmon resonance. For the characteristic parameters of experiments [1] $\omega_0 = 3.5 \times 10^{12}$ s$^{-1}$, $e_1 = 1$, $e_2 = 11.0$ (AlGaAs), $e_3 = 12.8$ (InGaAs), $L = 8.7 \times 10^{-5}$ cm, $d = 8 \times 10^{-6}$ cm, $w/L = 0.9$ and the areal density of electrons $N_s = 6.7 \times 10^{14}$ cm$^{-2}$ we obtain $\Gamma_0/\omega = 8 \times 10^{-2}$. This is roughly a half of the dissipative linewidth defined by the experimental value of the relaxation time $\tau = 7 \times 10^{-2}$ s. Nevertheless, this considerable radiative broadening can not explain the whole linewidth observed experimentally. The additional broadening may be caused by some other reasons, for example, ohmic losses in the metal grating strips and dielectric losses in the AlGaAs slab [1].

ABSTRACT. A new promising type of the Smith-Purcell amplifiers of millimeter & submillimeter wave bands has been suggested. The main elements of construction are an open resonator with the distributed interaction and a special electronic gun with the field-emission cathode whose auto electronic emission current is modulated by the microwave input signal. The fundamentals of constructing such devices are discussed, the most promising designs being pointed out. On the basis of the theory developed, particle-field interaction in such devices are analyzed in details and the ultimate output parameters of the amplifiers are estimated.

INTRODUCTION. The creation of effective resonance amplifiers of millimeter & submillimetric waves is one of perspective directions in the development of electronic devices based on Smith-Purcell effect [1,2]. Due to the employment of an open resonators with distributed interaction the possible output characteristics of multi-resonator Smith-Purcell amplifiers surpass to a marked degree klystrons of millimeter wave band [3].

The main obstacle for the practical realization of this type devices is a large extension of an interaction space of input section, necessary for effective electron beam bunching by the injected signal. This essentially complicates opto-electronic & electrodynamic systems of a design. Therefore, at present time we have a prototype only of one-resonator regenerative amplifier on the base of orotron resonance system [4]. The report deals with the new type of Smith-Purcell amplifier - orofermitron (open resonator field emission microwave tube). It seems to us the perspectiveness of a orofermitron is stipulated by the use in one design of the most effective in millimeter & submillimeter wave band orotron.
electrodynamic system and of the auto electronic cathode current microwave modulation phenomena [5]. This technique of electron beam current microwave modulation showed its effectiveness in femitrons -amplifiers & multipliers of X-band [5] as well as in gigatrons [6] & devices of vacuum micro electronics [7], developed at present time.

OROFEMITRONS DESIGN & PRINCIPLE OF OPERATION. The main elements of orofemitrons structure are an open resonator with the diffraction grating on one of the mirror and a special electron gun with the auto electronic emission cathode and input device of injected signal. It is designed for shaping of a strip electronic flow modulated in density by the input signal. The gain value of current modulation and its spectrum are controlled by the bias voltage $U_s$ at the auto cathode according to the Fowler-Nordheim rule of field emission [8]. Further, the modulated electron flow enters in output open resonator & excites it due to the Smith-Purcell radiation which arises during the passage of electron beam above diffraction grating and distributed interaction of electrons with the periodic structure slow wave.

The input signal power increases due to the sharp slope of current-voltage characteristic of field-emission cathode and due to the effective distributed interaction of electron beam with the open resonator field, as well as due to the increase of beam power under additional acceleration of shaped electron bunches between cathode and output resonator in the case when this acceleration is necessary for particle-slow wave synchronism.

THEORY & RESULTS. The theory of physical processes arising within the orofemitron and estimations of its output parameters are based on the well-known and reliable mathematical model of microwave modulation of field-emission current [5] and on joint solution of Maxwell's equations & equations of beam-particles motion for oscillating systems with distributed interaction [2].

For the amplification mode of low signal ($U_m \ll U_s$) we observe the strong dependence of
maximum power gain factor of orofemitron

$$K_{\text{max}} \sim g_0^2 \left( \frac{U_a}{U_s} \right) \left( 1 - J \right)^2 \sim 30 + 35 \text{ dB}$$

upon: the relative slope $g_0 = \left( \frac{U_s}{I_c(Us)} \right) \frac{dI_c/dUs}{dI_c/dUs}$ of current-voltage auto emission cathode characteristic $I_c(Us)$; the ratio $J = I_c/Ist$ between $I_c$ and current $Ist$ of self-excited oscillations of output resonator if $J < 1$ and acceleration voltage $U_a$ to field cathode bias voltage $U_s$ ratio. The high quality factor $Q \sim 1000$ of the open resonator in millimeter wave band and efficiency of distributed beam-field interaction allow to realize the values $J \sim 0.5 \pm 0.8$ under beam current $I_c \leq 1A$. The use of low-current electron beams not only increases the reliability of field-emission cathode operation, but also allows to decrease the operating voltage $U_s$ in comparison with the $U_a$. These factors stipulate for the higher orofemitron design values $K_{\text{max}}$ in comparison with the femitron where $J << 1$ & $U_a/U_s = 1$.

In the mode of power gain ($U_m/U_s \sim 0.1 \pm 0.5$) the maximum achievable efficiency equal to $\sim 70\%$ of relativistic & nonrelativistic orofemitrons are reached not only due to the possibility of high bunching but also due to the optimal conditions of electron bunch - resonator field slow wave interaction. The results of numerical and analytical optimization of resonator & beam parameters [9] showed that maximum achievable efficiency of orofemitron is determined by four main parameters: particle velocity $V_o$, radius of a field spot $R$ in an open resonator, wave length of the signal $\lambda$ and phase velocity of the slow wave $V_{ph}$

$$\eta_{\text{max}} \approx 2.4 \left( \frac{\lambda V_o}{c R} \right) \left[ 1 - 0.75 \gamma_f^2 \left( \frac{\lambda V_o}{c R(1+2\gamma_f^2)} \right) \right] \gamma_f^2 \left( 1 + 2 \gamma_f^2 \right)$$

where: $\gamma_f = (1-V_{ph}^2/c^2)^{-1/2}$; $c$ - velocity of light; $V_o/V_{ph} \approx 1.0.5/\gamma_f^2$. For open oscillating systems the condition $R^2\lambda$ is satisfied, that's why maximum achieved efficiencies are determined mainly by the values of accelerating voltage ($V_o$) and parameters of diffraction grating ($V_{ph}$).

CONCLUSION. The results of systematic analysis allow to make a conclusion that orofemitron is a promising amplifier of low
signals and of power in millimeter & submillimeter wave length bands. The latest achievements in the field of vacuum microelectronics and of miniature short-focus open resonators (10) used during development of orofemitron allow to create compact amplifiers of high stability with the gain coefficient $K \approx 30 \text{ dB}$ under output power $P_o \approx 1.10 \text{ kW}$ and efficiency factor $\eta \approx 50\%$ in the middle range of millimeter waves.
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DISTRIBUTED INTERACTION OF OPEN RESONATOR FIELDS WITH SEMICONDUCTOR

V.A. Abdulkadyrov, I.D. Revin

Institute of Radiophysics and Electronics, Academy of Sciences of the Ukraine, 12 Acad. Proskura st., 310085 Kharkov, the Ukraine

The report presents some features of the interaction of a drifting flow of charge carriers in a semiconductor with space-inhomogeneous fields of the open resonators (OR). Diffraction grating is placed in the OR. Synchronous component of the S-th space harmonic has the form

$$E = A_S C_m C_n \Psi_m(x) \Psi_n(y) e^{-i \alpha_S x + i \alpha_S y},$$

where

$$\Psi_m(x) = e^{\frac{x^2}{2 A_x}} H_m \left( \sqrt{\frac{K}{A_x}} x \right); \quad \alpha_3 = K \frac{C}{V_{ph}};$$

$$\Psi_n(y) = e^{\frac{y^2}{2 A_y}} H_n \left( \sqrt{\frac{K}{A_y}} y \right); \quad \alpha_S = K \frac{C}{V_{ph}} - 1;$$

$$C_m = \sqrt{\frac{A_x}{K}} \left( \sqrt{m \cdot 2^m \sqrt{\pi}} \right)^{-1}; \quad C_n = \sqrt{\frac{A_y}{K}} \left( \sqrt{n! \cdot 2^n \sqrt{\pi}} \right)^{-1};$$

$$A_{xy} = \sqrt{L \left( Z_{xy} - L \right)},$$

$V_{ph}$ is the phase of velocity of S-th space harmonic; $H_m, H_n$ are the Hermite polynomials; $A_S$ is the amplitude of S-th space harmonic; $Z_{xy}$ are the radii of the mirror's curvature.

An effective interaction of the drifting carriers flow in the semiconductor with a field (1) is possible when the conditions of synchronism are being fulfilled in space and time. It is easy to show that excitation of emergent radiation is also possible when the resonance between resonance and transit frequencies is being fulfilled.

$$\omega = \frac{2 \pi}{\mathcal{E}} V_o |S|,$$

here $V_o$ is the velocity of carriers drift, $\mathcal{E}$ is the period of structure. The drifting flow is described in the frames of a quasi-
hydrodynamic model in a semiconductor. Determine the complex power of the interaction in the form

\[ P = \frac{i \omega \Theta_n B_n g a T}{16 \pi \hbar \rho \delta} \sum_{j=01}^\infty (1)^j \int_{-\infty}^{\infty} \frac{|\widehat{E}(K)|^2}{\hbar j - K} dK \]  

(2)

here \( \Theta_n \) is the coefficient of using the drifting flow; \( B_n \) is the amplitude of average of the cross-section of flow of the synchronous harmonic's field, \( \widehat{E}(K) \) is the spectral density of the synchronous field, \( K \) - is the spectral wave number:

\[ h_j \left[ \hbar_0 (1 + i \frac{v}{2w}) + (-1)^j \hbar_\rho \delta \right] a_T - \text{is the propagation constant of waves of the space charge (WSC):} \]

\[ \hbar_0 = \frac{\omega}{\nu_0}; \quad \hbar_\rho = \frac{\omega}{\nu_\rho}; \]

\[ \gamma = \left[ a_T - \frac{\omega^2}{\omega_p^2} \left[ a_T (1 + i \frac{v}{w}) - (1 + i \frac{v}{2w}) \right] \right]^\frac{1}{2}; \]

\( \omega, \omega_p \) are the electromagnetic and plasma frequencies, correspondingly. The first addend (2) determines the efficiency of the power-exchange of slow WSC with space-inhomogeneous fields of OR, the second one is the quick WSC. To separate a real and imaginary parts of the expression (2) and an imaginary part of the expression (2) one may by means of the expansion of its analytical function determined by the cauchy integral along the real axis on degrees \( h_j \) [1] and using the integral Gilbert transformation.

A complex power of the interaction of the drifting carriers flow in a semiconductor with a wave beam of OR at \( \nu \approx 2 \omega_p \) one may represent in the following form

\[ P = P_0 \phi_m (\nu, \nu \gamma), \]

\[ P_0 = \frac{\omega \rho g \Theta_n B_n^2 d_y^2}{8}, \quad \nu \gamma = \frac{\nu}{2 \nu_0} d_y \]
\[ F_m(\varphi, \varphi_y) = \frac{\sqrt{\pi}}{2^{m+2}m!} \left\{ \frac{2m H_{m-1}(z)}{H_m(z)} T_m(z) - \frac{H_m(z)}{H_{m+1}(z)} T_{m+1}(z) \right\}; \quad z = \frac{\varphi + i \varphi_y}{2 \sqrt{2}}; \]

\[ T_m = H_m^2(z) \omega(z) + \frac{2}{\sqrt{\pi}} H_m(z) \sum (-1)^s C_m^n \cdot H_{m-s}(z). \]

\[ \cdot H_{s-1}(-iz) \]

\[ \varphi = \left( \frac{2\pi s}{c} - \frac{\hbar}{\alpha_n} \right) \]

is the parameter of missynchronism; \( \delta_y \) is the diameter of the field's spot of the main oscillation type; \( \gamma = \sum \gamma_i \), \( \gamma_i \) are the frequencies of collisions corresponding to the concrete mechanism of carriers scattering in a semiconductor; \( V_T \) is the heat velocity; \( \omega(z) \) is the complex integral of probability.

In Fig. (a and b) are given graphs of functions \( Re F_\varphi(\varphi, \varphi_y) \) and \( Im F_\varphi(\varphi, \varphi_y) \) which determine the change of active and reactive power components of the interaction of the drifting electron flow of conductivity with the fields of the main type depending on the parameter of missynchronism for three meanings

1. \( \varphi_y = 0 \); 2. \( \varphi_y = 0.5 \); 3. \( \varphi_y = 1 \).

In Fig. (c and d) analogous dependences corresponding to the first \( (m = 1) \) highest type of OR oscillations are given.
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SUPERSLOW WAVES IN PERIODIC STRUCTURES

A. A. Bulgakov and V. D. Korolev

Institute of Radiophysics and Electronics, Acad. of Science of Ukraine, 12 Proscura st., 310085 Kharkov, Ukraine

It is known that developing of millimeter and submillimeter (MSM) wavebands is impossible without active elements. Up to date the devices using quantum superlattices and ballistic motion of carriers in submicron structures are of first rate importance.

In this report we should like to attract attention on a possibility of the creation of semiconductor elements of MSM bands without complicated submicron technology. Distributed interaction of drift carriers in a semiconductor with slow electromagnetic waves is the mechanism which put into effect an instability of electromagnetic waves similar to that one in a travelling-wave tube or back-wave tube. In order to put into operation such interaction it is necessary to provide an equality of velocity of semiconductor drift carriers and propagation wave velocity. It is known that drift velocity is a less than heat velocity, i.e. it has an order of $10^7-10^8$ cm/s. In addition, on electromagnetic wave in a solid state propagates with velocity $\sim \frac{c}{\sqrt{\varepsilon}}$ ($c = 3 \times 10^{10}$ cm/s is the vacuum light velocity, $\varepsilon$ is the dielectric permeability), i.e. approximately is equal to $10^5$ cm/s. Velocities of surface plasmons and magnetic plasmons also considerably exceed drift velocities [1]. Thus, it is necessary to increase carrier velocities by two or three orders or slow down an electromagnetic wave in order to obtain this synchronism. For increasing velocities it is possible to use ballistic motion of carriers in submicron structures. In another case we propose to make use the layer-periodical structures consisting of semiconductor and dielectric layers [2].

In vacuum electronics comb-periodic structures became common use to obtain delay. The mechanism of delay in such structures is possible to consider as follows. A period of the structure is a resonator for the electromagnetic wave. The difference of oscillation phases between different resonators leads to propagation of a slow wave along the periodic structure. That velocity of propagation seems as low as we want in the case of almost zero phase difference between adjacent resonators, but it is difficult to realize this situation on account of wave damping calling into action phase erosion. Usually in the
periodic structures delay is of the order of 100.

There are some "resonant" types of waves in semiconductors: surface and volume plasmons and magnetic plasmons. Without damping velocities of these waves can be very low, but in practice damping is relatively high even in pure semiconductors. Therefore velocities of "resonant" waves differ slightly from the light velocity in vacuum. Another situation can be realized in the layer-periodic structure including the layers of a semiconductor 

\[ \varepsilon_1 = \varepsilon_{01} \left( 1 - \frac{\omega^2}{\omega (\omega + i \nu)} \right) \]

where \( \varepsilon_{01} \) is the dielectric permeability of the lattice, \( \omega \) is the plasmon frequency, \( \nu \) is the effective frequency of collisions; \( d \) is the thickness of the layer) and dielectric \( (\varepsilon_2, d_2) \). In Fig. 1 dispersion curves for non-damping structures are shown

\( k_x \) is the component of the wave vector directed along layers, \( d = d_1 + d_2 \) is a period of the structure. It is shown that the lower curve asymptotically tends to the frequency of the surface plasmons \( \omega_{ps} = \omega_0 / \sqrt{\varepsilon_0 + \varepsilon_2} \) \( (\omega_0 \) is longmur frequency) propagating along boundaries of the dielectric and semiconductor. Another dispersion curves correspond to the frequency higher than \( \omega_p \). In this region the layer-periodic structure behaves like the dielectric lattice. The field structure of the lowest dispersion curve is schematically introduced in Fig. 2a for volume and Fig. 2b for the surface waves.
Dashed curves are envelopes for the field distributions inside the layers. It is shown from figures that in the infinite structure the field has a periodical character although inside a layer it decreases exponentially from the boundary. In the finite lattice the field decreases exponentially deep into the structure.

The dispersion curve changes its form if we take into account damping in semiconductor layers [3,4] (Fig.3). The longitudinal wave number can be written in form $k = k'_x + ik''_x$ and we find that

$$
k'_x d \approx - \ln \left[ \frac{\nu}{\omega_{ps}} \frac{\varepsilon_{o1} + \varepsilon_2}{\varepsilon_2} \right],$$

$$
k''_x d \approx - \arctg \left( \frac{\omega_{ps}}{\nu} \right).$$

If frequency of collision $\nu > 0$, than $k'_x d \omega$ and $k''_x d = -\pi/2$. It is impossible that the value of $k'_x d$ is greater than the value given by formula (1). Let $(k'_x d)_{max} = Q$. The value of $Q$ have been calculated for different structures with InSb as a semiconductor ($\varepsilon_{o1} = 16.7$, $\nu \approx 10^{11}$ s$^{-1}$, $\omega_p \approx 10^{12}$ s$^{-1}$) and dielectric layers ($\varepsilon_2 = 5$). We have obtained $Q = 2.4$ for the infinite structure, with the magnetic field $Q = 10..15$; for a surface wave in the semi-infinite structure $Q \approx 50$; in the structure in a metal substrate $Q \approx 50..70$.

Let us estimate the minimum phase velocity by the formula

$$v_{ph \ min} = \frac{\omega_{ps} d}{Q}.$$

The value of the structure period $d$ is restricted by the formula application of the dielectric permeability. Therefore we have assumed $d \approx 3..10 \mu m$ for the estimations. In this case phase velocity $v_{ph \ min} \approx 10^6..10^8$ cm/s with $\omega \approx 10^{12}$ s$^{-1}$. The great decay is obtained due to the fact that the investigated wave attenuation is less than in a homogeneous semiconductor since the wave energy concentrated in general in the low losses dielectric layers. In fact, the field in the semiconductor is proportional to $\exp(-\xi \sqrt{k_x^2 + [\varepsilon_1(\omega^2/c^2)}}$ and in the dielectric $\sim \exp(-\xi \sqrt{k_x^2 - \varepsilon_2 (\omega^2/c^2)})$, where $\xi$ is the coordinate counted from the boundary between the semiconductor and dielectric (see Fig.2). Thus, semiconductor layers define dispersion properties of the structure, and dielectric layers define wave
damping. As a result, the low damping electromagnetic wave propagation with the low phase velocity is possible.

FAR INFRARED AND MILLIMETER WAVES SPECTROSCOPY
BY USING SYNCHROTRON RADIATION

Takao Nanba

Department of Physics, Faculty of Science, Kobe University,
Nada-ku, Kobe 657, Japan

ABSTRACT

The synchrotron radiation from the electron storage ring is a powerful light source even in the far infrared and millimeter wave regions as in the vacuum ultra violet and X-ray regions. The actual utilization of the synchrotron radiation for the solid state spectroscopy on condensed matter in the far infrared and millimeter waves has started in 1986 at the UVSOR, the synchrotron radiation facility at Okazaki (Japan) and successively in 1989 at the NSLS (Brookhaven, USA). To demonstrate the advantage to use the synchrotron radiation instead of conventional black body sources, experiment under high pressure using a diamond anvil cell in the far infrared region and experiment on ionic super conductor in the millimeter wave region are described.

§1 INTRODUCTION

The synchrotron (SR) is a light source which covers continuously a very wide energy region from the microwave to the x-ray. However, the SR has not been employed until 1986 in the long wavelength spectroscopy although the SR has many excellent properties such as high brightness (photon numbers per unit area-solid angle product), continuous spectral distribution over the entire energy region, its precise time structure in the nano-second time domain and so on.

After preliminary experiments at the SRS (Daresbury, UK) [1] and the BESSY (Berlin, Germany) [2], spectroscopic system was constructed in 1985 at the beam line BL8A1, which is dedicated exclusively for the far infrared spectroscopy, of the UVSOR (Okazaki) and its practical utilization has started since 1986 [3] and successively at the NSLS since 1989 [4]. Many kinds of experiments at the UVSOR up to now proved that the SR delivers more intense photon flux over a high pressure mercury arc lamp in the far infrared and millimeter (MM) wave regions.

The purpose of the present paper is to describe the present status of the experiment on solid state spectroscopy in the far infrared and MM wave regions at the UVSOR.

§2 EXPERIMENT UNDER HIGH PRESSURE WITH A DAC

To compare the intensities of both sources, the SR and a 125 W high pressure mercury lamp, the light intensities from both sources were independently measured using the same spectroscopic system. The light intensity was measured as the function of the aperture at the sample position on which the light is focussed with...
an optics of F/5.6 in the sample chamber.

Fig. 1 shows the ratios of the light intensity at 100 μm of the SR to that of the mercury lamp through different apertures. The intensities of the SR were normalized to that in operation of 100 mA. From this result, the boundary size of the aperture is 11 mm in diameter at which the intensity of the mercury lamp is equal to that of the SR at the ring current of 100 mA. This means that more photon flux with the SR than with the mercury lamp is acceptable into a detector in experiment where a sample acceptance is limited such as experiment under high pressure using a diamond anvil cell (DAC). We installed a spectroscopic system under high pressure using a DAC to perform study on a pressure-induced phase transition of condensed matters. The precise description of the spectroscopic system was described elsewhere[5,6]. Here, we describe the experimental outline in brief. We made a so-called lever-arm type of a DAC which is installed on the bottom of the liquid helium cryostat in the sample chamber. The pressure induced in the diamond anvil cell was measured by a conventional fluorescence measurement technique of a ruby. A ruby chip was immersed as a pressure sensor together with the sample in the liquid paraffin within the pressure cell. The light intensity through the DAC was detected by a liquid helium cooled bolometer.

By using this high pressure apparatus, we measured the transmission spectrum of alkali halide to know the change in the phonon spectrum of alkali halides due to the phase transition. It is well known from a X-ray diffraction measurement that alkali halide shows a first order phase transition from a B1 phase (rock salt structure) to a B2 (cesium chlo-

ride) under pressure as shown in Fig. 1. However, up to now, the observation of such spectrum under high pressure is quite rare because its difficulty of experiment.

Fig. 2 shows the development of the phonon spectra of Rubidium Iodide (RI) with the pressure (P) at room temperature. RI was evaporated in advance onto the cuvet surface of one of the diamond anvils which form the pressure cell. The thickness of the film was 2.8 μm. A stainless steel gasket was used. The thickness and the diameter of the pinhole were 0.2 and 0.7 mm. The pressure is shown in each spectrum. The sharp dip which corresponds to the TO phonon energy is shown by a downward arrow in each curve. The TO phonon showed a clear blue energy shift with the increase in the pressure in the B1 phase (lower three curves). The TO phonon energy was suddenly reduced after the phase transition to the B2 which occurs at 0.34 GPa [7]. In the B2 phase, the TO phonon showed a blue shift (higher three curves). From the energy shift of the TO phonon versus the pressure, the mode gruneisen parameters in the both B1 and B2 phases and the TO phonon energy in the B2 phase were reduced for the first time. The details of the experimental results on other alkali halides is also to be given.

§3 MW wave absorption of ionic super conductor

A collective motion of free carriers (electron or hole) in a conduction band is called as a plasmon. The onset of the absorption due to the excitation of the plasmon locates usually in the near infrared-visible region and its energy is a so-called plasma frequency which is given by the
equation
\[ \omega_p^2 = \frac{4\pi e^2 N}{m^*} \tag{1} \]

where \( N \) is a density of free carriers in the conduction band and \( m^* \) the effective mass of the carrier. A corresponding metallic reflectivity shows a sharp rise at the plasma frequency towards the lower energy. Super ionic conductor is an insulator at low temperature. However, ion becomes unstable and makes a thermal diffusion in the solid above the critical temperature, \( T_c \). The diffusive motion of the ions may give an plasmon state (we call it as an "ionic plasmon"). Therefore, the reflectivity of a super ionic conductor is expected to show a sharp rise due to the excitation of the ionic plasmon at the temperature above the \( T_c \). However, such sharp rise in the reflectivity is considered to appear in the MM wave region because the effective mass of the moving ion is much larger than that of an electron or a hole and consequently the \( \omega_p \) becomes much smaller according to the eq. (1).

We measured the reflectivity of alkali silver iodide super ionic conductor \( \text{RbAg}_4\text{I}_5 \) of which \( T_c = 122 \text{ K} \) \[8\]. The result is shown in Fig.3. As expected to an ionic plasmon, a sharp rise only in the spectrum at 300 K above the \( T_c \) was observed \[9\]. The fine structure in the spectrum above 20 cm\(^{-1}\) is due to the absorption by the phonon.

CONCLUSIONS

1) The practical utilization of the SR in the far infrared region has started since 1986 at the UVSOR facility of the Institute for Molecular Science at Okazaki (Japan). The available spectral region for the measurement covers 3 to 350 cm\(^{-1}\).

2) The absorption measurement under high pressure using a DAC is available at the UVSOR. The change in the phonon spectrum of alkali halides under pressure was done to demonstrate the advantage of the utilization of the SR in the far infrared region. The gruneisen parameters and the TO phonon energy of alkali halides in the B1 and B2 phases were determined for the first time.

3) The reflectivity measurement on the super ionic conductor \( \text{RbAg}_4\text{I}_5 \) in the MM wave region was done and the sharp rise due to the excitation of the "ionic plasmon" was found.
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Fig. 1 The ratio of the light intensity of the SR at 100 μm to that of the mercury lamp which pass through the same aperture is shown versus the diameter of the aperture. The intensities of the SR were normalized to that in operation at 100 mA.
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Fig. 2 The crystal structure of alkali halide at the NaCl(B1) and CsCl(B2) phase.

---

Fig. 3 Transmission spectra of RbI evaporated film of 2.8 μm thickness measured at room temperature under high pressure using a DAC. The sharp dip due to the absorption of the TO phonon mode of KI is shown by the downward arrow. A sharp dip at 132 cm⁻¹ in each spectrum is due to the absorption of the cold crystalline quartz filters of the detector.

---

Fig. 4 The reflectivity of super ionic conductor RbAg₄Cl₅ at 15, 77, and 300 K.
PECULIARITIES OF FIR REFLECTION SPECTRA OF HgCdMnTe

Mazur Yu.I., Kriven S.I., Tarasov G.G., Shevchenko N.V.

Institute of Semiconductors of Academy of Sciences, Ukraine, Kiev

The main feature of lattice dynamics of multicomponent narrow gap semiconducting compounds is a great number of vibrational states with close or overlapping energy bands. Under proper symmetry conditions these states occur in resonance modifying the spectral distribution. One can reveal these modifications in IR reflection, absorption or Raman scattering spectra, their temperature and concentrational dependences. The resonance adjusting for narrow gap semiconductors is easily performed by compositional variation. It allows the lattice, band, relaxation parameters to be changed within broad limits. Another feature of interest is a proximity of electron and phonon energies leading to violation of adiabaticity criteria for such systems. New effects due to these circumstances are the subject of our Hg$_{1-x}$Cd$_x$Mn$_y$Te investigations.

Hg$_{1-x-y}$Cd$_x$Mn$_y$Te crystals of different compositions were synthesized by modified Bridgman technique at temperature gradient of 35 K/cm. Before measurements their surfaces were treated by mechanical polishing and subsequent bromide methanol etching. All crystals were of n-type conductivity and the free carrier concentration was varied from $n = 1 \times 10^{15}$ cm$^{-3}$ to $n = 5 \times 10^{17}$ cm$^{-3}$ at room temperature.

Reflection measurements in spectral range of 50-600 cm$^{-1}$ were performed with IFS-113V spectrometer at temperatures 5K$\leq$T$\leq$300 K. The accuracy of wave numbers determination was about 1 - 2 cm$^{-1}$ over all range measured. Kramers-Kronig transformation of reflection spectra defined the complex permittivity $\varepsilon(\omega)$. In view of strong influence of resonant plasmon-phonon interaction we firstly confined ourselves by the case of low Mn concentration ($y = 0.015$) and low free carrier concentration ($n = 1.9 \times 10^{15}$ cm$^{-3}$).

Fig. 1 presents Hg$_{0.655}$Cd$_{0.33}$Mn$_{0.0155}$Te reflection spectra measured at various temperatures. Three parts can be picked out here: a) 80-120 cm$^{-1}$; b) 120-160 cm$^{-1}$; c) 160-220 cm$^{-1}$ come from different physical sources. First part is usually referred to defect modes and strong spectrum modifications are observed here at temperature increasing. In particular, the broad band at $\omega = 105 - 115$ cm$^{-1}$ grows visibly. The second one corresponds to HgCdTe...
LO - TO splitting, and the modes induced by Mn$^{2+}$ dominate in the third part of reflection spectra.

Due to Kramers-Kronig transformation we have identified the bands at $\omega = 141$ cm$^{-1}$ and $\omega = 160$ cm$^{-1}$ as HgTe-like and CdTe-like LO modes and features at $\omega = 123$ cm$^{-1}$ and $\omega = 152$ cm$^{-1}$ as corresponding TO modes measured at helium temperature ($T = 5$ K). Under temperature increasing from $T = 5$ K to $T = 300$ K HgTe-like modes don't practically shift while the CdTe-like modes move to low energies on 3-4 cm$^{-1}$. It is very interesting behaviour, but our attention is further paid to analysis of fine structure of $\varepsilon''(\omega)$ and Im($-\varepsilon^{-1}(\omega)$) spectra which is caused by lattice disordering. Within the range of reststrahlen rays we have found the band at $\omega = 135$ cm$^{-1}$, which is shown in Fig. 2 for low temperature. It has a transverse polarization and can be attributed to clustering mode observed formerly under Raman investigations [1]. For $\omega > 160$ cm$^{-1}$ and low temperature ($T = 5$ K) the main feature is the peak at $\omega = 191$ cm$^{-1}$ with the strength proportional to Mn$^{2+}$ content (Fig. 3). When the temperature is lifted up to $T = 300$ K the peak position shifts to low energies on 4 cm$^{-1}$ and its halfwidth $(\Delta\omega)$ grows substantially. At high temperature the dependence $\Delta\omega(T)$ can be approximated by $T^{2.5}$, but when the temperature lowers to $T \approx 80$ K this dependence takes the form $\Delta\omega(T) \sim T^{0.8}$. The change of $\Delta\omega$ in the dependence $T^{4}$ points out the change of broadening mechanism for localized Mn-mode. If $\Delta\omega(T)$ the broadening, in the main, is determined by multiphonon decay or modulational process caused by quasieelastic phonon scattering. At low temperature the main
contribution to the halfwidth is originated the single-phonon processes and inhomogeneity, and decreases the power & decreases to \( \Delta \leq 1 \).

Fig. 2 The range of LO - TO splittings of MnCdTe at different temperatures

Fig. 3 Spectral dependence of \( \text{Im}(\varepsilon^{-1}(\omega)) \) for the range of Mn-mode at different temperatures

Fig. 3 shows also two shoulders at \( \omega = 170 \text{ cm}^{-1} \) and \( \omega = 180 \text{ cm}^{-1} \). The feature at \( \omega = 170 \text{ cm}^{-1} \) could be ascribed to LO mode of CdTe film, arising from the surface etching, but assignment of the second shoulder is problematically and needs more investigations.

From our point of view the range at 80-120 cm\(^{-1}\) is of most interest because here both defect modes and fundamental and combined lattice modes are arranged within small spectral interval. Fig. 4 presents the low frequency wing of \( \text{Im}(\varepsilon^{-1}(\omega)) \) at different temperatures. The wing structure is observed up to \( T > 300 \text{ K} \) and can be identified with the lattice vibrations for binary and ternary components known or discussed formerly [2-3]. The band at \( \omega = 105 \text{ cm}^{-1} \) was firstly observed in HgTe and its solid solutions with low Cd content [2]. Due to strong temperature dependence this band has been supposed to be caused by subtractive LA-TA process allowed for zincblende structure at the L and X points of the Brillouin zone. For \( \omega(\text{LO}) = 125 \text{ cm}^{-1} \) and \( \omega(\text{TA}) = 20 \text{ cm}^{-1} \) Baars and Sorger have determined the energy of longitudinal acoustic mode \( \omega(\text{LA})=112 \text{ cm}^{-1} \) correlated with the band \( \omega = 113 \text{ cm}^{-1} \) observed in
Fig. 4. Analogous band was observed in HgCdTe, CdMnTe spectra and attributed to impurity-activated LA mode of CdTe, and what's more, due to estimations [4] small disordering is sufficient to activate LA vibrations in the spectral range \( \omega < 120 \text{ cm}^{-1} \). At last, the mode at \( \omega = 95 \text{ cm}^{-1} \) corresponds to so-called G mode observed formerly in reflection spectra of HgMnTe. At temperature increase G mode moves to low energies, but at low temperature it falls into the gap between acoustic and optic branches of HgTe.

Immediate vicinity of different modes leads to peculiar behaviour of reflection peaked at \( \omega = 105 \text{ cm}^{-1} \). The latter has large oscillator strength and the temperature dependence usual for two-phonon processes. If the first property is characteristic for localized excitation, the second one applies to propagating excitation. To agree this inconsistency we propose the model of anharmonic resonant interaction of gap mode and subtractive lattice vibrations [5]. Due to interaction, the hybridization of wave functions takes place resulting in the modification of the spectral distribution in the range of resonating states as well as the probabilities of vibrational transitions. In this case the magnitude of reflection could be increased at the presence of local vibration but its temperature behaviour would be controlled by two phonon process.

Thus, the reflection spectra analysis carried out allows to identify practically all vibrational states developed from the states of binary and ternary components of HgCdMnTe and find new features caused by energy bands crossing.
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Phonon spectra of multicomponent mixed crystal Hg\textsubscript{1-x-y}Cd\textsubscript{x}Mn\textsubscript{y}Te manifest a lot of features reflected the peculiarities of lattice dynamics which are of great interest for different applications. At small Mn content (y < 0.05) the phonon spectra change in accordance with two-mode behaviour under x variation. The overlapping ranges of LO-TO splitting for CdTe- and HgTe-like vibrations are easily separated from the reflection spectra with the LO-TO frequencies falling into the calibrated curves for Hg\textsubscript{1-x}Cd\textsubscript{x}Te [1]. Clustering and surface modes from the range of LO-TO splittings are studied in detail by means of Raman spectroscopy [2] and, recently, by the technique of FIR reflection [3]. Out of the range of reststrahlen rays one finds different impurity modes, the modes induced by structural disordering, activated fundamental and combined lattice vibrations and so far. There is much less information about these excitations for HgCdTe, and for Hg\textsubscript{1-x-y}Cd\textsubscript{x}Mn\textsubscript{y}Te it is quite absent. However these investigations could provide the data on degree of structural disordering, the role of Mn\textsuperscript{2+} in lattice stabilization, participation of compensated defects in lattice dynamics. Therefore we present here the data on transmission for Hg\textsubscript{1-x-y}Cd\textsubscript{x}Mn\textsubscript{y}Te at different temperatures.

Fig. 1 shows the transmission spectra of Hg\textsubscript{0.65}Cd\textsubscript{0.33}Mn\textsubscript{0.02}Te (n-type, n = 1.5-10\textsuperscript{15} cm\textsuperscript{-3} at T=77 K, thickness d≈0.2 mm). Strong absorption occupies the spectral range from ω = 95 cm\textsuperscript{-1} up to ω = 165 cm\textsuperscript{-1}. Spectral interval from ω = 60 cm\textsuperscript{-1} to ω = 95 cm\textsuperscript{-1} corresponds to minimum values of single-phonon density of states for both the HgTe crystal and the CdTe one. Below ω = 60 cm\textsuperscript{-1} the complicated structure of transmission is observed. Low-frequency features of single-phonon density of states fall into this spectral range also. Above ω ≈ 165 cm\textsuperscript{-1} and up to the range of two-phonon transition the density of single phonon states approaches zero and the feature at ω = 190 cm\textsuperscript{-1} corresponds to local vibration of Mn\textsuperscript{2+}. The ranges of transmission from ω ≈ 240 cm\textsuperscript{-1} to ω ≈ 320 cm\textsuperscript{-1} and ω > 320 cm\textsuperscript{-1} refer to the two- and three-phonon processes respectively [4]. To analyse the transmission ω(ω) the absorption coefficient A(ω) is calculated with account on the reflection spectra measured formerly.

Absorption coefficient of Hg\textsubscript{0.65}Cd\textsubscript{0.33}Mn\textsubscript{0.02}Te crystal is plotted in Fig. 2 at two different temperatures (dashed curves) for ω > 95.
Here the data of paper [5] are plotted also, which were obtained for Hg$_{0.67}$Cd$_{0.33}$Te under the conditions similar to our. Comparing spectral features we conclude that the broad absorption band at \(\omega \approx 30 - 45\ \text{cm}^{-1}\) can be referred to the transverse acoustic modes of HgTe- and CdTe-type. These modes are activated by structural disordering of each of components as well as by impurity ions of Mn$^{2+}$. The latters can be responsible also for the band at \(\omega = 53\ \text{cm}^{-1}\) with strong temperature dependence which was ascribed by Shen et al.[5] to resonant vibration of Mn$^{2+}$ in CdTe.

It's worthwhile to note that the broad side-band of single-phonon density of states caused by TA modes in CdTe is also placed in this spectral range.

The strong absorption, as can be seen from Fig. 1, develops at \(\omega = 95\ \text{cm}^{-1}\), much lower than \(\omega = 118\ \text{cm}^{-1}\), which is low-energy limit of LO-TO ranges. We attribute this frequency to LA mode of HgTe activated by structural disordering of HgCdTe lattice, taking into account its polarization and energy position.

The band at \(\omega = 190\ \text{cm}^{-1}\) we refer to local vibration of Mn$^{2+}$ because the magnitude of absorption peak is proportional to Mn-content and its temperature dependence is habitual for localized excitation. But in fact the situation is more complicated for this spectral range. The estimations show that different impurity modes could be active at this frequency. From theoretical analysis undertaken by Talwar and Vandevyver [6] it follows that undetectable impurities of Al, K, Fe substituting Cd in CdTe sublattice or Si, Na at the place of Hg in HgTe will generate a localized vibrational state at \(\omega = 190\ \text{cm}^{-1}\).
sides the 2LA(L) mode of HgTe can contribute to this band also.

Low-temperature absorption of the crystals investigated in the range of $\omega = 200 - 310 \text{ cm}^{-1}$ has enriched structure (Fig. 3) due to both the multi-mode behaviour of HgCdMnTe and a number of defect modes. The band at $\omega = 220 \text{ cm}^{-1}$ keeps its complicated structure up to $T = 300 \text{ K}$. Absorption at the band maximum is of 2 cm$^{-1}$. According to the selection rules for zinc-blend structure the next excitations can be actual for this band: overtone 2LA(L) of CdTe, compound combinations TO(X) + LA(X) (HgTe), LO(X) + LA(X) (HgTe), LO(L) + LA(L) (HgTe). It means that longitudinal acoustic modes, forbidden in infrared absorption and in Raman scattering, become of great importance for FIR transmission. Another explanation of strong (for a two-phonon spectra) absorption at $\omega = 220 \text{ cm}^{-1}$ is the possibility of side-bands manifestation. In this case side-band of the vibration localized at $\omega = 190 \text{ cm}^{-1}$ reflect the density of states from the range of transverse acoustic vibrations which is peaked at $\omega \approx 30 \text{ cm}^{-1}$ for HgTe. The shift of absorption at $\omega = 220 \text{ cm}^{-1}$ with the temperature increase corresponds to the shift of $\text{rn}^{2+}$ absorption peak. The overtones and combined excitations for the frequencies from the range of LO-TO splittings of HgCdTe are placed within the interval $\omega \approx 240-320 \text{ cm}^{-1}$. Weak absorption at $\omega = 245 \text{ cm}^{-1}$ is the limit of compound optical transitions and can be referred to 2TO(\Gamma)(HgTe). The temperature shift of absorption at $\omega = 304 \text{ cm}^{-1}$ ($\sim 10 \text{ cm}^{-1}$ under temperature increase from $T = 5 \text{ K}$ to $T = 300 \text{ K}$) allows to ascribe this
feature to 2TO(X) mode of CdTe-component. Really, the frequency of TO-mode of CdTe shifts on 5 cm\(^{-1}\) towards less values giving evidence for strong anharmonicity of vibration. The latter leads to the intensification of two-phonon absorption and to the correct value of its shift.

We find the next classification for the other features under consideration in this spectral range: \(\omega = 265\) cm\(^{-1}\) is 2LO(\Gamma) HgTe or TO(L) HgTe + TO(L) CdTe; \(\omega = 276\) cm\(^{-1}\) is TO(\Gamma) HgTe + TO(\Gamma) CdTe.

To fit unambiguously the experimental data the \(\omega(k)\) dependences are necessary for HgCdTe. Note that two-phonon peaks with CdTe participation, as a rule, are more prominent than those with HgTe only.

Multiphonon absorption of HgCdMnTe is plotted in Fig. 4 from \(\omega = 320\) cm\(^{-1}\) to \(\omega = 400\) cm\(^{-1}\). The striking feature is at \(\omega = 380\) cm\(^{-1}\). It is undoubtedly the overtone of local vibration at \(\omega = 190\) cm\(^{-1}\). The magnitude of peak is proportional to Mn-content, and the shift towards the lower energy is approximately twice of that for Mn-mode at temperature increase from \(T = 5\) to \(T = 300\) K. It should be noted a out-of-the-way modification of absorption line-shape with temperature increasing. The band at \(\omega = 330-350\) cm\(^{-1}\) is caused by different combination of transverse optical vibrations which are of high dipole activity.

Thus, the analysis of acoustic and optical modes manifestation allows to conclude on the role of impurity atoms and structural defects in the change of dynamical properties of narrow gap solid solutions.

References

Fig. 4. Three-phonon absorption of Hg\(_{0.65}\)Cd\(_{0.33}\)Mn\(_{0.02}\)Te at different temperatures.
An improved version of a tunable far-infrared (FIR) laser sideband heterodyne spectrometer is reported in this article.

The generation of tunable coherent FIR laser sideband radiation is generally based on the modulation of a fixed frequency FIR laser radiation by a tunable microwave source in a nonlinear mixing component. Different detection methods lead to rather different spectrometer designs.

The FIR laser sideband spectrometer developed in Lille (France) uses a heterodyne detection system operating at room temperature [1].

The FIR source is a molecular laser optically pumped by a commercial PL6 CO2 laser (Edinburgh Instruments). The CO2 laser cavity length is locked to the point of maximum FIR laser output power, using the photoacoustic effect by means of a microphone signal originating from the FIR laser transition. The FIR laser radiation is extracted via a gold-coated dielectric silicon output coupler with a 8 mm-diam. hole in the center. The FIR laser system has been described in detail elsewhere [1].

The sideband generator is a GaAs Schottky barrier diode (Millitech Corporation, model MX-Q4), mounted in an open structure corner cube. As the sideband power level increases with input level, FIR laser power of at least 1 mW is required. A similar Schottky diode (Ferran Technology Limited, model CIII) is used as the first mixer in the heterodyne receiver system. A local oscillator power of about 1 mW is generally needed to saturate the diode at the nonlinear mixing point.
In contrast to baseband detection, in which rigorous isolation of the laser radiation before the detector is a major constraint due to the poor conversion efficiency of the Schottky diode frequency modulator and the use of a corner cube, heterodyne detection needs unmodulated laser radiation as local oscillator for the heterodyne receiver, eliminating optical filtering in the spectrometer system.

The heterodyne detection method necessitates a division of the laser radiation into two beams directed to each Schottky diode corner cube. The principal problem is to develop an optical system which is able to realize the coupling of laser beam and of sideband radiation as efficiently as possible. The solution for the coupling of Gaussian beam results in a beam splitter, or in a dual-beam interferometer.

A beam splitter is placed in a resonator structure which is formed by a corner cube of the Schottky diode, a movable plane mirror, and an ellipsoidal focusing mirror [2]. The laser beam is divided by the beam splitter, then coupled to the sideband modulator and heterodyne receiver respectively. The sideband radiation coupling towards the interaction cell is optimized by adjusting the resonator cavity structure. However the simple structure of this setup offers only a sideband coupling efficiency of about 30%.

The dual-beam interferometer coupling system can be a Mach-Zehnder (M-Z) non-polarizing diplexer, or a Martin-Puplett (M-P) polarizing diplexer.

The non-polarization coupling technique, using two M-Z diplexers permits a coupling efficiency of ideally 100% ignoring the dielectric material losses. However the M-Z diplexer requires a thickness of the dielectric beam splitter adapted to the working frequency, so that its bandwidth is limited. In addition, the beam splitting of dielectric materials is always polarization dependent. Furthermore if we consider the constraint of beam truncation losses, a minimum non-overlap loss of -1.6 dB is not avoidable even if a diplexer of the confocal cavity structure is used with an enlarged beam waist.

The M-P interferometer, using polarization diplexing technique, couples two beams of different polarization. Its structure allows the use of the minimum diplexing path-length difference and an enlarged incident beam waist: the degree of non-overlap can thus be minimized.

A quasi-optical system using the polarization diplexing coupling technique has been developed for our FIR laser sideband heterodyne spectrometer. The schematic diagram of the experimental system is shown in Fig.1.

A quasi-optical system using the polarization diplexing coupling technique has been developed for our FIR laser sideband heterodyne spectrometer. The schematic diagram of the experimental system is shown in Fig.1.

The FIR laser beam is enlarged at first by a frequency independent Gaussian beam telescope system consisting of a parabolic mirror M1 and an ellipsoidal mirror M2. Then the linearly polarized laser radiation is converted to circular polarization by a polarization...
rotator MR1, which consists of a wire-grid polarizer and a plane mirror with an adjustable spacing. By a vertical wire-grid polarizer G1, the laser beam is divided between the transmitted beam which serves as local oscillator for the heterodyne receiver and the reflected beam which passes into the sideband generator after crossing the diplexer D1.

![Experimental optical system scheme](image)

The diplexer D1 is a typical M-P interferometer. The interferometer path difference is tuned so that the sideband polarization is 90° with respect to that of the laser radiation towards the sideband generator, in order to separate sidebands from the laser carrier at G1. Another similar polarization rotator MR2 is used to rotate the polarization of the sideband beam through 90° again. The horizontal wire-grid polarizer G2 thus couples the unmodulated
laser radiation and the spectroscopic signal to the second diplexer D2 which recombines the
two beams of different polarization onto the heterodyne detector.

Compared to an optical system using a non-polarization coupling technique, the non-
overlap losses of the system which we have developed are very low, especially with an
enlarged beam waist up to about 10 mm. The virtual losses of the entire optical system are
about -0.5 dB at 1400 GHz.

The working frequency bandwidth of the system is determined by the performance of
the wire-grid polarizer. With the present polarizers, whose wire parameters are: 2a=10
μm & g=40 μm (where 2a is the wire diameter, g the wire spacing), the optical system can
operate over a wide spectral range from about 600 GHz to 2500 GHz. By using smaller wire
parameters, the performance of the optical system at higher frequency could be improved.

In addition, this quasi-optical polarizing coupling system permits the FIR laser
sideband heterodyne spectrometer to be used in single sideband.
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Recently we have observed the stimulated emission of FIR hot-hole radiation from p-Ge under uniaxial compression with no magnetic field applied, which has been due to direct optical transitions between strain-split valence subbands [1]. In this report the experimental data concerning with the origin of population inversion of valence subbands and the evolution of stimulated radiation in space and time are presented.

The stimulated emission was observed at pressure both in the [111] and [100] crystallographic directions. The threshold compression \( P \) was about 9 kbar for [111] and 6 kbar for [100] and in both cases corresponded to the valence-subband separation energy \( \Delta (\Delta \propto P) \) close to the optical phonon energy \( \varepsilon_0 \).

The spontaneous FIR hot-hole luminescence intensity at intermediate electric fields beginning at impurity breakdown was found to be dependent on stress as \( \exp(-\alpha \Delta) \) with constant \( \alpha \) both for [111] and [100]. At first sight, the exponential decreasing of spontaneous radiation intensity with stress may be explained by decreasing of hole concentration at the energies \( \varepsilon > \Delta \) in the tail part of a distribution function. For the Maxwellian distribution function \( \alpha^{-1} = kT_1 \), \( T_1 \) is the light-hole temperature. The field dependences of \( kT_1 \) are shown in Fig.1 both for [111] and [100]. There is an interval of electric fields \( E \) at which \( T_1 \) does not depend on \( E \) for both stress directions. On the other hand, the spontaneous radiation intensity increases with \( E \) increasing at \( P \) fixed. This points out increasing of hole concentration in the upper subband, i.e. increasing \( T_1 \). The contradiction means the distribution function is not Maxwellian. Besides it is clear from Fig.1 that \( T_1 \) is higher and an initial field for \( T_1 \) increasing is less for \( P \parallel [100] \) than those for \( P \parallel [111] \), although light holes having somewhat smaller effective masses in the [111] direction should be heated at lower fields. This fact shows the heating of light holes is affected by the presence of the heavy-hole band even at moderate fields.

The cause of non-Maxwellian distribution in unstressed semiconductor is known to be the run-away of holes, i.e. acoustic-phonon collisionless acceleration by the field, up to optical-phonon energy (streaming motion) [2]. Due to strong inelastic optical-phonon scattering the distribution function is
stretched in momentum space in the hole-drift direction. In stressed Ge the upper strain-split "heavy-hole" band may act as a similar limit for hole run-away up to the energy of $\Delta$ but with almost elastic scattering by acoustic phonons. If the probability of interband acoustic-phonon scattering is high enough in comparison to intraband one, the holes accelerated by the field to the energy of $\Delta$ may accumulate in the upper subband. This process may lead to inversion. The estimation [3] showed the condition for such hole sticking being $\mu E > s$ ($\mu$ is the light-hole mobility at $\varepsilon = \Delta$, $s$ is the sound velocity) can be satisfied already at low fields close to shallow impurity-breakdown threshold in Ge. If the most of the holes are in the heavy-hole band as a result of light-hole run-away, the exponential decrease of spontaneous radiation intensity with stress have to depend on the hole temperature $T_h$ in the upper band connected with $T_l$ as $T_h \approx T_l \cdot (m_h/m_l - 1)$ ($m_h$ and $m_l$ are effective masses in the heavy-hole and light-hole subbands). The $T_h$ values are marked on the right-hand scales of Fig.1. The heavy-hole temperature turns out to be higher than lattice temperature and is determined only by the intersubband scattering until the field heating begins. Since $m_h$ in the [100] direction is less than that in the [111], so $T_{h_{[100]}} > T_{h_{[111]}}$ and heavy holes in [100] begin to be heated at lower fields than those in [111].

The field heating of heavy holes expands their energy distribution up to optical-phonon energy counted in stressed Ge from the bottom of the light-hole band, so the limiting energy is $\varepsilon_0 - \Delta$. After optical-phonon emitting the holes are transferred to the lower band and then they run away to the upper one. Thus, all of the holes are in the energy range of $\varepsilon_0 - \Delta$ (Fig.2). The highest energy of heavy holes depends on pressure in stressed Ge and may be done much less than that without stress ($\varepsilon_0$). As a result, the heavy-holes are in a narrow energy range when $\Delta$ is close to the optical-phonon energy. The inversion is strong in this case. The stimulated emission have been observed just at these conditions.

The uniaxial deformation is known to lead to the negative differential conductivity (NDC) caused by hot-hole transfer between strain-split valence subbands and, as a result, to high-field domain formation (see, f.i.,[4] and references cited). We have studied the interaction between high-field domains and stimulated radiation. The domain formation was observed at pressure above 4 kbar. There was two cases in dependence on sample contact conditions. In first case the static domain was formed at the negative sample electrode at voltages in NDC region and caused the current saturation (Fig.3,b). The capacitive probe measurements showed the step-like field distribution in the specimen (Fig.3,a). The stimulated emission (curve 4 in Fig.3,a) arose and grew as the domain width increased with the voltage increasing reached some critical value. At large
enough radiation intensity the domain was destroyed and the field distribution became uniform (Fig.3,a). The generation (curve 5) and the uniform field distribution maintained at voltage diminishing during the same voltage pulse down to values much less than exciting voltages (Fig.3,a). The minimum supporting field was found to be about 200 V/cm which was somewhat larger than the field outside of the domain. These data show that high voltages necessary for stimulated emission exciting in this case are due to high-field domain formation because the out-of-domain field is insufficient for generation.

In second case the current oscillations caused by travelling domain formation appeared. At not too high voltages, however, the stimulated radiation arisen could coexist with Gunn oscillations. The stimulated emission and current oscillation magnitude were interdependent. The average current shown in Fig.4 illustrate domain evolution at FIR generation. At the pressure just before the stimulated emission threshold the current oscillations existed at all fields used and the average current saturated (curve 1). The oscillation frequency corresponded to the domain transit time with velocity about $10^7$ cm/s. At stress above the threshold the average current (curve 2) changed similarly as the radiation intensity (curve 3) and the current oscillations became damped as the radiation inflamed and disappeared in the end. The travelling domain transformed to the static one as the radiation intensity increased considerably. The further evolution was in the same way as shown in Fig.3: next jump of emission intensity and current and conserving of stimulated radiation at uniform field at diminishing voltage. Thus, two possible stationary generation states with and without domains could exist in this case.

For some samples the stimulated radiation could appear beginning at the impurity-breakdown voltage all over the voltage range investigated with no current oscillations or static domain.
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Abstract

Fourier transform spectra have been recorded for O-18 methanol in the far-infrared ground vibrational torsion-rotation band. Because the CH$_3$-rock and CO-stretch bands overlap well with the CO$_2$ laser bands, CH$_3^{18}$OH is of interest as a source of optically-pumped FIR laser emission. From FIR assignments, accurate combination differences are obtained which allow confident assignment of the infrared CH$_3$-rock and CO-stretch series. This permits identification of IR pump transitions which are coincident with CO$_2$ laser lines, and thence can lead to assignments of the FIR laser lines. The FIR spectral measurements are also needed to check the identification of IR-pump/FIR-laser transition systems through IR/FIR combination loop relations. In this work, 57 subbranches in the ground state FIR spectrum of O-18 methanol have been assigned, and their approximate J-independent origins have been determined. These have been fitted to a model torsion-rotation Hamiltonian in order to determine a set of molecular constants for the ground state.

Introduction

In common with its normal CH$_3$OH parent, the O-18 isotopomer of methanol has two vibrational bands, the CO-stretching and in-plane CH$_3$-rocking bands, which overlap well with the CO$_2$ laser bands and lead to extensive optically-pumped far-infrared (FIR) laser emission [1]. Identification of the lasing transitions is an interesting spectroscopic puzzle, which has sparked much interest in recent years in methanol and its various species, and has led to a considerable increase in understanding of the energy level structure of both ground and excited vibrational states. The analysis of the IR vibrational bands depends heavily on a knowledge of combination differences in the vibrational ground state, hence detailed analysis of the torsion-rotation microwave and FIR ground-state spectra is an essential co-requisite for vibrational spectroscopy of the molecule.

Microwave spectra of CH$_3^{18}$OH were first observed in an early study by Hughes et al. [2], then investigated more fully by Gerry et al. [3], who assigned a variety of transitions at low rotational quantum number and obtained a set of the J-dependent "a-type" parameters and certain of the J-independent or "b-type" parameters. Later, in order to explore the potential of O-18 methanol as an FIR laser source, Goulding et al. [4] looked at the optoacoustic spectrum with CO$_2$ laser excitation and discovered a number of promising coincidences between CO$_2$ laser lines and CH$_3^{18}$OH IR absorptions. They predicted correctly that strong FIR laser lines would be pumped by the 10R(20) CO$_2$ line, but their specific proposed laser wavenumbers were not seen in practice when Ioli et al. [1] first investigated the FIR laser emission from this molecule. Following the report by Ioli et al., which also included a low-resolution
survey of the vibrational band structure comprising the IR spectrum [1], Lees et al. utilized the results of Goulding [5] along with further work on the high-resolution Fourier transform IR and FIR spectroscopy to assign a number of the reported IR-pump/FIR-laser transition systems involving both the CO-stretching [6] and CH$_3$-rocking [7] bands. Around the same time, Petersen and Choi [8] explored three transition systems with IR-radio-frequency and IR-IR double resonance and confirmed the assignments for those systems, including the more likely of the 10R(20) pumping schemes proposed by Goulding et al. [4].

In this paper, we report on our progress on the assignment of the ground state torsion-rotation FIR spectrum of O-18 methanol, and present our preliminary set of J-independent $b$-type constants as determined from approximate subbranch origins. If time permits, some applications of the results together with those from IR spectroscopy of the CO-stretching and CH$_3$-rocking bands to the identification of FIR laser transition systems will be discussed.

**FIR Spectrum and Analysis**

The FIR spectrum of CH$_3^{18}$OH was originally recorded from 30-220 cm$^{-1}$ on the DA3.002 Bomem spectrometer in Ottawa, at a resolution of 0.004 cm$^{-1}$. Analysis of this spectrum gave considerable information about the torsion-rotation energy level structure of the ground state [5], but there was still a lack of data for low rotational quantum numbers and for excited torsional transitions. Therefore, we ran the spectrum again recently in Ottawa from 15-470 cm$^{-1}$ at higher pressure and sensitivity, using the modified Bomem instrument with 0.002 cm$^{-1}$ resolution and similar conditions to those discussed briefly in our $^{13}$CD$_3$OH study [9].

Analysis of the new spectrum is still in the early stages, but the increased resolution has permitted many of the highly overlapped Q branches to be followed almost to their initial lines, while the higher sensitivity has revealed numerous weak excited torsional branches much more clearly. So far, we have only worked our way up the spectrum to include Q branches with origins lying below 150 cm$^{-1}$, but it became clear almost immediately that the parameters we were using to predict the origins were giving discrepancies of several tenths of a cm$^{-1}$. To remedy this, we determined approximate experimental values for 57 FIR subbranch origins by extrapolating from the initial lines of the R, Q and P branches, and included 4 microwave Q-branch origins [3] to give a data set of 61 origin wavenumbers. These are listed in Table 1, and it can be seen that they cover a fairly wide range of rotational and torsional quantum numbers. It may also be noted that they are very irregularly distributed in the spectrum, due to the large and erratic effects of the torsional energy changes, hence reasonably accurate calculations are indeed of importance in locating and identifying the various P, Q and/or R subbranches.

We then fitted the subbranch origins by non-linear least squares to a set of $b$-type parameters, using the Kivelson-Kirtman formula [10] for the energy of state (ntK) as described for $^{13}$CD$_3$OH [9]:

$$W(ntK) = V_3 \langle 1-\cos3\gamma/2 + F \langle P_y^2 \rangle + \left[ A - (B+C)/2 \right] K^2 + V_6 \langle 1-\cos6\gamma/2 \right.$$  

$$- D_{KK} K^4 + k_1 K^3 \langle P_y \rangle + k_2 K^2 \langle P_y^2 \rangle + k_3 K \langle P_y^3 \rangle + k_4 \langle P_y^4 \rangle$$

$$+ k_5 K^2 \langle 1-\cos3\gamma \rangle + k_6 K \langle P_y \rangle + k_7 \langle P_y^2(1-\cos3\gamma) \rangle$$

In this notation, n is the torsional quantum number, $\tau$ is an index defining the A, E$_1$ or E$_2$ torsional symmetry, K is the component of the rotational angular momentum J along the a-axis, and $P_y$ is the torsional angular momentum [10]. As the constants F and A are both known functions of the axial moments of inertia, $I_{a1}$ and $I_{a2}$, we fitted directly to the latter for convenience [11]. Also, we chose to constrain parameter $k_6$ to zero in the fit to avoid the linear dependence known to exist among the matrix elements for six of our parameters [10,11]. The FIR origins were equally weighted in the fit, but the
accuracies of the microwave origins were taken to be 10x better, giving them 100x the weight of the FIR origins. Table 1 includes the least squares residuals, and it can be seen that the 61 origins are quite well reproduced by the 11 b-type parameters, with the overall weighted standard deviation being 1.95 and the largest residual being 0.053 cm\(^{-1}\). The values found for the parameters are given in Table 2 along with their rms errors. The values of the a-type parameters \(I_a\), \(I_c\), and \(I_{ab}\) were taken from the previous microwave study [3]. The axial moments of inertia \(I_{a1}\) and \(I_{a2}\) and the torsional barrier height \(\nu_3\) are well defined, and are similar to the previous microwave results [3], but some of the smaller torsion-vibration-rotation interaction parameters are not very well-determined in the fit. We hope that extension of the assignments upward in wavenumber to include more origins with a wider range of torsional states, together with least-squares fitting of the subbranch line series to determine more precise origins, may improve the situation in future.
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Table 1. Approximate $\left(n',K'\right)$-$\left(n'',K''\right)$ Subbranch Origins (cm$^{-1}$) in the FIR Spectrum of CH$_3^{18}$OH

<table>
<thead>
<tr>
<th>$(n',K')$</th>
<th>$(n'',K'')$</th>
<th>$\nu_{\text{obs}}$</th>
<th>$\nu_{\nu'-\nu_c}$</th>
<th>$(n',K')$</th>
<th>$(n'',K'')$</th>
<th>$\nu_{\text{obs}}$</th>
<th>$\nu_{\nu'-\nu_c}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(031) A</td>
<td>(010) A</td>
<td>9.974</td>
<td>0.004</td>
<td>(110) A</td>
<td>(131) A</td>
<td>67.185</td>
<td>0.002</td>
</tr>
<tr>
<td>(022) (031) A</td>
<td>16.075</td>
<td>0.003</td>
<td>(113) A</td>
<td>(122) A</td>
<td>66.826</td>
<td>-0.009</td>
<td></td>
</tr>
<tr>
<td>(013) (022) A</td>
<td>8.772</td>
<td>0.001</td>
<td>(116) A</td>
<td>(125) A</td>
<td>32.645</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>(034) (013) A</td>
<td>21.381</td>
<td>-0.016</td>
<td>(134) A</td>
<td>(125) A</td>
<td>41.048</td>
<td>-0.015</td>
<td></td>
</tr>
<tr>
<td>(025) (034) A</td>
<td>39.983</td>
<td>0.042</td>
<td>(137) A</td>
<td>(116) A</td>
<td>111.171</td>
<td>0.026</td>
<td></td>
</tr>
<tr>
<td>(016) (025) A</td>
<td>39.208</td>
<td>-0.016</td>
<td>(1310) A</td>
<td>(119) A</td>
<td>83.455</td>
<td>-0.034</td>
<td></td>
</tr>
<tr>
<td>(037) (016) A</td>
<td>35.961</td>
<td>0.015</td>
<td>(133) A</td>
<td>(124) A</td>
<td>36.876</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>(028) (037) A</td>
<td>53.172</td>
<td>0.009</td>
<td>(115) A</td>
<td>(124) A</td>
<td>45.045</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>(019) (028) A</td>
<td>67.881</td>
<td>-0.001</td>
<td>(136) A</td>
<td>(115) A</td>
<td>112.395</td>
<td>-0.053</td>
<td></td>
</tr>
<tr>
<td>(0310) (019) A</td>
<td>62.043</td>
<td>-0.036</td>
<td>(111) A</td>
<td>(120) A</td>
<td>77.291</td>
<td>-0.003</td>
<td></td>
</tr>
<tr>
<td>(0211) (0310) A</td>
<td>65.241</td>
<td>0.029</td>
<td>(114) A</td>
<td>(123) A</td>
<td>56.742</td>
<td>-0.007</td>
<td></td>
</tr>
<tr>
<td>(033) (012) E1</td>
<td>17.755</td>
<td>0.006</td>
<td>(135) A</td>
<td>(114) A</td>
<td>97.971</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>(024) (033) E1</td>
<td>33.520</td>
<td>-0.001</td>
<td>(138) A</td>
<td>(117) A</td>
<td>104.415</td>
<td>0.046</td>
<td></td>
</tr>
<tr>
<td>(015) (024) E1</td>
<td>28.258</td>
<td>-0.037</td>
<td>(210) A</td>
<td>(131) A</td>
<td>126.366</td>
<td>-0.017</td>
<td></td>
</tr>
<tr>
<td>(036) (015) E1</td>
<td>30.096</td>
<td>0.007</td>
<td>(213) A</td>
<td>(134) A</td>
<td>122.235</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>(027) (036) E1</td>
<td>49.426</td>
<td>0.006</td>
<td>(234) A</td>
<td>(113) A</td>
<td>150.918</td>
<td>-0.012</td>
<td></td>
</tr>
<tr>
<td>(018) (027) E1</td>
<td>59.611</td>
<td>0.001</td>
<td>(237) A</td>
<td>(128) A</td>
<td>79.871</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>(039) (018) E1</td>
<td>52.026</td>
<td>0.008</td>
<td>(212) A</td>
<td>(133) A</td>
<td>116.432</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>(0210) (039) E1</td>
<td>60.638</td>
<td>-0.030</td>
<td>(236) A</td>
<td>(127) A</td>
<td>80.262</td>
<td>-0.006</td>
<td></td>
</tr>
<tr>
<td>(0111) (0210) E1</td>
<td>80.081</td>
<td>0.029</td>
<td>(211) A</td>
<td>(132) A</td>
<td>115.455</td>
<td>-0.014</td>
<td></td>
</tr>
<tr>
<td>(032) (011) E2</td>
<td>14.082</td>
<td>0.004</td>
<td>(235) A</td>
<td>(126) A</td>
<td>95.335</td>
<td>0.014</td>
<td></td>
</tr>
<tr>
<td>(023) (032) E2</td>
<td>25.543</td>
<td>0.001</td>
<td>(231) A</td>
<td>(210) A</td>
<td>119.741</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>(014) (023) E2</td>
<td>17.942</td>
<td>-0.013</td>
<td>(222) A</td>
<td>(213) A</td>
<td>150.255</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>(035) (014) E2</td>
<td>25.345</td>
<td>-0.015</td>
<td>(216) A</td>
<td>(237) A</td>
<td>109.317</td>
<td>-0.042</td>
<td></td>
</tr>
<tr>
<td>(026) (035) E2</td>
<td>45.171</td>
<td>0.012</td>
<td>(221) A</td>
<td>(212) E1</td>
<td>146.236</td>
<td>0.024</td>
<td></td>
</tr>
<tr>
<td>(017) (026) E2</td>
<td>49.904</td>
<td>-0.003</td>
<td>(215) A</td>
<td>(236) E1</td>
<td>100.746</td>
<td>0.017</td>
<td></td>
</tr>
<tr>
<td>(038) (017) E2</td>
<td>43.214</td>
<td>-0.013</td>
<td>(220) A</td>
<td>(211) E2</td>
<td>138.916</td>
<td>-0.000</td>
<td></td>
</tr>
<tr>
<td>(029) (038) E2</td>
<td>56.787</td>
<td>0.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0110) (029) E2</td>
<td>74.619</td>
<td>-0.014</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0311) (0110) E2</td>
<td>72.837</td>
<td>0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(021) (030) E1</td>
<td>5.4956 b</td>
<td>0.0011</td>
<td>(020) (011) E2</td>
<td>5.0266 b</td>
<td>0.0003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(012) (021) E1</td>
<td>1.1314 b</td>
<td>0.0010</td>
<td>(130) (121) E1</td>
<td>6.2368 b</td>
<td>0.0009</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Torsional symmetry.  $^b$ Origin found from microwave results, and given 100x higher weight in the fit.

Table 2. J-Independent $b$-Type Parameters for the Ground Vibrational State of CH$_3^{18}$OH

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Matrix Element</th>
<th>Value $^a$</th>
<th>Parameter</th>
<th>Matrix Element</th>
<th>Value $^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_a$ (amu-$\text{Å}^2$)</td>
<td>$k_1$ (MHz)</td>
<td>0.760737(186)</td>
<td>$k_2$ (MHz)</td>
<td>1.503(593)</td>
<td></td>
</tr>
<tr>
<td>$I_a$ (amu-$\text{Å}^2$)</td>
<td>$k_1$ (MHz)</td>
<td>3.21143(60)</td>
<td>$k_2$ (MHz)</td>
<td>-56.38(1.93)</td>
<td></td>
</tr>
<tr>
<td>$V_3$ (cm$^{-1}$)</td>
<td>$k_3$ (MHz)</td>
<td>374.169(111)</td>
<td>$k_4$ (MHz)</td>
<td>-160.84(3.33)</td>
<td></td>
</tr>
<tr>
<td>$V_6$ (cm$^{-1}$)</td>
<td>$k_5$ (MHz)</td>
<td>-1.273(107)</td>
<td>$k_6$ (MHz)</td>
<td>-257.26(7.40)</td>
<td></td>
</tr>
<tr>
<td>$D_{jk}$ (MHz)</td>
<td>$K^4$</td>
<td>1.232(105)</td>
<td>$k_7$ (MHz)</td>
<td>291.4(26.5)</td>
<td></td>
</tr>
<tr>
<td>$I_b$ (amu-$\text{Å}^2$)</td>
<td>$k_8$ (MHz)</td>
<td>21.37594</td>
<td>$K&lt;k_P^r&gt;$</td>
<td>0.000</td>
<td></td>
</tr>
<tr>
<td>$I_c$ (amu-$\text{Å}^2$)</td>
<td>$K^2&lt;1$-cos$3\gamma&gt;$</td>
<td>22.16858</td>
<td>$K&lt;k_P^r&gt;$</td>
<td>-306.7(237.7)</td>
<td></td>
</tr>
<tr>
<td>$I_{ab}$ (amu-$\text{Å}^2$)</td>
<td>S.D. $^b$</td>
<td>-0.15138</td>
<td></td>
<td>1.95</td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Standard deviations in the last figure are shown in parentheses. Values in brackets were fixed in the fit.

$^b$ Overall standard deviation of the fit, in weighted cm$^{-1}$. 
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Optical Study of Residual Donors in ZnSe/GaAs

H. Nakata, R. Komeda and T. Ohyama

Department of Physics, College of General Education
Osaka University, Toyonaka, Osaka 560 Japan

Far-infrared magneto-absorption and photoluminescence are observed for MOVPE grown ZnSe epitaxial layers. A far-infrared absorption peak at 4.2T for the wavelength of 57μm is assigned to transition from 1s to 2p state of Cl donor in ZnSe. Free exciton and donor bound exciton are observed in photoluminescence measurement. The splitting of these peaks due to difference in thermal expansion coefficient leads us to estimate the strain in the ZnSe layer and the ionization energy of the residual donor is calculated from the splitting between the main peak and two electron satellite of the donor bound exciton.

1. Introduction

A ZnSe epitaxial layer has become an important semiconductor especially after the report on invention of the blue light emitting laser. The control of residual impurities is inevitable to fabricate a p-ZnSe. Photoluminescence measurement has been widely applied to characterize residual impurities. In photoluminescence measurement, not only a free exciton but also a bound exciton can be observed. The different residual impurities induce the bound exciton peaks at different peak positions. We can identify the residual impurities from the peak position in the bulk sample. Complexity comes to a ZnSe epitaxial layer because of strain in the ZnSe layer due to difference in thermal expansion coefficient between ZnSe layer and GaAs substrate. Both free and bound exciton peak split because of the strain. We estimate the strain from the splitting of the free exciton peaks.

Two electron transition of the bound exciton is radiative recombination process like Auger effect. The electron and hole in the bound exciton recombine each other and excite an electron to the excited state of the donor. We can easily estimate energy difference between the ground state and the excited state of the donor. We observed two electron transition in ZnSe/GaAs and estimated the energy difference. Far-infrared (FIR) magneto-absorption of donors in a ZnSe epitaxial layer was first reported by K. Saito et al. They studied I doped ZnSe and observed an absorption peak at 5.3T for the wavelength of 57μm.

2. Experimental

The samples which we used in this study were ZnSe epitaxial layers grown on GaAs substrate by MOVPE (Metalorganic Vapor Phase Epitaxy) method. The sample thicknesses are 10 and 20μm. A CH3OD laser with
the wavelength of 57 \mu m was employed as a FIR source and the sample was placed in the magnetic field up to 5T in FIR magneto-absorption measurement.

An Ge doped with As was used as a detector. A xenon flash lamp was operated at 20Hz as an excitation source in photo-excitation measurement.

We made photoluminescence measurement in a conventional way. A pulse \text{N}_2 laser with pulse width of 1ns and peak power of 10KW was employed as an excitation source. Luminescence was dispersed by a monochromator (SPEX 1269) and detected by a photomultiplier. The signal was analyzed by a boxcar integrator.

3. Results and Discussion

Figure 1 shows photoluminescence spectra of the ZnSe epitaxial layer. \text{E}_x denotes a free exciton line and \text{I}_2 a donor bound exciton line. A two electron transition is possible in bound exciton recombination. The two electron transition is denoted \text{I}_2. Each line splits into two lines by a residual tensile strain in plain due to difference in thermal expansion coefficient between ZnSe and GaAs.\textsuperscript{3,4} The photon energies of emission lines are listed in Table 1. We can estimate a residual strain to be 7.2x10^{-4} from the energy separation 3.9meV of free exciton doublet \text{E}_x and \text{E}_x.\textsuperscript{2,4}

Energy separation between the main peak and the two electron satellite of donor

<table>
<thead>
<tr>
<th>Component</th>
<th>Transition energy (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>\text{E}_x</td>
<td>2.8012</td>
</tr>
<tr>
<td>\text{E}_x^2</td>
<td>2.7973</td>
</tr>
<tr>
<td>\text{I}_2'</td>
<td>2.7947</td>
</tr>
<tr>
<td>\text{I}_2'</td>
<td>2.7930</td>
</tr>
<tr>
<td>\text{I}_2</td>
<td>2.7745</td>
</tr>
<tr>
<td>\text{I}_2</td>
<td>2.7733</td>
</tr>
</tbody>
</table>
bound exciton gives us an energy difference between the ground state and the excited state of the donor. The separation between $^3I_2$ and $^1I_2$ lines is about 20 meV. It is close to the energy difference of 19.66 meV between 1s and 2p states of Cl donor reported by Merz et al.

Figure 2 shows FIR absorption of a donor in the ZnSe layer with the thickness of 10 $\mu$m. We observed a broad absorption peak at 4.2T. Saito et al. made the same kind of experiment for I doped ZnSe and reported one of peaks at 5.3T. The peak position is different from ours. It means that our residual impurity is not an iodine. We assumed that the absorption peak is due to the transition from 1s to 2p state of an unknown residual donor. The energy difference between 1s and 2p state at zero magnetic field is estimated to be 20.0 meV in linear Zeeman effect approximation with the electron effective mass of 0.145 $m_e$. The obtained value agrees well with that from photoluminescence measurement.

The thick sample reveals a more sharp resonance at the same magnetic field. It means that it has a good crystal quality. When we elevates the bath temperature, the broadening of the peak occurs and the peak shifts to higher magnetic field as shown in Fig.3. The linewidth of the absorption peak changes from 51 to 61 $\mu$eV at 4.2 to 20K. Residual strain induces the broadening of $E_nD/E_g$, where $E_n$ is the ionization energy of the nth level ($=7$ meV), $D$ is deformation potential ($=4.1$ eV), $\sigma$ is a strain and $E_g$ is a energy gap ($=2.8$ eV). The estimated broadening due to residual strain is about 7.6 $\mu$eV. Other mechanisms are necessary to explain the linewidth.

Another interesting result is photo-modulated absorption experiment. In this experiment, a two channel boxcar integrator was used and one gate opened just after photoexcitation and another gate at enough delayed time. At 4.2T, FIR absorption decreases due to photoexcitation. In normal situation, photoexcitation creates electron-hole pair and ionized impurity captures free carriers to become a neutral impurity. In this case, photoexcitation ionizes neutral donors. Interface between ZnSe and GaAs may play an important role for this
mechanism.

4. Conclusions

We estimated residual strain of 7.2x10^-4, the splitting of free exciton lines and assigned the residual donor to Cl impurity. The 1s to 2p transition of Cl impurity is observed at 4.2T in FIR absorption for the wavelength of 57 μm. The estimated energy difference between 1s and 2p state at zero magnetic field agrees well with the result of photoluminescence. Temperature dependent line broadening and photoionization of donors are observed.
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Fig. 3 Temperature dependence of FIR magneto-absorption of ZnSe/GaAs(t=20μm). Line broadening and peak shift are observed at higher temperatures.
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We report on FIR-magneto transmission experiments on the model material NENP representing the most realistic system for the antiferromagnetic linear chain with $S = 1$. For such systems, Haldane made the conjecture that the excited triplet states of the system are separated from the singlet ground state by a nonzero gap in contrast to the case for $S = 1/2$[1]. After the first direct proof of the existence of the Haldane gap 2, we have investigated all possible transitions in the ideal system of infinite chains as well as the special effects due to ending and breaking of the chains. Impurity transitions are also observed. This implies that the selection rules of the ideal system are broken. The present data demonstrate the efficiency of FIR-spectroscopy in the investigation of complex spin systems.

HIGH FREQUENCY FIR-LASER MODULATION FOR PULSED HIGH MAGNETIC FIELD APPLICATION

R. Krevet, F. Roters and M. von Ortenberg
Institut für Halbleiterphysik und Optik
Technische Universität Braunschweig
D-3300 Braunschweig, Germany

We report on the first successful high frequency modulation of an optically pumped FIR-molecular gas laser in the range of $10^5$ to $10^6$ Hz. Such high modulation frequencies are necessary to apply a fast lock-in technique for the detection of FIR-magneto-optical spectra in high pulsed magnetic fields with pulse duration of the order of some msec. This high frequency lock-in technique has ben demonstrated to give, for magneto-transport measurements, the same signal-to-noise ratio as known from experiments in quasistationary fields as produced by superconducting or BITTER solenoids [1].

The modulation is provided by a Q-switch technique applying special piezo controlled mirror supports of the laser cavity. Using a high performance Piezo ceramic tandem configuration, we were able to displace the incoupling mirror of 4 cm diameter with a coupling hole of 3 mm at a resonance frequency of 195 k-Hz. In resonance, the displacement amplitude is sufficiently large to result in full modulation of the FIR-laser emission line.

The detection of the high frequency modulated radiation intensity is performed by a multi-element photoconductivity detector system as described in [2]. Magnetotransmission spectra obtained by this method are of the same quality obtained for those with modulation frequencies in the order of 10 to 100 Hz. The additional advantage of the modulation method is FIR-magneto-optics is the fact that, due to the modulation, the base line for zero transmission is well defined in contrast to the common experiments in pulsed magnetic fields, where only the magnetic field induced change is recorded without reference to the zero transmission value.
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FIR-Study of Rare Earth Compounds
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1. INTRODUCTION.

An ion with a partially filled shell has non-zero angular momentum and a corresponding magnetic moment. In a magnetic field, this leads to precession of the magnetic moment around the magnetic field with the Larmor frequency. If an oscillating magnetic field is applied, the orientation of the magnetic moment can be reversed. This phenomenon is well known as "Electron Paramagnetic Resonance" (EPR).

Resonance occurs when the frequency of the oscillating field is equal to the Larmor frequency. For a free ion this is:

\[ \hbar \omega = g_L \mu_B B \]

(\( \mu_B \) is the Bohr magneton). The Landé-factor \( g_L \) is given by:

\[ g_L = 1 + \frac{J(J+1) - L(L+1) + S(S+1)}{2J(J+1)} \]

J, L and S are the quantum numbers for the total, total angular and total spin momentum respectively.

![Energy levels for an ion in a weak crystal field](image)

If the ion is inside a crystal it is subjected to the electrostatic influence of its neighbours, described by the crystal field. The energy levels are shifted, and the resonance condition changes accordingly. To appreciate this effect, one has to compare these changes in energy levels with other interactions. In the case of the rare earth ions the magnetic moment is due to the partially filled 4f-shell. This shell is surrounded by the
5s- and 5p-shells and these screen the crystal field very effectively (in contrast with e.g. the case of incomplete 3d-shells). Typical shifts produced in the energy levels are of the order of 10 to 100 cm$^{-1}$. The situation can thus be summarised as follows (see fig. 1):

- The ground state for a free ion is determined using Hund's rules. This yields the values for $J$, $L$ and $S$. This ground state is $(2J+1)$-fold degenerate.
- This degeneracy will be lifted (partially) by the crystal field. How far the degeneracy is removed depends on the symmetry of the crystal field. However, if the number of electrons in the shell is odd, Kramers' theorem applies: the degeneracy cannot fully be lifted by an electric field. The remaining degeneracy is in this case at least twofold.
- An applied magnetic field will lift the remaining degeneracy. EPR between these split levels can be observed under suitable circumstances.

The difference in energy between the ground term, as given by Hund's rules, and the higher terms is much higher than the splitting induced by the crystal field. In most cases one can therefore ignore the higher terms completely at far-infrared (FIR) photon energies. The splittings caused by the crystal field however are right within the FIR region, which is therefore well suited for this studies.

2. THE USE OF HIGH MAGNETIC FIELDS.

In case of a large zero field splitting, even in very low magnetic fields, the use of FIR radiation may be necessary to observe EPR. There are a number of advantages in the use of high magnetic fields:

- Closely spaced lines can be resolved, resulting in a more accurate determination of the resonance field and easier study of line shapes.
- Many lines appear narrower in higher fields. This makes detection easier and can be of great help in separating different contributions to the line width (e.g. hyperfine lines).
- Evidently, the energy levels can be mapped over a wider field region.
- The difference between the applied magnetic field and the local field can be calculated in terms of a demagnetising field. This depends on the magnetisation in the sample, which in turn depends on the applied field. It is a definite advantage that in high fields the magnetisation can be saturated. Correct $g$-values can then be derived from the slope of the measured resonance condition (i.e. from a plot of photon energy versus applied field at resonance).

3. EXPERIMENTAL SET-UP.

We use two different spectrometers: They do not differ very much in principle, but are very different in the experimental arrangement. Both use an optically pumped FIR-laser as radiation source. A diagram of the spectrometer based on a superconducting magnet (up to 12 Tesla) is given in fig. 2. Due to the limited sweeping speed of the superconducting magnet a measurement with this spectrometer takes typically 15 minutes. As shown in the diagram, the radiation is chopped. Part of the beam is split off to stabilise the laser. The transmitted radiation is detected by a slow detector (e.g. a carbon bolometer), mounted under the sample.
The second spectrometer is based on a pulsed magnet. This technique produces much higher fields (over 50 Tesla), but on an entirely different time scale. The pulse duration is of the order of 10 milliseconds. High speed detectors (e.g. InSb hot electron bolometer) and high speed electronics (such as fast transient recorders) must be used. Experimental conditions, e.g. the stability requirements for the laser, are very different for both spectrometers.

4. SOME EXPERIMENTAL RESULTS.

The case of TmVO$_4$ [1] illustrates very well the lifting of the free ion degeneracy by the crystal field. As can be seen from fig. 3, not one (as expected) but several resonance lines are seen. The resonance condition (see fig. 4) was determined by repeating the measurement at different wavelengths. The TmVO$_4$ crystal is very easily distorted, and different distortions with different symmetries produce different splittings of the ground state. This explains the different lines, all with the same $g$-value but with different zero field splittings.

The case of DyAlG is more complicated. EPR in this material was, until now, only done in diluted materials. This has the advantage that interactions between the different magnetic moments are strongly reduced. However, in high fields, the study of the undiluted material can be undertaken. Here also, many lines were detected (see, e.g. fig. 5). The explanation given for TmVO$_4$ is not applicable, due to the Kramers theorem. The observed lines can roughly be grouped according to their $g$-values. Extra lines with a $g$-
value corresponding to the expected doublet splitting can be accounted for in terms of nearest neighbour interactions. Effects of non-stoichiometry can explain many of the other lines. We consider extra Dy$^{3+}$-ions occupying sites in the crystal normally occupied by Al$^{3+}$-ions. This has a double effect: some of the regular Dy$^{3+}$-ions see their crystal environment changed by this interchange. Furthermore, there can be signals caused by the irregularly placed Dy$^{3+}$-ions. Some of these lines show a g-factor which is much lower than expected. This effect does not account for all of the lines that are seen, but is, for a specific group of lines, consistent the angular variation of the spectra.

Two more promising cases are DyPO$_4$ and TbPO$_4$. Both of these were until now not studied in the far infrared, but literature data on optical transitions generate interest in a FIR study of these materials as well. The results will be presented and discussed at the conference.
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ABSTRACT
Double-peak of the operating pressure had been found when the transverse feedback was strong enough. The density matrix for non-monochromatic signal fields was presented for calculation.

INTRODUCTION
The application of OPFIR lasers stimulated the study of the miniaturization of FIR sources\textsuperscript{1, 2}. A cw OPFIR laser with the cavity length as short as 5 cm was reported in 1986\textsuperscript{3}. Miniature pulsed OPFIRLs with their cell length from 1 to 5 cm were developed\textsuperscript{4} and the transverse feedback enhancement effect was found to be an active role in a mini-OPFIRL\textsuperscript{5}.

EXPERIMENTS
The experimental setup was a conventional OPFIRL system except the sample tubes were newly designed\textsuperscript{6}. Different sample tubes made of three materials were used.

*Fig. 1* The output characteristic of mini-OPFIRL of three sample tubes with \( \phi 18\text{mm ID} \).
Fig. 2 The output power of mini-OPFIRL with different inner diameters.

including aluminum, brass, copper with two different inner diameters (Ø18mm and Ø22mm) and the same length (39mm) were used to investigate the dependence of output power on the transverse parameters of the sample tube.

Fig. 1 was the experimental curves of the output power versus the operating pressure of three sample tubes with the inner diameter of Ø18mm. In the FIR region, the reflectivity of copper was the highest among these materials, and that of brass was the lowest. It was evident that the higher the reflectivity of the tube wall, the larger the output power of the mini-OPFIRL.

Fig. 2 showed that the maximum output power of the copper sample tube with the inner diameter of Ø18mm was larger than that of Ø22mm, and furthermore, the output power of the latter dropped faster than the former when the operating pressure was higher than the optimum operating pressure.

The other result was that the optimum operating pressure of the mini-OPFIRL of Ø18mm copper sample tube had two peaks, the first in P=40×133.32Pa and the other about in P=80×133.32Pa.

THE DENSITY MATRIX FOR NON-MONOCHROMATIC SIGNAL FIELDS

In a transverse feedback enhanced mini-OPFIR laser, there was interaction between the transverse feedback and the stimulated emission in the longitudinal direction. The conditions of the excitation and the emission between the two signals were different, so the production of the amplified spontaneous emissions were quite different. The density matrix for non-monochromatic signal fields should be considered.

It was assumed that the electric field interacting with the molecular system include the pump laser field and the signal laser field, where the pump laser was assumed to be monochromatic field with its frequency $\omega_p$, and the signal laser was the non-monochromatic field which was taken to consist of $n$
discrete frequency signals, $\omega_{e,n} = \omega_{32}$:

$$E(t) = \frac{1}{2} E_p \exp(\omega_0 t) + \frac{1}{2} \sum_{n \neq 0} E_{e,n} \exp(i\omega_{e,n} t) + \text{c.c.}$$

With the rotating wave approximation and solving for the quasi-steady-state, the density matrix equation for three-level system was expanded as a set of $4N+5$ complex linear equations, where $N$ was the number of the discrete frequency signals concerned. By writing the equations in matrix form, the equations were solved and gain coefficients for $N$ discrete signals were obtained:

$$P_{31} = \frac{r_{31}^* - r_{23}^* \Sigma B_{e,n}^2 (H_{3})_{n}}{B_p h_1 - B^2 \Sigma B_{e,n}^2 (H_{3})_{n}^2 / (H_{2})_{nn}^2}$$

$$P_{321,n} = \frac{r_{31}^* h_1 - r_{31}^* B_{e,n}^2 (H_{3})_{n}}{B_p h_1 (H_{2})_{nn} - B^2 B_{e,n}^2 (H_{3})_{n}^2}$$

where

$$h_1 = 1 + x^2 + \Sigma B_{e,n}^2 + 4B_{e,n}^2 \Sigma B_{e,n}^2 (-2x+y_n^2) / [1+(x+y_n^2)^2 + B_{e,n}^2]$$

$$(H_{2})_{nn} = 1 + y_{n}^2 + B_{e,n}^2 + 4B_{e,n}^2 \Sigma B_{e,n}^2 (-2y_n+x)^2 / [1+(x+y_n^2)^2 + B_{e,n}^2]$$

$$(H_{3})_{n} = 3 - (-2x+y_n)(-2y_n+x) / [1+(x+y_n^2)^2 + B_{e,n}^2 + B_{e,n}^2]$$

The gain coefficient for the FIR signal with the frequency $\omega_{e,n}$ was

$$G_{e,n} = \frac{N \mu^2 \tau}{\varepsilon_0 c \eta h} \omega_{e,n} \text{Im}(P_{32,n}/B_{e,n}) - \alpha$$

**FIR power (a.u.)**

![FIR Power Graph](image)

Fig. 3. The calculated curves of a mini-OPFIRL, where $D$ was the calculated point. The sample tube was 40mm long and $\phi 18$mm ID.
THEORETICAL CALCULATION ON MINI-OPFIRL

By means of the theoretical model\textsuperscript{5} and the density matrix for non-monochromatic signal fields discussed above, the output power of the miniature OPFIR laser could be calculated by the iteration calculation method.

Fig.3 showed the calculated curves of the output power of the laser varying with the operating gas pressure, where the sample tube was 40mm long and \( \phi 18\) mm ID, the intensity of the input pump laser and the pump laser spot were 4MW/cm\(^2\) and \( \phi 10\) mm, respectively. Three conclusions from the results could be obtained: i. The reflectivity of the side wall of the sample tube affected the output power of OPFIRL but not the optimum operating gas pressure. The higher the reflectivity, the higher the output power. ii. There were two optimum operating gas pressures when the reflection coefficient was greater than 80\%, the first peak in \( P=40 \times 133.32\) Pa and the second in \( P=70 \times 133.32\) Pa. This was in agreement with the experiment of the copper sample tube as shown in Fig.1. iii. The shape of calculated curves was in agreement with that of experimental curves. When the operating gas pressure was lower than the optimum pressure, the output power increased rapidly as the operating pressure increased. When the operating pressure was higher than the optimum pressure, the output power decreased slowly as the operating pressure increased.

The double-peak phenomenon resulted from the interaction between the transverse feedback and the ASE signals along the optical axis. The first peak corresponded to the contribution of the transverse feedback and the second the ASE along the optical axis. These two signals enhanced each other. When the reflectivity became lower, the effect of the transverse feedback would be weaker and so would the enhancement to the longitudinal signal. Hence the second peak disappeared.

CONCLUSION

The dependence of optimum operating pressure on the transverse parameters of the sample tube was studied. The mechanism of the processes in mini-OPFIRL was revealed, which was important for the development of the OPFIRL theory and the utilization of mini-OPFIRL.
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CONFIRMATION AND PREDICTION OF OPTICALLY PUMPED FAR INFRARED LASER LINES IN METHANOL
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ABSTRACT

In this paper, the detailed analyses of high-resolution Fourier transform spectra of the infrared (IR) C-O stretch and far infrared (FIR) torsion-rotation bands of methyl alcohol have been applied to predict 30 potential FIR laser lines and to confirm previously proposed assignments of FIR emission lines optically pumped in the second and third excited torsional states of the C-O stretch state. The combination loop closure technique provided accurate frequencies for the observed and predicted FIR laser transitions.
Over the last decade there has been a great deal of interest in the study of infrared (IR) and far infrared (FIR) spectra of methanol and its isotopic species [1-26]. This is mainly because of a large number of FIR laser lines obtained from these molecular species when pumped by a CO₂ laser. As far as FIR laser emission is concerned the high resolution spectroscopic study in the IR and FIR regions provide perhaps the best available method for identifying the quantum numbers involved in the absorption and emission transitions. The ground state FIR transition assignments provide a powerful method for checking the correctness of the assignment scheme by the loop closure technique [17]. In the case when the emitted frequency is not measured precisely, the closed loop provides the frequency of the observed laser line with a precision which is at least one order of magnitude better than that can be obtained from usual wavelength measurements. Another aspect of the loop closure technique is that, one can predict the frequencies of yet unobserved FIR emission transitions possible from the same upper level with the same order of precision. The knowledge of quantum number assignments at FIR lasing transitions is not only of fundamental spectroscopic interest but also of importance for optimum operation of the FIR laser through the control of operating conditions.

In this work, an extensive analysis has been carried out on an IR spectrum of the C-O stretch fundamental band at a resolution of 0.002 cm⁻¹ recorded on a BOMEM Fourier transform spectrometer at the Herzberg Institute of Astrophysics in Ottawa [18-19]. As an immediate application of this work, we provide valuable confirmation of recently proposed assignments for IR absorptions and FIR laser emissions pumped by four different CO₂ laser lines [13] viz. 9R(8), 9P(20), 9P(26) and 9P(4). Further, 24 potential FIR emission lines are predicted in CH₃OH which can be pumped by the following pump lines: sequence band 9R(9) and 13-CO₂ 9R(4).
Another significant finding in the present work is the precise location of the highly down shifted first excited torsional C-O stretch transitions. It was found that alternative assignments are necessary for two recently proposed [22] IR pump/FIR laser systems involving transversely excited atmospheric (TEA) CO2 laser lines.
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STUDY OF MINIATURE OPTICALLY PUMPED FAR-INFRARED LASER

Luo Xizhang and Lin Yikun
(Zhongshan University, Guangzhou, China)

ABSTRACT

Five mini-OPFIRLs with sample tube 10cm, 5cm, 4.3cm, 3cm and 1.5cm in length, respectively, were built up and laser successfully. Power density and spectral characteristic of the mini-OPFIRL were studied theoretically and experimentally.

I. INTRODUCTION

In recent years, far-infrared (FIR) has been used for radar and communication in outer-space. The devices used in outer-space should be high efficient and small-sized. Many scholars have been engaged in the study of miniaturization of FIR devices. A CW optically pumped FIR laser (OPFIRL) cavity of 5cm in length was reported in 1986. In the same year, Lin Yikun pointed out in his paper that the optimum length of the sample tube of an OPFIRL was inversely proportional to the operating gas pressure of the laser and OPFIRL could be miniaturized if the laser operated at high gas pressure. In this paper, mini-OPFIRL with sample tube shorter than 10cm was studied theoretically and experimentally and discussion was given.

II. EXPERIMENTAL STUDY OF MINIATURE OPFIRL

The experimental system for the study of mini-OPFIRL was the same as that described in reference 4. NH₃ gas was chosen as the operating gas and 9R(16) from a TEA-CO₂ laser as the pumping source. Emission of pulsed OPFIRL was detected by a pyroelectric detector and recorded by model-7623 storage oscilloscope. Five mini-OPFIRLs, made of different materials, with the length of sample tube 10cm, 5cm, 4.3cm, 3cm and 1.5cm, respectively, were built up and tested. The results were shown in Table 1.

<table>
<thead>
<tr>
<th>Length of sample tube(cm)</th>
<th>10</th>
<th>5</th>
<th>4.3</th>
<th>3</th>
<th>1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material of sample tube</td>
<td>glass</td>
<td>glass</td>
<td>Al</td>
<td>Al</td>
<td>Al</td>
</tr>
<tr>
<td>Pumping power density(MW/cm²)</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Exp. optimum gas pressure(×10³ Pa)</td>
<td>7.3</td>
<td>10.7</td>
<td>9.3</td>
<td>10.2</td>
<td>6.7</td>
</tr>
<tr>
<td>Cal. optimum gas pressure(×10³ Pa)</td>
<td>7.7</td>
<td>10.6</td>
<td>9.3</td>
<td>10.7</td>
<td>14.6</td>
</tr>
<tr>
<td>Exp. FIR power density(W/cm²)</td>
<td>2.2×10³</td>
<td>0.2×10³</td>
<td>0.1×10³</td>
<td>50</td>
<td>8.1</td>
</tr>
<tr>
<td>Cal. FIR power density(W/cm²)</td>
<td>142×10³</td>
<td>3×10³</td>
<td>38</td>
<td>2.7×10⁻³</td>
<td>2.6×10⁻⁸</td>
</tr>
</tbody>
</table>
III. THEORETICAL STUDY OF MINIATURE OPFIRL

The theoretical calculation was based on the semi-classical density matrix equations. For simplification, we assumed that the transition of NH₃ molecule in mini-OPFIRL system was confined within three energy levels. The three-level system assumption was accurate enough for the study of OPFIRL output characteristics.

The lasing process in an OPFIRL could then be described by density matrix equations as follows:

\[
\frac{\partial \rho_{ij}}{\partial t} = \frac{i\hbar}{\tau_{ij}} (\rho_{jj}^{0} - \rho_{ij}) - [H', \rho]_{ij}
\]

\[
\frac{\partial \rho_{jj}}{\partial t} = \frac{i\hbar}{\tau_{jj}} (\rho_{jj}^{0} - \rho_{jj}) - [H', \rho]_{jj}
\]

Applying the equations to the three-level system gave the following expression for FIR gain and IR absorption coefficient:

\[
G = \frac{2N_{e} |\mu|^{2}}{e_{0} n c h B_{s}} \left( \omega_{32} T_{a} - \gamma \right) \text{Im}(P_{32})
\]

\[
G_{p} = \frac{2N_{e} |\mu_{p}|^{2}}{e_{0} n c h B_{p}} \left( \omega_{31} T_{a} - \gamma \right) \text{Im}(P_{31})
\]

With relations (1) and (2), the output power density of an ASE OPFIRL with the length of sample tube L cm could be calculated numerically by iteration method. Five mini-OPFIRLs mentioned above were calculated. The results were also listed in Table 1 for comparison, and the calculated frequency characteristic of a 10 cm long OPFIRL with weak longitudinal feedback was shown in Fig.1.

![Fig.1 Frequency characteristic of mini-OPFIRL with weak feedback](image-url)
IV. DISCUSSION

1. It has been shown in our experiment and calculation that mini-OPFIRLs with sample tube as short as 10cm-1.5cm lase FIR emission successfully.

2. Mini-OPFIRL operates at high gas pressure which is tens times of that for ordinary OPFIRL. The linewidth of mini-OPFIRL can be larger than 10GHz, this is because two AC Stark lines link together as the result of gas pressure broadening and saturation broadening effect. The widen laser line is of significance for frequency tunable FIR laser.

3. The deviations of optimum operating gas pressure and output power density between experimental and calculated results for very short OPFIRL suggest that transverse feedback from the side wall of the metallic sample tube plays an active role in mini-OPFIRL. The output FIR power density will be much enhanced. We call it transverse feedback effect. A detailed study of transverse feedback enhancement in mini-OPFIRL will be described in other paper.
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FIR Laser Assignments and Predicted Frequencies for Optically Pumped $^{13}$CD$_3$OH
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Abstract

High-resolution Fourier transform spectroscopy (FTS) of $^{13}$CD$_3$OH has given insights into the far-infrared (FIR) laser emission observed when this molecule is optically pumped by a CO$_2$ laser. Six IR-pump/FIR-laser transition systems are considered, including two with completely new assignments plus four which have been presented previously but are discussed further with reference to recently reported experimental data. Five of the assignment schemes have been rigorously checked by forming closed combination loops, and accurate FIR laser wavenumbers have been obtained. The superiority in precision of the FIR laser wavenumbers determined from FTS combination loops over those from traditional wavelength measurements is demonstrated.

Introduction

The development of efficient FIR lasers with high output power is of interest for many practical applications, such as plasma diagnostics, scattering measurements, radio astronomy and a variety of solid-state semiconductor experiments. When a strong 127 $\mu$m FIR laser line was found for $^{13}$CD$_3$OH optically pumped by the 10P(8) CO$_2$ laser line, and proved to be the second most efficient known [1,2], it was quickly utilized as a diagnostic on the Princeton tokamak. This discovery triggered our spectroscopic interest in this rather exotic isotopomer of methanol, and stimulated systematic high-resolution Fourier transform investigations of the spectra of $^{13}$CD$_3$OH in various regions by our group. The scope of this present paper will be restricted to the two regions particularly relevant to the FIR laser assignment problem, namely the C-O stretching band centred at approximately 980 cm$^{-1}$ in the infrared (IR) and the ground vibrational torsion-rotation band spread throughout the FIR. The former overlaps very well with the CO$_2$ laser bands so provides the IR pump transitions for the FIR lasers, while the latter gives essential information for the construction of frequency loops for confirmation or prediction of the FIR laser wavenumbers. As a consequence, many FIR laser emission lines have now been observed and a number of transitions assigned within the first excited C-O stretching state [1,3-8].

FT Spectrum and Experimental Details

High-resolution Fourier transform spectra of $^{13}$CD$_3$OH were obtained from 15-240 and 815-1030 cm$^{-1}$ at a resolution of 0.002 cm$^{-1}$ on the modified DA3.002 Bomem spectrometer at the Herzberg Institute of Astrophysics in Ottawa. The spectra were recorded at room temperature using 4 transits of a 0.5 m multipass White cell (for a total path length of 2 m). The sample pressure was 40 mTorr for the FIR region and 100 mTorr for the C-O stretching region, giving minimal pressure broadening. The sample was supplied by MSD Isotopes of Montreal at 99 atom-% purity. To improve the signal-to-noise ratio, multiple scans were co-added for the final interferograms. The relative precision of recorded frequencies is believed to be of the order of ±0.0002 cm$^{-1}$ or better for strong unblended lines, while the absolute accuracy based on calibration with naturally-present H$_2$O lines is estimated to be approximately ±0.0005 cm$^{-1}$. 
FIR Laser Assignments for $^{13}$CD$_3$OH

The FIR laser transition identifications and wavenumber predictions for $^{13}$CD$_3$OH were accomplished in two steps. First, the C-O stretch band was extensively analyzed and assigned to determine the coincidences between the parent IR absorptions and the CO$_2$ pump laser lines. Next, the ground state FIR information was brought in to combine with the IR pump and FIR laser data to form closed IR/FIR transition loops. The frequency combination relations from these loops provided rigorous checks on the FIR laser transition assignment schemes as well as yielding accurate predictions for the laser wavenumbers. A typical loop scheme is illustrated in Fig. 1 for the 10R(40) CO$_2$ pumping system at +132 MHz offset from the pump laser centre frequency. With the extensive closed loop diagrams that can be formed from the transitions shown in Fig. 1, the wavenumber of FIR laser line $L_b$ is confirmed through three independent combination relations:

\[
L_b = P + d - h + i - I = 63.6125 \\
E + c - h + g - H = 63.6128 \quad \text{Average} = 63.6125 \text{ cm}^{-1} \\
E + a - e + f - H = 63.6121
\]

The self-consistency of these results along with the excellent agreement between our mean value of 63.6125 cm$^{-1}$ and the direct frequency measurement value [7] of 63.61260 cm$^{-1}$ serve as strong confirmation of our assignments. They also demonstrate clearly the superior precision of the FIR laser wavenumbers predicted from the combination loops over that obtainable from traditional wavelength measurement accuracies of typically ±0.5 μm (Lb was reported as 157.2 μm). This precision can be applied to the two further FIR laser lines, $[L_a]$ (II) and $L_c$ (II), associated with the scheme of Fig. 1. No observation of $L_a$ has yet been reported, while for $L_c$ only a wavelength measurement is available. From our loops, we predict wavenumbers for these lines as follows:

\[
[L_a] = P - A = 8.9122 \\
C - D = 8.9121
\]

\[
L_c = P + d - G = 53.5039 \\
E + a - F = 53.5040
\]

In all, we have identified 15 IR-pump/FIR-laser transition systems so far with our FTS information, some of which have already been reported [8]. Our results for the six systems which are either new or have had additional FIR laser information reported recently [7] are collected in Table 1. Most of the assignments are rigorously confirmed with spectroscopic loop data, allowing accurate FIR laser wavenumbers to be deduced. In general, our calculated wavenumbers in Table 1 are in good agreement with those obtained from accurate laser frequency measurements [7].

Three further comments may be made. First, for System #3, the new observation of laser line $L_b$ settles down the transition assignments nicely. Originally, there had been some uncertainty since only the single line $L_a$ had been reported [4] and assigned as a $\Delta K=0$ a-type FIR laser line [8]. Such a-type lines are not very sensitive to quantum numbers other than J, so require caution in their identification. Our energy scheme for System #3 predicts that there should be a third FIR laser line, $[L_c]$, at 10.8816 cm$^{-1}$ with perpendicular polarization, as shown in Table 1. Secondly, we had originally presented System #5 with the 10R(8) CO$_2$ pump [8] only as a potential system for optical pumping and FIR lasing. The new observations [7] have confirmed this prediction, and have verified our proposed wavenumber for laser line $L_a$. Lastly, for System #4 involving n=2 second excited torsional levels, we have not yet identified all of the weak excited torsional series in the IR and FIR spectra necessary to form loops to confirm the assignments unambiguously. The plausibility of our proposed scheme, therefore, rests principally on the agreement between the reported wavenumber for laser line $L_a$ and our best calculated value for this Q-branch transition in the excited state, together with the fact that the wavenumber difference of cm$^{-1}$ between lines $L_a$ and $L_b$ is entirely consistent with the value of cm$^{-1}$ calculated for a J=19→18 a-type transition using our mean observed n=2 excited-state B-value of cm$^{-1}$. We hope that further spectroscopic detective work will lead to the assignments needed to close a variety of combination loops to verify this proposal definitively in future.
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Energy scheme for the $^{10}$R(40) + 32 MHz pump. Transition frequencies are (in cm$^{-1}$):
P=887.6229, A=978.7107(calc.), B=988.8391, C=978.6569(calc.), D=968.7447, E=968.4104,
F=967.3763, G=989.1289, H=968.7298, I=987.9475, m=52.4700, n=53.7390, o=74.2222,
d=55.0099, e=126.0844, f=137.5459, g=115.8029, h=126.0930, i=135.0201.

Table 1. Assignments of FIR laser lines in $^{13}$CD$_3$OH optically pumped by a CO$_2$ laser.

<table>
<thead>
<tr>
<th>System</th>
<th>CO$_2$ + Offset [v in cm$^{-1}$]</th>
<th>IR Absorption ($\nu_{obs}$ in cm$^{-1}$)</th>
<th>FIR Laser Transition</th>
<th>Line Label</th>
<th>$\nu_{obs}^b$ [cm$^{-1}$]</th>
<th>Rel Pol</th>
<th>$\nu_{pred}$ [cm$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>10P(24) + 20.5MHz</td>
<td>P(116.28)</td>
<td>(116,27)$^{eo}$</td>
<td>L_e</td>
<td>34.37497$^*$</td>
<td>II</td>
<td>34.3737</td>
</tr>
<tr>
<td></td>
<td>940.5488</td>
<td>940.5474</td>
<td>(116,27)$^{eo}$</td>
<td>L_b</td>
<td>48.22017$^*$</td>
<td></td>
<td>46.0280</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(116,27)$^{eo}$</td>
<td>L_c</td>
<td>80.48082$^*$</td>
<td></td>
<td>80.4791</td>
</tr>
<tr>
<td>#2</td>
<td>10P(24) + 99MHz</td>
<td>P(015,29)</td>
<td>(015,28)$^{eo}$</td>
<td>L_e</td>
<td>35.67851$^*$</td>
<td>II</td>
<td>35.6783</td>
</tr>
<tr>
<td></td>
<td>940.5514</td>
<td>940.5517</td>
<td>(015,28)$^{eo}$</td>
<td>L_b</td>
<td>43.88352$^*$</td>
<td>II</td>
<td>43.8825</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(015,28)$^{eo}$</td>
<td>L_c</td>
<td>[L] [L]</td>
<td></td>
<td>[8.2227]</td>
</tr>
<tr>
<td>#3</td>
<td>10P(24) - 155MHz</td>
<td>P(023,29)</td>
<td>(023,28)$^{eo}$</td>
<td>L_e</td>
<td>35.63</td>
<td>II</td>
<td>35.6582</td>
</tr>
<tr>
<td></td>
<td>940.5429</td>
<td>940.5427</td>
<td>(023,28)$^{eo}$</td>
<td>L_b</td>
<td>46.73</td>
<td>II</td>
<td>46.7769</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(023,28)$^{eo}$</td>
<td>L_c</td>
<td>[L] [L]</td>
<td></td>
<td>[10.8818]</td>
</tr>
<tr>
<td>#4</td>
<td>10P(10) + 7.3MHz</td>
<td>P(225,19)</td>
<td>(225,18)$^{eo}$</td>
<td>L_e</td>
<td>138.7</td>
<td>II</td>
<td></td>
</tr>
<tr>
<td></td>
<td>922.8833</td>
<td>952.8834</td>
<td>(225,18)$^{eo}$</td>
<td>L_b</td>
<td>114.9</td>
<td>II</td>
<td></td>
</tr>
<tr>
<td>#5</td>
<td>10R(8) + 40MHz</td>
<td>P(039,10)</td>
<td>(039,9)$^{eo}$</td>
<td>[L]</td>
<td>[L] [24.058]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>967.7086</td>
<td>967.7093</td>
<td>(039,9)$^{eo}$</td>
<td>L_b</td>
<td>35.53816$^*$</td>
<td>II</td>
<td>35.5384</td>
</tr>
<tr>
<td>#6</td>
<td>10R(40) + 132MHz</td>
<td>R(110,6)</td>
<td>(110,7)$^{eo}$</td>
<td>[L]</td>
<td>[L] [8.922]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>987.6246</td>
<td>987.6229</td>
<td>(110,7)$^{eo}$</td>
<td>L_b</td>
<td>63.61280$^*$</td>
<td>I</td>
<td>63.6125</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(110,7)$^{eo}$</td>
<td>L_c</td>
<td>53.19</td>
<td>II</td>
<td>53.5040</td>
</tr>
</tbody>
</table>

Transitions in brackets are predicted. Energy levels are labelled as (nTK, J)\(v\), where n is the torsional state, \(T\) defines the torsional symmetry, K is the projection along the near-symmetry \(p\)-axis of the rotational angular momentum \(j\), and \(v\) denotes the vibrational state.

Wavenumbers with asterisks are converted from accurate frequency measurements [7], using c = 29979.2458 m/s.
The effective numerical method for the approximate calculation of the evolution of the wave field from the moment of its excitation in the open resonator is proposed with the aim of the examination of nonstationary fields in the resonator of different configuration filled with nonlinear active media. This method is based on using the sequent integral transformations of the wave field completed with the account of the small correction of its amplitude and phase stimulated by the influence of the medium. The method mentioned is suitable for quasi-optical resonators of mm, sub mm and far infrared regions of waves.

By this method the following situations were considered: when the resonator is filled 1) with nonstationary medium that can be inhomogeneous in transversal and (or) longitudinal directions; 2) with nontationary weakly nonlinear medium; 3) with nonstationary inhomogeneous inverted medium in which a stimulated radiation appears; 4) with stationary anisotropic medium in which a short RF-impulse is propagating. Let's consider as the most interesting example the third case. In this case the method allows to calculate self-consistently the evolution of the transversal spatial structure and the angular dispersion of the radiation field of the laser with the different mechanism of the creation of the inversion of quantum level populations (chemical reaction, pumping by the RF-charge, optical pumping, etc.) taking into account the instabilities which can appear at any moment of the time, with the aim to optimize laser characteristics.

The application of the discussed method in this situation is based on the possibility to use the approximation of the frequency single-mode generation regime and the fact that the field changes slowly during the single pass through the resonator. Owing to this the field evolution during each pass mainly can be calculated by the solution of the linear wave equation for the complex amplitude of the field

$$\Delta U + \vec{z}_r k^2 U = 0$$

(1)

in the form of Sommerfeld's integral. Here \(\overline{z}_r\) is the middle value.
of the complex permittivity during the pass, \( k = \omega c \) is the wave number in the vacuum. Additional field variation, which appear during the pass time (or some part of it) can be taken into account in the form of corrections depending on the process predominating in the given moment of the time and the given part of the medium. These corrections can be calculated self-consistently depending on the field itself and they can take into account the nonstationarity of the external influences. So the correction to the amplitude of the field owing to nonlinear inhomogeneous amplification is calculated from the kinetic equations of the level populations, which in a number of cases of inverted medium have the following form

\[
\frac{\partial N_2}{\partial t} = k_1 (N - N_2) I - (k_2 |U|^2 + k_3) N_2 \tag{2}
\]

where \( N \) is the concentration of the active centers, \( N_2 = N_2(\rho, t, \omega) \) is the population of the upper quantum level, \( I = I(\rho, \omega) \) is the pumping power, \( k_1, k_2, k_3 \) are the factors describing the transition probability that are defined by the Einstein's coefficients, \( \rho \) is the radius-vector in the cuvette cross section (axial symmetry of the pumping power and active medium was supposed).

The amplification coefficient of the field on given part of the medium is defined depending on \( N_2 \) by the following equation

\[
\alpha(\rho, t, \omega) = \gamma N_2(\rho, t, \omega) \tag{3}
\]

where \( \gamma \) is the proportionality coefficient depending on the quantum energy, the radiation line width and the corresponding Einstein's coefficient.

The correction to the field phase is obtained from the equations describing the optical inhomogeneity appearing in the medium. In principle the method allows to take into account any sufficiently gradual inhomogeneity of a medium. Let us use here as an example the refraction index \( n(\rho, t) \) the quadratic in the coordinate \( \rho \)

\[
n(\rho, t) = n_0 (1 + \beta(\omega) \rho^2) \tag{4}
\]

where the factor \( \beta(\omega) \) describes the dynamics of the of the optical inhomogeneity, variation due to excitation of the active medium.

Let us consider some results obtained by the mentioned method that describe the dynamics of the formation of the spatial mode structure of the laser radiation with the wavelength of \( \lambda = 10.6 \mu m \) under the influence of the short sufficiently power impulse of the pumping. The simulations carried out at the small levels of the pumping have demonstrated that in the cases of the weakly focusing or
defocusing medium the gradual localization or expansion of the field region is observed when compared with the convenient original mode of the empty resonator. The inhomogeneity of the amplification coefficient in these cases does not exert significant influence on the common shape of field distribution. More interesting phenomena take place at the large pumping power. If the medium becomes focusing one (this happens when the pumping energy is mostly absorbed near the cuvette walls) the localization of the field also takes place in the beginning of the process (Fig.a). However, with increasing the field amplitude owing to power stimulated radiation both the inversion and the amplification on the cuvette axis begin to decrease (Fig.b). As a result, the annular field distribution in the beam cross section is forming. The mechanism of the field spatial structure evolution described here is sufficiently universal and it can work in a lot of cases. In the same time, in the case of the defocusing medium this mechanism does not become apparent because of more homogeneous field distribution across the beam.

So in this work a simple effective and sufficiently universal method of the calculation of the fields in the resonators with the inhomogeneous and nonstationary medium which allows quickly to calculate the fields in a lot of practical physical situations has been developed.

$|U|$, rel. un.  $A$, rel. un.  $I/I_{\text{max}}$, $\lg P/P_{\text{max}}$
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Fig. Dependences of the complex amplitude of the field (a) and the amplification (b) in the cuvette cross section and the total energy of radiation (c) during the pumping impulse (the resonator length $L = 100$ cm); $\circ - 0.1\mu$s, $\cdots - 1\mu$s, $\times - 2.5\mu$s, $\cdots - 3\mu$s, $\cdots - 6\mu$s.
COMPLEX DIELECTRIC MEASUREMENTS OF MILLIMETER WAVE AND FAR-INFRARED MATERIALS
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ABSTRACT

The absorption coefficient of most low absorbing materials increases almost linearly with increasing frequency at millimeter wave frequencies. For ceramic boron nitride, the absorption also increases with increasing frequency at least to about 600 GHz. Single crystal high resistivity silicon has the lowest absorption at room temperature in the entire millimeter wavelength region. Our new broadband continuous wave low temperature (6, 30, 76 K and 300 K) measurement on single crystal sapphire reveal that its absorption coefficient value shows a minimum around 180 GHz for low temperatures. Extra high resistivity silicon is by far the best window material as regards the absorption loss is concerned at room temperature.

INTRODUCTION

The search for an ideal window material for high power- high frequency gyrotron is still on [1-3]. At millimeter wave frequency region, the absorption coefficient of most low-absorbing window materials increases with increasing frequency. This is because of the tail of lattice vibration or phonon absorption or various other absorption mechanisms present at submillimeter and far and mid infrared spectral region for solid crystalline and polycrystalline materials. For diamond and single crystal silicon, the monoatomic diamond crystal structure suggests the lattice vibration absorption to appear at frequencies in the infrared region. The entire mid-infrared, far-infrared, submillimeter and millimeter wave region therefore should be free from the tail effect of lattice or phonon absorption bands. Our highest resistivity (11,000 ohm-cm) compensated silicon also shows the absence of the microwave and millimeter wave free carrier absorption. We have an extra low- loss material but it is possible that we may have to improve its thermo-mechanical properties by coating it with diamond film evaporation. One expects to see a good room temperature low-absorption loss and mechanically strong window perhaps edge cooled by fluoro-carbon fluid. The absorption coefficient of all presently used gyrotron window materials increases with increasing frequency. The cryo-edge-cooling would increase the complexity of a window system although it is expected that the absorption coefficient will decrease with decreasing temperature. At lower temperature a phonon or lattice vibration peak sharpen and the tail effect subsides or reduces significantly. So far we have found two potential room temperature low absorption coefficient materials for 140 and 280 GHz, but we need to improve mechanical and thermal characteristics of these two types of materials. For cryo-edge-cooling one would choose a temperature where the thermal conductivity has its highest value. It is difficult to measure extremum low loss tangent or absorption coefficient value. We have improved the sensitivity of our broadband dispersive Fourier transform spectrometers. We now can measure losses as low as 40 micrometers. In our dispersive Fourier transform spectroscopy we use a thick specimen in order to have higher transmissive loss through the specimen compared to its surface reflection losses. In an open resonator technique, the thickness restriction is different. The thickness of the specimen needs to be small and has to
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Figure 1 Comparison of absorption coefficient spectra of high resistivity silicon (resistivity = 11,000 ohm-cm), relatively low resistivity silicon ("general Diode" silicon resistivity = 1,500 ohm-cm), single crystal sapphire and alumina 995 at room temperature

be approximately equal to an even multiple of guide wavelength inside the material. One needs to be extremely careful during measurements in such a system since the stability of such a system depends on stability of frequency, detection, cavity length and cavity Q. Effects such as vibration, temperature fluctuations can easily deteriorate the measurement precision by a big factor. Both of our measurement systems are by far the most sensitive system available at millimeter wave and far-infrared frequencies. A comparison and agreement of data obtained by two different systems assure us the measurement accuracy for extra low absorption materials. Figure 1 shows the comparison of absorption coefficient spectra for several potential low loss dielectric materials over the frequency region 60 - 450 GHz. The absorption coefficient of single crystal extra high resistivity silicon is very small in the entire millimeter wave region. Around 120 GHz, it is so low that it is difficult to measure.

BROAD- BAND . CONTINUOUS WAVE MEASUREMENT

We have used our dispersive Fourier transform spectroscopy together with a polarization two beam interferometer for the measurement of complex refractive index, complex dielectric permittivity and loss tangent at room temperature over the frequency range 60 - 450 GHz. The specimen was rotated until the maximum signal was attained ( E-field perpendicular to the orientation of the drawing of the ceramic specimen, i.e. ordinary ray). The specimen thickness was one inch. The interferogram signal with a thin specimen (0.125 inch) of the same boron nitride was used as a reference. The real part of the permittivity value for boron nitride is very low compared to silicon and sapphire. This is an advantage when a lower reflection loss is desired.
The vari-temp type dewar is well known for varying temperatures in the range 1.8 K to 300 K. The liquid helium exchange gas and heating mechanism were utilized to change the temperature in the range 1.8 to 300 kelvin. One can hold the temperature to within 0.5 degree kelvin. Two temperature sensors were used, one at the exchange gas controller and the other sensor (calibrated) at the specimen. The diameter of the cool working area of the dewar is about 80 mm. This allows us to insert a 3 inch diameter specimen inside the dewar. The interferometer optics size is 60 mm. The dispersive Fourier transform interferometry was adapted, so that the specimen arm acts as the fixed mirror arm. The dewar is mounted on a rail and it is easily detachable for specimen insertion. Free standing wire grid polarizers were used for beam splitting mechanism and indium antimonide hot electron bolometer detector was used for millimeter wave energy detection. Figure 2 compares the absorption coefficient spectra of single crystal sapphire at 6 K, 30K, 77K and 300 K.

Figure 2  Comparison of absorption coefficient spectra of single crystal sapphire at 6.5 K, 30K, 77K and 300K
Figure 3 Comparison of refraction spectra for Sapphire at 6.5 K, 30K, 77 K and 300 K

REFERENCES

