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§1. **Introduction**

The regularity of the boundary value problems for elliptic equations was addressed in many papers. The regularity of the solution, when the domain is not smooth, was addressed in [18,19] and subsequently in many papers (see e.g. [13,20,21,22,26]). The analysis was made for the scalar equation (e.g. Laplace equation) and for general elliptic systems, e.g. theory of elasticity. Although the results are essentially similar, the proofs are in various details different. The regularity of the solution is typically described in terms of Sobolev spaces and various decompositions of the solution in the singular and regular parts. These results are important not only for theoretical reasons but also for the design and analysis of the numerical treatment of these problems.

Finite element method is today the mostly used method for solving the elliptic equations. There are three versions of the finite element method, the h, p and h-p finite element method (see e.g. [7]). The following questions arise in the connection with the FEM:

a) What is a typical class of problems in applications, e.g. structural mechanics,

b) What regularity results are the most useful for the design and analysis of the finite element method, especially its h-p version.

The answer to the first question is that in the structural mechanics we deal with the problems with piecewise analytic data (boundary of the domain, coefficients of the equation and boundary conditions, etc.). Description by the standard Sobolev of finite order neglects features important for the numerical solution.

The answer to the second question is that we need such a description which allows to construct the numerical method which is maximally effective.
In the case of the p-version of the finite element the user provides the mesh, and the degree is adaptively selected (see e.g., Applied Structure (Rasna Corp. CA, USA) or STRIPE (Aeronautical Research Inst. of Sweden)). The proper regularity description leads to the rules which the user has to follow (see e.g. [27]). In the case of the h-p version the proper form of the regularity results allow to construct the meshes and degrees such that the convergence of the method is exponential, see e.g. [4,5,6,14].

We have found that the proper form of the regularity results which serves best the goals of the numerical analysis is the description of the regularity in the frame of countably normed (weighted) Sobolev spaces. Although the spaces are close to the Gevrey spaces (see [9,11]) they have some special different features, and the form of the statements are directly related to the effective use in the FEM. We have introduced these spaces in [2,3,4] and shown their significant applications for the finite element analysis. We have proven that the h-p version with an exponential rate of convergence can be constructed.

In [2,3,4] we addressed the problem of the scalar equation. Here we address the elasticity problem. Although the basic results and the analysis methodology are similar here and for the scalar problem, there are various essential details which need significant modification of the analysis. Because of the major importance of the elasticity in application, the detailed theoretical results presented here are essential. They do not follow directly or easily from the available results in the literature.

In Section 2 we introduce the weighted Sobolev spaces and countably normed space. The variational solution of the elasticity problem with data given in weighted spaces is addressed in Section 3. Section 4 gives a complete analysis of the elasticity problem in an infinite angular domain.
In Section 5 we prove the regularity theorems for the elasticity problem in polygonal domains in terms of the countably weighted Sobolev spaces.

The methodology and techniques used for the elasticity problem can be used for general elliptic systems of equations.
§2. PRELIMINARIES

The notations and definition of spaces in [14] are the ones most often used in this paper. Let $\Omega$ denote a polygon with vertices $A_1$ and open edges $\Gamma_i$ connecting $A_1$ and $A_{i+1}$, $1 \leq i \leq M$ ($A_{M+1} = A_1$) shown in Fig. 2.1. Let $\mathcal{D}$ and $\mathcal{N}$ be subsets of $\mathcal{M} = \{1, 2, \ldots, M\}$, $\mathcal{D} = \mathcal{M} \setminus \mathcal{N}$, $\Gamma_0 = \bigcup_{i \in \mathcal{D}} \Gamma_i$, and $\Gamma_1 = \bigcup_{i \in \mathcal{N}} \Gamma_i$. Let $\beta = (\beta_1, \ldots, \beta_M)$ be $M$-tuple of real numbers, $0 < \beta_1 < 1$, $1 \leq 1 \leq M$, and $\Phi_{\beta+k} = \prod_{i=1}^{M} r_{i}^{\beta_i+k}(x)$ where $k$ is an integer and $r_i$ is the distance between $x$ and vertex $A_i$.

![Fig. 2.1 Polygonal Domain](image)

By $H^k(\Omega)$ we denote the usual Sobolev spaces and by $H^k_{\beta}(\Omega)$ the weighted Sobolev spaces for integer $k$, $\ell$, $k \geq \ell \geq 0$ with the norm

$$
\|u\|_{H^k_{\beta}(\Omega)}^2 = \|u\|_{H^{k-1}(\Omega)}^2 + \sum_{|\alpha| \geq \ell} \|\Phi_{\beta+|\alpha| - \ell} D^\alpha u\|_{L^2(\Omega)}^2
$$

(if $\ell = 0$, the term $\|u\|_{H^{k-1}(\Omega)}^2$ drops out) where $D^\alpha u = u_{x_1^{\alpha_1} x_2^{\alpha_2}}$, $\alpha = (\alpha_1, \alpha_2)$, $\alpha_1 \geq 0$ integer, $i = 1, 2$. We shall write $H^0_{\beta}(\Omega) = L^2(\Omega)$. 

4
For convenience, we use the spaces $H^k_{\beta}(Q)$ instead of $H^k(\Omega)$ if $Q$

is finite or infinite sector, with the norm

$$\|u\|_{H^k_{\beta}(Q)}^2 = \|u\|_{L^2(Q)}^2 + \|r^{|\alpha| - l + \beta D\alpha u\|_{L^2(Q)}^2}

(\text{if } l = 0, \text{the term } \|u\|_{H^l\Omega}^2 \text{ drops out}) \text{ where } D\alpha u = u_{\alpha_1 \alpha_2} \frac{\partial^{|\alpha|} u}{\partial r^{\alpha_1} \theta^{\alpha_2}}

(r,\theta) \text{ is the polar coordinate, } \alpha \text{ is the same as above.}

The spaces $W^k_{\beta}(Q)$ introduced by Kondratëv (see [16, 17, 18]), are used
in this paper as well in polar coordinates, and

$$\|u\|_{W^k_{\beta}(Q)}^2 = \sum_{|\alpha| \leq k} \int_Q r^{2(\beta-k+\alpha_1)} |D^\alpha u|^2 r dr d\theta.

Let $D = \{(\tau,\theta) | -\omega < \tau < \omega, 0 < \theta < \omega\}$, and for integer $k \geq 0$ and
real $h > 0$ we define

$$H^k_h(D) = \left\{ u \mid \sum_{0 \leq |\alpha| \leq k} \int_D e^{2h\tau} |D^\alpha u|^2 d\tau d\theta = \|u\|_{H^k(D)}^2 < \infty \right\}.

We shall write $H^0_h(D) = L^2_h(D)$.

The countably normed spaces $B^l_{\beta}(\Omega), l = 0,1,2,$ are defined by

$$B^l_{\beta}(\Omega) = \{u \mid u \in H^k_{\beta}(\Omega), \|\Phi_{\beta+k-l} D^\alpha u\|_{L^2(\omega)} \leq Cd^{k-l}(k-l)!\},

\text{for } |\alpha| = k = l, l+1, \ldots, \text{ with } C, d \geq 1 \text{ independent of } k),

and $B^l_{\beta}(S)$ is defined in polar coordinates on finite sector $S = \{(r,\theta) \mid 0 < r < \delta, 0 < \theta < \omega\}$ by

$$B^l_{\beta}(S) = \{u \mid u \in H^k_{\beta}(S), \|r^{\beta-2t+\alpha_1} D^\alpha u\|_{L^2(S)} \leq Cd^{k-l}(k-l)!\},

\text{for } |\alpha| = k = l, l+1, \ldots, \text{ with } C, d \geq 1, \text{ independent of } k).

We shall write $B^l_{\beta}(\Omega,C,d)$ or $B^l_{\beta}(S,C,d)$ if we emphasize the constants $C$
and $d$. 5
The spaces $H^{k-1/2, \ell-1/2}_\beta(\Omega^m)$ and $B^{k-1/2}_\beta(\Omega^m)$ are defined as the trace spaces of $H^{k, \ell}_\beta(\Omega)$ and $B^{\ell}_\beta(\Omega)$ on $\Omega^m$, $m = 0, 1$, $\ell = 1, 2$, and

$$\|g\|_{H^{k-1/2, \ell-1/2}_\beta(\Omega^m)} = \inf_{G|_\Gamma = g} \|G\|_{H^{k, \ell}_\beta(\Omega)}.$$

We shall use the notation $D^k u$ and $D^k u$, which are defined as

$$|D^k u|^2 = \sum_{|\alpha| = k} |D^\alpha u|^2$$

and

$$|D^k u|^2 = \sum_{|\alpha| = k} r^{-2\alpha_2} |D^\alpha u|^2$$

The theorem on the equivalence of weighted Sobolev spaces defined in Cartesian coordinates and polar coordinates will be used later. We quote the following theorem from [2].

**Theorem 2.1** (cf. Theorem 2.1 of [2]). Let $S$ be a finite sector $\{ (r, \theta) | 0 < r < \delta, 0 < \theta < \omega \}$, $\Phi = r^\beta$, $0 < \beta < 1$, then for $0 \leq \ell \leq 2$ integer, $u \in H^{k, \ell}_\beta(S)$ (resp. $B^{\ell}_\beta(S)$) if and only if $u \in H^{k, \ell}_\beta(S)$ (resp. $B^{\ell}_\beta(S)$).

We denote the vector and vector space by bold face. For example, $u = (u_1, u_2)^T$, $H^k(\Omega) = H^k(\Omega) \times H^k(\Omega)$, $B^\ell_\beta(\Omega) = B^\ell_\beta(\Omega) \times B^\ell_\beta(\Omega)$, etc. The theorem quoted above holds for vector spaces $H^{k, \ell}_\beta(S)$ and $B^{k, \ell}_\beta(S)$ (resp. $B^{\ell}_\beta(\Omega)$ and $B^{\ell}_\beta(\Omega)$) as well.
§3. VARIATIONAL SOLUTION OF ELASTICITY PROBLEM WITH
DATA GIVEN IN WEIGHTED SPACES

Consider the linear plain strain elasticity problem on polygon $\Omega$

\[
\begin{align*}
-\mu \Delta u_1 - (\lambda + \mu) \frac{\partial}{\partial x_1} \left( \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \right) &= f_1 \\
-\mu \Delta u_2 - (\lambda + \mu) \frac{\partial}{\partial x_2} \left( \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \right) &= f_2
\end{align*}
\tag{3.1a}
\]

\[
\begin{align*}
u|_{\Gamma_0} &= g^0 = G^0|_{\Gamma_0} \\
T &= \sigma \cdot n|_{\Gamma_1} = g^1 = G^1|_{\Gamma_1}
\end{align*}
\tag{3.1b}
\]

where $u = (u_1, u_2)^T$ is displacement, and $\sigma = \begin{bmatrix} \sigma_{11}, \sigma_{12} \\ \sigma_{21}, \sigma_{22} \end{bmatrix}$ is the stress tensor given by

\[
\begin{align*}
\sigma_{11} &= 2\mu \frac{\partial u_1}{\partial x_1} + \lambda \left( \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \right) \\
\sigma_{22} &= 2\mu \frac{\partial u_2}{\partial x_2} + \lambda \left( \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \right) \\
\sigma_{12} &= \sigma_{21} = \mu \left( \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \right)
\end{align*}
\tag{3.2}
\]

$\lambda$ and $\mu$ are Lamé coefficients, $n$ is unit outward normal to $\partial \Omega$, the force $f = (f_1, f_2)^T$, the boundary condition $G = (g_1, g_2)^T$, $G^l = (G_1^l, G_2^l)^T$, etc.

Using the differential operator $L$ and the boundary operator $B$ we write (3.1) as

\[
\begin{align*}
Lu &= f & \text{in } \Omega \\
Bu|_\Gamma &= [g^0, g^1]
\end{align*}
\tag{3.1'}
\]

**Theorem 3.1.** Let $f \in L^2_{\beta}(\Omega) = H^0_{\beta}(\Omega)$, $g^l \in H_{\beta}^{3/2-l, 3/2-l}(\Gamma^l)$, $l = 0, 1$, and $|\Gamma^0| = 0$, then problem (3.1) has a unique solution $u \in H^1(\Omega)$ (in the weak
sense), and

\[(3.3) \quad \|u\|_{H^1(\Omega)} \leq C \left( \|f\|_{L^2(\Omega)} + \sum_{\ell=0,1} \|g^\ell\|_{H^{3/2-\ell,3/2-\ell}(\Gamma^\ell)} \right). \]

Proof. First we assume that \( g^0 = 0 \). The bilinear form on \( H^1_0(\Omega) \times H^1_0(\Omega) \) is

\[(3.4) \quad B(u,v) = \int_\Omega \left\{ 2\mu \left( \frac{\partial u_1}{\partial x_1} \frac{\partial v_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \frac{\partial v_2}{\partial x_2} \right) + \lambda \left( \frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} \right) \left( \frac{\partial v_1}{\partial x_1} + \frac{\partial v_2}{\partial x_2} \right) \right\} \, dx \, dy
+ \mu \left( \frac{\partial u_2}{\partial x_1} + \frac{\partial u_1}{\partial x_2} \right) \left( \frac{\partial v_2}{\partial x_1} + \frac{\partial v_1}{\partial x_2} \right) \, dx \, dy,
\]

where \( H^1_0(\Omega) = \{ u | u \in H^1(\Omega), u|_{\Gamma^0} = 0 \} \).

Owing to Lemma 2.9 and 2.11 of [2] we have

\[ |\int_{\Gamma^1} g^1 \cdot v ds| \leq C \|g^1\|_{H^{1/2,1/2}(\Gamma^1)} \|v\|_{H^1(\Omega)}, \forall v \in H^1(\Omega). \]

From Lemma 2.10 of [2] we have \( f \in (H^1(\Omega))' \), and

\[ |\int_\Omega f \cdot v dx| \leq C' \|f\|_{L^2(\Omega)} \|v\|_{H^1(\Omega)}, \forall v \in H^1(\Omega). \]

Hence

\[ F(v) = \int_\Omega f \cdot v dx + \int_{\Gamma^1} g^1 \cdot v ds \]

is a linear and continuous functional on \( H^1(\Omega) \), and

\[ \|F\|_{(H^1(\Omega))'} \leq C \left( \|f\|_{L^2(\Omega)} + \|g^1\|_{H^{1/2,1/2}(\Gamma^1)} \right). \]

The variational problem is to seek \( u \in H^1_0(\Omega) \) such that

\[ B(u,v) = F(v) \quad \text{for any} \quad v \in H^1_0(\Omega). \]

There is a well-known Korn inequality, i.e., for \( u \in H^1_0(\Omega), |\Gamma^0| \neq 0, \)

\[ C_1 \|u\|^2_{H^1(\Omega)} \leq \int_\Omega \left\{ \left( \frac{\partial u_1}{\partial x_1} \right)^2 + \left( \frac{\partial u_2}{\partial x_2} \right)^2 + \frac{1}{2} \left( \frac{\partial u_1}{\partial x_2} + \frac{\partial u_2}{\partial x_1} \right)^2 \right\} \, dx \leq C_2 \|u\|^2_{H^1(\Omega)}, \]
where $C_i > 0$ ($i = 1, 2$) are independent of $u$ (see [17]). Applying the Lax-Milgram theorem, we have existence and uniqueness of the weak solution of (3.1), and (3.3) holds. If $g^0 \neq 0$, let $w = u - G^0$, then $w \in H_0^1(\Omega)$ satisfies

$$B(w, v) = \int_\Omega f \cdot v \, dx + \int_{\Gamma_1} \left( g^1 - \frac{\partial G^0}{\partial n} \right) \cdot v \, ds - B(G^0, v), \quad \forall \ v \in H_0^1(\Omega)$$

$$= \tilde{f}(v).$$

Obviously $\tilde{f} \in (H^1(\Omega))^\prime$. Applying the result above we obtain the existence and uniqueness of the solution of (3.1) in general (in the weak sense).

§4. AUXILIARY PROBLEMS ON INFINITE SECTOR

In order to analyze the behavior of the solution at the corners of $\Omega$, we consider the elasticity equation (3.1) on an infinite sector $\Omega = \{(r, \theta) \mid 0 < r < \infty, 0 < \theta < \omega\}$. We prefer to write the equation in polar coordinates (see e.g. [25]). Let $\vec{u} = (u_r, u_\theta)^T$ and $\vec{\sigma} = \left( \begin{array}{c} \sigma_{rr} \\sigma_{r\theta} \end{array} \right)$, $\vec{f} = (f_r, f_\theta)^T$, etc., and let $A = \begin{bmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{bmatrix}$. Then $\vec{u} = Au$, $\vec{f} = Af$, $\vec{g} = Ag$, $\vec{\sigma} = A\vec{\sigma}$. $\vec{u}$ satisfies

$$-\mu \left( \Delta u_r - \frac{1}{r^2} u_r - \frac{2}{r^2} \frac{\partial u_\theta}{\partial \theta} \right) - (\lambda + \mu) \frac{\partial}{\partial r} \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} \right) = f_r$$

(4.1) in $\Omega$,

$$-\mu \left( \Delta u_\theta - \frac{1}{r^2} u_\theta + \frac{2}{r^2} \frac{\partial u_r}{\partial \theta} \right) - (\lambda + \mu) \frac{1}{r} \frac{\partial}{\partial \theta} \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} \right) = f_\theta$$

and $\vec{\sigma}$ is given by

$$\sigma_{rr} = 2\mu \frac{\partial u_r}{\partial r} + \lambda \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{1}{r} \frac{\partial u_\theta}{\partial \theta} \right)$$
\(\begin{align*}
\sigma_{\theta\theta} &= 2\mu \left( \frac{1}{r} \frac{\partial u}{\partial \theta} + \frac{u_r}{r} \right) + \lambda \left( \frac{\partial u_r}{\partial r} + \frac{u_r}{r} + \frac{1}{r} \frac{\partial u}{\partial \theta} \right) \\
\sigma_{r\theta} &= \sigma_{\theta r} = \mu \left( \frac{1}{r} \frac{\partial u_r}{\partial \theta} + \frac{\partial u}{\partial r} - \frac{u_r}{r} \right).
\end{align*}\)

One of three kinds of boundary conditions may be imposed on \(\partial Q\), namely

\(\begin{align*}
\text{(4.3a)} \quad & \quad \bar{u} |_{\theta=0, \omega} = \bar{g}^0 = \bar{G}^0 |_{\sigma=0, \omega} \quad \text{(Dirichlet condition)} \\
\text{(4.3b)} \quad & \quad \bar{T} |_{\theta=0, \omega} = (\sigma_{r\theta}, \sigma_{\theta r})^T = \bar{g}^1 = \bar{G}^1 |_{\sigma=0, \omega} \quad \text{(Neumann condition)} \\
\text{(4.3c)} \quad & \quad \bar{u} |_{\theta=0} = \bar{g}^0 = \bar{G}^0 |_{\theta=0}, \quad (\sigma_{r\theta}, \sigma_{\theta r})^T |_{\theta=\omega} = \bar{g}^1 = \bar{G}^1 |_{\theta=\omega} \quad \text{(Mixed condition)}.
\end{align*}\)

Hereafter, \(\bar{g}^\ell\) denotes the different vectors \(\bar{g}_0^\ell = \bar{G}^\ell(r, 0)\) and \(\bar{g}_\omega^\ell = \bar{G}^\ell(r, \omega)\) in the trace sense at \(\theta = 0, \omega\). Let \(\bar{L}(\mathcal{D})\) and \(\bar{B}(\mathcal{D})\) be corresponding matrix-differential operator and boundary operator. We rewrite (4.1) and (4.3) as

\(\begin{align*}
\text{(4.4)} \quad & \quad [\bar{L}(\mathcal{D}), \bar{B}(\mathcal{D})] \bar{u} = [\bar{f}, \bar{g}^0, \bar{g}^1].
\end{align*}\)

By the change of variable \(\tau = \ln \frac{1}{r}\), we convert the equation (4.1) and boundary condition (4.3) into the problem \(\tilde{L}(\tilde{u}) = \tilde{f}\) on a strip domain \(D = \{(\tau, \theta) \mid -\infty < \tau < \infty, \ 0 < \theta < \omega\}\), i.e.,

\(\begin{align*}
\begin{cases}
-(2\mu + \lambda) \left( \frac{\partial^2 u}{\partial \tau^2} - \tilde{u}_\tau \right) - \mu \frac{\partial^2 u}{\partial \theta^2} + (\mu + \lambda) \frac{\partial^2 u}{\partial \tau \partial \theta} + (3\mu + \lambda) \frac{\partial u}{\partial \theta} = \tilde{f}_\tau \\
-(\mu + \lambda) \frac{\partial^2 u}{\partial \tau \partial \theta} - (3\mu + \lambda) \frac{\partial \tilde{u}_\tau}{\partial \theta} - (2\mu + \lambda) \frac{\partial^2 u}{\partial \theta^2} - (2\mu + \lambda) \frac{\partial \tilde{u}_\theta}{\partial \theta} + \mu \tilde{u}_\theta = \tilde{f}_\theta
\end{cases}
\end{align*}\)

\(\text{in } D\)

with one of the following boundary conditions:
(4.6a) \[ \tilde{u} |_{\theta=0, \omega} = \tilde{g}^0 = \tilde{G}^0 |_{\theta=0, \omega} \] (Dirichlet condition)

(4.6b) \[ \tilde{T} = (\tilde{\sigma}_{\tau\theta}, \tilde{\sigma}_{\theta\theta})^T T = \tilde{g}^1 = \tilde{G}^1 |_{\theta=0, \omega} \] (Neumann condition)

(4.6c) \[ \tilde{u} |_{\theta=0} = \tilde{g}^0 = \tilde{G}^0 |_{\theta=0}, \quad \tilde{T} = (\tilde{\sigma}_{\tau\theta}, \tilde{\sigma}_{\theta\theta})^T |_{\theta=\omega} = \tilde{g}_\omega = \tilde{G}^1 |_{\theta=\omega} \] (Mixed condition)

where \( \tilde{u} = (\tilde{u}_\tau, \tilde{u}_\vartheta)^T = (u_\tau(e^{-\tau}, \vartheta), u_\vartheta(e^{-\tau}, \vartheta))^T, \tilde{g}_\vartheta^\ell = (G_\tau^\ell, G_\vartheta^\ell)^T = e^{-\ell\tau}(G_\tau^\ell(e^{-\tau}, \vartheta)), G_\vartheta^\ell(e^{-\tau}, \vartheta))^T, \ell = 0, 1, \tilde{f} = (\tilde{f}_\tau, \tilde{f}_\vartheta)^T = e^{-2\tau}(f_\tau(e^{-\tau}, \vartheta), f_\vartheta(e^{-\tau}, \vartheta))^T, \) and

(4.7) \[ \tilde{\sigma}_{\tau\theta} = \mu \left[ \frac{\partial \tilde{u}_\tau}{\partial \vartheta} - \frac{\partial \tilde{u}_\vartheta}{\partial \tau} - \tilde{u}_\vartheta \right], \quad \tilde{\sigma}_{\theta\theta} = 2\mu \left[ \frac{\partial \tilde{u}_\theta}{\partial \vartheta} + \tilde{u}_\tau + \lambda \right] \left[ - \frac{\partial \tilde{u}_\tau}{\partial \vartheta} + \tilde{u}_\tau + \frac{\partial \tilde{u}_\theta}{\partial \vartheta} \right]. \]

Further, by Fourier transformation we obtain a system of ordinary equations

\[
\begin{align*}
-\mu \frac{d^2 \hat{u}_\tau}{d \vartheta^2} + (2\mu + \lambda)(1 + \eta^2) \hat{u}_\tau + (1\eta(\mu + \lambda) + (3\mu + \lambda)) \frac{d \hat{u}_\vartheta}{d \vartheta} &= \hat{f}_\tau \\
-((3\mu + \lambda) - 1\eta(\mu + \lambda)) \frac{d \hat{u}_\tau}{d \vartheta} - (2\mu + \lambda) \frac{d^2 \hat{u}_\vartheta}{d \vartheta^2} + \mu(1 + \eta^2) \hat{u}_\vartheta &= \hat{f}_\vartheta
\end{align*}
\]

with one of the following boundary conditions:

(4.9a) \[ \hat{u} |_{\theta=0, \omega} = \hat{g}^0 = \hat{G}^0 |_{\theta=0, \omega} \] (Dirichlet condition)

(4.9b) \[ \hat{T} |_{\theta=0, \omega} = (\hat{\sigma}_{\tau\theta}, \hat{\sigma}_{\theta\theta})^T |_{\theta=0, \omega} = \hat{g}^1 = \hat{G}^1 |_{\theta=0, \omega} \] (Neumann condition)

(4.9c) \[ \hat{u} |_{\theta=0} = \hat{g}^0 = \hat{G}^0 |_{\theta=0}, \quad \hat{T} = (\hat{\sigma}_{\tau\theta}, \hat{\sigma}_{\theta\theta})^T |_{\theta=\omega} = \hat{g}_\omega = \hat{G}^1 |_{\theta=\omega} \] (Mixed condition)

where \( \hat{u} = (\hat{u}_\tau, \hat{u}_\vartheta)^T = (\mathcal{F}(\tilde{u}_\tau), \mathcal{F}(\tilde{u}_\vartheta))^T = \mathcal{F}(\tilde{u}), \) etc.,
\[ \mathcal{F}(\bar{u}) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} e^{-\eta \tau} \bar{u}(\tau, \theta) d\tau, \quad \eta = \xi + ih, \quad -\infty < \xi < \infty, \quad h > 0, \]

and

\[
(4.10) \quad \sigma_{\tau\theta} = \mu \left( \frac{du}{d\theta} - (1+\eta)u_\theta \right), \quad \sigma_{\theta\theta} = (2\mu+\lambda) \frac{d^2u}{d\theta^2} + (2\mu+\lambda-\lambda\eta)u_\tau.
\]

By \( \hat{L}(D_\theta, \eta) \) and \( \hat{B}(D_\theta, \eta) \) we denote the matrix-differential operator and boundary operator. Furthermore, we write the system and the boundary condition as

\[
(4.11) \quad \hat{U}(\eta)\hat{u} = [\hat{L}(D_\theta, \eta), \hat{B}(D_\theta, \eta)]\hat{u} = [\hat{f}, \hat{G}^0, \hat{G}^1] \quad \text{(or } [\hat{f}, \hat{g}, \hat{g}].\text{)}
\]

The operator \( \hat{U}(\eta) = [\hat{L}(D_\theta, \eta), \hat{B}(D_\theta, \eta)] \) depends polynomially on the complex parameter \( \eta \). By the argument used in [14] for all \( \eta \), with the exception of certain isolated points, \( \hat{U}(\eta) \) realizes an isomorphism:

\( H^2(I) \cong L^2(I) \times H^2(I) \times H^1(I) \) (or \( L^2(I) \times C^2 \times C^2 \)). Consequently, the inverse operator \( \hat{R}(\eta) = \hat{U}(\eta)^{-1} \) is an operator-valued meromorphic function of \( \eta \) with poles of finite multiplicity. These poles are the eigenvalues of \( \hat{U}(\eta) \) (see [10, 16, 18, 19, 20, 21, 22]). For each pole \( \eta \) of \( \hat{R}(\eta) \), the homogeneous problem of (4.11) has at least one non-trivial solution corresponding (eigenvector function) in \( H^2(I) \). The transcendental equations which the eigenvalues satisfy have been derived in several different ways and can be seen in the literatures of continuum mechanics and mathematics (see e.g. [10, 24, 26, 28]). The typical approach is to consider a biharmonic equation in \( Q \) instead of the elasticity equations. Since we adopt the displacement \( \bar{u} = (u_r, u_\theta)^T \) in polar coordinates in (4.8) and (4.9) the coefficients of the operator \( \hat{L}(D_\theta, \eta) \) and \( \hat{B}(D_\theta, \eta) \) are constants. Hence we are able to derive the transcendental equations directly from the homogeneous equation (4.8) and the boundary condition (4.9) on displacement and traction.
Since these equations are not of the main interest in this paper we will present them in a lemma below. For completeness we include the proof in the Appendix.

Lemma 4.1. Let \( \eta = iz \) be an eigenvalue of \( \mathcal{U}(\eta) \), and \( \nu \) be the Poisson ratio. Then

(i) for the Dirichlet problem (4.8) and (4.9a), \( z \) satisfies

\[
\sin^2 \omega = \left( \frac{z}{3-4\nu} \right)^2 \sin^2 \omega,
\]

(ii) for the Neumann problem (4.8) and (4.9b), \( z \) satisfies

\[
\sin^2 \omega = z^2 \sin^2 \omega,
\]

specially \( \eta = 0 \) is an eigenvalue with multiplicity of 2, the corresponding eigenvectors are \( \bar{e}_1 = (\cos \theta, -\sin \theta)^T \) and \( \bar{e}_2 = (\sin \theta, \cos \theta)^T \),

(iii) for the mixed problem (4.8) and (4.9c), \( z \) satisfies

\[
\sin^2 \omega = \frac{(1-\nu)^2}{3-4\nu} - z^2 \sin^2 \omega,
\]

and \( \eta = \pm i \) (i.e., \( z = \pm i \)) are the eigenvalues with multiplicity of 1 if

\[
(1 + \frac{\lambda}{\mu}) \cos 2\omega + 1 = 0.
\]

From the equation (4.11) ~ (4.13) it is easily seen that zeroes of these equations are symmetric with respect to the origin and the real axis in complex plane. Hence the eigenvalues of \( \mathcal{U}(\eta) \) are located in the complex plane symmetrically with respect to the origin and the imaginary axis. By \( T_\eta \) we denote the eigenvalues, and let \( \kappa_1 \) be a positive number such that

\[
\kappa_1 = \min_{\eta \in T_\eta} \text{Im} \eta = \min_{\text{Im} \eta > 0} \text{Im} \eta - \min_{\text{Im} \eta < 0} \text{Im} \eta.
\]

Next we prove the Agranovich & Vishik conditions I and II which are substantial to the key inequality (4.17) (see [1]). These two conditions were
used implicitly or explicitly in many papers, e.g., [26] for elasticity problems and in [21,22] for general elliptic systems.

Let \( \hat{D} \hat{u} = i \frac{d}{d\theta} \hat{u} \) and \( \hat{A}_0(D,\eta) \) be the principal part of the operator \( \hat{L}(D_\theta,\eta) \). We write \( \hat{A}_0(D,\eta) \) in matrix form

\[
\begin{pmatrix}
\eta^2(2\mu+\lambda) + \mu D^2 & (\mu+\lambda)\eta D \\
(\mu+\lambda)\eta D & \mu \eta^2 + (2\mu+\lambda)D^2
\end{pmatrix}
\]

Lemma 4.2. (Condition I) For \( \xi \in \mathbb{R}^1 \) (real), \( \eta \in \Sigma_\phi_1 = \{\eta \mid \arg \eta < \phi_1 \} \) or \( \arg \eta - \pi < \phi_1 \) with any \( \phi_1 \in (0,\pi/2) \) and \( |\eta| + |\xi| \neq 0 \), det \( \hat{A}_0(\xi,\eta) \neq 0 \). Furthermore, the equation det \( \hat{A}_0(\zeta,\eta) = 0 \) in \( \zeta \) has equal numbers of roots in upper and lower half-planes for \( \eta \in \Sigma_\phi_1 \) and \( \eta \neq 0 \).

Proof. It is easy to see that

\[
\det (\hat{A}_0(\xi,\eta)) = \mu (2\mu+\lambda)(\eta^2+\xi^2)^2 \neq 0
\]

for \( \xi \in \mathbb{R}^1, \eta \in \Sigma_\phi_1 \) with any \( \phi_1 \in (0,\pi/2) \), and \( |\xi| + |\eta| \neq 0 \). Also it is seen that \( \zeta = \pm i\eta \) are the roots of the equation det \( \hat{A}_0(\zeta,\eta) = 0 \) in \( \zeta \) (complex). Hence the equation has 2 roots in upper and lower plane, respectively if \( 0 \neq \eta \in \Sigma_\phi_1 \).

Let \( \hat{B}_0(D,\eta) \) be the principal part of the boundary operator \( \hat{B}(D_\theta,\eta) \) defined by (4.10), and \( \theta_0 = 0 \) (resp. \( \omega \), \( I_\theta = (0,\omega) \) (resp. \( I_\theta = (-\omega, \omega) \)). Then we have the following lemma.

Lemma 4.3. (Condition II) For any \( \phi_1 \in (0,\pi/2) \), if \( \eta \neq 0 \) and \( \eta \in \Sigma_\phi_1 = \{\eta \mid \arg \eta - \pi < \phi_1 \} \) or \( \arg \eta < \phi_1 \), the equation on the half line

\[
\hat{A}_0(D,\eta) \hat{W} = 0, \quad \theta \in I_{\theta_0}
\]

(4.16)

\[
\hat{B}_0(D,\eta) \hat{W} \big|_{\theta=\theta_0} = \hat{h}
\]
has a unique stable solution \( \hat{W} \) such that \( |\hat{W}| \to 0 \) as \( \theta \to \infty \) (resp. \( \theta \to -\infty \)).

Proof. We will prove the lemma for \( \theta_0 = 0 \) and \( I_{\theta_0} = (0, \infty) \). The proof for \( \theta_0 = \omega \) is similar with what follows. For the homogeneous equation (4.16) the solution \( \hat{W} \) must have the form \( e^{b\theta} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} \) with \( b \) satisfying the equation

\[
\det(A_0(1b, \eta)) = \mu(2\mu+\lambda)(b^2-\eta^2)^2 = 0.
\]

Hence \( b = \pm \eta \) are the roots with multiplicity of 2. For \( \eta \in \Sigma \Phi_1 \) and \( \eta \neq 0 \), \( \text{Re } b = \text{Re } \eta \neq 0 \). Let \( \alpha = -\text{sgn}(\text{Re } \eta), \sigma = \frac{\lambda+3\mu}{\lambda+\mu} \)

\[
\hat{W} = \begin{bmatrix} \hat{W}_r \\ \hat{W}_\theta \end{bmatrix} = c_1 e^{\alpha \eta \theta} \begin{bmatrix} 1 \\ \alpha \end{bmatrix} + c_2 e^{\alpha \eta \theta} \begin{bmatrix} \theta + \alpha \sigma/\eta \\ \alpha \theta \end{bmatrix}
\]

is the stable solution if \( c_1 \) and \( c_2 \) can be uniquely determined by any given boundary condition \( \hat{h} \in \mathbb{C}^2 \).

For the Dirichlet condition \( \hat{W}|_{\theta=0} = \hat{h}, c_1 \) and \( c_2 \) satisfy

\[
\begin{bmatrix} 1 & \alpha \sigma/\eta \\ \alpha & 0 \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = \hat{h}.
\]

Then obviously \( c_1 \) and \( c_2 \) can be uniquely solved from the equation above.

For the Neumann condition we have by (4.10)

\[
\hat{B}_0(D, \eta) \hat{W} = \begin{bmatrix} \frac{d\hat{W}_r}{d\theta} - \mu \eta \hat{W}_\theta \\ -\mu \eta \hat{W}_r + (2\mu+\lambda) \frac{d\hat{W}_\theta}{d\theta} \end{bmatrix}.
\]

Then the Neumann boundary condition \( \hat{B}(D, \eta) \hat{W} = \hat{h} \) leads to

\[
\begin{bmatrix} 2\mu \eta & \mu(1+\sigma) \\ 12\mu \eta & \mu(2\mu+\lambda(1-\sigma)) \end{bmatrix} \begin{bmatrix} c_1 \\ c_2 \end{bmatrix} = \hat{h}.
\]
Since
\[
\det\begin{bmatrix}
2\mu\eta & \mu(1+\sigma) \\
12\mu\eta & 12\mu(1+\lambda(1-\sigma))
\end{bmatrix} = 12\mu\eta (\lambda+\mu) (1-\sigma) = -14\mu^2 \eta \neq 0
\]
for \( \eta \neq 0 \), \( c_1 \) and \( c_2 \) can be uniquely determined by \( \hat{n} \). Therefore (4.16) has unique stable solution for \( \eta \in \Sigma_{\phi_1} \) and \( \eta \neq 0 \) and
\[
|\hat{n}| \leq C_0 e^{-b_0\theta} \rightarrow \text{ as } \theta \rightarrow \infty
\]
with \( C_0 > 0 \) and \( b_0 = -|\text{Re} \eta| \).

After verifying the conditions I and II we have the following theorem.

**Theorem 4.1.** Suppose there is no pole of \( R(\eta) \) on the line \( \text{Im} \eta = b \), then the solution \( \hat{u} = R(\eta)[\hat{f}, \hat{g}, \hat{G}] \) of the problem (4.8) and (4.9) satisfies

\[
(4.17) \quad \frac{\|\hat{u}\|^2}{H^2(I)} + |\eta|^4 \|\hat{u}\|^2_{L^2(I)} \leq C \left[ \frac{\|\hat{f}\|^2}{L^2(I)} + \sum_{\ell=0,1} \frac{\|\hat{G}\|^2_{H^2-I(I)}}{H^2-I(I)} + \sum_{\ell=0,1} |\eta|^{3-2\ell} (|\hat{g}_0|^2 + |\hat{g}_\omega|^2) \right].
\]

**Proof.** Due to Lemmas 4.1 and 4.2 the conditions I and II are satisfied on an angle \( \Sigma_1 = \{\eta: \arg \eta < \phi_1 \text{ or } \arg \eta - \pi < \phi_1\} \) with \( \phi_1 \in (0, \pi/2) \). By Theorem 6.1 of [1], (4.17) holds with \( C \) independent of \( \eta \) and \( \hat{u} \) if \( \eta \in \Sigma_1 \) and \( |\eta| > \eta_0 \), where \( \eta_0 \) is some positive real constant. The line \( \text{Im} \eta = b \) is contained in \( \Sigma_1 \) except a finite segment for which \( |\text{Re} \eta| < |b| \csc \phi_1 \). Hence (4.17) holds for \( \eta \) on the line \( \text{Im} \eta = b \) with \( |\eta| > \eta_0 \). For those \( \eta \) on the line with \( |\eta| \leq \eta_0 \), \( R(\eta) \) is analytic. Hence for \( \hat{f} \in L^2(I), \hat{g} \in C^2 \), the solution \( \hat{u} \) exists in \( H^2(I) \), and

\[
\frac{\|\hat{u}\|^2}{H^2(I)} + |\eta|^4 \|\hat{u}\|^2_{L^2(I)} \leq C_2 (1+|\eta|^4) (\|\hat{f}\|^2_{L^2(I)} + \sum_{\ell=0,1} (|\hat{g}_0|^2 + |\hat{g}_\omega|^2)).
\]
\[
\leq C_3 (\|\xi\|_{L^2(I)}^2 + \sum_{\ell=0,1} \|\hat{g}_\ell\|_{H^{2-\ell}(I)}^2)
+ \sum_{\ell=0,1} |\eta|^{3-2\ell} (|\hat{g}_0\|_{L^2}\|\hat{g}_\ell\|_{L^2}^2))
\]

where \(C_2\) and \(C_3\) are some constants independent of \(\hat{u}\) and \(\eta\). Thus we have proved (4.17) for \(\eta\) on the whole line \(\text{Im} \eta = b\) on which \(R(\eta)\) has no pole.

Lemma 4.4. Let \(J\) be a strip \(\{\eta|h-\pi < \text{Im} < h\}, 0 < h < \kappa_1\), then \(R(\eta)\) has no pole in \(J\) for the Dirichlet and mixed problems, and the origin is the only pole of \(R(\eta)\) in \(J\) for the Neumann problem.

Proof. Due to the definition of \(\kappa_1\) and Theorem 6.1 of [1] \(R(\eta)\) may have poles on a finite segment of the real axis. We shall show that there is no pole of \(R(\eta)\) on the real axis for the Dirichlet and mixed problems and the origin is the only pole of \(R(\eta)\) on the real axis for the Neumann problem.

(1) Suppose that \(\eta = \xi\) (real) is the pole of \(R(\eta)\) for the Dirichlet problem, \(\xi\) satisfies

\[
\sin \omega = \pm \frac{\sin \omega}{3-4u} \xi.
\]

But Lemma A.1 shows that for \(\xi = 0\) and \(\omega = \kappa u\), there is no non-trivial solution of (4.8) and (4.9a). Hence we may assume that \(\omega \neq \kappa u\). Let \(f(\xi) = \sin \omega - |\sin \omega| \xi\), then \(f'(\xi) = \omega \sin \omega - |\sin \omega| \xi > 0\). Hence \(f(\xi) > 0\) for \(0 < \xi < \omega\). Similarly, we can show that \(f'(\xi) < 0\) for \(-\omega < \xi < 0\).

Therefore \(|\sin \omega| > |\sin \omega| \xi > \frac{1}{3-4u} |\sin \omega| \xi|\) for real \(\xi \neq 0\) and \(u \in (0, 1/2)\), which implies that the zero is the only real number which satisfies (4.12). Since zero is not an eigenvalue, \(R(\eta)\) has no pole on the real line for the problem with the Dirichlet boundary condition.
The proof for the mixed boundary condition is similar.  

(11) Suppose \( \eta = \xi \) (real) is a pole of \( \mathcal{R}(\eta) \) for the Neumann problem. Then \( \xi \) satisfies

\[
\text{sh} \xi \omega = \pm \xi \sin \omega.
\]

It has been proven in (1) that \( |\text{sh} \xi \omega| > |\xi| |\sin \omega| \) for \( \xi \in (-\omega, \omega) \) and \( \xi \neq 0 \), hence, on the real line, (4.13) is satisfied only at the origin. Lemma A.2 has shown that \( \xi = 0 \) is the eigenvalue with multiplicity of 2, the corresponding characteristic subspace is spanned by \( \overline{e}_1 = (\cos \theta, -\sin \theta)^T \) and \( \overline{e}_2 = (\sin \theta, \cos \theta)^T \), \( \square \)

If \( h \neq 0 \) is selected in \( (-\kappa_1, \kappa_1) \), there is no pole of \( \mathcal{R}(\eta) \) for the Dirichlet, Neumann and mixed problems on the line \( \text{Im} \eta = h \). As a consequence of Theorem 4.1 and Lemma 4.4 we have Theorem 4.2 and Theorem 4.3.

**Theorem 4.2.** If \( \tilde{f} \in H^0_h(D) \), \( \tilde{G} \in H^2_{2-l}(D) \), \( l = 0, 1 \), \( 0 < h < \kappa_1 \), then equation (4.4) with boundary conditions (4.5) has a unique solution \( \tilde{u} \in H^2_h(D) \) and

\[
|\alpha| \leq 2
\]

\[
\|D^\alpha \tilde{u}\|_{L^1_h(D)} \leq C \left( \|\tilde{f}\|_{H^0_h(D)} + \sum_{\ell=0,1} \|\tilde{G}^\ell\|_{H^2_{2-l}(D)} \right)
\]

\[
\|\tilde{G}^0\|_{H^2_h(D)} \quad \text{(resp. } \|\tilde{G}^1\|_{H^1_h(D)} \text{)} \quad \text{is absent in (4.18) for the Neumann problem } \mathcal{R}(\eta) \quad \text{(resp. the Dirichlet problem).}
\]

**Theorem 4.3.** If \( \tilde{f} \in L^\beta_{\beta}(Q) \), \( \tilde{G}^i \in W^2_{\beta}(Q) \), \( i = 0, 1 \), \( 0 < \beta < 1 \), \( \beta > 1 - \kappa_1 \), and then the equation (4.1) with boundary condition (4.3) has the unique solution \( \tilde{u} \) in \( W^2_{\beta}(Q) \), and

\[
\|\tilde{u}\|_{W^2_{\beta}(Q)} \leq C \left( \|\tilde{f}\|_{L^\beta_{\beta}(Q)} + \sum_{\ell=0,1} \|\tilde{G}^\ell\|_{W^2_{\beta}(Q)} \right)
\]
where $\|G^0\|_{W^2_\beta(Q)}$ (resp. $\|G^1\|_{W^1_\beta(Q)}$) drops out in (4.19) for the Neumann problem (resp. the Dirichlet problem).

**Remark 4.1.** The proof of Theorem 4.2 and 4.3 is similar to those for the Poisson equation in [2]. The shift theorem in the space $W^k_{\beta,p}(Q)$ for general elliptic systems was given in [21], where the Agranovich-Vishik's conditions are used, and the shift theorem in $W^k_{\beta,p}(Q)$ for the plane elasticity problem was given in [26] without verifying the conditions.

**Remark 4.2.** The shift theorem can be easily generalized to any $k > 2$, namely

$$\|\tilde{u}\|_{W^k_{\beta}(Q)} \leq C \left( \|\tilde{f}\|_{W^{k-2}_{\beta}(Q)} + \sum_{\ell=0,1} \|\tilde{G}^\ell\|_{W^{k+2-\ell}_{\beta}(Q)} \right),$$

provided $\tilde{f} \in W^{k-2}_{\beta}(Q)$, $\tilde{G}^\ell \in W^{k-\ell}_{\beta}(Q)$ and there is no pole of $\Lambda(\eta)$ on the line $\text{Im} \eta = k + 1 - \beta$. But in practical problems the shift theorem is less applicable for $k > 2$ because of very strong conditions on $\tilde{f}$ and $\tilde{G}^\ell$ in the neighborhood of the origin, for instance when $\tilde{f}$ and $\tilde{G}^\ell$ are analytic and vanish rapidly at $\infty$, but do not belong to $W^k_{\beta}(Q)$, $k \geq 2$. Hence the shift theorem for $k > 2$ is not directly applicable to these problems with analytic or piecewise analytic data (see [22]). For this reason we addressed the shift theorem in the space $W^k_{\beta}(Q)$ only for $k = 2$, and will address it in the space $H^{k,\ell}_{\beta}(Q)$ for $k > 2$ in Section 5.

**Corollary 4.1.** If $\tilde{G}^0$ vanishes at the origin and $\tilde{G}^\ell \in H^{2-\ell,2-\ell}_{\beta}(Q)$ then (4.19) can be rewritten as

$$\|\tilde{u}\|_{W^2_{\beta}(Q)} \leq C \left[ \|\tilde{f}\|_{L^2_{\beta}(Q)} + \sum_{\ell=0,1} \|\tilde{G}^\ell\|_{H^{2-\ell,2-\ell}_{\beta}(Q)} \right].$$

**Proof:** By Lemma A, 2 of [2] $\tilde{G}^\ell \in W^{2-\ell}_{\beta}(Q)$, $\ell = 0,1$, and
\[ \| \bar{G} \|_{L^2(Q)}^{2-\ell} \leq C \| \bar{G} \|_{H^{2-\ell, 2-\ell}(Q)}^2. \]

Then (4.19') follows easily from (4.19).

**Corollary 4.2.** Let \( u = A^{-1} \bar{u} \) denote the displacement in Cartesian coordinates and \( \bar{u} \in W^2_\beta(Q), \ 0 < \beta < 1 \) be the solution of (4.1) and (4.3). Then \( u \in W^2_\beta(Q) \), and there are constants \( c_1 \) and \( c_2 > 0 \) independent of \( u \) and \( \bar{u} \) such that

\[ c_1 \| \bar{u} \|_{W^2_\beta(Q)} < \| u \|_{W^2_\beta(Q)} < c_2 \| \bar{u} \|_{W^2_\beta(Q)}. \]

**Proof.** Since

\[ u_1 = u_r \cos \theta - u_\theta \sin \theta \]
\[ u_2 = u_r \sin \theta + u_\theta \cos \theta \]

obviously

\[ \| r^{\beta-2} u \|_{L^2(Q)} = \| r^{\beta-2} \bar{u} \|_{L^2(Q)} < \| \bar{u} \|_{W^2_\beta(Q)}. \]

Further note that

\[ \frac{1}{r^2} \frac{\partial^2 u_1}{\partial \theta^2} = \frac{1}{r^2} \left[ \frac{\partial^2 u_r}{\partial \theta^2} \cos \theta - \frac{\partial^2 u_\theta}{\partial \theta^2} \sin \theta \right] - \frac{2}{r^2} \left[ \frac{\partial u_r}{\partial \theta} \sin \theta - \frac{\partial u_\theta}{\partial \theta} \cos \theta \right] \]
\[ - \frac{1}{r^2} (u_r \cos \theta + u_\theta \sin \theta). \]

Then we have

\[ \| r^{\beta-2} \frac{\partial^2 u_1}{\partial \theta^2} \|_{L^2(Q)} \leq C \| \bar{u} \|_{W^2_\beta(Q)}^2. \]

Similarly we can prove that for \( 0 \leq k \leq 2, \)

\[ \| r^{\beta-2+k} \frac{\partial^k u_1}{\partial \theta^k} \|_{L^2(Q)} \leq C \| \bar{u} \|_{W^2_\beta(Q)}^2 \]

which yields

\[ \| u \|_{W^2_\beta(Q)} \leq C_2 \| \bar{u} \|_{W^2_\beta(Q)}. \]

In the exactly same way we can prove the other half of (4.20).

\[ \square \]
For the regularity of the weak solution of (3.1) we are interested in the special auxiliary problem for which \( f \) and \( G^\ell \) vanish for \( r > 1 \).

**Theorem 4.4.** Let \( \bar{u} \in W^2_\beta(Q) \) be the solution of (4.1) and (4.3) with \( \bar{f} \in L_\beta(Q), \ G^\ell \in H^{2-\ell, 2-\ell}_\beta(Q), \ \ell = 0, 1 \quad 0 < \beta < 1, \quad \beta > 1 - \kappa_1 \), and let \( u = A^{-1}\bar{u} \) be the displacement in Cartesian Coordinates. If \( \bar{f} \) and \( G^\ell, \ \ell = 0, 1 \) vanish for \( r > 1 \), and \( G^0 \) vanishes for \( r = 0 \), then for the problem with the Dirichlet boundary condition (4.3a) and mixed boundary condition (4.3c)

\[
(4.21a) \quad \|D^1 u\|^2_{L^2(Q)} + \|r^{-1}u\|^2_{L^2(Q)} < \infty,
\]

\[
(4.21b) \quad \|D^1 u\|^2_{L^2(Q)} + \|r^{-1}u\|^2_{L^2(Q)} < \infty,
\]

and for the problem with the Neumann boundary condition (4.3b)

\[
(4.22) \quad \|D^1 u\|^2_{L^2(Q)} < \infty.
\]

**Proof.** We first prove (4.21) for the Dirichlet problem. Select \( \beta' \) such that \( 1 < \beta' < 1 + \kappa_1 \). Then \( \beta' > 1 > \beta \) and \( -\kappa_1 < 1 - \beta' < 0 < 1 - \beta < \kappa_1 \). Due to Lemma 4.4, \( R(\eta) \) has no pole between the line \( \text{Im} \eta = 1 - \beta \) and the line \( \text{Im} \eta = 1 - \beta' \). Because \( \bar{f} \) and \( G^\ell, \ \ell = 0, 1 \) vanish for \( r > 1 \) and \( \bar{G}_0 = 0 \) at the origin, \( \bar{f} \in L_\beta(Q) \) and \( G^\ell \in W^{2-\ell}_\beta(Q), \ \ell = 0, 1 \). By the argument of Theorem 4.3, \( \bar{u} \in W^2_\beta(Q) \). Thus we have

\[
(4.23) \quad \int_0^\infty \int_0^\pi \left[ |D^1 \bar{u}|^2 + |r^{-1} \bar{u}|^2 \right] r \, dr \, d\theta \\
\leq \int_0^\infty \int_0^\pi \left[ r^{2(\beta'-1)} |D^1 \bar{u}|^2 + r^{2(\beta'-2)} |\bar{u}|^2 \right] r \, dr \, d\theta \leq \|\bar{u}\|^2_{W^2_\beta(Q)}.
\]

On the other hand we have
\begin{equation}
\int_0^\omega \int_0^1 \left( |D^1 u|^2 + |r^{-1}u|^2 \right) r dr d\theta \\
\leq \int_0^\omega \int_0^1 \left( r^2(\beta-1) |D^1 u|^2 + r^2(\beta-2) |r^{-1}u|^2 \right) r dr d\theta \\
\leq \|u\|^2_{\mathcal{W}^2_{\beta},(Q)} \tag{4.24}
\end{equation}

which together with (4.23) yields (4.21a). Noting that

\begin{align*}
|D^1 u|^2 &= |D^1 u|^2 + |r^{-1}u|^2 + \frac{2}{r^2} \left( \frac{\partial u}{\partial \theta} u_r - \frac{\partial u_r}{\partial \theta} u \right) \\
&\leq 2 \left( |D^1 u|^2 + |r^{-1}u|^2 \right)
\end{align*}

we have (4.21b) immediately.

The proof for the mixed problem is similar and will not again be elaborated here. Next we prove (4.22) for the Neumann problem. Let \( \beta' \) be selected as above, then by Lemma 4.4 the origin is the only pole of \( R(\eta) \) between the line \( \text{Im } \eta = 1 - \beta \) and the line \( \text{Im } \eta = 1 - \beta' \). Let \( \tilde{u}^* = \tilde{u}^* (\ln \frac{1}{r}, \theta) \) and

\[ \tilde{u}^*(r, \theta) = \frac{1}{\sqrt{2\pi}} \int_{-\omega+1(1-\beta')}^{\omega+1(1-\beta')} R(\eta) \hat{g}^1 e^{i\eta r} d\eta. \]

Arguing as above, \( \tilde{u}^* \) is a solution of the Dirichlet problem (4.1) and (4.3b) in \( \mathcal{W}^2_{\beta},(Q) \). By Theorem 2 of [26]

\[ \tilde{u} = \tilde{u}^* + a_1 \tilde{e}_1 + a_2 \tilde{e}_2 \]

where \( \tilde{e}_1 \) and \( \tilde{e}_2 \) are defined as in Lemma 4.4. Let \( u = A^{-1}\tilde{u} \) and \( u^* = A^{-1}\tilde{u}^* \), then

\[ u = u^* + (c_1, c_2)^T \]

and

\[ |D^1 u|^2 = |D^1 u^*|^2 \]
Note that

\begin{equation}
\int_0^\omega \int_0^1 |D^1 u|^2 \, r \, dr \, d\theta = \int_0^\omega \int_0^1 \left( |D^1 \tilde{u}|^2 + |r^{-1} \tilde{u}|^2 \right) \, r \, dr \, d\theta
\end{equation}

\begin{equation}
\leq \int_0^\omega \int_0^1 \left[ r^{2(\beta - 1)} |D^1 \tilde{u}|^2 + r^{2(\beta - 2)} |\tilde{u}|^2 \right] \, r \, dr \, d\theta
\end{equation}

\begin{equation}
\leq \|\tilde{u}\|_{L^2(Q)}^2
\end{equation}

and

\begin{equation}
\int_0^\omega \int_0^\infty |D^1 u|^2 \, r \, dr \, d\theta = \int_0^\omega \int_0^\infty |D^1 u^*|^2 \, r \, dr \, d\theta
\end{equation}

\begin{equation}
\leq \int_0^\omega \int_0^\infty \left[ r^{2(\beta' - 1)} |D^1 u^*|^2 + r^{2(\beta' - 2)} |u^*|^2 \right] \, r \, dr \, d\theta
\end{equation}

\begin{equation}
\leq \|u^*\|_{L^2(Q)}^2
\end{equation}

Combining (4.25) and (4.26) we get (4.22).

Since \( |D^1 u|^2 = |D^1 \tilde{u}|^2, |D^1 u^*|^2 = |D^1 \tilde{u}|^2 \) we have the following corollary.

**Corollary 4.3.** Let \( u \) and \( \tilde{u} \) be the same as in Theorem 4.4. Then for the problem with Dirichlet condition (4.3a) and mixed condition (4.3c)

\begin{equation}
\|D^1 \tilde{u}\|_{L^2(Q)}^2 + \|r^{-1} \tilde{u}\|_{L^2(Q)}^2 < \infty,
\end{equation}

\begin{equation}
\|D^1 u\|_{L^2(Q)}^2 + \|r^{-1} u\|_{L^2(Q)}^2 < \infty,
\end{equation}

and for the problems with Neumann condition (4.3b)

\begin{equation}
\|D^1 u\|_{L^2(Q)}^2 < \infty.
\end{equation}

**Remark 4.3.** (4.21) and (4.27) may not hold for the problem with the Neumann condition, (4.22) and (4.28) may not hold for \( \tilde{u} \).
§5. REGULARITY OF SOLUTION OF THE ELASTICITY PROBLEM

We shall first discuss the regularity of the weak solution of the problem (3.1) over the polygonal domain \( \Omega \) with \( f \in L^2(\Omega) \) and \( G^1 \in H^{2-\ell,2-\ell}(\Omega) \), namely the relationship between the weak solution and the solution of the auxiliary problem over an infinite sector \( Q \) with \( f \) and \( G^1 \) having a bounded support. Then we shall derive the regularity of the solution of the problem (3.1) in the countable weighted Sobolev space.

Assume that \( A_1 \) is located at the origin and \( \Gamma_1 \) lies in positive \( x_1 \)-axis. Let \( (r,\theta) \) denote polar coordinates, and let \( \delta \in (0,1) \) and \( S_\delta = \{ (r,\theta) | 0 < r < \delta, 0 < \theta < \omega \} \subset \Omega \). Let \( \phi_\delta(r) \) be a cut-off function in \( C^\infty(R^1) \) such that \( \phi_\delta = 1 \) for \( 0 < r < \frac{\delta}{2} \) and \( \phi_\delta = 0 \) for \( r > \delta \). If \( \Gamma_1 \cup \Gamma_M \subset \Gamma_1' \), let \( v = (v_1,v_2)^T = \phi_\delta(r)u \), otherwise \( v = \psi_\delta(r)(u - G^0(A_1)) \) where \( u = (u_1,u_2)^T \in H^1(\Omega) \) is the weak solution of (3.1). \( v \) is extended to \( Q = S_\omega = \{ (r,\theta) | 0 < r < \omega, 0 < \theta < \omega \} \) by zero extension outside \( S_\delta \).

Theorem 5.1. Let \( u \) be the weak solution of the problem (3.1) with \( f \in L^2(\Omega) \) and \( G^1 \in H^{2-\ell,2-\ell}(\Omega) \), \( 0 < \beta > 1, \beta > 1-\kappa_1 \), and let \( v = \phi_\delta u \) if \( \Gamma_1 \cup \Gamma_M \subset \Gamma_1' \) and \( v = \phi_\delta(u - G^0(A_1)) \) otherwise. Then

1. If \( \Gamma_1 \subset \Gamma_0 \) or \( \Gamma_M \subset \Gamma_0 \), or \( \Gamma_1 \cup \Gamma_M \subset \Gamma_0 \), then \( v = \psi_\delta(u)^2(\Omega) \), and

\[
\|v\|_{W^2_\beta(Q)} \leq C \left( \|f\|_{L^2_\beta(S_\delta)} + \sum_{\ell=1}^2 \|G^\ell\|_{H^{2-\ell,2-\ell}(S_\delta)} + \|u\|_{H^1(S_\delta \setminus S_\delta/2)} \right).
\]

1. If \( \Gamma_1 \cup \Gamma_M \subset \Gamma_1' \), then \( (v - \sum_{i=1,2} c_i e_i) \in \psi_\delta ^2(\Omega) \), where \( e_1 = (1,0)^T, e_2 = (0,1)^T, c_1, c_2 = 1,2 \) are some constants, and

\[
\|v - \sum_{i=1,2} c_i e_i\|_{W^2_\beta(Q)} \leq C \left( \|f\|_{L^2_\beta(S_\delta)} + \|G^1\|_{H^{1,1}(S_\delta)} + \|u\|_{H^1(S_\delta \setminus S_\delta/2)} \right).
\]
Proof. (1) We prove (5.1a) for the case $\Gamma_1 \cup \Gamma_M \subset \Gamma^0$ (Dirichlet boundary type), the proof for the mixed boundary type is similar with what follows.

At first we may assume that $G^0 = 0$ at $A_1$, then $v$ satisfies

$$
\begin{cases}
L(v) = \phi_\delta f + L_1(u, \phi_\delta) = \tilde{f} \text{ in } Q \\
v|_{\theta=0, \omega} = \phi_\delta G^0|_{\theta=0, \omega} = \tilde{G}^0|_{\theta=0, \omega}
\end{cases}
$$

(5.2)

where $L_1(u, \phi_\delta)$ is a sum of terms $D^\alpha u D^{\alpha'} \phi_\delta$, with $0 \leq |\alpha| \leq 1$, $1 \leq |\alpha'| \leq 2$.

Obviously $\tilde{f}$, $\tilde{G}^0$ and $v$ vanish for $r > \delta$ and

$$
\|\tilde{f}\|_{L^2(Q)} \leq C \left( \|\tilde{f}\|_{L^2(S_\delta)} + \|u\|_{H^1(S_\delta \setminus S_{\delta/2})} \right).
$$

(5.3)

For $w \in H^1_0(Q) = \{w | \|D^1w\|_{L^2(Q)} < \infty, w|_{\theta=0, \omega} = 0\}$ we have

$$
B(v, w) = \int_Q \tilde{f} \cdot w \, rdrd\theta, \forall w \in H^1_0(Q)
$$

where $B$ is the bilinear form defined in (3.4).

On the other hand, by Theorem 4.3 and Corollary 4.1-4.2 there exists a unique solution $z = (z_1, z_2)^T$ of (5.2) in $W^2(Q)$, and

$$
\|z\|_{W^2(Q)} \leq C \left( \|\tilde{f}\|_{L^2(Q)} + \|\tilde{G}^0\|_{W^2(Q)} \right).
$$

(5.4)

\[
\leq C \left( \|\tilde{f}\|_{L^2(S_\delta)} + \|\tilde{G}^0\|_{H^2(S_\delta)} + \|u\|_{H^1(S_\delta \setminus S_{\delta/2})} \right),
\]

and owing to Corollary 4.3 $\|D^1z\|_{L^2(Q)} < \infty$.

Let $\tilde{H}^1_0(Q) = \{w | w \in H^1_0(Q) \text{ with bounded support in } Q\}$. Thus we have

$$
B(z, w) = \int_Q \tilde{f} \cdot w \, rdrd\theta, \forall w \in \tilde{H}^1_0(Q);
$$

hence
\[ B(z-v, w) = 0 \quad \forall w \in \tilde{H}^1_0(\Omega). \]

Since \( \tilde{H}^1_0(\Omega) \) is dense in \( H^1_0(\Omega) \), \( B(z-v, z-v) = 0 \). Therefore \( (z-v) \) can only be a rigid body motion. Due to the Dirichlet boundary condition \( v = z \in W^2_\beta(\Omega) \).

If \( G^0 \neq 0 \) at the origin, let \( \tilde{u} = u - G^0(A) \) and \( v = \phi \tilde{u} \). Then we have

\[ L(v) = \phi \tilde{f} + L_1(u, \phi) = \tilde{r} \text{ in } \Omega \]
\[ \nu_{\theta=0, \omega} = \phi (G^0(r, \theta) - G^0(A)) \bigg|_{\theta=0, \omega} = \tilde{G} \bigg|_{\theta=0, \omega}. \]

Obviously \( \tilde{f} \in L_\beta(\Omega) \), \( \tilde{r} \) and \( \tilde{G} \) vanishes in \( \Omega \) for \( r > \delta \). Applying the results above to \( v \) we have that \( v = \phi \tilde{u} \in W^2_\beta(\Omega) \) and (5.1a) holds.

\[ (ii) \text{ If } \Gamma_1 \cup \Gamma_\mathcal{M} \subset \Gamma^1, \text{ } v \text{ satisfies } \]

\[ L(v) = \phi \tilde{f} + L_1(u, \phi) = \tilde{r} \text{ in } \Omega \]
\[ T(v)|_{\nu=0, \omega} = \phi \tilde{g}^1 + \ell_1(u, \phi)|_{\theta=0, \omega} = \tilde{g}^1 = \tilde{G}^1|_{\theta=0, \omega} \]

where \( L_1(u, \phi), \tilde{r} \) are the same as in (1), and \( \ell_1(u, \phi) \) consists of terms \( uD^\alpha \phi, |\alpha| = 1 \). Obviously \( \tilde{G}^1 \in W^1_\beta(\Omega) \), and

\[ \| \tilde{G}^1 \|_{W^1_\beta(\Omega)} \leq C \left( \| G^1 \|_{H^{1.1}(S_\delta)} + \| u \|_{H^1(S_\delta \setminus S_{\delta/2})} \right), \]

and \( \tilde{f}, \tilde{G}^1 \) and \( v \) vanish for \( r > \delta \). For any \( W \in \tilde{H}^1(\Omega) = (\mathcal{W} \| D^1 \mathcal{W} \|_{L^2(\Omega)} < \omega) \)

\[ B(v, w) = \int_{\Omega} \tilde{r} \cdot w \, dx + \int_{\partial \Omega} \tilde{g}^1 \cdot w \, ds. \]

On the other hand, by Theorem 4.3 and Corollary 4.1-4.2 there is a unique solution \( z = (z_1, z_2)^T \) of (5.5) in \( W^2_\beta(\Omega) \) and
\[(5.7) \quad \|z\|_{W_\beta^2(Q)}^2 \leq C \left( \|z\|_{L_\beta^2(S_\delta)} + \|z\|_{W_\beta^1(Q)}^1 \right)\]

by (5.3) and (5.6)

\[
\leq C \left( \|f\|_{L_\beta^2(S_\delta)} + \|G^1\|_{H_\beta^1,1(Q)} + \|u\|_{H^1(S_\delta, S_\delta/2)} \right).
\]

and by Theorem 4.4 \(\|D^1z\|_{L^2(Q)} < \infty\).

Let \(\tilde{H}_1^1(Q) = \{w|w \in H_1^1(Q)\text{ with bounded support in } Q\}\), then \(z\) satisfies

\[
B(z, w) = \int_Q \tilde{f}w + \int_{\partial Q} \tilde{g}_1 \cdot w ds, \quad \forall w \in \tilde{H}_1^1(Q).
\]

Therefore

\[
B(z - v, w) = 0, \quad \forall w \in \tilde{H}_1^1(Q).
\]

Since \(\tilde{H}_1^1(Q)\) is dense in \(H_1^1(Q)\) we have

\[
B(z - v, z - v) = 0,
\]

which indicates that the strain energy is zero, \(z - v\) represents only a rigid body motion, i.e.,

\[
z - v = \sum_{i=1}^{3} c_i e_i
\]

where \(e_3 = (-y,x)^T\), and \(c_i, i = 1, 2, 3\) are constants. Because \(D^1(z - v) \in L^2(Q), c_3 = 0\). Then (5.1b) follows from (5.7).

**Corollary 5.1.** \(v\) is continuous in \(\bar{Q}\), and \((v - v(A_1)) \in W_\beta^2(Q)\).

**Proof.** If \(\Gamma_1 \cup \Gamma_M \subset \Gamma^1\), by Theorem 5.1, \(v - \sum_{i=1}^{2} c_i e_i \in H_\beta^2(S_{R_0})\) for any \(R_0 > 0\). Hence \((v - \sum_{i=1}^{2} c_i e_i) \in C^0(S_{R_0})\) (see [2]), therefore \(v\) is continuous in \(\bar{Q}\). Since \((v - \sum_{i=1}^{2} c_i e_i) \in W_\beta^2(Q), 0 < \beta < 1, r^{\beta-2}(v - \sum_{i=1}^{2} c_i e_i) \in L^2(S_{R_0})\).
which implies that \( \sum_{i=1}^{2} c_i e_i = v(A_1) \) and that \((v - v(A_1)) \in W^2_\beta(Q)\).

If \( \Gamma_1 \subset \Gamma^0 \) or \( \Gamma_\delta \subset \Gamma^0 \) by Theorem 5.1 \( v = \phi_\delta(u - G^0) \in W^2_\beta(Q) \). Hence \( v \in H^{2,2}_\beta(S_{\delta/2}) \) for any \( R_0 > 0 \), thus \( v - G^0(A_1) \in C^0(\bar{S}_{R_0}) \), and \( v \) is continuous in \( \bar{Q} \) and \( v(A_1) = G^0(A_1) \), and \((v - v(A_1)) \in W^2_\beta(Q)\).

**Corollary 5.2.** Let \( u = (u_1, u_2) \) and \( \bar{u} = (u_r, u_\theta) \) be the weak solution of (4.1) in Cartesian and polar coordinates, respectively. Then \((u - u(A_1)) \in W^2_\beta(S_{\delta/2})\) and \((\bar{u} - \bar{u}(A_1)) \in W^2_\beta(S_{\delta/2})\), and

\[
(5.8a) \|u - u(A_1)\|_{W^2_\beta(S_{\delta/2})} \leq C \left( \|f\|_{L_\beta(S_{\delta/2})} + \sum_{\ell=0}^{1} \|G^\ell\|_{H^{2-\ell,2-\ell}_\beta(S_{\delta/2})} + \|u\|_{H^1(S_{\delta/2})} \right),
\]

\[
(5.8b) \|\bar{u} - \bar{u}(A_1)\|_{W^2_\beta(S_{\delta/2})} \leq C \left( \|\bar{f}\|_{L_\beta(S_{\delta/2})} + \sum_{\ell=0}^{1} \|G^\ell\|_{H^{2-\ell,2-\ell}_\beta(S_{\delta/2})} + \|\bar{u}\|_{H^1(S_{\delta/2})} \right).
\]

Proof. Note that \( v = u \) and \( \bar{v} = \bar{u} \) in \( S_{\delta/2} \), then (5.8a) and (5.8b) follow easily from Theorem 5.1 and Corollary 5.1.

**Remark 5.1.** The regularity of the weak solution of the elasticity problem in polynomial domain was addressed in [26]. It was concluded in [26] that \( v = \phi_\delta u \in W^2_\beta(Q) \) with \( \beta = 1 + \varepsilon, \varepsilon > 0 \) arbitrary provided \( f \in L_\beta(Q), \)

\( G^\ell \in W^{2-\ell,2-\ell}_\beta(Q) \), and \( \mathcal{R}(\eta) \) has no pole on the line \( \text{Im} \eta = -\varepsilon \). Actually the condition \( \beta > 1 \) is not necessary. Theorem 5.1 indicates that \( v \in H^{2,2}_\beta(Q) \) or \((v - v(A_1)) \in W^2_\beta(Q)\) if \( \beta > 1 - \kappa_1 \). \( \kappa_1 \) is the smallest positive imaginary part of eigenvalues of the operator \( \mathcal{R}(\eta) \), which depends on the geometry of the domain, the type of boundary conditions and the material properties. The condition \( \beta > 1 - \kappa_1 \) precisely reflects the nature of the
singularity of \( v \). If \( \kappa_1 \leq 1 \), then \( v \in H^{2,2}_\beta(Q) \) with \( \beta \in (1 - \kappa_1, 1) \), or if \( \kappa_1 > 1 \) then \( v \in H^2(Q) \), and \( v \) can be even smoother. We will elaborate on this later. Nevertheless there always exists some \( \beta \in (0, 1) \) such that \( v \in H^{2,2}_\beta(Q) \) and \(( v - v(A_1)) \in W^2_\beta(Q)\). The improvement above is substantial.

Lemma 5.1. For \( \beta \in (0, 1) \), \( k \geq \ell \geq 0 \), \( 0 \leq \ell < 2 \) and \( \bar{u}(A_1) = 0 \) there exists \( c_1, c_2 > 0 \) such that

\[
(5.9) \quad c_1 \| \bar{u} \|_{H^{k,\ell}(S_\delta)} \leq \| u \|_{H^{k,\ell}(S_\delta)} \leq c_2 \| \bar{u} \|_{H^{k,\ell}(S_\delta)} .
\]

Moreover, if for some constant \( \bar{c}, \bar{d} \geq 1 \) and \( \ell \leq |\bar{\alpha}| \leq k \)

\[
(5.10a) \quad \| \alpha_1 - \ell + \beta \alpha \bar{u} \|_{L^2(S_\delta)} \leq \bar{c} \bar{d}^{-\ell}(k-\ell)!
\]

then for \( |\alpha| = k \) and \( C \leq M \bar{c}, \bar{d} \leq N \bar{d} \),

\[
(5.10b) \quad \| \alpha_1 - \ell + \beta \alpha u \|_{L^2(S_\delta)} \leq C \bar{d}^{-\ell}(k-\ell)!
\]

Vice versa, if (5.10b) holds for \( \ell \leq |\alpha| \leq k \), then (5.10a) stands for \( |\bar{\alpha}| = k \) with \( \bar{c} \leq M \bar{c} \) and \( \bar{d} \leq N \bar{d} \).

Proof. Note that

\[
\frac{\partial^k u_1}{\partial r^k} = \cos \theta \frac{\partial^k u_r}{\partial r^k} - \sin \theta \frac{\partial^k u_\theta}{\partial r^k},
\]

\[
\frac{\partial^k u_2}{\partial r^k} = \sin \theta \frac{\partial^k u_r}{\partial r^k} + \cos \theta \frac{\partial^k u_\theta}{\partial r^k} .
\]

Then

\[
(5.11) \quad \| r^{-\ell + \beta} \frac{\partial^k u_1}{\partial r^k} \|_{L^2(S_\delta)} = \| r^{-\ell + \beta} \frac{\partial^k u_r}{\partial r^k} \|_{L^2(S_\delta)} \leq \| \bar{u} \|_{H^{k,\ell}(S_\delta)}
\]

which is the second inequality of (5.9) for \( \alpha_1 = |\alpha| = k \). For \( \alpha_2 = |\alpha| = k \)
we have

\[
\frac{\partial^k u_1}{\partial \theta^k} = \sum_{m=0}^{k} [m] \left[ \frac{d^{k-m} \cos \theta}{d \theta^{k-m}} \frac{\partial^m r}{\partial \theta^m} - \frac{d^{k-m} \sin \theta}{d \theta^{k-m}} \frac{\partial^m \theta}{\partial \theta^m} \right],
\]

\[
\frac{\partial^k u_2}{\partial \theta^k} = \sum_{m=0}^{k} [m] \left[ \frac{d^{k-m} \sin \theta}{d \theta^{k-m}} \frac{\partial^m r}{\partial \theta^m} + \frac{d^{k-m} \cos \theta}{d \theta^{k-m}} \frac{\partial^m \theta}{\partial \theta^m} \right].
\]

Therefore

\[(5.12) \quad \| r^{\beta-l} \frac{\partial^k u_1}{\partial \theta^k} \|_{L^2(S_\delta)} \leq 2 \sum_{m=0}^{k} [m] \| r^{\beta-l} \frac{\partial^m u_1}{\partial \theta^m} \|_{L^2(S_\delta)} .
\]

Since \( 0 < \beta < 1 \) and \( u(A_1) = 0 \), due to Lemma A.2 of [2] we have

\[
\| r^{\beta-1} \bar{u} \|_{L^2(S_\delta)} \leq C_{q} \| \bar{u} \|_{H^{1,1}(S_\delta)},
\]

\[
\| r^{\beta-2} \bar{u} \|_{L^2(S_\delta)} \leq C_{q} \| \bar{u} \|_{H^{1,1}(S_\delta)},
\]

\[
\| r^{\beta-2} \frac{\partial \bar{u}}{\partial \theta} \|_{L^2(S_\delta)} \leq C_{q} \| \bar{u} \|_{H^{2,2}(S_\delta)} .
\]

Hence for \( 0 \leq \ell \leq 2 \), \( k \geq \ell \), we have

\[(5.13) \quad \| r^{\beta-\ell} \frac{\partial^k u_1}{\partial \theta^k} \|_{L^2(S_\delta)} \leq C_{2} \sum_{m=\ell}^{k} [m] \| r^{\beta-\ell} \frac{\partial^m u_1}{\partial \theta^m} \|_{L^2(S_\delta)}
\]

\[
\leq C_{2} \| \bar{u} \|_{H^{k,\ell}(S_\delta)} .
\]

Actually we can make similar arguments for each term of type \( r^{\alpha_1-\ell+\beta} u \), \( 0 \leq \alpha_1 \leq |\alpha| = k \). Hence we have the second inequality of (5.9). The first inequality of (5.9) can be proved in exactly the same way.

Next we shall prove (5.10b) if (5.10a) holds. (5.10a) and (5.11) lead to (5.13) lead to

\[(5.14a) \quad \| r^{k-\ell+\beta} \frac{\partial^k u_1}{\partial r^k} \|_{L^2(S_\delta)} \leq \bar{C} \frac{d^{k-\ell}(k-\ell)!}{d \ell^k} .
\]
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and

\[(5.14b) \quad \| r^{\beta-\ell} \partial_r^k u \|_{L^2(S_\theta)} \leq C_0 \sum_{m=\ell}^k \frac{k!}{m!} (m-\ell)! \cdot d^{(m-\ell)} \]

\[\leq C_0 \left( 1 + \frac{1}{d} \right)^{k-\ell} (1+d)^{k-\ell} \]

which are (5.10b) for \( \alpha_2 = 0 \) and \( \alpha_2 = |\alpha| = k \), respectively. Similar estimates can be derived for general terms \( r^{\alpha_1-\ell} d^{\alpha_2} u \), \( 0 \leq \alpha_1 \leq |\alpha| = k \).

Hence (5.10b) holds with \( d \leq M_d \) and \( C \leq NC \) where \( M = 2 \) and \( N = C_0 \left( 1 + \frac{1}{d} \right)^{k-\ell} \). In exactly the same way we can prove that (5.10a) holds for \( |\alpha| = k \) with \( d \leq M_d \) and \( C \leq NC \) if (5.10b) holds for \( \ell = |\alpha| \leq k \).

\[ \square \]

**Theorem 5.2.** Let \( f \in H^{k,0}_\beta(\Omega) \), \( g = G^t \), \( g^t \in H^{k+2-\ell}_\beta(\Omega) \), \( \ell = 0, 1 \) \( \beta = (\beta_1, \beta_2, \ldots, \beta_M) \), \( 0 < \beta_1 < 1, \beta_1 > 1 - \kappa \) \( (\kappa \) is defined in (4.15) with respect to the vertex \( A_i \), \( 1 \leq i \leq M \), and \( |\Gamma^0| \neq 0 \). Then the problem of (3.1) has a unique solution \( u \in H^{k+2,2}_\beta(\Omega) \), and

\[(5.15) \quad \| u \|_{H^{k+2,2}_\beta(\Omega)} \leq C \left( \| f \|_{H^{k,0}_\beta(\Omega)} + \sum_{\ell=0, 1} \| g^t \|_{H^{k+2-\ell,2-\ell}_\beta(\Omega)} \right). \]

Furthermore, if \( f \in B^0_\beta(\Omega, C_f, d_f) \), \( g^t \in B^{2-\ell}_\beta(\Omega, C^t, d^t) \), \( \ell = 0, 1 \) then \( u \in B^2_\beta(\Omega, C_u, d_u) \) with \( C_u \) and \( d_u \) satisfying

\[ C_u \leq M_c (C_f + C_g + C^t), \]

\[(5.16) \quad d_u \leq M_d \max(d_f, d_g, d^t) \]

where \( M_c \) and \( M_d \) are some constants independent of \( f \) and \( g^t \).

**Remark 5.2.** If \( |\Gamma^0| = 0 \), the theorem holds provided \( f \) and \( g^t \) satisfy usual condition:
\[
\int_{\Omega} f_1 dx + \int_{\Gamma} g_1 ds = 0, \ i = 1, 2
\]
\[
\int_{\Omega} x_2 f_1 - x_2 f_1 dx + \int_{\Gamma} (x_2 g_1 - x_1 g_2) ds = 0.
\]

Then the solution uniquely exists (up to a rigid body motion) in \( H^{k+2,2}(\Omega) \) and \( B^2(\Omega) \), respectively.

Proof. For the sake of simplicity, let \( \Omega \) be a straight line polygon shown in Fig. 2.1. By Theorem 3.1, the problem (3.1) has the unique solution \( u = (u_1, u_2)^T \in H^1(\Omega) \).

Let \( S_{i, \delta_i} = \{(r_i, \theta_i)|0 < r_i < \delta_i, 0 < \theta_i < \omega_i\} \subset \Omega \), shown in Fig. 5.1, where \( r_i \) and \( \theta_i \) are the polar coordinates with respect to the vertex \( A_i \) and edge \( \Gamma_i \). Assume that \( 0 < \delta_i < 1 \) such that

\[
S_{i, 2\delta_i} \cap S_{j, 2\delta_j} = \emptyset \text{ for } i \neq j, i, j = 1, 2, \ldots, M.
\]

Fig. 5.1 Neighborhood of Vertex

Let \( \Omega_\delta = \Omega \setminus \bigcup_{i=1}^{M} S_{i, \delta_i} \). By the argument of difference quotient it is easy to show that

\[
(5.17) \quad \|u\|_{H^{k+2}(\Omega_{\delta/2})} \leq C \left( \|f\|_{H^k(\Omega_{\delta/4})} + \sum_{\ell=0,1} \|G^{\ell}\|_{H^{k+2,\ell}(\Omega_{\delta/4})} \right)
\]
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\[
\|u\|_{H^k,0(\Omega)} + \sum_{\ell=0,1} \|g^\ell\|_{H^{k+3/2-\ell,3/2-\ell}(\Gamma^\ell)} \leq C \left( \|f\|_{H^k,0(\Omega)} + \sum_{\ell=0,1} \|g^\ell\|_{H^{k+3/2-\ell,3/2-\ell}(\Gamma^\ell)} \right).
\]

If \( f \in B^0_\beta(\Omega), \ G^\ell \in B^{2-\ell}_\beta(\Omega), \ \ell = 0,1 \), by Morrey's argument in \(^{23}\) we can prove that \( u \) is analytic in \( \Omega \) and on \( \Gamma \) except the vertices, and there exist some constants \( C_0 \) and \( d_0 \) satisfying

\begin{equation}
C_0 \leq M_0 (C_r + C_G^0 + C_{G^1})
\end{equation}

\begin{equation}
d_0 \leq N_0 \max(d_r, d_G^0, d_{G^1})
\end{equation}

such that for \( |\alpha| = k \geq 2, \ 1 \leq i \leq M \)

\begin{equation}
\|D_\alpha^\alpha u\|_{L^2(\Omega_{\delta/2})} \leq C_0 d_0^{k-2} (k-2)!
\end{equation}

By the arguments of Theorem 2.1 and Lemma 5.1 we have

\begin{equation}
\|r_1^{-a_2} D_\alpha^\alpha u\|_{L^2(S_i, S_i^{1/2})} \leq C_0 d_0^{k-2} (k-2)!
\end{equation}

where \( C_0 \) and \( d_0 \) may be different from those in (5.19), but we use the same notations for simplicity.

By Theorem 2.1 and Lemma 5.1 \( f, \bar{f} \in H^k,0_\beta(\Omega) \) (resp. \( B^0_\beta(\Omega) \)), \( g^\ell, \bar{g}^\ell \in H^{k+3/2-\ell,3/2-\ell}(\Gamma^\ell) \) (resp. \( B^{3/2-\ell}(\Gamma^\ell) \)), and it is sufficient to prove that in each sector \( S_i, S_i^{1/2}, \ 1 \leq i \leq M \)

\begin{equation}
\|\bar{u}\|_{H^{k+2,2}(S_i, S_i^{1/2})} \leq C_1 \left[ \|\bar{f}\|_{H^{k,0}(S_i)} + \sum_{\ell=0,1} \|\bar{g}^\ell\|_{H^{k+2,2-\ell}(S_i^{1/2})} + \|\bar{u}\|_{H^{k+1}(S_i^{1/2})} \right]
\end{equation}

where \( C_1 \) depends on \( k \), and
respectively, where \(|\alpha| = k + 2, k \geq 0, L_1, p_1\) and \(D_1\) are sufficiently large constants, but independent of \(k\). \((\alpha_2 - 2) = \alpha_2 - 2\) if \(\alpha_2 \geq 2\) and \(\alpha_2 - 2 = 0\) if \(\alpha_2 < 2\).

By Corollary 5.2 we have

\[
\|u - \bar{u}(A_1)\|_2^{\beta_1}(S_1, \delta_1/2) \leq C \left( \|f\|_{L_1^2(S_1, \delta_1)} + \sum_{\ell=0}^{\infty} \|G^{(2-\ell, 2-\ell)}_{\beta_1}(S_1, \delta_1) \right)
\]

We may assume that \(i = 1, A_1\) is at the origin, \(\Gamma_1\) lies on the positive \(x_1\)-direction, and assume without losing generality that \(\bar{u}(A_1) = 0\). To simplify the notation we shall write \(S_1, \delta_1 = S_\delta, \beta_1 = \beta_\delta\), etc. There are three cases to be considered:

\begin{enumerate}
  \item \(\Gamma_1, \Gamma_M \subset \Gamma^0\).
  \item \(\Gamma_1, \Gamma_M' \subset \Gamma^1\).
  \item \(\Gamma_1 \subset \Gamma^0, \Gamma_M \subset \Gamma^1\).
\end{enumerate}

In case (1) we assume \(\tilde{G}^0 = 0\), and let \(\tilde{v}^k = r^{k-2}\frac{k_\delta}{\partial r^k} \tilde{u}\). It can be verified that \(\tilde{v}^k\) satisfies

\[
\begin{cases}
  \tilde{L}(\tilde{v}^k) = r^{k-2}(2\tilde{r}^2) \text{ in } S_\delta \\
  \tilde{v}^k|_{\theta=0, \omega=0} = 0.
\end{cases}
\]

Then applying (5.23) to the problem (5.24) we obtain
\[ (5.25) \quad \| u^k \|_{H^2_\beta(S_{\delta/2})} \leq \| \bar{u}^k \|_{L^2_\beta(S_{\delta/2})} \]

\[ \leq C \left[ \| r^{k-2} \frac{\partial^k}{\partial r^k} (r^{-2}) \|_{L^1_\beta(S_\delta)} + \| r^k \frac{\partial^k u}{\partial r^k} \|_{L^1_\beta(S_\delta \setminus S_{\delta/2})} \right] \]

which implies that for \(|\alpha| = k + 2, k > 0, 0 \leq \alpha_2 \leq 2\)

\[ (5.26) \quad \| \alpha_{\alpha-2} \|_{L^2_\beta(S_{\delta/2})} \leq C \left[ \| r^{k-2} \frac{\partial^k}{\partial r^k} (r^{-2}) \|_{L^1_\beta(S_\delta)} + \| r^k \frac{\partial^k u}{\partial r^k} \|_{L^1_\beta(S_\delta \setminus S_{\delta/2})} \right] \]

\[ \leq C \left[ \| \bar{f} \|_{H^k_\beta(S_\delta)} + \| \bar{u} \|_{H^{k+1}(S_\delta \setminus S_{\delta/2})} \right]. \]

For \(\alpha_2 > 2\), for instance, \(\alpha_2 = k + 2, k > 0\) we have from the equation (4.1)

\[ (5.27) \quad -\mu \frac{\partial^k u_r}{\partial \theta k+2} = r^2 \frac{\partial^k f_r}{\partial \theta k} + (\lambda + 2\mu) \left[ r^2 \frac{\partial^k u_r}{\partial r^2 \partial \theta k} + \frac{\partial^k u_r}{\partial r \partial \theta k} - \frac{\partial^k u_r}{\partial \theta k} \right] \]

\[ + (\lambda + 3\mu) \frac{\partial^k u_\theta}{\partial \theta k+1} + (\lambda + \mu) \frac{\partial^k u_r}{\partial \theta k+1} \]

\[ (5.28) \quad (\lambda + 2\mu) \frac{\partial^k u_\theta}{\partial \theta k+2} = r^2 \frac{\partial^k f_\theta}{\partial \theta k} + \mu \left[ r^2 \frac{\partial^k u_\theta}{\partial r^2 \partial \theta k} + \frac{\partial^k u_\theta}{\partial r \partial \theta k} - \frac{\partial^k u_\theta}{\partial \theta k} \right] \]

\[ + (\lambda + 3\mu) \frac{\partial^k u_r}{\partial \theta k+1} + (\lambda + \mu) \frac{\partial^k u_\theta}{\partial \theta k+1} . \]

(5.27) and (5.28) lead to

\[ (5.29) \quad \| r^{-2} \frac{\partial^k u_r}{\partial \theta k+2} \|_{L^2_\beta(S_{\delta/2})} \leq C \left[ \| r^{-2} \frac{\partial^k f_r}{\partial r^2} \|_{L^1_\beta(S_\delta)} + \| \frac{\partial^k u_r}{\partial r} \|_{L^1_\beta(S_\delta \setminus S_{\delta/2})} \right] \]

\[ + \| r^{-1} \frac{\partial^k u_\theta}{\partial \theta k+1} \|_{L^1_\beta(S_\delta)} + \| r^{-2} \frac{\partial^k u_\theta}{\partial \theta k} \|_{L^1_\beta(S_\delta)} \]
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Suppose (5.21) holds with $G^0 = 0$ for $0 \leq |\alpha| \leq k + 2$ and $0 \leq \alpha_2 \leq k + 1$. Then we have

\begin{equation}
\|r^{-2} \frac{\partial^{k+1} \overline{u}}{\partial \theta^{k+1}}\|_L^2(S_\delta) + \|r^{-1} \frac{\partial^{k+2} \overline{u}}{\partial r \partial \theta^{k+1}}\|_L^2(S_\delta)
\end{equation}

with $\overline{C} = \max\left\{ \frac{1}{\mu}, 1 + \frac{3\lambda}{\mu} \right\}$.

Suppose (5.21) holds with $G^0 = 0$ for $0 \leq |\alpha| \leq k + 2$ and $0 \leq \alpha_2 \leq k + 1$. Then we have

\begin{equation}
\|r^{-2} \frac{\partial^{k+2} \overline{u}}{\partial \theta^{k+2}}\|_L^2(S_\delta/2) \leq \overline{C}\left[ \|\overline{u}\|_{H^{k,0}(S_\delta)} + \|\overline{u}\|_{H^{k+1}(S_\delta \setminus S_\delta/2)} \right]
\end{equation}

which is (5.26) for $\alpha_2 = |\alpha| = k + 2$. Actually we can prove (5.27) for each term of type $r^{\alpha_1-2} \overline{u} \overline{u}$ in exactly the same way. If $G^0 = 0$, let $\overline{v} = \overline{u} - \overline{G}^0$, then applying the results above to $\overline{v}$ we get (5.21) with absence of $G^1$.

Next we shall prove (5.22) for case (1). Assume again that $G^0 = 0$, let $\overline{f} \in B^0_\delta(\Omega, C_{\overline{f}}, d_{\overline{f}})$ then

\begin{equation}
\|r^{k-2} \frac{\partial^k (r^2 \overline{f})}{\partial r^k}\|_L^2(S_\delta) \leq \|r^k \frac{\partial^k \overline{f}}{\partial r^k}\|_L^2(S_\delta) + 2k \|r^{k-1} \frac{\partial^{k-1} \overline{f}}{\partial r^{k-1}}\|_L^2(S_\delta)
\end{equation}

\begin{equation}
+ k(k - 1) \|r^k \frac{\partial^{k-2} \overline{f}}{\partial r^{k-2}}\|_L^2(S_\delta)
\end{equation}

\begin{equation}
\leq C_{\overline{f}} \left[ d_{\overline{f}}^k + 2d_{\overline{f}}^{k-1} + d_{\overline{f}}^{k-2} \right] k!
\end{equation}

\begin{equation}
\leq 3C_{\overline{f}} d_{\overline{f}}^k k!
\end{equation}

Also due to (5.20) we have

\begin{equation}
\|r^k \frac{\partial^k \overline{u}}{\partial r^k}\|_L^2(S_\delta \setminus S_\delta/2) \leq \|\frac{\partial^{k+1} \overline{u}}{\partial r^{k+1}}\|_L^2(S_\delta \setminus S_\delta/2) + k \|\frac{\partial^k \overline{u}}{\partial r^k}\|_L^2(S_\delta \setminus S_\delta/2)
\end{equation}

\begin{equation}
+ \|\frac{1}{r} \frac{\partial^k \overline{u}}{\partial r \partial \theta}\|_L^2(S_\delta \setminus S_\delta/2)
\end{equation}
\[ \leq C_0 \left( d^{k-1}_0(k-1)! + d^{k-2}_0k(k-2)! + d^{k-1}_0(k-1)! \right) \]

\[ \leq 4C_0 d^{k-1}_0(k - 1)! \]

Substituting (5.31)-(5.32) into (5.26) we get (5.22) for \(|\alpha| = k + 2, k > 0, 0 \leq \alpha_2 \leq 2\) with \(L = 4C(C_0 + C_0)\) and \(D = \max(d_{\tilde{x}}, d_{\tilde{y}})\).

Now we shall prove (5.27) for \(\alpha_2 = k + 2, k > 0\). Suppose (5.22) holds for \(0 \leq |\alpha| \leq k + 2\) and \(0 < \alpha_2 \leq k + 1\), then by (5.29) we have

\[ \parallel r^{-2} \frac{\partial^{k+2} u}{\partial \theta^{k+2}} \parallel_{L^0(S_{\tilde{d}/2})} \leq C \left\{ \left( C_{f} d_{k}^{k}! + L D^{k} p^{k-2} k! + L D^{k-1} p^{k-2} (k - 1)! \right) + L D^{k-2} p^{k-2} (k - 2)! + L D^{k-1} p^{k-1} (k - 1)! + L D^{k} p^{k-1} k! \right\} \]

\[ \leq L D^{k} p^{k} k! \left\{ \frac{C_{f} d_{k}}{L} \left( \frac{d_{f}}{d_{p}} k \right) + \frac{C}{P^{2} D k} + \frac{C}{P^2} \right\} \]

where \(P\) and \(D\) are selected large enough, e.g. \(P = 4\tilde{C}\) and \(d_{f}/d_{p} < 1\).

Similarly, we can prove (5.22) for each term of type \(r^{\alpha_1-2} \partial^{\alpha_2} u\), \(2 \leq \alpha_2 \leq |\alpha| = k + 2\). For \(G^0 \neq 0\), let \(\tilde{w} = u - G^0\) and \(\tilde{f} = f - L(G^0) eB_{\beta}(\Omega, C_{f}, d_{f})\)

with \(C_{f} = C_{G} + (5\lambda + 11\mu) C_{G} 0\) and \(d_{f} = \max(d_{f}, d_{g})\). Then applying the results above to \(\tilde{w}\) and \(\tilde{f}\) we get (5.22) in general (\(G^1\) is absent), with \(L = M_0(C_0 + C_{G} + C_{G} 0\) and \(D = \max(d_{f}, d_{G}, d_{G})\).

In case (i1): \(v^{k} = r^{k} \frac{\alpha_{k} u}{\partial r^{k}}\), \(k > 2\) satisfies
Applying (5.23) to (5.34) we have

\[
\|\mathbf{v}^k\|_{H^2_\beta(S_\delta/2)}^2 \leq \tilde{C} \left\{ \| r^{k-2} \partial^k (r^{2f}) \|_{L_\beta(S_\delta)} + \| r^{k-1} \partial^k (r^{G^{-1}}) \|_{L_\beta(S_\delta)} \\
+ \| \mathbf{v}^k\|_{H^1_\beta(S_\delta \setminus S_\delta/2)} \right\}
\]

which implies that for \( |\alpha| = k + 2, k > 0, 0 \leq \alpha_2 \leq 2 \)

\[
\| r^{\alpha_1 - 2} \alpha u \|_{L_\beta(S_\delta/2)} \leq \tilde{C} \left\{ \| r^{k-2} \partial^k (r^{2f}) \|_{L_\beta(S_\delta)} + \| r^{k-1} \partial^k (r^{G^{-1}}) \|_{L_\beta(S_\delta)} \\
+ \| r^{k} \partial^k u \|_{L_\beta(S_\delta \setminus S_\delta/2)} \right\}
\]

\[
\leq C \left\{ \| \mathbf{f}\|_{H^{k,0}_\beta(S_\delta)} + \| G^1 \|_{H^{k+1,0}_\beta(S_\delta)} + \| \mathbf{u}\|_{H^{k+1}_\beta(S_\delta \setminus S_\delta/2)} \right\}.
\]

For \( 2 < \alpha_2 \leq |k| = k + 2 \), arguing as in case (1), we can conclude (5.22) with the absence of \( G^0 \) for \( 0 \leq \alpha_2 \leq |\alpha| = k + 2 \).

If \( \mathbf{f} \in \mathcal{B}^0_\beta(\Omega, C_\mathbf{f}, d_\mathbf{f}), G^1 \in \mathcal{B}^1_\beta(\Omega, C_{G^1}, d_{G^1}) \), then (5.32) holds, and

\[
\| r^{k-1} \partial^k (r^{G^{-1}}) \|_{L_\beta(S_\delta)} \leq \| r^{k-1} \partial^k \mathbf{G}^{-1} \|_{L_\beta(S_\delta)} + (2k+1) \| r^{k-1} \partial^k \mathbf{G}^{-1} \|_{L_\beta(S_\delta)} \\
+ k(k - 1) \| r^{k-2} \partial^k \mathbf{G}^{-1} \|_{L_\beta(S_\delta)} + \| r^{k-1} \partial^k \mathbf{G}^{-1} \|_{L_\beta(S_\delta)}
\]

\[
+ k\| r^{k-2} \partial^k \partial^k \mathbf{G}^{-1} \|_{L_\beta(S_\delta)}
\]
\[
\leq C_k \left( \frac{d^k}{G} + \frac{(2k+1)}{G} \frac{d^{k-1}}{G} (k - 1)! + \frac{d^{k-2}}{G} \right)
\]

\[
+ \frac{d^k}{G} \frac{k!}{G} + \frac{d^{k-1}}{G} \frac{k!}{G}
\]

\[
\leq 6 C_k \frac{d^k}{G} \frac{k!}{G}
\]

which together with (5.31)-(5.32) and (5.35)-(5.36) yield (5.22) for \(|\alpha| = k + 2, k > 0, 0 \leq \alpha_2 \leq 2\) with \(L = 6 \tilde{C}(C_0 + C_F + C_1)\) and \(D = \max(d_F, d_1, d_{0})\). As arguing as in case (i) we can conclude (5.22) in general for case (ii).

The proof for case (iii) is similar to cases (i) and (ii). We will not repeat it.

Summarizing the analyses in each sector and interior we conclude that \(\bar{u} \in H^{k+2,2}_\beta(\Omega)\) and (5.22) holds if \(\bar{f} \in H^{k,0}_\beta(\Omega)\) and \(\bar{G}^\ell \in H^{k+2-\ell,2-\ell}_\beta(\Omega), \ell = 0,1\). Furthermore, if \(\bar{f} \in H^{0}_\beta(\Omega)\) and \(\bar{G}^\ell \in H^{2-\ell}_\beta(\Omega), \ell = 0,1\), then \(\bar{u} \in H^{2}_\beta(\Omega)\) with \(C_{\bar{u}}\) and \(d_{\bar{u}}\) satisfying

\[
C_{\bar{u}} \leq M(C_{\bar{f}} + C_0 + C_1 + C_0)
\]

\[
d_{\bar{u}} = \max(d_{\bar{f}}, d_0, d_1, d_{0})
\]

which together with (5.26a) imply

\[
C_{\bar{u}} \leq M_c (C_{\bar{f}} + C_0 + C_1 + C_0)
\]

\[
d_{\bar{u}} \leq M_d (d_{\bar{f}} + d_0 + d_1).
\]

By Theorem 2.1 and Lemma 5.2 \(u \in B^2(\Omega, C_u, d_u)\) with some \(C_u\) and \(d_u\) satisfying (5.16).
Remark 5.3. If $\kappa_1^1 = 1$ then $\beta_1$ can be chosen any positive number. If $\kappa_1^1 > 1$, the solution $u$ may be smoother, for instance, $1 < \kappa_1^1 < 2, 1 \leq i \leq M$ and $f \in H^{k,1}_\beta(\Omega)$, (resp. $B^1_\beta(\Omega)$) $G^l \in H^{k+2-l,3-l}_\beta(\Omega)$ (resp. $B^{3-l}_\beta(\Omega)$) with $\beta_1 \in (\kappa_1^1 - 1, 1)$ and $k \geq 1$, then $u \in H^{k+2,3}_\beta(\Omega)$ (resp. $B^3_\beta(\Omega)$). In general, for $\kappa_1^1 \in (n, n+1], 1 \leq i \leq M,$ $u \in H^{k+2,2+n}_\beta(\Omega)$ (resp. $u \in B^{2+n}_\beta(\Omega)$) if $f$ and $G^l$ are given in $H^{k,n}_\beta(\Omega)$ and $H^{k+2-l,n+2-l}_\beta(\Omega)$ (resp. $B^n_\beta(\Omega)$ and $B^{n+2-l}_\beta(\Omega)$).
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The transcendental equations (4.11) ~ (4.13) are given in Lemma 4.1 without proof. We shall derive these equations here. Consider the homogeneous problem

\[(A.1) \quad \hat{u}(\eta) \hat{u} = [\hat{L}(D_\theta, \eta), \hat{B}(D_\theta, \eta)] \hat{u} = 0\]

namely

\[-\mu \frac{d^2\hat{u}_\tau}{d\theta^2} + (2\mu + \lambda)(1 + \eta^2)\hat{u}_\tau + (1\eta(\mu + \lambda) + (3\mu + \lambda)) \frac{\hat{u}_\theta}{d\theta} = 0\]

\[(A.2) \quad \hat{u} \text{ in } I = (0, \omega)\]

\[-((3\mu + \lambda) - 1\eta(\mu + \lambda)) \frac{\hat{u}_\tau}{d\theta} - (2\mu + \lambda) \frac{d^2\hat{u}_\theta}{d\theta^2} + \mu(1 + \eta^2)\hat{u}_\theta = 0\]

with one of the following boundary conditions:

\[(A.3a) \quad \hat{u}|_{\theta=0, \omega} = 0 \quad \text{(Dirichlet condition)}\]

\[(A.3b) \quad \hat{T}|_{\theta=0, \omega} = (\hat{\sigma}_\tau, \hat{\sigma}_\theta)^T|_{\theta=0, \omega} = 0 \quad \text{(Neumann condition)}\]

\[(A.3c) \quad \hat{u}|_{\theta=0} = 0, \quad \hat{T}|_{\theta=\omega} = (\hat{\sigma}_\tau, \hat{\sigma}_\theta)^T|_{\theta=\omega} = 0 \quad \text{(Mixed condition)}\]

where \(\hat{\sigma}_\tau\) and \(\hat{\sigma}_\theta\) are given by (4.10).

Since the coefficients of the differential operator \(\hat{L}\) and boundary operator \(\hat{B}\) are constants, the solution \(\hat{u}\) can be written in \(e^{b\theta}C = e^{b\theta}(c_1, c_2)^T\), \(b\) and \(C\) satisfy \(A(b)C = 0\) with

\[
A(b) = \begin{pmatrix}
- b^2 + (1 + \eta^2)(2\mu + \lambda) & (1\eta(\mu + \lambda) + (3\mu + \lambda))b \\
(1\eta(\mu + \lambda) - (3\mu + \lambda))b & -(2\mu + \lambda)b^2 + \mu(1 + \eta^2)
\end{pmatrix}
\]

Then

\[(A.4) \quad \det A(b) = \mu(2\mu + \lambda)[(b^2 - (1 + \eta^2))^2 + 4b^2].\]

Let \(\eta = iz\), by solving for \(b\) from \(\det(A(b)) = 0\) we have

\[
b_1 = i(z + 1), \quad b_2 = i(z + 1), \quad b_3 = (1(z - 1), \quad b_4 = -i(z - 1).\]
For  \( z \neq 0, \pm 1 \),

\[
A(b_1) = (z + 1) \begin{pmatrix}
(\lambda + 3\mu) - z(\mu + \lambda) & 1(-z(\mu + \lambda) + (3\mu + \lambda)) \\
-1(z(\mu + \lambda) + (3\mu + \lambda)) & (\lambda + 3\mu) + (\mu + \lambda)z
\end{pmatrix}
\]

the corresponding eigen vector \( C_1 = (1, 1)^T \). Similarly we have \( C_2 = (1, -1)^T \), \( C_3 = (1, 1i)^T \), \( C_4 = (1, -1i)^T \) corresponding to \( b_2, b_3 \) and \( b_4 \) with

\[
(A.5) \quad H = \frac{z(\mu + \lambda) + (3\mu + \lambda)}{z(\mu + \lambda) - (3\mu + \lambda)}.
\]

Therefore, the solution of homogeneous problem has the following form:

\[
\hat{u} = B_1\begin{bmatrix} \cos(z + 1) \theta \\ -\sin(z + 1) \theta \end{bmatrix} + B_2\begin{bmatrix} \sin(z + 1) \theta \\ \cos(z + 1) \theta \end{bmatrix} + B_3\begin{bmatrix} \cos(z - 1) \theta \\ -\sin(z - 1) \theta \end{bmatrix} + B_4\begin{bmatrix} \sin(z - 1) \theta \\ H \cos(z - 1) \theta \end{bmatrix}.
\]

If \( z = \pm 1 \) (i.e., \( \eta = \pm i \)), \( b_1 = 2i, b_2 = -2i, b_3 = b_4 = 0 \), \( A(b_3) = A(b_4) \)

are null matrix. The corresponding eigen vectors are

\[
C_1 = (1, 1)^T, C_2 = (1, -1)^T, C_3 = (1, 0)^T, C_4 = (0, 1)^T
\]

and the solution of homogeneous problem has the form

\[
\hat{u} = B_1\begin{bmatrix} \cos2\theta \\ -\sin2\theta \end{bmatrix} + B_2\begin{bmatrix} \sin2\theta \\ H\cos2\theta \end{bmatrix} + B_3\begin{bmatrix} 1 \\ 0 \end{bmatrix} + B_4\begin{bmatrix} 0 \\ 1 \end{bmatrix}
\]

with

\[
M = \begin{cases}
1 & \text{for } z = 1 \\
\frac{\mu}{2\mu + \lambda} & \text{for } z = -1
\end{cases}
\]

For \( z = 0 \), \( b_1 = b_4 = 1, b_2 = b_3 = -1 \), the corresponding eigenvectors are

\[
C_1 = (1, 1)^T, C_2 = (1, -1)^T.
\]
and the solution of the homogeneous problem has the form

\[
\hat{u} = B_1 \begin{bmatrix} \cos \theta \\ -\sin \theta \end{bmatrix} + B_2 \begin{bmatrix} \sin \theta \\ \cos \theta \end{bmatrix} + B_3 \begin{bmatrix} (3\mu + \lambda)\cos \theta + \lambda \sin \theta \\ -(3\mu + \lambda)\sin \theta - \mu \cos \theta \end{bmatrix} \\
+ B_4 \begin{bmatrix} (3\mu + \lambda)\sin \theta - \lambda \cos \theta \\ -(3\mu + \lambda)\cos \theta - \mu \sin \theta \end{bmatrix}
\]

\[B = (B_1, B_2, B_3, B_4)^T\] would be determined according to the types of boundary conditions.

**Lemma A.1.** Let \( \eta = iz \) be an eigenvalue of the operator \( \mathcal{U}(\eta) \) for the Dirichlet problem (A.2) and (A.3a), then \( z \) satisfies the equation

\[
\sin^2 z \omega = \left( \frac{-z}{\sqrt{J-4}} \right)^2 \sin^2 \omega.
\]

Proof. For the Dirichlet boundary condition \( u|_{\theta=0,\omega} = 0 \), if \( z \neq 0, \pm 1 \) due to (A.3a) and (A.6), \( B \) satisfies \( \Sigma B = 0 \) with

\[\Sigma = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & H \\
\cos(z-1)\omega & \sin(z+1)\omega & \cos(z+1)\omega & \sin(z+1)\omega \\
-sin(z-1)\omega & \cos(z+1)\omega & -H \sin(z+1)\omega & H \cos(z+1)\omega
\end{bmatrix} \]

For the existence of non-trivial \( B \) it is sufficient and necessary that

\[
\text{det}(\Sigma) = (1 + H)^2 \sin^2 \omega - (1 - H)^2 \sin^2 z \omega = 0.
\]

Note that \( \frac{\lambda}{\mu} = \frac{2\nu}{1-2\nu} \) and

\[
\frac{1+H}{1-H} = \frac{z(\mu + \lambda)}{3(\mu + \lambda)} = \frac{z}{\frac{3\lambda}{\mu}} \frac{1+\frac{\lambda}{\mu}}{3-4\nu}
\]

(A.10) and (A.11) yield (A.9).
If \( z = \pm 1 \), by (A.7) \( B \) satisfies \( \Sigma B = 0 \) with

\[
\Sigma = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & M & 0 & 1 \\
\cos 2\omega & \sin 2\omega & 1 & 0 \\
-M \sin 2\omega & M \cos 2\omega & 0 & 1 \\
\end{bmatrix}
\]

and \( \det(\Sigma) = 4M \sin^2 \omega \). Since \( 0 < \omega \leq 2\pi \), for \( \omega = \pi, 2\pi \) the homogeneous problem has a non-trivial solution. But \( z = \pm 1 \) and \( \omega = \pi, 2\pi \) satisfy (A.9). Hence \( z = \pm 1 \) are the zeroes of (A.9) for \( \omega = \pi, 2\pi \), which are included in the equation (A.9).

If \( z = 0 \), by (A.5), \( B \) satisfies \( \Sigma B = 0 \) with

\[
\Sigma = \begin{bmatrix}
1 & 0 & 0 & -\lambda \\
0 & M & -\mu & 1 \\
\cos \omega & \sin \omega & (3\mu + \lambda) \omega \cos \omega + \lambda \sin \omega & (3\mu + \lambda) \omega \sin \omega - \lambda \cos \omega \\
-\sin \omega & \cos \omega & (3\mu + \lambda) \omega \sin \omega - \mu \cos \omega & (3\mu + \lambda) \omega \cos \omega - \mu \sin \omega \\
\end{bmatrix}
\]

and \( \det(\Sigma) = (3\mu + \lambda)^2 \omega^2 - (\lambda + \mu)^2 \sin^2 \omega > 0 \) which implies \( B = 0 \). Hence zero is not an eigenvalue.

**Lemma A.2.** Let \( \eta = iz \) be an eigenvalue of the operator \( \mathcal{U}(\eta) \) for the Neumann problem (A.2) and (A.3b), then \( z \) satisfies the equation

(A.12) \[ \sin^2 z \omega = z^2 \sin \omega, \]

specially \( \eta = 0 \) is an eigenvalue with multiplicity of 2, the corresponding eigenvectors are \( \tilde{e}_1 = (\cos \theta, -\sin \theta)^T \) and \( \tilde{e}_2 = (\sin \theta, \cos \theta)^T \).

**Proof.** For Neumann boundary condition \( \hat{\sigma}_{r\theta}|_{\theta=0,\omega} = \hat{\sigma}_{\theta\theta}|_{\theta=0,\omega} = 0 \) we have by (4.10)
\(\hat{\sigma}_{r\theta} = \mu \left( \frac{d\hat{u}_r}{d\theta} + (z - 1)\hat{u}_\theta \right) = 0\)

\(\hat{\sigma}_{\theta\theta} = (2\mu + \lambda) \frac{\partial \hat{u}_\theta}{\partial \theta} + (2\mu + \lambda z)\hat{u}_r = 0\).

For \(z \neq 0, \pm 1\) by (A.13) and (A.6), \(B\) satisfies \(\Sigma B = 0\) with

\[
\Sigma = \begin{bmatrix}
0 & 2\mu z & 0 & \mu(1+H)(z-1) \\
-2\mu z & 0 & A & 0 \\
-2\mu z \sin(z+1) \omega & 2\mu z \cos(z+1) \omega & -\mu(1+H)(z-1) \sin(z-1) \omega & \mu(1+H)(z-1) \cos(z-1) \omega \\
-2\mu z \cos(z+1) \omega & -2\mu z \sin(z+1) \omega & A \cos(z-1) \omega & A \sin(z-1) \omega
\end{bmatrix}
\]

where

\(A = (2\mu + \lambda) + \lambda z - H(z-1)(2\mu + \lambda)\).

For the existence of non-trivial solutions it is necessary and sufficient that

\[
\det(\Sigma) = -8z^2 \mu^2 \left( (A - \mu(1+H)(z-1))^2 \sin^2 \omega - (A + \mu(1+H)(z-1))^2 \sin^2 z \omega \right) = 0.
\]

Hence we obtain the equation

\[
\sin^2 z \omega = \left( \frac{A - \mu(1+H)(z-1)}{A + \mu(1+H)(z-1)} \right)^2 \sin^2 \omega.
\]

By (A.5) and (A.14) we have

\(A - \mu(1+H)(z-1) = 0\)

(A.15) which implies (A.12) immediately.

For \(z = 1\), by (A.13) and (A.7), \(B\) satisfies \(\Sigma B = 0\) with
\[ \Sigma = \begin{bmatrix}
0 & 2\mu & 0 & 0 \\
-2\mu & 0 & 2(\mu+\lambda) & 0 \\
-2\mu \sin 2\omega & 2\mu \cos 2\omega & 0 & 0 \\
-2\mu \cos 2\omega & -2\mu \sin 2\omega & 2(\mu+\lambda) & 0
\end{bmatrix} \]

then \( \det(\Sigma) = 0 \), and \((0,0,0,1)^T\) is the corresponding solution of \( \Sigma B = 0 \). Accordingly \( \hat{u} = (0,1)^T \), which represents a rotation around the origin.

For \( z = -1 \) by (A.13) and (A.7), \( B \) satisfies \( \Sigma B = 0 \) with

\[ \Sigma = \begin{bmatrix}
0 & 2\mu(1-M) & 0 & -2\mu \\
-2\mu(1-M) \sin 2\omega & -2\mu(1-M) \cos 2\omega & 0 & -2\mu \\
0 & 0 & 2\mu & 0 \\
0 & 0 & 2\mu & 0
\end{bmatrix} \]

then \( \det(\Sigma) = 0 \). Hence for \( z = \pm 1 \), the equation \( \Sigma B \) has a non-trivial solution. The null space corresponding to the eigenvalue \( \eta = \pm 1 \) is not our interest here, and we will not elaborate on it further, but refer to [26].

For \( z = 0 \), by (A.5) and (A.8) \( B \) satisfies \( \Sigma B = 0 \) with

\[ \Sigma = 2\mu(2\mu+\lambda) \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & \cos \omega & \sin \omega \\
0 & 0 & -\sin \omega & \cos \omega
\end{bmatrix} \]

Obviously, \( \det(\Sigma) = 0 \), \( \text{rank}(\Sigma) = 2 \), and \((1,0,0,0)^T\) and \((0,1,0,0)^T\) are two linearly independent solutions of \( \Sigma B = 0 \). Accordingly the space of non-trivial solutions of homogeneous problem is spanned by

\[ \vec{e}_1 = (\cos \theta, -\sin \theta)^T, \quad \vec{e}_2 = (\sin \theta, \cos \theta)^T \]
which represent the translation in $x_1$ and $x_2$ directions.

Lemma A.3. Let $\eta = iz$ be an eigenvalue of the operator $U(\eta)$ for the mixed problem (A.2) and (A.3c), then $z$ satisfies the equation

$$(A.16) \quad \sin^2 z \omega = \frac{4(1-\nu)^2}{3-4\nu} - \frac{z^2}{3-4\nu} \sin^2 \omega,$$

in the case that $(1+\lambda_\mu)\cos 2\omega + 1 = 0$, $\eta = \pm 1$ are the eigenvalues, and (A.16) is satisfied.

Proof. For the mixed boundary condition we have $\tilde{u}\big|_{\theta=0} = 0$ and $T\big|_{\theta=\omega} = (\hat{\sigma}_{\theta}, \hat{\sigma}_{\theta}^T)\big|_{\theta=\omega} = 0$. If $z \neq 0$, $\pm 1$ by (A.6) and (A.13), $B$ satisfies $\Sigma B = 0$ with

$$
\Sigma = \begin{pmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & H \\
-2\mu z \sin(z+1)\omega & 2\mu z \cos(z+1)\omega & -\mu(H+1)(z-1)\sin(z-1)\omega & \mu(H+1)(z-1)\cos(z-1)\omega \\
-2z\cos(z-1)\omega & -2\mu z \sin(z+1)\omega & A\cos(z-1)\omega & A\sin(z-1)\omega
\end{pmatrix}
$$

where $A$ is given by (A.14). Then

$$
\det(\Sigma) = 4\mu^2 H z^2 - A(1+H)(z-1) + 2\mu(HAz-\mu z(z-1)(1+H)) - 2(z+H)z(A-(z-1)(1+H)\mu)\sin^2 \omega - 2(1+H)z\mu(A+\mu z(z-1)(1+H))\sin^2 z \omega.
$$

For the existence of non-trivial $B$, $\det(\Sigma) = 0$. Hence we have

$$(A.17) \quad \sin^2 z \omega = \frac{4\mu H z^2 - A(1+H)(z-1) + 2\mu(HAz-\mu z(z-1)(1+H))}{2(1-H)z(A+(z-1)(1+H)\mu)} - \frac{(H+1)(A-(z-1)(1+H)\mu)}{(H-1)(A+(z-1)(1+H)\mu)} \sin^2 \omega.$$
Due to (A.11) and (A.14) we obtain

\[(A.18) \quad \frac{(h+1)(A-\mu(z-1)(H+1))}{(H-1)(A+\mu(z-1)(H+1))} = \frac{z^2}{3-4\nu}\]

and

\[(A.19) \quad \frac{4\mu Hz^2 - A(H+1)(z-1) + 2z(HA-\mu(z-1)(H+1))}{2(H-1)z(A+\mu(z-1)(1+H)\mu)} = \frac{4(1-\nu)^2}{3-4\nu}.\]

(A.17) - (A.19) yields (A.16).

For \(z = 1\) by (A.13) and (A.7) \(B\) satisfies \(\Sigma B = 0\) with

\[
\Sigma = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
-2\mu \sin 2\omega & 2\mu \cos 2\omega & 0 & 0 \\
-2\mu \cos 2\omega & -2\mu \sin 2\omega & 2(\mu+\lambda) & 0
\end{bmatrix}
\]

then \(\det(\Sigma) = 4\mu^2 [(1+\frac{\lambda}{\mu})\cos 2\omega + 1].\) Similarly for \(z = -1\)

\[
\Sigma = \begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & M & 0 & 1 \\
0 & 0 & 2\mu & 0 \\
-2\mu (1-M) \sin 2\omega & 2\mu (1-M) \cos 2\omega & 0 & -2\mu
\end{bmatrix}
\]

and \(\det(\Sigma) = \frac{4\mu^2}{2\mu+\lambda} [(1+\frac{\lambda}{\mu})\cos 2\omega + 1].\) Hence \(z = \pm 1\) are eigenvalues if \((1+\frac{\lambda}{\mu})\cos 2\omega + 1 = 0,\) and also (A.16) is satisfied in the case that \(z = \pm 1\) and \((1+\frac{1}{\mu})\cos 2\omega + 1 = 0.\) Therefore the equation \(\Sigma B = 0\) has a non-trivial solution in that case.

For \(z = 0\) then, by (A.13) and (A.8) \(B\) satisfies \(\Sigma B = 0\) with
\[ \Sigma = \begin{pmatrix} 1 & 0 & 0 & -\lambda \\ 0 & 1 & -\mu & 0 \\ 0 & 0 & 2\mu(2\mu+\lambda)\cos\omega & 2\mu(2\mu+\lambda)\sin\omega \\ 0 & 0 & -2\mu(2\mu+\lambda)\sin\omega & 2\mu(2\mu+\lambda)\cos\omega \end{pmatrix} \]

then \( \det(\Sigma) = 2\mu(2\mu+\lambda) > 0 \). Hence \( \eta = 0 \) is not an eigenvalue of \( \mathcal{U}(\eta) \).

Remark. The transcendental equations for the Dirichlet, Neumann and mixed boundary conditions were derived by using the argument of biharmonic function in [26] where displacement \( u = (u_1, u_2)^T \) in Cartesian coordinates was used. Consequently the coefficients of the equation (A.1) are not constants.

Therefore the simple argument of linear system of ordinary equations with constant coefficients is not valid. Nevertheless it shows that the transcendental equations are independent of choice of coordinates.
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