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The finite difference-time domain (FD-TD) technique is applied to the solution of Maxwell's equations. A computer program, which can be used to simulate and study numerous electromagnetic phenomena, is developed and implemented on an IBM 386 compatible personal computer. The FD-TD technique is a useful tool for students in electromagnetics. The technique is flexible and can be applied to many basic EM scattering and radiation problems. Because field solutions are found as a function of time, visualization of the propagation of the EM fields is possible. The FD-TD technique is implemented for a two-dimensional rectangular grid in conjunction with a second-order absorbing boundary condition. Both E- and H-field polarizations are analyzed. Finite objects consisting of dielectric, magnetic and conducting materials, and perfectly conducting infinite ground planes are modeled. Plane wave and line current sources are implemented. In addition to the capability of animating the propagation of the EM fields, radiation and scattering patterns can be generated.

A methodology developed to handle dispersive materials in the time domain is extended to model the dispersive characteristics of the impedance boundary condition used for a thin layer coating over perfect conductors. The impedance boundary condition is first approximated as a rational function of frequency. This rational function is then transformed to a time domain equation, resulting in a partial differential equation in space and time. Discretization of the time domain model to efficiently handle the thin layer coating is presented in the context of the finite-difference time-domain (FD-TD)
technique. The methodology is verified by solving a one-dimensional problem using the FD-TD technique and comparing with the analytical results.

To understand the physical meaning of rational reflection coefficients in inverse-scattering theory for optical waveguide design, we studied the relationship between the poles of the transverse reflection coefficient and the modes in inhomogeneous dielectrics. By using a stratified-medium formulation we showed that these poles of the spectral reflection coefficient satisfy the same equation as the guidance condition in inhomogeneous waveguides. Therefore, in terms of wave numbers, the poles are the same as the discrete modes in the waveguide. The radiation modes have continuous real values of transverse wave numbers and are represented by the branch cut on the complex plane. Based on these results, applications of the Gel'fand-Levitan-Marchenko theory to optical waveguide synthesis with the rational function representation of the transverse reflection coefficient are discussed.

The coupled-wave theory is generalized to analyze the diffraction of waves by chiral gratings for arbitrary angles of incidence and polarizations. Numerical results for the Stokes parameters of diffracted Floquet modes versus the thickness of chiral gratings with various chiralities are calculated. Both horizontal and vertical incidences are considered for illustration. The diffracted waves from chiral gratings are in general elliptically polarized; and in some particular instances, it is possible for chiral gratings to convert a linearly polarized incident field into two nearly circularly polarized Floquet modes propagating in different directions.

A general spectral domain formulation to the problem of radiation of arbitrary distribution of sources embedded in a horizontally stratified arbitrary magnetized linear plasma is developed. The fields are obtained in terms of electric and magnetic type dyadic Green's functions. The formulation is considerably simplified by using the kDB system of coordinates in conjunction with the Fourier transform. The distributional singular
behavior of the various dyadic Green's functions in the source region is investigated and taken into account by extracting the delta function singularities. Finally, the fields in any arbitrary layer are obtained in terms of appropriately defined global upward and downward reflection and transmission matrices.

We investigated a method for the calculation of the current distribution, resistance, and inductance matrices for a system of coupled superconducting transmission lines having finite rectangular cross section. These calculations allow accurate characterization of both high-$T_c$ and low-$T_c$ superconducting strip transmission lines. For a single stripline geometry with finite ground planes, the current distribution, resistance, inductance, and kinetic inductance are calculated as a function of the penetration depth for various film thickness. These calculations are then used to determine the penetration depth for $Nb$, $NbN$, and $YBa_2Cu_3O_{7-z}$ superconducting thin films from the measured temperature dependence of the resonant frequency of a stripline resonator. The calculations are also used to convert measured temperature dependence of the quality factor to the intrinsic surface resistance as a function of temperature for a $Nb$ stripline resonator.

The electromagnetic radiation from a VLSI chip package and heatsink structure is analysed by means of the finite-difference time-domain (FD-TD) method. The FD-TD algorithm implemented incorporates a multi-zone gridding scheme to accommodate fine grid cells in the vicinity of the heatsink and package cavity and sparse gridding in the remainder of the computational domain. The issues pertaining to the effects of the heatsink in influencing the overall radiating capacity of the configuration are addressed. Analyses are facilitated by using simplified heatsink models and by using dipole elements as sources of electromagnetic energy to model the VLSI chip. The potential for enhancement of spurious emissions by the heatsink structure is examined. For heatsinks of typical dimensions, resonance is possible within the low gigahertz frequency range.

Because the effects of diffraction during proximity-print x-ray lithography are of
critical importance, a number of previous researchers have attempted to calculate the
diffraction patterns and minimum achievable feature sizes as a function of wavelength and
gap. Work to date has assumed that scalar diffraction theory is applicable—as calculated, for
example, by the Rayleigh-Sommerfeld formulation—and that Kirchhoff boundary conditions
can be applied. Kirchhoff boundary conditions assume that the fields (amplitude and
phase) are constant in the open regions between absorbers, and a different constant in
regions just under the absorbers (i.e., that there are no fringing fields). An x-ray absorber
is, however, best described as a lossy dielectric that is tens or hundreds of wavelengths
tall, and hence Kirchhoff boundary conditions are unsuitable. We have instead used two
numerical techniques to calculate accurate diffracted fields from gold absorbers for two
cases: a 30 nm-wide line at $\lambda = 4.5$ nm, and a 100 nm-wide line at $\lambda = 1.3$ nm. We
show that the use of Kirchhoff boundary conditions introduces unphysically high spatial
frequencies into the diffracted fields. The suppression of these frequencies—which occurs
naturally without the need to introduce an extended source or broad spectrum—improves
exposure latitude for mask features near 0.1 $\mu$m and below.

In order to understand the physical meaning of rational reflection coefficients in
one-dimensional inverse scattering theory for optical waveguide design, we have studied
the relation between the poles of the transverse reflection coefficient and the modes in
inhomogeneous dielectrics. By using a stratified medium model it is shown that these
poles of the reflection coefficient have a one-to-one correspondence to the discrete modes,
which are the guided and leaky modes. The radiation modes have continuous real values of
transverse wave numbers and are not represented by the poles of the reflection coefficient.
Based on these results, applications of the Gel'fand-Levitan-Marchenko theory to optical
waveguide synthesis with the rational function representation of the transverse reflection
coefficient are investigated.

In compact modules of high performance computers, signal transmission lines be-
between integrated circuit chips are embedded in multilayered dielectric medium. These signal lines are usually placed in different layers and run perpendicular to each other. The interaction between the orthogonal crossing lines and the signal line affects its propagation characteristics and may cause considerable signal distortion.

The interaction of a pair of crossing lines in isotropic medium has been studied using a time-domain approach, where coupling is described qualitatively. This method becomes computationally expensive when the number of crossing lines increases. With many identical crossing strips uniformly distributed above the signal line, the transmission properties are characterized by stopbands due to the periodicity of the structure. Periodic structure have been investigated using frequency-domain methods. Periodically nonuniform microstrip lines in an enclosure are analyzed on the basis of a numerical field calculation. A technique based on the network-analytical formulism of electromagnetic fields has been used to analyze striplines and finlines with periodic stubs. The propagation characteristics of waves along a periodic array of parallel signal lines in a multilayered isotropic structure in the presence of a periodically perforated ground plane and that in a mesh-plane environment have been studied. More recently, the effect of the geometrical properties on the propagation characteristics of strip lines with periodic crossing strips embedded in a shielded one-layer isotropic medium have been investigated. Both open and closed multilayered uniaxially anisotropic structures are considered. A full-wave analysis is used to study the propagation characteristics of a microstrip line in the presence of crossing strips. The signal line and the crossing strips are assumed to be located in two arbitrary layers of a stratified uniaxially anisotropic medium. An integral equation formulation using dyadic Green’s functions in the periodically loaded structure is derived. Galerkin’s method is then used to obtain the eigenvalue equation for the propagation constant. The effects of anisotropy on the stopband properties are investigated. Numerical results for open and shielded three-layer uniaxially anisotropic media are presented.
For microwave integrated circuit applications, the characteristics of interconnects have been investigated for the propagation modes, time response, crosstalk, coupling, delay, etc. In these analyses, it is assumed that quasi-TEM modes are guided along the multiconductor transmission lines. The analysis were performed for arbitrary number of transmission lines where the load and the source conditions were presented in terms of the modal reflection and transmission coefficient matrices.

To perform the quasi-TEM analysis, the capacitance matrix for the multiconductor transmission line has to be obtained first. Both the spectral and the spatial domain methods have been proposed to calculate the capacitance matrix. In the spectral domain methods, two side walls are used to enclose the whole transmission line structure, and the thickness of the strip lines has not been considered. In using the spatial domain method, the structure has to be truncated to a finite extent to make the numerical implementation feasible. The infinite extent of the structure was also incorporated, but only a two-layer medium was considered.

In practical microwave integrated circuits, the dielectric loss due to the substrate and the conductor loss due to the metallic strips are also studied in the analysis of circuit performances.

Based on the scalar Green's function, a set of coupled integral equations is obtained for the charge distribution on the strip surfaces. Pulse basis functions and a point-matching scheme is used to solve numerically the set of integral equations for the charge distribution, and hence the capacitance matrix. The duality between the electrostatic formulation and the magnetostatic one is applied to calculate the inductance matrix. The conductance matrix is obtained by using the duality between the electrostatic problem and the current field problem. A perturbation method is used to calculate the resistance matrix.
Finally, a transmission line analysis is derived to obtain the transfer matrix for multiconductor uniform lines, which significantly reduces the effort in treating the load and the source conditions. Transient responses are obtained by using the Fourier transform. The results for two coupled lines are obtained.

With the ever increasing speed and density of modern integrated circuits, the need for electromagnetic wave analysis of phenomena such as the propagation of transient signals, especially the distortion of signal pulses, becomes crucial. One of the most important causes of pulse distortion is the frequency dependence of conductor loss, which is caused by the “skin effect”, and which can be incorporated into the circuit models for transmission lines as frequency-dependent resistance and inductance per unit length. Efficient and accurate algorithms for calculating these parameters are increasingly important.

We have developed a hybrid cross-section finite element/coupled integral equation method. The technique is a combination of a cross-section finite element method, which is best for high frequencies. An interpolation between the results of these two methods gives very good results over the entire frequency range, even when few basis functions are used.

In the cross-section method, we divide each conductor into triangular patches and choose one of the patches from the return conductor to be our reference. We then calculate the resistance and inductance matrices for the patches. Using two conditions on the system, that the total current in each wire is the sum of the currents in the patches, and that the voltage on each patch in a wire must be the same (no transverse currents), we can reduce the matrices for the patches to the matrices for the wires. In the Weeks method, the patches are rectangles, and the quadruple integral is done quite easily in closed form. However, it is also possible to evaluate the quadruple integral in closed form for triangular patches, although the mathematics leading to this result is quite involved, and the final form of the answer is complicated. We therefore use triangular patches as the most flexible means of modelling conductors with arbitrary cross-sections; polygons are covered exactly,
and we are able to model quite closely other shapes, such as circles.

As frequency increases, the need to keep the uniform current approximation valid in the patches requires either the addition of many more patches as the skin depth decreases, or a redistribution of the existing patches to the surface, where the current is. However, changing the distribution of patches makes it necessary to recalculate the resistance and inductance matrices of the patches, thus increasing the computation time. Since we use a surface integral equation method for high frequencies, we do not change the distribution of the triangular patches for the cross-section method as we increase the frequency.

For high frequencies, we use a coupled surface integral equation technique. Under the quasi-TEM assumption, the frequency-dependent resistance and inductance result from the power dissipation and magnetic stored energy, which can be calculated by solving a magnetoquasistatic problem, with the vector potential satisfying Laplace's equation in the region outside all the conductors. The resistance and inductance are usually given by integrals of these field quantities over the cross-sections of the wires, but by using some vector identities it is possible to convert these expressions to integrals only over the surfaces of the wires. These expressions contain only the current at the surface of each conductor, the derivative of that current normal to the surface, and constants of the vector potential. A coupled integral equation is then derived to relate these quantities through Laplace's equation and its Green's function outside the conductors and the diffusion equation and its Green's function inside the conductors. The method of moments with pulse basis functions is used to solve the integral equations. This method differs from previous work in that the calculation of resistance and inductance is based on power dissipation and stored magnetic energy, rather than on impedance ratios. It will therefore be more easily extended to structures where non-TEM propagation can occur.

For the intermediate frequency range, where the conductors are on the order of the skin depth, were found it very efficient to interpolate between the results of the cross-
section and surface methods. The interpolation function was based on the average size of the conductors, measured in skin depths, and was of the form $1/(1 + 0.16a^2/\delta^4)$, where $a$ is the average cross-section of the conductors, and $\delta$ is the skin depth.
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ABSTRACT

The finite difference-time domain (FD-TD) technique is applied to the solution of Maxwell's equations. A computer program, which can be used to simulate and study numerous electromagnetic phenomena, is developed and implemented on an IBM 386 compatible personal computer. The FD-TD technique is a useful tool for students in electromagnetics. The technique is flexible and can be applied to many basic EM scattering and radiation problems. Because field solutions are found as a function of time, visualization of the propagation of the EM fields is possible. The FD-TD technique is implemented for a two-dimensional rectangular grid in conjunction with a second-order absorbing boundary condition. Both E- and H-field polarizations are analyzed. Finite objects consisting of dielectric, magnetic and conducting materials, and perfectly conducting infinite ground planes are modeled. Plane wave and line current sources are implemented. In addition to the capability of animating the propagation of the EM fields, radiation and scattering patterns can be generated. © 1992 John Wiley & Sons, Inc.

1. INTRODUCTION

Tools which students can use as aids for understanding and visualizing electromagnetics are scarce. In an attempt to develop such a tool, the finite difference-time domain (FD-TD) technique is used to solve Maxwell's equations [1–8]. This method is especially suited for visualizing electromagnetic phenomena, since electric and magnetic fields are calculated everywhere within a computational domain as a function of time. Thus, it is possible to observe how electromagnetic fields propagate through space with time. By facilitating the visualization of various electromagnetic phenomena, the FD-TD code can be very useful in developing intuition regarding electromagnetics.

The first step in applying the FD-TD technique involves approximating Maxwell's equations in differential form by center differences in space and time. The locations at which electric and magnetic fields are calculated are positioned on some sort of
grid. For two-dimensional problems, two typical grids are a rectangular [1] and a triangular mesh [4]. A significant advantage of using rectangular grids over triangular grids is greater simplicity. However, since the scattering object is discretized on a rectangular grid, curves and slanted lines are approximated by staircases.

To begin the FD-TD simulation, all the fields within the computational domain are initially set to zero. At each time step, the electric fields are calculated in terms of the electric and magnetic fields of the previous time step using the difference equations obtained earlier from Maxwell's equations. Next, the magnetic fields are calculated in a similar manner. Boundary conditions are enforced at the outer boundary of the computational domain and at all dielectric and conducting interfaces. At the outer boundary, a second-order absorbing boundary condition is utilized in order to simulate unbounded space beyond the computational domain [9]. The tangential electric fields are set to zero at the conducting surfaces, and the tangential electric and magnetic fields are kept continuous at the dielectric/magnetic boundaries. The implementation of the excitation source typically requires that certain electric and magnetic fields be updated at each time step. These steps are essentially repeated until steady state is reached for a sinusoidal excitation, or until all the transient scattered fields have propagated out of the computational domain for a Gaussian pulse excitation.

In order to keep the program simple, only two-dimensional problems are examined using a uniform rectangular grid. Despite the fact that only two-dimensional geometries are considered, valuable insight can be gained through the observation of FD-TD simulations of electromagnetic phenomena. Also, in order to allow wide distribution of this program, the program is written for IBM 386 compatible personal computers. Both electric and magnetic field polarizations are implemented and examined. Scatterers can have arbitrary geometries of finite size, which consist of perfect conductors, dielectrics with finite conductivity, and magnetic materials with finite magnetic conductivity. In addition, perfectly conducting infinite ground planes are considered. The excitation sources include plane waves, and single or multiple line current sources. These excitation sources can be either sinusoidal or Gaussian pulses in time. Since field values are calculated everywhere within the computational domain, they can be stored and displayed using color plots. By displaying the fields for sequential time steps in rapid succession, the propagation of the fields can be approximated. By storing tangential electric and magnetic field values over a closed surface enclosing the scatterer, it is possible to calculate radiation patterns using Huygen's principle.

2. FINITE DIFFERENCE-TIME DOMAIN TECHNIQUE

2.1. Maxwell's Equations in Rectangular Coordinates

In implementing the finite difference-time domain technique, Maxwell's equations must be discretized in space and time. In this case, Yee's lattice, which is a rectangular grid, is utilized because of its simplicity [1]. Maxwell's equations in vector differential form in an isotropic and homogeneous dielectric and magnetic material are:

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} - \sigma_m \mathbf{H} \]  
\[ \nabla \times \mathbf{H} = \frac{\partial \mathbf{D}}{\partial t} + \sigma \mathbf{E} \]  
\[ \nabla \cdot \mathbf{D} = \rho \]  
\[ \nabla \cdot \mathbf{B} = 0 \]

and the constitutive relations are:

\[ \mathbf{B} = \mu \mathbf{H} = \mu_0 \mu_r \mathbf{H} \]  
\[ \mathbf{D} = \varepsilon \mathbf{E} = \varepsilon_0 \varepsilon_r \mathbf{E} \]

where \( \mu_r \) and \( \epsilon_r \) are relative permeability and permittivity, and \( \sigma \) and \( \sigma_m \) are electric and magnetic conductivities, respectively. Maxwell's divergence equations, (3) and (4), are satisfied in the finite difference scheme by applying appropriate initial and boundary conditions. The actual difference equations used in the FD-TD technique are based upon Maxwell's curl equations, (1) and (2), and the constitutive relations, (5) and (6).

In a rectangular coordinate system, Equations (1), (2), (5), and (6) can be written as the following set of scalar equations.

\[ \mu_0 \frac{\partial H_x}{\partial t} = \frac{\partial E_y}{\partial z} - \frac{\partial E_z}{\partial y} - \sigma_m H_y \]  
\[ \mu_0 \frac{\partial H_y}{\partial t} = \frac{\partial E_z}{\partial x} - \frac{\partial E_x}{\partial z} - \sigma_m H_z \]  
\[ \mu_0 \frac{\partial H_z}{\partial t} = \frac{\partial E_x}{\partial y} - \frac{\partial E_y}{\partial x} - \sigma_m H_x \]
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\[
\varepsilon_0 \frac{\partial E_x}{\partial t} = \frac{\partial H_y}{\partial y} - \frac{\partial H_z}{\partial z} - \sigma E_x \quad (10)
\]

\[
\mu_0 \frac{\partial H_z}{\partial t} = -\frac{\partial E_y}{\partial x} \quad (24)
\]

\[
\varepsilon_0 \frac{\partial E_y}{\partial t} = \frac{\partial H_x}{\partial x} - \frac{\partial H_z}{\partial z} - \sigma E_y \quad (11)
\]

\[
\mu_0 \frac{\partial H_x}{\partial t} = -\frac{\partial E_x}{\partial x} \quad (24)
\]

\[
\varepsilon_0 \frac{\partial E_z}{\partial t} = \frac{\partial H_x}{\partial x} - \frac{\partial H_y}{\partial y} - \sigma E_z \quad (12)
\]

for the \(E\)-field polarization.

The following notation for any function of time and space will be used in the finite difference equations,

\[
f(i\Delta x, k\Delta z, n\Delta t) = f^n(i, k) \quad (25)
\]

The partial derivatives in space and time, within Maxwell's equations, are approximated using center differences,

\[
\frac{\partial f(\xi)}{\partial \xi} \approx \frac{f(\xi + \Delta \xi/2) - f(\xi - \Delta \xi/2)}{\Delta \xi} \quad (26)
\]

The electric and magnetic field components are interlaced in time, and are calculated in a leap-frog manner (i.e., first the electric fields are calculated, then the magnetic fields are calculated, and the sequence is repeated). The electric and magnetic field components are interlaced spatially a half-grid cell apart.

Only the \(H\)-field polarization will be treated explicitly because the \(E\)-field polarization can be treated easily through the use of duality.

2.2. Finite Difference Equations for the \(H\)-Field Polarization

2.2.1. Treatment of Free Space. For the \(H\)-field polarization, the finite difference equations in free space are obtained by applying center differences to Equations (19)-(21).

\[
H_x^{n+1/2}
\]

\[
= H_x^{n-1/2} \left[ E^x(i + 1, k + 1/2) + \frac{1}{\eta_0 \Delta x} \frac{\Delta \tau}{\Delta \xi} \right] \times \left[ E^y(i + 1, k + 1/2) - E^y(i, k + 1/2) \right] \quad (27)
\]

\[
- \frac{1}{\eta_0 \Delta z} \left[ E^y(i + 1/2, k + 1) - E^y(i + 1/2, k) \right] \quad (27)
\]
are obtained by discretizing Equations (13)-(15) for the H-field polarization. The derivatives are replaced by center differences, and the electric- and magnetic-field terms involving electric and magnetic conductivities are approximated by using an average of the field values at a half time step before and after the desired time.

\[
E_x^{n+1} \left( i + \frac{1}{2}, k \right) = E_x^n \left( i + \frac{1}{2}, k \right) - \eta_0 \frac{\Delta t}{\Delta x} \left[ H_y^{n+1/2} \left( i + \frac{1}{2}, k + \frac{1}{2} \right) \right] - H_y^{n+1/2} \left( i + \frac{1}{2}, k + \frac{1}{2} \right) \]

\[
E_z^{n+1} \left( i, k + \frac{1}{2} \right) = E_z^n \left( i, k + \frac{1}{2} \right) + \eta_0 \frac{\Delta t}{\Delta z} \left[ H_y^{n+1/2} \left( i + \frac{1}{2}, k + \frac{1}{2} \right) \right] - H_y^{n+1/2} \left( i + \frac{1}{2}, k + \frac{1}{2} \right) \]

where

\[
\eta_0 = \sqrt{\frac{\mu_0}{\varepsilon_0}} \]

\[
\Delta t = c \Delta t = \frac{\Delta t}{\sqrt{\mu_0 \varepsilon_0}} \]

The locations of the field components on a unit cell of the rectangular grid for the H-field polarization are shown in Figure 1.

2.2.2. Treatment of Dielectric and Magnetic Material. The finite difference equations in an isotropic, homogeneous, dielectric, and magnetic material.

Figure 1  Field Locations on Rectangular Grid for H-Field Polarization.
2.2.3. Treatment of Interfaces Between Two Media. The interface between any two media always occurs at integer nodes \((i, k)\) (Figure 2). At the interface between two dielectric and magnetic materials, the finite difference equation for the tangential electric field \(E_x\) must be treated carefully (Figure 3). Using the integral form of Equation (2) to calculate the electric field tangential to the interface, \(E_x\), yields

\[
\oint_H \vec{H} \cdot d\vec{l} = \int_{S_1 + S_2} \left( \frac{\partial \vec{D}}{\partial t} + \sigma \vec{E} \right) \cdot d\vec{S}
\]

\[
= \int_{S_1} \left( \epsilon_1 \frac{\partial \vec{E}}{\partial t} + \sigma_1 \vec{E} \right) \cdot d\vec{S} + \int_{S_2} \left( \epsilon_2 \frac{\partial \vec{E}}{\partial t} + \sigma_2 \vec{E} \right) \cdot d\vec{S}
\]

Changing Equation (35) to a finite difference equation yields

\[
E_{x}^{i+1} \left( i + \frac{1}{2}, k \right) = E_{x}^{i} \left( i + \frac{1}{2}, k \right) \times \left[ \frac{2(\epsilon_1 + \epsilon_2) - (\sigma_1 + \sigma_2) \eta_0 \Delta \tau}{2(\epsilon_1 + \epsilon_2) + (\sigma_1 + \sigma_2) \eta_0 \Delta \tau} \right] 
- \frac{4 \Delta \tau / \Delta z}{2(\epsilon_1 + \epsilon_2) - (\sigma_1 + \sigma_2) \eta_0 \Delta \tau}
\]

\[
\times \left[ H_{x}^{i+1/2} \left( i + \frac{1}{2}, k + \frac{1}{2} \right) - H_{x}^{i+1/2} \left( i + \frac{1}{2}, k - \frac{1}{2} \right) \right]
\]

2.2.4. Treatment of Perfect Electric Conductor. The boundary condition at perfect electric conductors states that the tangential electric field must be zero.

\[
\vec{n} \times \vec{E} = 0
\]

The field locations for the \(H\)-field polarization with respect to the integer nodes \((i, k)\) are shown in Figure 1. From Figures 1 and 2, it is clear that the electric fields, which are calculated at points on the surface of the perfect electric conductor, are always tangential to the surface. Thus, in the finite difference-time domain scheme, the boundary condition at the perfect electric conductor can be satisfied by simply setting these electric fields equal to zero at each time step.

2.2.5. Treatment of Perfect Magnetic Conductor. At a perfect magnetic conductor, the tangential magnetic field must be zero, i.e.,

\[
\vec{n} \times \vec{H} = 0
\]

This boundary condition is satisfied when the tangential electric field at the surface of the perfect magnetic conductor is calculated. One way of obtaining a difference equation for the tangential electric field \(E_x\) is to simplify the original problem (Figure 4) by using image theory (Figure 5). The difference equation for \(E_x\) at the interface between a perfect magnetic conductor and a dielectric and magnetic material is given by
2.4. Stability and Accuracy

The choices of $\Delta x$, $\Delta z$, and $\Delta \tau$, are motivated by reasons of accuracy and stability [3, 6]. In general, to obtain accurate results, $\Delta x$ and $\Delta z$ must be a small fraction ($\sim \frac{1}{3}$) of the smallest wavelength in any media expected in the model or of the smallest dimension of the scatterer. For this problem, the spacing in the $x$ and $z$ directions will be equal in size.

$$\Delta x = \Delta z = \Delta$$

To ensure the stability of this time-stepping algorithm, $\Delta \tau$ must satisfy the following condition [3].

$$\Delta \tau \leq \left( \frac{1}{\Delta x^2} + \frac{1}{\Delta z^2} \right)^{-1/2} = \frac{1}{V_2} \Delta$$

2.5. Implementation of Excitation Source

The two basic types of sources, which are plane waves and line current sources, are treated differ-
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inner region. The incident fields are added to field quantities just outside the inner regions, when they are used to calculate field quantities just within the inner region [10].

For the $H$-field polarization, some sample finite difference equations in the vicinity of the interface between the two regions are (Figure 8):

$$
H_{n+1/2}^w(i + \frac{1}{2}, k + \frac{1}{2}) = H_{n+1/2}^w(i + \frac{1}{2}, k + \frac{1}{2})
$$

$$
+ \frac{i}{\xi_i} \Delta r \left[ E_{n,i}^w(i + 1, k + 1) - E_{n,i}^w(i + 1, k + 1) \right] - E_{n,i}^w(i + 1, k + 1)
$$

$$
- \frac{1}{\xi_0} \Delta z \left[ E_{n,i}^w(i + 1, k + 1) - E_{n,i}^w(i + 1, k + 1) \right]
$$

$$
E_{n,i+1}^w(i + \frac{1}{2}, k) = E_{n,i+1}^w(i + \frac{1}{2}, k)
$$

The incident fields are subtracted from field quantities just within the inner regions, when they are used to calculate field quantities just beyond the

Figure 6 Absorbing Boundary. Computational Domain and Closed Surface on Which Fields are Sampled With a Finite Scatterer.

Figure 7 Absorbing Boundary. Computational Domain and Surface on Which Fields are Sampled With an Infinite Ground Plane Geometry.

Figure 8 Interface Between Inner and Outer Regions.
\[ E_{x}^{n+1}(i, k + \frac{1}{2}) = E_{x}^{n}(i, k + \frac{1}{2}) + \eta_0 \frac{\Delta t}{\Delta x} \times \left[ H_{y}^{n+1/2}(i + \frac{1}{2}, k + \frac{1}{2}) - H_{y}^{n+1/2}(i - \frac{1}{2}, k + \frac{1}{2}) \right] \] (55)

For an infinite ground plane configuration, the computational domain is basically divided into the region above the ground plane and the region below the ground plane. For plane-wave illumination from the upper half space, total fields are calculated in the lower region, while in the upper region, only scattered fields are calculated. In this case, the scattered fields are defined to be the total fields minus the incident plane wave and the plane wave that would have been reflected from a uniform infinite ground plane.

\[ \vec{H}(x, z, t) = \vec{H}(x, z, t) - \vec{H}(x, z, t) \] (56)
\[ \vec{E}(x, z, t) = \vec{E}(x, z, t) - \vec{E}(x, z, t) \] (57)

The removal of the reflected plane wave from the upper half space is essential, because the reflected plane wave is infinite in size and could not otherwise be adequately modeled within the finite computational domain. For plane-wave illumination from the lower half space the total and scattered fields are simply calculated in the opposite regions. The implementation of a plane wave is basically identical to the implementation for a finite scatterer, except with the slightly different definition of the scattered field.

The implementation of line current sources is straightforward. In this situation, total fields are calculated within the entire computational domain. Line current sources are essentially point sources in this two-dimensional simulation. For the \( E \)-field polarization, an electric line current in the \( y \) direction is the source, while for the \( H \)-field polarization, the source is a magnetic line current in the \( y \) direction. For a sinusoidal excitation, the value of each line current source is added to the value of either \( E_i \) or \( H_i \), depending on the polarization, at a single point at every time step. Alternatively, for a Gaussian pulse excitation, the value of the appropriate field component is set to be equal to the line current source. The advantage of adding field values instead of imposing field values is that fields can propagate through the current source. The advantage of imposing field values is that the value of the field at that point is known for all time.

The actual amplitude of the current is not strictly determined by the amplitude of the adjustment to a field quantity at a particular node. The fields near a point source are singular. Thus, in this FD-TD scheme, the adjustment of a field value at a single point does not correspond to a two-dimensional point source (i.e., a line current source with zero cross section), rather this implementation more accurately models a line current source with a finite nonzero cross section. One way of obtaining the amplitude of the line current source is by performing some sort of calibration [8]. In particular, the prediction obtained using the FD-TD scheme with a particular grid spacing, for the power radiated by a line current source in free space, can be compared to the closed-form solution. The power radiated in the FD-TD scheme can be obtained by integrating the time-average Poynting power density over some closed surface. The time-average Poynting power density can be found from the electric and magnetic fields produced by the FD-TD simulation. The amplitude of the field quantity added at a single point for a particular grid spacing can be related to the amplitude of the current in the line source. This calibration factor will, in general, be a function of the grid spacing [8]. This calibration factor is also applicable to line current sources which interact with each other and/or arbitrary media, so long as the grid spacing, which is used, is the same as the spacing used in performing the calibration.

The presence of reactive fields generated by a line current source, which decay rapidly further away from the source, can cause inaccuracies in calculating field values in the vicinity of the line source [7]. Hence, interaction between a line current source and some arbitrary media may not be adequately modeled when the media is close enough to be affected by the reactive fields generated by the line current source. One simple remedy to this problem involves using a finer mesh in the vicinity of the line current source [7].

### 2.6. Absorbing Boundary Condition

An absorbing boundary condition (ABC) at the outer boundary is needed to make the computational domain finite, and to simulate unbounded space beyond the computational domain (Figures 6 and 7) [9–12]. The absorbing boundary condition used for this problem is the second-order approximation derived by Engquist and Majda [9].
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\[
\left( \frac{\partial^2}{\partial n^2} + \frac{\partial^2}{\partial \tau^2} - \frac{1}{2} \frac{\partial^2}{\partial T^2} \right) w = 0 \tag{58}
\]

where \( w \) is a field quantity which is tangential to the absorbing boundary, \( \vec{n} \) is the normal direction, \( \vec{\tau} \) is the tangential direction, and \( \tau \) is time normalized with respect to the speed of light. The second-order ABC works very well for waves which are at or near normal incidence, and not as well for waves which are incident at grazing angles. This second-order ABC can be applied to all the edges of the computational domain, except in the vicinity of any media other than free space which extends beyond the computational domain.

At the outer boundary and within or next to a media other than free space, a first-order ABC is used, since the fields may not be continuous across the material interfaces. This program was intended for use with infinite perfectly conducting planes, where the tangential electric or magnetic fields are discontinuous. The presence of dielectric or magnetic materials at the outer boundary may not be adequately treated with the use of this first-order ABC. The first-order ABC is characterized by the following equation,

\[
\left( \frac{\partial}{\partial n} + \frac{\partial}{\partial \tau} \right) w = 0 \tag{59}
\]

where \( \vec{n} \) is the normal direction. In order to simplify the implementation of the first-order absorbing boundary, Equation (59) is differentiated with respect to time, yielding

\[
\left( \frac{\partial^2}{\partial n \partial \tau} + \frac{\partial^2}{\partial \tau^2} \right) w = 0 \tag{60}
\]

Equation (60) is equal to Equation (58) without the tangential components.

At the corners of the computational domain, the second-order ABC cannot be used, since the normal and tangential directions are not defined. In treating the corners, an average of the two limiting cases for the normal direction is used with a first-order ABC,

\[
\frac{1}{2} \left[ \left( \frac{\partial}{\partial n_1} + \frac{\partial}{\partial \tau} \right) + \left( \frac{\partial}{\partial n_2} + \frac{\partial}{\partial \tau} \right) \right] w = 0 \tag{61}
\]

where \( \vec{n}_1 \) and \( \vec{n}_2 \) are the two limiting cases for the normal direction at the corner. This equation is also differentiated with respect to time so that the equation has the same form as the second-order ABC. The ABC at the corners is not as important as at the edges, because there is only one point at each corner, while there are many points on the edges. Thus, in general, using the first-order ABC at the corners will not cause significant deterioration in the accuracy of the algorithm.

For the \( H \)-field polarization, the absorbing boundary conditions are applied to the magnetic field, \( H_z \). Applying center differences to Equation (58) for the +z boundary \( \left( k = K^+ + \frac{1}{2} \right) \), and then using temporal and spatial averages to obtain \( H_z \) at positions and times where \( H_z \) is calculated, yields

\[
H_z^{n+1/2} \left( i + \frac{1}{2}, K^+ + \frac{1}{2} \right) = -H_z^{n-3/2} \left( i + \frac{1}{2}, K^+ - \frac{1}{2} \right) + \frac{\Delta \tau - \Delta}{\Delta \tau + \Delta} \left[ H_z^{n+3/2} \left( i + \frac{1}{2}, K^+ - \frac{1}{2} \right) + H_z^{n-3/2} \left( i + \frac{1}{2}, K^+ + \frac{1}{2} \right) \right] + \frac{2\Delta}{\Delta \tau + \Delta} \left[ H_z^{n-1/2} \left( i + \frac{1}{2}, K^+ - \frac{1}{2} \right) + H_z^{n-1/2} \left( i + \frac{1}{2}, K^+ + \frac{1}{2} \right) \right] + \frac{\Delta \tau^2}{2\Delta(\Delta \tau + \Delta)} \times \left[ H_z^{n-1/2} \left( i + \frac{3}{2}, K^+ + \frac{1}{2} \right) - 2H_z^{n-1/2} \left( i + \frac{1}{2}, K^+ + \frac{1}{2} \right) + H_z^{n-1/2} \left( i - \frac{1}{2}, K^+ + \frac{1}{2} \right) + H_z^{n-1/2} \left( i + \frac{3}{2}, K^+ - \frac{1}{2} \right) - 2H_z^{n-1/2} \left( i + \frac{1}{2}, K^+ - \frac{1}{2} \right) + H_z^{n-1/2} \left( i - \frac{1}{2}, K^+ - \frac{1}{2} \right) \right] \]

The difference equations satisfying the ABC for the other three edges of the computational domain have the same form, and hence, are not shown here.
\[ H_{s+1/2}^{\ast} \left( i + \frac{1}{2} , K^* + \frac{1}{2} \right) \]

\[ \frac{\Delta \tau - \Delta}{\Delta \tau + \Delta} \left[ H_{s+1/2}^{\ast} \left( i + \frac{1}{2} , K^* + \frac{1}{2} \right) \right] \]

\[ + \frac{2 \Delta}{\Delta \tau + \Delta} \left[ H_{s-1/2}^{\ast} \left( i + \frac{1}{2} , K^* + \frac{1}{2} \right) \right] \]

\[ + H_{s-1/2}^{\ast} \left( i + \frac{1}{2} , K^* + \frac{1}{2} \right) \]

\[ - H_{s-3/2}^{\ast} \left( i + \frac{1}{2} , K^* + \frac{1}{2} \right) \]

\[ + \frac{\Delta \tau - \Delta}{\Delta \tau + \Delta} \]

\[ \times \left[ H_{s+1/2}^{\ast} \left( i + \frac{1}{2} , K^* + \frac{1}{2} \right) \right] \]

The absorbing boundary is not required to absorb the incident plane wave, because the scattered fields, from which the incident plane wave has been analytically removed, are calculated outside the inner region. With infinite ground planes, the reflected plane wave is also analytically removed from the scattered field region and need not be absorbed by the absorbing boundary. Since the scattered field radiates from the scatterer, the outgoing scattered fields will not be incident on the absorbing boundary at grazing angles, which allows the ABC to absorb a large percentage of the outgoing scattered fields.

### 2.7. Limitations

While the FD-TD technique can provide very accurate predictions and solutions to various electromagnetic phenomena, there are a number of approximations inherent to the technique. The center difference approximations applied to Maxwell's equations are accurate to the second order (i.e., the error term is proportional to the square of the grid size \( \Delta^2 \)). This error can be kept to a minimum by choosing the grid size to be less than a tenth of the shortest wavelength of interest. Some dispersion is introduced by the discretization of Maxwell's equations (i.e., different frequency components travel at slightly different velocities). Geometries are discretized on a rectangular grid. Hence, the dimensions of any scatterer are restricted to integer multiples of the grid size, and curved surfaces must be approximated with staircases. In general, as long as the grid size is small compared to the dimensions of the scatterer, the scatterer can be adequately modeled on rectangular grids. In order to obtain absolute field quantities when line current sources are used, the sources must be calibrated. When a line source is too close to a boundary, inaccuracies may occur in the field quantities due to the inadequate modeling of the reactive fields. At the outer boundary some reflections will occur because the absorbing boundary condition is an approximate condition. These reflections can be kept tolerable by locating the outer boundary at least half a wavelength away from the scatterer [8].
3. CALCULATION OF RADIATION/SCATTERING PATTERNS

The calculation of the radiation or scattering patterns requires the use of Huygens' principle. Huygens' principle states that the field solution in a region is completely determined by the tangential fields on a surface which completely surrounds the region [13]. The mathematical formulation of Huygens' principle for free space in two dimensions, assuming an $e^{-i\omega t}$ time dependence, has the following forms:

\[
\vec{E}(\vec{\rho}) = \int_{S'} dS' \{i \omega \mu_0 g(\vec{\rho}, \vec{\rho}') [\hat{n} \times \vec{H}(\vec{\rho}')] \}
+ \nabla \times \vec{g} \{ g(\vec{\rho}, \vec{\rho}') [\hat{n} \times \vec{E}(\vec{\rho}')] \}
\]

\[
\vec{H}(\vec{\rho}) = \int_{S'} dS' \{ -i \omega \mu_0 g(\vec{\rho}, \vec{\rho}') [\hat{n} \times \vec{E}(\vec{\rho}')] \}
+ \nabla \times \vec{g} \{ g(\vec{\rho}, \vec{\rho}') [\hat{n} \times \vec{H}(\vec{\rho}')] \}
\]

where:

\[
g(\vec{\rho}, \vec{\rho}') = \frac{i}{4} H_{0}^{(1)}(k_0 |\vec{\rho} - \vec{\rho}'|)
\]

\[
\vec{\rho} = \hat{x}x + \hat{z}z
\]

\[
\vec{\rho}' = \hat{x}x' + \hat{z}z'
\]

\[
k_0 = \omega \sqrt{\mu_0 \epsilon_0}
\]

and $\hat{n}$ is the normal to the surface $S'$, and $H_{0}^{(1)}$ is the zeroth-order Hankel function of the first kind.

Equations (65) and (66) are duals, so that by solving one, the other can be found by duality. Assuming that the integration surface is a rectangular box of dimensions $2a$ in the $x$ direction and $2b$ in the $z$ direction, Equation (65) becomes the following equation:

\[
\vec{E}(\vec{\rho}) = -\frac{\omega k_0}{4} \int_{-a}^{a} dx' \{ \left[ H_{0}^{(1)}(k_0 |\vec{\rho} - \vec{\rho}'|)ight. \times E_{\times}(\vec{\rho}')
+ \left. H_{1}^{(1)}(k_0 |\vec{\rho} - \vec{\rho}'|) \left[ \nabla \times \vec{E}(\vec{\rho}') \right] \right] \}
\]

where:

\[
\eta_0 = \sqrt{\frac{\mu_0}{\epsilon_0}}
\]

\[
\frac{\partial}{\partial \xi} H_{0}^{(1)}(\xi) = -H_{1}^{(1)}(\xi)
\]

\[
H_{1}^{(1)}(\xi) = J_{m}(\xi) + i Y_{m}(\xi)
\]

The zeroth- and first-order Bessel and Neumann functions are approximated by the following equations [14]:

\[
J_0(\xi) = \sum_{n=1}^{7} a_0(n) \left( \frac{\xi}{3} \right)^{2n-1}
\]

for $-3 \leq \xi \leq 3$

\[
Y_0(\xi) = \frac{2}{\pi} \ln \left( \frac{1}{2} \frac{1}{\xi} \right) J_0(\xi)
+ \sum_{n=1}^{7} b_0(n) \left( \frac{\xi}{3} \right)^{2n-1}
\]

for $0 \leq \xi \leq 3$

where:

\[
a_0(1) = 1.0, \quad a_0(2) = -2.249997, \quad a_0(3) = 1.2656208, \quad a_0(4) = -0.3163866, \quad a_0(5) = 0.0444479, \quad a_0(6) = -0.0039444, \quad a_0(7) = 0.0002100 \]
\[
b_0(1) = 0.36746691, \quad b_0(2) = 0.60559366.
\]
\[ J_0(\xi) = \xi^{-1/2} \left[ \sum_{m=1}^{\infty} j_0(m) \left( \frac{3}{\xi} \right)^{m-1} \right] \times \cos \left[ \xi + \sum_{n=1}^{\infty} \theta_0(n) \left( \frac{3}{\xi} \right)^{-n-1} \right] \]  
for \( 3 \leq \xi < \infty \)  

\[ Y_0(\xi) = \xi^{-1/2} \left[ \sum_{m=1}^{\infty} j_0(m) \left( \frac{3}{\xi} \right)^{m-1} \right] \times \sin \left[ \xi + \sum_{n=1}^{\infty} \theta_0(n) \left( \frac{3}{\xi} \right)^{-n-1} \right] \]  
for \( 3 \leq \xi < \infty \)  

In the finite difference-time domain scheme, it is relatively simple to obtain the fields over a closed surface. For a finite geometry, the scattered fields can be sampled on a rectangular box which encloses the entire geometry (Figure 6). For an infinite ground plane geometry, the scattered fields are sampled on three sides of a box which encloses any discontinuities in \( \sigma \) above the infinite ground plane (Figure 7). Image theory allows the replacement of the infinite ground plane with image sources. The appropriate image fields are shown for infinite perfect electric and magnetic conducting planes in Figure 9. From Figure 9, it is apparent that the tangential fields have been obtained on a closed surface. Note that the field solution obtained using the image sources is not valid in the image half space.

Sinusoidal and Gaussian pulse time-dependent excitations are treated differently in order to obtain the necessary time harmonic complex amplitudes of the fields on a closed surface. For sinusoidal time dependent excitations, it is relatively simple to ob-
tain the complex amplitudes of the fields by sampling the fields after steady state has been reached. The amplitudes can be obtained by recording the maximum values of the fields. The relative phases can be obtained by recording and comparing the time of the maximum values of the fields. For Gaussian pulse time-dependent excitations, Fourier transformation of the excitation source and the fields is performed. At a particular frequency, by dividing the complex Fourier amplitudes of the fields by the Fourier amplitude of the excitation, the complex amplitudes of the fields can be obtained for an excitation source with unity amplitude. For sinusoidal time-dependent excitations, fields and, hence, radiation patterns can only be obtained for a single frequency. However, for Gaussian pulse time-dependent excitations, fields and radiation patterns can be obtained for multiple frequencies. Some limitations to the range of frequencies that can be analyzed are that the grid must be fine enough to adequately model the frequency of interest and that the Gaussian pulse must contain a significant amount of energy at that frequency.

4. NUMERICAL RESULTS AND DISCUSSION

Various electromagnetic phenomena were examined and animated utilizing the FD-TD code. A few of the electromagnetic phenomena which are examined using this code include: leading and trailing edge diffractions from a conducting strip and their dependence on polarization, creeping waves around a conducting cylinder, slit diffraction with plane-wave excitation, propagation through dielectric and lossy media, excitation of a waveguide by a line source, and interaction of multiple line current sources. In each of the surface plots, shown in Figures 10–16, the outlines of the scatterers and the line sources will be represented by a uniform small positive height. The size of the computational domain used to perform these simulations was 200 nodes × 200 nodes. The physical size of the computational domain was chosen to be 10 meters × 10 meters. Hence, Δx = 0.05 m and Δz = 0.05 m.

The scatterer in the first two cases is a thin perfect electric conducting strip which is in the center of the computational domain. The strip is 3.5 meters wide and 0.1 meters thick. The excitation source is a Gaussian pulse plane wave which is incident at 7 degrees above the plane of the strip. The pulse width is 0.354 meters and is defined to be equal to two standard deviations of the Gaussian pulse. The shape

Figure 9 Image Sources for the E-Field Polarization With an Infinite Ground Plane. (a) Electric Conductor. (b) Magnetic Conductor.

Figure 10 Leading Edge Diffraction from a Perfectly Conducting Strip for E-Field Polarization.
of the Gaussian pulse is given by the following equation

\[ f(x) = e^{-x^2/\delta^2} \]  

(84)

where \( \delta = 0.177 \) m. The first case involves the \( E \)-field polarization and is illustrated in Figure 10. For Figure 10, the electric field, \( E_y \), which is in the uniform and infinite direction, is plotted. The Gaussian pulse plane wave appears as a fairly uniform hill which stretches across the entire computational domain. The pulse is moving from left to right on the figure. The surface plot was recorded when the Gaussian pulse plane wave had already propagated near the end of the strip. The ring, which is centered at one edge of the strip, is the leading edge diffraction from the edge of the strip which was illuminated first by the plane wave. The diffraction from the leading edge, in this case, is strong because there is a strong discontinuity in the electric field when the pulse is incident on the leading edge. The perfect electric conductor requires the tangential electric field at the surface to be zero. Hence, when the incident electric field, which is parallel to the strip, impinges on the strip, a strong reflected wave is generated in order to satisfy the boundary conditions. At the trailing edge, the boundary condition states that the current must be continuous. The surface current, \( \vec{K} \), is defined to be

\[ \vec{K} = \vec{n} \times \vec{H} \]  

(85)

Since the magnetic field is almost perpendicular to the strip, the tangential magnetic fields at the surface will be weak. Thus, the surface currents will also be weak, and there will be little diffraction at the trailing edge. The second case, which is illustrated in Figure 11, involves the \( H \)-field polarization. In this case, the magnetic field, \( H_z \), is plotted. The Gaussian pulse plane wave has propagated past the strip, and now two circular rings can be seen. The larger ring is the leading edge diffraction, which is weaker than the previous case because the electric field of the incident plane wave points nearly perpendicularly to the strip, and causes a less severe discontinuity in the tangential electric field at the strip surface. The smaller ring represents the trailing edge diffraction. In this case, the surface currents will be particularly strong, because the magnetic field is always parallel to the strip's surface. The strong trailing edge diffraction is due to the large discontinuity in the surface current at the trailing edge of the strip.

The third scatterer involves a perfectly conducting cylinder. The excitation source is again a Gaussian pulse plane wave which is incident at 90 degrees for the \( H \)-field polarization. The cylinder has a diameter of 2.5 meters, and the pulse width is again 0.354 meters. Figure 12 illustrates the magnetic field, \( H_z \), as the plane wave scatters off the cylinder. Again, the incident plane wave can be seen after it has propagated past the cylinder. The circular arc is traveling outward away from the cylinder and is the specular reflection from the cylinder. In the vicinity of the shadow region, where the cylinder blocks the incident plane wave, the circular arc is still attached to the conducting cylinder and travels around the back of the cylinder. This phenomenon corresponds to a creeping wave. Creeping waves occur much more strongly for the \( H \)-field polarization, because
tends to bend the electromagnetic waves toward the bisector of the cylinder which is parallel to the incident wave vector, which focuses the fields to some extent. The reflection coefficient at a planar boundary between free space and a dielectric with relative permittivity greater than 1 for the \( H \)-field polarization is always greater than zero. Hence, the transmission coefficient will always be greater than 1, and the magnetic fields transmitted through the dielectric will be greater than the incident magnetic fields. Treating each point of the dielectric cylinder locally as a planar interface, it is clear that the magnetic fields within the cylinder will be greater than the incident fields outside the cylinder.

The next case examines the excitation of the perfectly conducting parallel plate waveguide by a line current source. The waveguide is 0.55 meters tall and assumed to be infinite in length, and the thickness of the walls is 0.1 meters. The line source is vertically centered within the cavity and is located in the middle of the section of the waveguide shown. The \( H \)-field polarization is examined and magnetic field, \( H_x \), is plotted in Figure 15. The line current source radiates at a frequency of 200 MHz. The wavelength in free space is 1.5 meters. The line current source excites the TEM mode within the waveguide. Two waves, which travel in opposite directions, are launched by the line source. There is also a lossy dielectric material which spans the height of the waveguide and is 0.9 meters wide. The lossy material has \( \epsilon_r = \mu_r = 1 \), \( \sigma = 0.1 \), and \( \sigma_m = 0 \). The fields are attenuated as they propagate through the dielectric and it is apparent that the fields that have passed through lossy dielectric are smaller than the fields which have not.

The last case illustrates the interference pattern generated by four line sources. Figure 16 plots the stronger surface currents are generated, which essentially allow the fields to remain attached to the cylinder.

The fourth case illustrates diffraction of a plane wave through a slit in an infinite perfect electric conducting ground plane. The infinite ground plane is 0.1 meters thick and the slit is 0.3 meters wide. The plane wave is normally incident upon the ground plane from the upper half space and has a Gaussian pulse time dependence with a pulse width of 0.4 meters. In this case, the \( H \)-field polarization is examined, and Figure 13 shows the magnetic field, \( H_y \). The reflected plane wave is evident and has only been slightly perturbed by the presence of the slit. The fields that pass through the slit radiate cylindrically from the aperture, thus illustrating slit diffraction.

Figure 14 illustrates the propagation of a Gaussian pulse plane wave through a dielectric cylinder for the \( H \)-field polarization. The cylinder has a diameter of 2.5 meters, and the pulse width is again 0.354 meters. The dielectric cylinder has \( \epsilon_r = 2 \), \( \mu_r = 1 \), and \( \sigma = \sigma_m = 0 \). Figure 14 shows the magnetic field, \( H_y \). The specular reflection off the cylinder is not as strong as the specular reflection for the perfectly conducting cylinder because some of the fields are reflected and some are transmitted. The fields within the dielectric cylinder lag behind the fields in free space because they propagate at a slower velocity in the dielectric than in free space. The magnetic fields within the cylinder have higher intensities for the following reasons. First, the phase matching condition on the surface of the dielectric cylinder.
There will also be additional nulls and maxima as the four line sources add constructively and destructively for different Parallel Plate directions.

Due to the limitations of the surface plots and the inability to include color plots, it was not possible to show all the capabilities of the code in this study. One extremely useful aspect of this code is the capability to calculate and successively display the fields in color in order to visually produce the propagation of electromagnetic waves in real time. The typical computational time for animation consisting of 500 time steps and 100 color plots is less than 1 hour on a 33-MHz IBM 386 compatible personal computer. After the FD-TD computation has been completed, the actual animation can be played back at about five frames per second.

In addition to the capability to visualize the fields, the computer code can generate radiation and scattering patterns. Figures 17–20 illustrate radiation from a linear array, and scattering from a perfectly conducting strip and a large slit in an infinite ground plane. In each of these polar plots, the field amplitude is represented in dB for a radius of 50 meters. For E-field polarization cases, $E_r$ is plotted, and a complex amplitude of 1 V/m is assumed for the excitation source. For H-field polarization cases, $H_z$ is plotted, and a complex amplitude of 1 A/m is assumed for the excitation source.

The radiation pattern of the four-element array previously examined in Figure 16 is illustrated in Figure 17. Four line current sources for the E-field polarization are excited at a frequency of 333.3 MHz. In free space, the wavelength is 0.9 meters. The line current sources are separated by 0.45 meters, or half a wavelength. The line sources are in phase and have equal magnitudes or, in other words, have the exact same time dependence. On the line on which the line sources lie, the radiation is very small since the radiation from each line source almost exactly cancels the radiation from the adjacent line sources. On this line, the radiation from each line source will be 180° out of phase with the next line source, because they are each spatially separated by half a wavelength in this direction. On the line perpendicular to the line connecting the four line sources, the radiation from the line sources will add constructively. The waves reinforce each other because they are in phase since every point on this line is almost equidistant to the four line sources. Hence, the radiation will be largest in these two directions. There will also be additional nulls and maxima as the four line sources add constructively and destructively for different directions.
MHz, and the sources are separated by 0.45 meters or half a wavelength. The line sources have the same phase and magnitude. The radiation pattern has four-fold symmetry since the problem has four-fold symmetry. The radiation pattern has nulls in the $+x$, $-x$ directions, $60\degree$ and $120\degree$ above and below the $x$-axis. The main lobes are in the $+z$ and $-z$ directions. The main lobes correspond to an electric field of $0.3096 \text{ V/m}$. Recall that the line sources are uncalibrated, so that the absolute numbers will be dependent on the grid size. The radiation pattern obtained here is consistent with the radiation pattern that would be obtained using linear array theory.

Figure 18 shows the scattering pattern of perfect electric conducting strip. The strip is illuminated by a $300\text{-MHz}$ sinusoidal plane wave at an angle of $45\degree$ above the $x$-axis for the $E$-field polarization. The dimensions of the strip are $3.1 \text{ m} \times 0.1 \text{ m}$. As expected, the main lobes of the scattering pattern occur in the specular direction ($135\degree$ above the $x$-axis) and the forward scatter direction ($135\degree$ below the $x$-axis). The maximum scattered electric field is $0.268 \text{ V/m}$.

Figures 19 and 20 show the radiation patterns for a large slit illuminated by a Gaussian pulse plane wave at normal incidence from the lower half space for the $H$-field polarization. The slit is $4.9 \text{ m}$ wide and the infinite perfect electric conducting plane is $0.1 \text{ m}$ thick. Since a Gaussian pulse time dependence is used, multiple frequencies can be analyzed. The frequencies examined in Figures 19 and 20 are $300$ MHz and $400$ MHz, respectively, and the corresponding wavelengths are $1 \text{ m}$ and $0.75 \text{ m}$. The maximum peaks in the radiation pattern occur in $+z$ direction and are $0.650 \text{ A/m}$ at $300 \text{ MHz}$ and $0.809 \text{ A/m}$ at $400 \text{ MHz}$. Fraunhofer diffraction states that the fields in an aperture are related to the far-field pattern by a Fourier transform [13]. In these cases, the field distribution is essentially uniform over the aperture, so the far-field patterns should have a $\frac{\sin x}{x}$ dependence. At the higher frequency,
the aperture is electrically larger, so its transform, and hence, radiation pattern, is a narrower sinc function.

5. SUMMARY

This FD-TD code can be used to examine various electromagnetic phenomena. The code successfully and accurately predicted the interaction between various sources and objects. Because the FD-TD technique has the capability to animate propagation, diffraction and scattering of electromagnetic waves, it is well suited as an educational tool for students of electromagnetic wave theory and its applications. The additional capability of generating radiation patterns provides an alternative, more quantitative way of viewing electromagnetic radiation.
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Time Domain Modeling of Impedance Boundary Condition

C. F. Lee, R. T. Shin, and J. A. Kong

Abstract—A methodology developed to handle dispersive materials in the time domain is extended to model the dispersive characteristics of the impedance boundary condition used for a thin layer coating over perfect conductors. The impedance boundary condition is first approximated as a rational function of frequency. This rational function is then transformed to a time domain equation, resulting in a partial differential equation in space and time. Discretization of the time domain model to efficiently handle the thin layer coating is presented in the context of the finite-difference time-domain (FD-TD) technique. The methodology is verified by solving a one-dimensional problem using the FD-TD technique and comparing with the analytical results.

I. INTRODUCTION

Electrically fine structures often appear in practical applications. To resolve the electromagnetic behavior of these structures, very fine grids are needed in numerical techniques (e.g., the finite-difference time-domain technique). Alternatively, one may incorporate the localized physical behavior, such as the impedance boundary condition [1] and thin wire formulations [2], [3], of these fine structures into discretization schemes.

Thin surface coatings on metallic bodies appear in many scattering problems. In principle, these thin surface coatings can be modeled numerically and geometrically by very fine grids with appropriate discretization schemes. The disadvantage associated with such an approach is the large computer memory requirement. Furthermore, in the finite-difference time-domain (FD-TD) technique, the time increment is usually determined by the smallest grid size in the entire computational domain to satisfy the stability condition.

In modeling a thin layer coating in the frequency domain, the concept of impedance boundary condition can be used to avoid the fine layers of grids. The impedance boundary condition relates the tangential fields on the coating to the normal derivatives, which is derived using the configuration of a half-space conductor with thin layer coating. The resulting impedance boundary condition is frequency dependent, and this dispersive nature of the impedance boundary condition causes difficulty in the time domain modeling. In this paper, a time domain technique used to treat dispersive materials is employed to convert the impedance boundary condition to the time domain [4]. Following the idea in [5], the impedance boundary condition is approximated by a rational function of the frequency. Then, the tangential fields are related to their normal derivatives by a partial differential equation in space and time. A numerical discretization scheme in the context of the FD-TD technique is discussed and the overall scheme is verified numerically for a one-dimensional configuration.

II. TIME DOMAIN DESCRIPTION OF THE IMPEDANCE BOUNDARY CONDITION

The impedance boundary condition of the coated conductor can be derived based on a two-layer configuration (Fig. 1). By ignoring the variation along the tangential directions, the tangential electric field can be related to its normal derivative by the following equation:

\[ E = \frac{\eta}{k} \tan (k \sqrt{\mu, \varepsilon}) \frac{\partial E}{\partial y}. \]  

(1)

where \( k \) is the free space wavenumber, \( \mu \) and \( \varepsilon \) are the relative permeability and relative permittivity, respectively, and \( \eta = \sqrt{\mu, \varepsilon} \) is the relative impedance (impedance normalized to \( \eta_0 \)). Inverse Fourier transformation may be used to convert the above equation to the time domain. However, it is relatively complicated and the result may not be suitable for numerical analysis. Instead, following the procedure outlined in [5], the above equation is approximated using a rational function of the frequency. With the substitution of \(-i\omega \) by \( \partial / \partial t \), the time domain description of the impedance boundary condition is obtained.

The rational function approximated of (1) can be obtained by expressing the tangent function as the ratio of sine and cosine. Next, the Taylor series expansions of these two functions are used to obtain the rational function form. By keeping the first two terms in the Taylor series expansions of the sine and cosine functions, the first-order rational function approximation is obtained.

\[ E = \frac{\eta}{k} \frac{1 - \frac{1}{6} k^2 \Delta^2 \mu, \varepsilon}{1 - \frac{1}{2} k^2 \Delta^2 \mu, \varepsilon} \frac{\partial E}{\partial y}. \]  

(2)

Similarly, by keeping the first three terms of Taylor series expansion, the second-order approximation can be obtained:

\[ E = \frac{\eta}{k} \frac{1 - \frac{1}{6} k^2 \Delta^2 \mu, \varepsilon + \frac{1}{120} k^4 \Delta^4 \mu, \varepsilon^2}{1 - \frac{1}{2} k^2 \Delta^2 \mu, \varepsilon + \frac{1}{24} k^4 \Delta^4 \mu, \varepsilon^2} \frac{\partial E}{\partial y}. \]  

(3)

In general, both the relative permittivity and permeability in (2) and (3) can be complex to account for electric and magnetic losses. However, in this paper, we will consider only the loss due to electrical conductivity.

The time domain expressions corresponding to (2) and (3) can be obtained by substituting \(-i\omega \) by \( \partial / \partial t \), or equivalently, \(-ik \) by \( \partial / \partial t \), where \( \tau = c_0 \omega \) is the normalized time. Assuming electrical conduction loss only, we obtain

\[ \varepsilon' = \varepsilon + i \frac{\sigma_0}{k}. \]  

(4)

where \( \varepsilon' \), \( \sigma \) and \( \eta_0 \) are dielectric constant, electric conductivity and free space impedance, respectively. The first-order time domain description of the impedance boundary condition corresponding to...
The normal derivative in the time domain is placed at the free space/dielectric interface where the wave velocity in the coating is slower than that in the free space where discretization applied, the effective thickness of the coating should be $\Delta \sqrt{\varepsilon}$. Therefore, the following equation is used:

$$a = \frac{\Delta \sqrt{\varepsilon}}{\Delta_0}.$$  

The temporal derivatives in (5) and (6) may also be discretized in many forms. A simple second-order center-differencing is used in this paper.

IV. NUMERICAL RESULTS

Equations (5) and (6) describe the time domain modeling of the impedance boundary condition given by (1). Equation (7) and center-differencing in time provide a possible discretization scheme. To validate the approach outlined in this paper, a one-dimensional reflection problem is simulated using these models together with the finite-difference time-domain method [3]. The reflected wave is calculated in the time domain and Fourier transformed to obtain the reflection coefficient as a function of frequency. The results are compared with the exact solution obtained directly in the frequency domain.

Fig. 1 shows the configuration of the problem. The layer has thickness of 0.2 cm. The coating material is assumed to have dielectric constant of 5 and conductivity of 0.2 mho/meter. The computation domain contains 500 nodes with grid size being 0.2 cm. The coating material is assumed to have dielectric constant of 5 and conductivity of 0.2 mho/meter. The spatial resolution is 0.2 cm to satisfy the stability criterion and to minimize numerical dispersion. At the first node of the computational domain, an incident Gaussian pulse modulated by a carrier at 8 GHz is imposed. This Gaussian pulse has a half-power pulse width of 0.0625 nano-second. which corresponds to a bandwidth of 6 GHz. The last node of the computational domain is placed at the free space/dielectric interface where the first-order or the second-order approximation to the impedance boundary condition (IBC) is applied to simulate the thin layer coating.

The exact solution for the reflection coefficient is given by

$$R(k) = \frac{\tan(k \Delta \sqrt{\mu \varepsilon}) + 1}{\tan(k \Delta \sqrt{\mu \varepsilon}) - 1},$$

where $\eta$, $\varepsilon$, and $k$ is complex. For the assumed parameters, the magnitude and the phase of this reflection coefficient are plotted in Fig. 3(a) and (b) (solid curves), respectively, from 2 GHz to 16 GHz. The results obtained by using the FD-TD simulation are also shown in Fig. 3(a) and (b). The "O" and "+" curves represent results

In the above equation $a$ represents the ratio of the layer thickness to the grid size, $\Delta/\Delta_0$. It turns out that a better approximation of the normal derivative can be obtained by including the effect of the dielectric constant of the coating. Because the wave velocity in the coating is slower than that in the free space where discretization applied, the effective thickness of the coating should be $\Delta \sqrt{\varepsilon}$. Therefore, the following equation is used:

$$a = \frac{\Delta \sqrt{\varepsilon}}{\Delta_0}.$$
obtained using (5) and (6), respectively. Both the first- and the second-order approximations yield good agreement with the exact solution in the phase of the reflection coefficient. However, the advantage of using the second-order approximation, (6), is clearly shown in the magnitude of the reflection coefficient. The results obtained using the first-order approximation match the exact solution at low frequencies with increasing discrepancy at higher frequencies.

Fig. 4 shows the percent error of the reflection coefficient magnitude as a function of the coating thickness. These errors are for the FD-TD results with the second-order approximation of the IBC using the same grid size and the same material parameters while varying the coating thickness. The three curves represent errors at three different frequencies. The errors for the half-power frequencies, 5 GHz and 11 GHz, are shown by "+" and "×", respectively. The errors at the carrier frequency are shown by "○". These errors are all well within 1.0 percent, and they increase with increasing thickness, as expected. It should be noted that the errors are relatively small even when the thickness of the coating is up to 1/5 of the wavelength inside the layer as in the case of 11 GHz at the thickness of 0.25 cm.

V. SUMMARY

In this paper, a time domain modeling of the impedance boundary condition is derived and expressed in terms of partial differential equations in space and time. A possible discretization scheme which incorporates the effective thickness of the layer is presented. Numerical results indicate the validity of the modeling as well as the suggested discretization scheme. Although this model is only verified for a one-dimensional problem, the generalization to higher spatial dimensions is possible since the equation is applied only at the interface. However, tangential variations may need to be considered in those cases. Furthermore, the concept of using the rational functions to approximate the frequency domain response and converting to the time domain may be used to characterize other fine structures.

APPENDIX

For simplicity, the relative permittivity and permeability are assumed real. For a plane wave normally incident with waveform $g$,

$$E_i = g(r + y), \quad \eta_0 H_s = -g(r + y).$$

(A1)

the reflected and transmitted waves are

$$E_r = f(r - y), \quad \eta_0 H_r = f(r - y);$$

(A2)

$$E_i = p(r + \sqrt{\mu_0 \varepsilon_r} y + \sqrt{\mu_0 \varepsilon_r} \Delta) - p(r - \sqrt{\mu_0 \varepsilon_r} y - \sqrt{\mu_0 \varepsilon_r} \Delta);$$

(A3a)

$$\eta_0 H_i = -\frac{1}{\eta_r} p(r + \sqrt{\mu_0 \varepsilon_r} y + \sqrt{\mu_0 \varepsilon_r} \Delta) - \frac{1}{\eta_r} p(r - \sqrt{\mu_0 \varepsilon_r} y - \sqrt{\mu_0 \varepsilon_r} \Delta);$$

(A3b)

In (A2) and (A3), the subscripts $r$ and $s$ denote the reflected wave and the wave inside the coating, respectively. Note that the boundary condition on the surface of the conductor has been satisfied. Imposing the boundary conditions of continuous tangential electric and magnetic fields at the interface,

$$E = g(r) + f(r) = p(r + \sqrt{\mu_0 \varepsilon_r} \Delta) - p(r - \sqrt{\mu_0 \varepsilon_r} \Delta).$$

(A4a)
\[ \eta_0 H = g(\tau) + f(\tau) = -\frac{1}{\eta_0} \rho(\tau + \sqrt{\mu_\tau, \Delta}) \]

\[ -\frac{1}{\eta_0} \rho(\tau - \sqrt{\mu_\tau, \Delta}). \quad (A4b) \]

In addition, the total tangential electric and magnetic fields are related by:

\[ E = 2g(\tau) + \eta_0 H. \quad (A5) \]

Applying the center-differencing and averaging approximations:

\[ p(\tau + \sqrt{\mu_\tau, \Delta}) - p(\tau - \sqrt{\mu_\tau, \Delta}) \]

\[ \approx 2\Delta \sqrt{\mu_\tau, \rho}((\tau) + \frac{1}{2} \Delta^2 \mu_\tau, \rho'((\tau) \quad (A6a) \]

\[ p(\tau + \sqrt{\mu_\tau, \Delta}) + p(\tau - \sqrt{\mu_\tau, \Delta}) \]

\[ \approx 2p(\tau) + \Delta^2 \mu_\tau, \rho'((\tau). \quad (A6b) \]

where \( \Delta \) denotes derivative with respect to the argument. Substituting these back into (A4).

\[ \gamma_0 H = \frac{1}{\eta_0} [2p(\tau) + \Delta^2 \mu_\tau, \rho'((\tau)]. \quad (A8) \]

Substituting (A7) and (A8) to (A5), \( E \) is related to the first and third derivatives of \( p(\tau) \). Again, using (A8) and ignoring the terms involving derivatives higher than third order by assuming slowly varying field in the time scale of \( \Delta \).

\[ E = -\Delta \mu_\tau, \frac{\partial p(\tau)}{\partial \tau} + \frac{1}{3} \Delta^2 \mu_\tau, \frac{\partial^2 p(\tau)}{\partial \tau^2}. \quad (A9) \]

Using Maxwell's equations:

\[ E = \Delta \mu_\tau, \frac{\partial E}{\partial t} + \frac{1}{3} \Delta^2 \mu_\tau, \frac{\partial^2 E}{\partial t^2}. \]

This is what one expects if one expands, in Taylor series, the tangent function in (1) and converts the expanded equation to the time domain using the procedure described earlier.
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The paper listed above notes that the device reflection coefficient, \( \Gamma_d(s) \), in the expression,

\[ \nu^* = \frac{\Gamma_d(s)}{1 - \Gamma_d(s)\Gamma_r(s)} \nu \]

represents the port reflection coefficient of a device which may result in an unstable circuit only after connecting it with a resonator having a reflection coefficient, \( \Gamma_r(s) \). This is an important condition and is somewhat vague as worded. In order to use the Nyquist criterion to determine the stability of the device-circuit combination, \( \Gamma_d \) must have no right half plane poles. This amounts to insuring that the device does not oscillate into the reference impedance (50 ohms for example). If \( \Gamma_d \) has been determined from measurements, presumably the device is not oscillating during the measurement and therefore there are no right half plane poles.

In CAD simulations of possibly unstable circuits, the location of \( \Gamma_d \) poles is not always so clear. For a simple amplifier circuit such as the one described in the above referenced paper, one can assume no right half plane poles in \( \Gamma_d \) if the \( S_{11} \) and/or \( S_{12} \) coefficients of the FET have magnitudes less than one. To see this, consider the partial circuit formed by a 50 ohm termination on port 2 and any passive termination on port 1. If \( |S_{11}| \leq 1 \), the input termination sees a passive impedance and therefore the partial circuit is stable. Since the partial circuit is stable, \( \Gamma_d \) (50 ohm reference) seen looking in at port 2 has no poles in the right half plane. If, as in the amplifier example, \( \Gamma_d \) has a magnitude greater than 1, the Nyquist criterion as described can then be applied to study the stability effects of various port 2 terminations. In simulations using devices with extra feedback, oscillators for example, often the magnitudes of \( S_{11} \) and \( S_{12} \) are both greater than one and this approach breaks down.

A more generally applicable use of the Nyquist stability criterion has been known for years, but the current widespread use of microwave CAD makes it much easier to apply. As discussed in the literature [1], [2] the admittance between any two nodes in an active circuit cannot have right half plane zeros if the circuit is stable. If one were to apply the Nyquist test to such an admittance, the resulting Nyquist locus of points cannot encircle zero in a clockwise sense if the circuit is stable. It is trivial for modern microwave CAD programs to calculate the necessary admittances vs frequency. Polar plotting of admittances is not always available but a quick sketch is easy to do. It should be noted that the number of Nyquist encirclements only gives the difference between the number of right half plane zeros and poles in the admittance function. If, for example, the admittance at a particular node pair has an equal number of right half plane poles and zeros, the Nyquist plot would not encircle the origin even though the circuit is unstable. Thus a clockwise encirclement insures instability, but no encirclement does not insure stability. Since admittances at various node
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To understand the physical meaning of rational reflection coefficients in inverse-scattering theory for optical waveguide design [J. Opt. Soc. Am. A 6, 1206 (1989)], we studied the relationship between the poles of the transverse reflection coefficient and the modes in inhomogeneous dielectrics. By using a slab we showed that these poles of the spectral reflection coefficient satisfy the same equation as the guidance condition in inhomogeneous waveguides. Therefore, in terms of wave numbers, the poles are the same as the discrete modes in the waveguide. The radiation modes have continuous real values of transverse wave numbers and are represented by the branch cut on the complex plane. Based on these results, applications of the Gel'fand-Levitan-Marchenko theory to optical waveguide synthesis with the rational function representation of the transverse reflection coefficient are discussed.

1. INTRODUCTION

The electromagnetic inverse problem is to find unknown parameters of an object from its responses to given electromagnetic signals. The electromagnetic inversion method is an emerging technique in many fields, such as geophysical media and ionosphere probing, medical imaging, nondestructive material characterization, and remote sensing. These applications belong to the identification problem, which is to determine the unknown parameters from measured data. Recently, inversion theory has been applied to synthesis (or design) problems in which the response of the object is not measured but prescribed from design criteria. One important application is the design of dielectric optical waveguides. This design problem is to determine the refractive-index profile of a graded-refractive-index guided wave device for given requirements of modal structure. One of the advantages of using a graded-refractive-index optical waveguide is that the core region can be made wider relative to the homogeneous guide. Therefore it is easier to fabricate the guide at optical wavelengths.

For a one-dimensional planar problem, as shown in Fig. 1, the dielectric profile \( \varepsilon(x) \) can be obtained from the reflection coefficients \( r \) measured at the surface \( x = 0 \). This is a well-known inverse-scattering problem. In the spectral inverse-scattering theory [Gel'fand-Levitan-Marchenko (G-L-M)], closed-form solutions of \( \varepsilon(x) \) may be obtained if the reflection coefficient \( r \) is represented by a rational function. In the design problem, for given requirements of possible guided modes in the waveguide, the first step is to determine the transverse reflection coefficient on which the spectral inverse-scattering theory (G-L-M) can be applied. This reflection coefficient should contain all the modal information required in the slab. The second step is to apply the inverse theory to solve the index profile. This step has been discussed at great length in the literature, while the first step has received little discussion. An alternative design procedure is to solve the index profile directly from the modal requirements without constructing a reflection coefficient. That is not discussed in this paper. The motivation for using a reflection coefficient here is to utilize the previous results in inverse scattering, especially the rational function representation of the reflection coefficient for closed-form solutions. The purpose of this paper is to investigate the feasibility of designing optical waveguides by constructing a transverse reflection coefficient as a starting point.

There are two types of measurement in one-dimensional frequency-domain problems, frequency diversity and angle diversity. These correspond to the two independent variables, the angular frequency \( \omega \) and a component of the wave vector. If a layered model is used to describe the inhomogeneous medium, owing to the phase-matching condition on the boundaries between layers, \( k \), will be independent of \( x \), i.e., all the layers have the same \( k \). Since \( k = 0 \), there are only two components in the wave vector \( k, k, \) and \( k \). The components of a wave vector satisfy the dispersion relation in each layer. Therefore only one component is independent. In region 1 in Fig. 1 we choose \( k \), as the independent variable. The transverse reflection coefficient is written as a function of \( k \), and \( \omega \), i.e., \( r(k, \omega) \), which is consistent with the notation in previous work, where \( r(k, \omega) \) is written as \( r(k) \). In optical-waveguide-design problems, since the operating frequency is usually fixed, \( r(k, \omega) \) reduces to \( r(k) \). This is different from the profile identification problem in Refs. 5 and 7, where, for fixed normal incidence, \( k = k = \omega/c, r(\omega) \) is actually considered. In this paper we discuss only \( r(k) \) for the waveguide-design problem. Furthermore, the rational function representation of \( r(k) \), where the poles of the reflection coefficient are related to the electromagnetic modes supported by the waveguide, is considered. The correspondence between the poles and the modes is studied.

An integral formulation known as the Sommerfeld integral is usually used in calculating the fields of a dipole...
in layered media. It is a well-known result that the poles of the Sommerfeld integrand correspond to the modes in the media. This result can be obtained from the residue theorem in the theory of complex variables. For instance, the Green's function in a layered medium can be written as

$$G(r, r') = \int_{-\infty}^{\infty} \frac{dk_z[A(k_z) + r(k_z)]B(k_z)}{k_z^2 + k_x^2 + k_y^2} \exp[i(k_z r_z - k_x x - k_y y)]$$

where $r_z = y + iz$, $dk_z = dk_z d\varphi_z$, and $k_z = \varphi_z + \varphi_z$ is the wave vector in the plane of the layers (Fig. 1). $k_z$ reduces to $\varphi_z$ since $k_z = 0$. $A(k_z)$ and $B(k_z)$ are functions related to the medium. Surface-wave modes are the poles of the Green's function, which are from the poles of the transverse reflection coefficient $r(k_z)$; here $k_z$ is chosen as the independent wave number. Studying the Green's function in the Sommerfeld integral is one way to obtain the relation between the poles of $r$ and the modes in the medium. In constructing a rational reflection coefficient in the design problem, it is critical to relate the guidance condition to the pole condition of the reflection coefficient. To understand the pole condition of $r$ in terms of the field distribution, in this paper we propose another approach, which is based on the analysis of the electromagnetic reflection coefficient and the guidance condition of a layered medium.

For a given inhomogeneous medium, the reflection coefficient is derived in recursive form by using the layered-medium model. The pole condition for the reflection coefficient can then be obtained. A mode is a possible field structure in certain physical systems; electromagnetic modes are the possible solutions of Maxwell's equations with certain boundary conditions. In a layered medium the guidance condition is a necessary condition for the existence of guided modes derived from the boundary conditions. We show that the pole equation for the reflection coefficient is the same as the guidance condition in the medium. Thus the poles of the reflection coefficient are indeed the modes of the guiding structure. The starting point of this study is a single-layer medium that is a homogeneous dielectric slab waveguide. In this simple case the possible solutions for the pole equation can be fully analyzed. For a general $N$-layer medium, a proof is given that the guidance conditions in all the layers are equivalent. Furthermore, this guidance condition is shown to be equivalent to the pole equation of the total reflection coefficient. The solutions of the guidance condition give both the guided and the leaky modes. Radiation modes are not poles of the reflection coefficient. The results on the pole-mode relation are used to interpret the poles of the rational reflection coefficient in the inverse-scattering problem applied to optical waveguide design.

2. HOMOGENEOUS DIELECTRIC WAVEGUIDE

To find the relationship between the modal structure and the transverse reflection coefficient, we first analyze the homogeneous dielectric waveguide shown in Fig. 2. Although this is the simplest case of general dielectric waveguides and has been discussed extensively, it serves the purpose of illustrating the results in an analytic form. The propagation direction is $+z$ in Fig. 2. The $x$ direction is called the transverse direction. The reflection coefficient $r(k_z, \omega)$ is obtained by solving the direct scattering problem for an incident plane wave,

$$r(k_z, \omega) = \frac{R_{10} + R_{01} \exp(i2k_z d)}{1 + R_{10}R_{01} \exp(i2k_z d)}$$

where $k_z$ is the wave number along the $z$ direction, $\omega$ is the angular frequency, $d$ is the thickness of the slab, and $R_{ij}$ is the Fresnel reflection coefficient for a plane wave incident from medium $(i)$ to medium $(j)$. Since $R_{10} = -R_{01}$, the poles are determined by

$$R_{01} \exp(i2k_z d) = 1$$

for the transverse-electric (TE) wave case, where

$$R_{01} = \frac{k_x - k_{1z}}{k_x + k_{1z}}$$

The dispersion relations

$$k_{1z}^2 + k_{1z}^2 = k_z^2$$

where $k_{1z} = k_z$, and

$$k_x^2 + k_y^2 = k_z^2$$

need to be used in solving Eq. (4); $k_z$ is the same in all media owing to the phase-matching condition. It is easy to see that
to prove that
\[ r(k_{1z} = 0) = -1, \] (8)
which is the normalization condition of the rational reflection coefficient.

The poles of \( r(k_{1z}) \) are those values of \( k_{1z} \) that satisfy Eq. (4). At the poles \( r \to \infty \), which indicates a self-resonant structure. When a plane wave is incident upon the slab with real \( k_{1z} \), owing to conservation of energy \( |r| \leq 1 \). This is because, for real values of \( k_{1z} \) and \( k_{2z} \), \( |R_{00}| \leq 1 \), the pole condition will not be satisfied. The poles of \( r(k_{1z}) \) are complex.

In Fig. 2 the guided modes are defined as the waves propagating along the +z direction and exponentially decaying along the transverse direction outside the slab. The modes in the dielectric waveguide are determined from the boundary conditions. For a TE wave, the propagation direction is along the x direction but decaying along the +z direction. There are improper solutions on the negative imaginary axis of the \( k_{1z} \) plane. The solution of Eq. (12) in the present case also includes the trivial root \( k_{2z} = 0 \), which gives a zero field everywhere. From Eq. (10), if \( k_{2z} = 0, R_{00} = -1 \) and then \( A = -B \). From Eq. (9), \( E_{0} = 0 \). Since \( E_{0} \) is continuous at the boundaries, \( \tilde{E}_{-1} = 0 \) and \( \tilde{E}_{1} = 0 \).

Case 2. \( k_{1z} \) is Purely Imaginary
This implies that \( k_{1z}^{2} > k_{2z}^{2} \) and \( k_{1z} \) is real.

(a) \( \epsilon > \epsilon_{1}, k > k_{1z} \), so that
\[ k_{1z}^{2} = k_{2z}^{2} - \left(k^{2} - k_{1z}^{2}\right) < k_{2z}^{2} < 0, \] (13)
and \( k_{1z} \) is also an imaginary number. Let \( k_{1z} = \alpha \) and \( k_{2z} = \beta \) for decaying waves outside the slab, and \( \alpha > 0 \) and \( \beta < 0 \).

(i) \( \alpha > 0, |R_{01}| < 1 \), and \( \exp(-2\alpha d) < 1 \), which is not a possible solution to Eq. (12).

(ii) \( \alpha < 0, |R_{01}| > 1 \), and \( \exp(-2\alpha d) > 1 \), which is also not a possible solution to Eq. (12).

(b) \( \epsilon < \epsilon_{1}, k < k_{1z} \).

(i) \( k_{1z} \) is real, \( k > k_{1z} \), \( |R_{01}| = 1 \), and \( |\exp(-2\alpha d)| > 1 \) or \( < 1 \). This is not a possible solution for Fig. (12).

(ii) \( k_{1z} \) is imaginary, \( k < k_{1z} \), the same as in case 2(a).

From case 2 it can be concluded that purely imaginary \( k_{1z} \) cannot be the poles of the reflection coefficient.

Case 3. \( k_{1z} \) Has Both Real and Imaginary Parts
Since \( k_{1z}^{2} = k_{2z}^{2} - k_{1z}^{2} \), \( k_{1z} \) is also complex, and \( k_{1z} = k_{1z}^{*} + ik_{1z}^{*} \). Since the propagation direction is +z, \( k_{1z}^{*} > 0 \) and \( k_{1z}^{*} > 0 \). Defining \( k_{1z} = k_{1z}^{*} + ik_{1z}^{*} \) and from \( k_{1z}^{2} = k_{2z}^{2} - k_{1z}^{2} \), \( k_{1z}^{2} = k_{1z}^{2} - k_{1z}^{2} + k_{1z}^{2} - k_{1z}^{2} + ik_{1z}^{2} - ik_{1z}^{2} \), we get \( k_{1z}^{*} = \pm k_{1z}^{*} \).

For the same reason, \( k_{1z} = k_{1z}^{*} + ik_{1z}^{*} \) and \( k_{1z}^{2} = k_{1z}^{2} - k_{1z}^{2} + k_{1z}^{2} - k_{1z}^{2} + ik_{1z}^{2} - ik_{1z}^{2} \), and \( k_{1z}^{*} = \pm k_{1z}^{*} \).

Since \( k_{1z}^{*} > 0 \) and \( k_{1z}^{*} > 0 \), and \( k_{1z}^{*} < 0 \), \( k_{1z}^{*} < 0 \). Outgoing waves require that \( k_{1z}^{*} > 0 \) in regions \((-1) \) and \( (1) \); hence \( k_{1z}^{*} < 0 \).

There are two equivalent cases for \( k_{1z}^{*} > 0 \) and \( k_{1z}^{*} < 0 \). We choose \( k_{1z}^{*} > 0 \) and \( k_{1z}^{*} < 0 \). This means that
\[ |\exp(-2\alpha d)| > 1 \] if Eq. (12) is satisfied, \( |R_{01}| < 1 \). Since
\[ |R_{01}| = \left(\left|(k_{1z}^{*} - k_{1z})^{2} + (k_{1z}^{*} + k_{1z})^{2}\right|^{1/2}\right)^{2} \] (14)
gives \( |R_{01}| < 1 \), this is a possible solution. These solutions are called the leaky modes since the power leaks away from the surface. As is illustrated in Fig. 3(b), outside the slab the wave is growing away from the waveguide along the x direction but decaying along the +z direction. In this mode diagram, the total wave is propagating along the real part of the wave vector, \( k_{1z} \), and decaying along the imaginary part of the wave vector, \( k_{1z}^{*} \).

In conclusion, the possible solutions to the guidance condition [Eq. (12)] are discrete. These solutions can be classified into two cases:
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Fig. 3. Wave vectors in slab waveguide for (a) guided modes, (b) leaky modes, and (c) radiation modes.

1) Guided modes. \( k_z \) is real, \( k_z^2 < k^2 - k_1^2 \), and \( k_{1z} \) is purely imaginary with a positive imaginary part.

These are also called the surface-wave modes because the wave is guided inside the two surfaces. Outside the surfaces the wave decays exponentially. This surface wave is associated with the total internal reflection at the surface boundaries.

2) Leaky modes. \( k_z \) is complex, and \( k_{1z} > 0, k_{1z}^* < 0 \).

There are an infinite number of leaky modes that are also discrete. They usually do not contribute to the complete eigenfunction set of field solutions of the open waveguide. Leaky modes lie on the improper Riemann sheet [which is separated from the proper Riemann sheet by the cut of \( \text{Im}(k_{1z}) = 0 \)] of the complex \( k_z \) plane. Most of them will not be excited. A finite number of leaky modes may contribute to the total field when the excitation condition is satisfied (Ref. 8, p. 326). In this case the leaky-mode amplitudes will not diverge.

The cutoff frequency of a guided mode is determined by the condition \( k_z^2 > k^2 - k_1^2 \). At cutoff, \( k_z = (k^2 - k_1^2)^{1/2} \), \( k_{1z} = 0 \), and \( R_{11} = 1 \). From the guidance condition [Eq. (12)], \( k_z = m\pi/d \) for \( m = 0, \pm 1, \pm 2, \ldots \). Hence

\[
k_{1z} = \frac{m\pi}{d (\varepsilon - \varepsilon_1)^{1/2}}.
\]

The cutoff frequencies for the TE, [also true for transverse-magnetic (TM) modes are

\[
f_c = \frac{cm}{2d (\varepsilon - \varepsilon_1)^{1/2}}.
\]

As the frequency decreases, when \( f < f_c \), the \( m \)th guided mode will be cut off. As a solution to Eq. (12) this mode becomes a leaky mode that has both real and imaginary parts in \( k_z \).

The radiation modes are defined as possible field distributions in the slab with real \( k_1 \), in regions (-1) and (1). These modes carry energy infinitely far away and are not guided locally. In terms of the spectral parameters \( k_{1z} \), the difference between radiation modes and leaky modes is that leaky modes have an imaginary part \( k_{1z}^* < 0 \) and radiation modes have a continuous real \( k_{1z} \).

As discussed above, it is impossible to have fields of Eqs. (9) with real \( k_{1z} \) hence the radiation modes are not possible with the field structures of Fig. 2. The radiation modes are not poles of the reflection coefficient \( r(k_{1z}, \omega) \).

Another possible field structure is shown in Fig. 4, where

\[
\hat{E}_{-1} = E_{-1} \exp(ik_z z) \exp(ik_{1z} x) + r(k_{1z}) E_{-1} \exp(ik_z z) \times \exp(-ik_{1z} x)
\]

for region (-1), \( x < 0 \),

\[
\hat{E}_0 = \exp(ik_z z) [A \exp(ik_{1z} x) + B \exp(-ik_{1z} x)]
\]

for region (0), \( 0 < x < d \),

\[
\hat{E}_1 = E_1 \exp(ik_z z) \exp(ik_{1z} x)
\]

for region (1), \( x > d \),

Fig. 4. Mode diagram for radiation modes in slab waveguide.
Note that \( \text{Re}(k_{1x}) > 0 \), and the field in region \((-1)\) has an incident term that is different from the one in Fig. 2. With this field distribution, at \( x = d \), \( B \exp(-ik_{1x}d) = A \exp(ik_{2x}d)R_{12} \) is still valid. However, at \( x = 0 \), \( A = B R_{10} + T_{10} E_{-1} \), which is different from Eq. (10). This can also be checked by matching the boundary conditions on \( E \) and \( H \) at \( x = 0 \). Equation (12) does not hold in this case, so that \( k_{1x} \) can be real numbers; therefore the radiation modes exist. The modal structure of Fig. 4 is equivalent to putting a source in region \((-1)\) so that the wave is incident from \( x = -\infty \). Now the \( k_{1x} \) value can change continuously. Radiation modes form the continuous spectrum of eigenfunctions of a dielectric waveguide. Continuous radiation modes along with the discrete guided modes, in general, form a complete eigenfunction set in which the field from an arbitrary source can be expanded. The continuous spectrum also includes the radiation modes that are due to incident waves from the right-hand region \((1)\). The analogy in quantum mechanics is that the unbound states are relevant to scattering problems; such problems characteristically involve a wave that is incident from the exterior region. Here \( k_{1x}^2 = k_{1x}^2 + k_x^2 > 0 \), and there are two cases to be considered:

Case (1) \( k_x \) is real. \( k_x < k_{1x} \), and \( k_{1x} < k_{1} \).

This corresponds to the case in which the power is incident from the exterior regions, \((-1)\) or \((1)\) in Fig. 4.

Case (2) \( k_x \) is purely imaginary. This means that \( k_{1x} > k_{1} \).

This case is sometimes referred as the evanescent mode, since the wave is exponentially decaying along the propagation direction \(+z\).

The radiation modes lie on the Sommerfeld branch cut. The same results are derived from the Green's function approach. These radiation modes are illustrated in Fig. 3(c). Note that \( k_f \) is always orthogonal to \( k_R \), which can be proved by calculating \( k_f \cdot k_R \) and using \( k_f^2 k_R^2 = -k_x^2 k_R^2 \), so that \( k_f \cdot k_R = 0 \).

In summary, the modal structure of a dielectric slab (Fig. 5) shows the pole positions in the complex plane corresponding to the modes for a fixed real \( \omega \). In Fig. 5, only half of the complex planes are shown, owing to the definition of \( \text{Re}(k_x) > 0 \), \( \text{Re}(k_h) > 0 \), and \( \text{Re}(k_{1x}) > 0 \). Note that the radiation modes lie on the Sommerfeld branch cut and that the leaky modes are on the improper Riemann sheet.

For numerical examples, the guided and the leaky modes are calculated in the slab waveguide for two different frequencies. The first one is at microwave frequency \( f = 12 \text{ GHz} \), \( d = 1 \text{ cm} \), \( \epsilon_e = 10 \), and \( \epsilon_{1x} = 1 \). Here \( k_0 = 251 \text{ m}^{-1} \) and \( (k^2 - k_{1x}^2)^{1/2} = 754 \text{ m}^{-1} \). For the TE polarization, by calculating the cutoff frequencies, \( f_m = 5.0 \text{ m GHz} \), we find three guided modes. These are \( \text{TE}_{10} \), \( \text{TE}_{11} \), and \( \text{TE}_{20} \). Table 1 shows the calculated wave numbers, \( k_{1x} \), \( k_{1} \), and \( k_{2} \), for the guided modes and some leaky modes.

Another example is for the optical frequency, \( f = 2.2556639 \times 10^{14} \text{ Hz} \), corresponding to \( \lambda_0 = 1.33 \mu \text{m} \). The parameters are \( d = 2.5 \mu \text{m} \), \( \epsilon_e = 12.96 \) (\( n = 3.6 \)), \( \epsilon_{1x} = 12.6025 \) (\( n_e = 3.55 \)), \( k_0 = 4.7242 \times 10^{6} \text{ m}^{-1} \), \( (k^2 - k_{1x}^2)^{1/2} = 2.8267 \times 10^{6} \text{ m}^{-1} \), \( k_1 = 16.78 \times 10^{6} \text{ m}^{-1} \), and \( k = 17.02 \times 10^{6} \text{ m}^{-1} \). The cutoff frequencies are \( f_m = 1.0 \times 10^{10} \text{ Hz} \). The results are shown in Table 2.

### 3. GENERAL INHOMOGENEOUS WAVEGUIDE

In this section we analyze a general inhomogeneous waveguide, using a layered model. The results of Section 2 are generalized from the one-layer slab to an \( N \)-layer medium shown in Fig. 6. Assuming that a TE wave is incident in region \((-1)\) from the left, the reflection coefficient can be obtained in a recursive form (Ref. 8, p. 130, Sec. 3.3; note that here we use the coordinate system as in Sec. 3.5) as

\[
r(k_{1x}, \omega) = \frac{B_{-1}}{A_{-1}}
\]

where \( A_{-1} \) and \( B_{-1} \) are the wave amplitudes shown in Fig. 6:

\[
r(k_{1x}, \omega) = \frac{1}{R_{10}} + \frac{(1 - 1/R_{10}^2) \exp[i2(k_{1x} + k_x)d_1]}{1/R_{01} + B_1/A_{1}}
\]

The poles are the zeros of the pole equation

\[
B_0 = \frac{1}{R_{10}}
\]

Matching the boundary conditions of \( E \) and \( H \) at \( x = d_1 \) gives

\[
B_0 = \frac{\exp[i2(k_{1x} + k_1) d_1]}{1/R_{01} + B_1/A_{1}}
\]

Here the poles of \( B_0/A_{0} \) are not the poles of \( r(k_{1x}, \omega) \) be-

---

**Fig. 5.** Discrete and continuous modes shown in complex (a) \( k_x \), (b) \( k_1 \), and (c) \( k_{1x} \) planes.
cause at these values \( r \) is finite. For an arbitrary layer \( l \),

\[
B_l = \frac{\exp(i2k_{l}d_{l+1})}{A_l} R_{l+1} + \frac{1 - 1/R_{l+1}}{1/R_{l+1}} \exp[i2(k_{l+1} + k_{l})d_{l+1}] + B_{l+1}/A_{l+1} \quad (20)
\]

\[
A_l = \frac{\exp(-i2k_{l}d_{l})}{B_l} \frac{R_{l+1}}{R_{l-1}} (1 - 1/R_{l-1} \exp[-i2(k_{l-1} + k_{l})d_{l-1}] + B_{l-1}/A_{l-1}) \quad (21)
\]

For the last layer \( n = t - 1 \),

\[
\frac{B_n}{A_n} = R_n \exp(i2k_{n}d_{n}). \quad (22)
\]

A direct result from Eq. (17) with \( R_{-10} = -1 \) is the normalization condition for general inhomogeneous media,

\[
r(k_{1x} = 0) = -1. \quad (23)
\]

The modes in the medium are studied by assuming a TE wave with \( A_{-1} = 0 \) in Fig. 6. A guided wave has a real \( k \), and decays exponentially in regions (0) and (t) away from the waveguide; its energy is confined in the layered region, with the thickness of the inhomogeneous region \( d \), assumed to be finite. If the \( \varepsilon(x) \) approaches a constant as \( x \to \infty \), an infinitely extended medium can be reduced to an equivalent finite-thickness medium.

The \( E_z \) fields in different regions can be written as

\[
E_{-1} = B_{-1} \exp(ik_{x}x) \exp(-ik_{-1}x)
\]

for region \((-1), x < 0\), \( (24a) \)

\[
E_0 = \exp(ik_{x}x) [A_0 \exp(ik_{x}x) + B_0 \exp(-ik_{x}x)]
\]

for region \((0), 0 < x < d_1\), \( (24b) \)

\[
E_1 = \exp(ik_{x}x) [A_1 \exp(ik_{x}x) + B_1 \exp(-ik_{x}x)]
\]

for region \((1), d_1 < x < d_2\), \( (24c) \)

\[
\ldots
\]

\[
E_n = \exp(ik_{x}x) [A_n \exp(ik_{x}x) + B_n \exp(-ik_{x}x)]
\]

for region \((n), d_n < x < d_{n+1}\), \( (24d) \)

\[
E_t = A_t \exp(ik_{x}x) \exp(ik_{x}x)
\]

for region \((t), x > d_t\). \( (24e) \)

---

**Table 1. Modes of Slab Waveguide at 12 GHz**

<table>
<thead>
<tr>
<th>Modes</th>
<th>( k_x (\text{m}^{-1}) )</th>
<th>( k_y (\text{m}^{-1}) )</th>
<th>( k_z (\text{m}^{-1}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guided</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TE   0</td>
<td>247.36</td>
<td>i712.81</td>
<td>755.87</td>
</tr>
<tr>
<td>TE   1</td>
<td>487.74</td>
<td>i575.66</td>
<td>628.20</td>
</tr>
<tr>
<td>TE   2</td>
<td>702.79</td>
<td>i274.51</td>
<td>372.30</td>
</tr>
<tr>
<td>Leaky (examples)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>892.53 – i130.58</td>
<td>511.96 – i227.64</td>
<td>253.53 + i459.69</td>
</tr>
<tr>
<td>2</td>
<td>1530.85 – i271.30</td>
<td>1340.39 – i309.85</td>
<td>315.16 + i1317.84</td>
</tr>
<tr>
<td>3</td>
<td>3745.05 – i455.58</td>
<td>3669.45 – i468.02</td>
<td>469.11 + i3660.96</td>
</tr>
</tbody>
</table>

**Table 2. Modes of Optical Slab Waveguide**

<table>
<thead>
<tr>
<th>Modes</th>
<th>( k_x \times 10^6 \text{m}^{-1} )</th>
<th>( k_y \times 10^6 \text{m}^{-1} )</th>
<th>( k_z \times 10^6 \text{m}^{-1} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guided</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TE   0</td>
<td>0.9749</td>
<td>2.6532</td>
<td>16.9909</td>
</tr>
<tr>
<td>TE   1</td>
<td>1.9170</td>
<td>2.0772</td>
<td>16.9106</td>
</tr>
<tr>
<td>TE   2</td>
<td>2.7267</td>
<td>0.7450</td>
<td>16.7990</td>
</tr>
<tr>
<td>Leaky (examples)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3.5616 – i0.6090</td>
<td>2.2858 – i0.9489</td>
<td>16.6537 + i0.1302</td>
</tr>
<tr>
<td>2</td>
<td>4.8427 – i0.9323</td>
<td>3.9845 – i1.1331</td>
<td>16.3443 + i0.2762</td>
</tr>
<tr>
<td>3</td>
<td>6.1177 – i1.1450</td>
<td>5.4565 – i1.2837</td>
<td>15.9286 + i0.4398</td>
</tr>
<tr>
<td>4</td>
<td>7.3889 – i1.3077</td>
<td>6.8474 – i1.4111</td>
<td>15.3997 + i0.6274</td>
</tr>
<tr>
<td>5</td>
<td>8.6573 – i1.4406</td>
<td>8.1975 – i1.5214</td>
<td>14.7474 + i0.8457</td>
</tr>
</tbody>
</table>

---

Fig. 6. Mode diagram in inhomogeneous medium.
The necessary condition for the existence of any field distribution in Fig. 6 is the guidance condition in each layer. For layer \( l \),

\[ R_1^\circ R_1 = 1, \quad (25) \]

where \( R_1^\circ = B/A \) and \( R_1 = A/B \) are in recursive forms [Eqs. (20) and (21)].

For \( l = 0 \), the guidance condition is

\[ R_0^\circ R_0 = 1. \quad (26) \]

Matching the boundary conditions for the \( E \) and \( H \) at the boundaries gives

\[
R^\circ = \frac{B_0}{A_0} = \frac{\exp(i2kd_1)}{R_{01}} + \frac{(1 - 1/R_{01})^2 \exp[i2(kz + k_0d_1)]}{1/A_0 \exp[i2k_0d_1] + B_0/A_1}, \quad (27)
\]

\[
R^\circ = \frac{A_0}{B_0} = -R_{10}. \quad (28)
\]

It is easy to see that the guidance condition for layer (0) is the same as the pole equations (18) and (19).

Next we show that all the other layers have the same guidance condition or, equivalently, that for any layers \( l \) and \( l - 1 \) the guidance conditions are the same. The guidance condition for layer (\( l \)) is

\[
B_l \frac{\exp(-i2k_0d_l)}{A_l} \left[ \frac{1 - 1/R_{l,l-1}^2 \exp[-i2(kz + k_0d_l)]}{1/R_{l-1,l} \exp[-i2k_0d_l] + A_{l-1}/B_{l-1}} \right] = 1, \quad (29)
\]

and the guidance condition for layer (\( l - 1 \)) is

\[
\frac{\exp[i2k_0d_{l-1}]}{R_{l-1,l}} + \frac{[1 - 1/R_{l-1,l-1}^2 \exp[i2(kz + k_0d_{l-1})d_{l-1}]]}{1/R_{l-1,l-1} \exp[i2k_0d_{l-1}] + B_{l-1}/A_{l-1}} = 1. \quad (30)
\]

Although Eq. (30) appears different from the condition in layer (\( l \)), Eq. (29), it can be shown that Eqs. (29) and (30) are equivalent. They both can be reduced to an identical equation. Equation (30) can be rewritten as

\[
B_l \left[ 1 - 1/R_{l-1,l-1}^2 \exp[i2(kz + k_0d_{l-1})d_{l-1}] \right] A_{l-1} \frac{-\exp[i2k_0d_{l-1}] + B_{l-1}/A_{l-1}}{R_{l-1,l-1} \exp[i2k_0d_{l-1}]} = 1, \quad (31)
\]

which can be further simplified as

\[
\frac{B_l}{A_l} \left( \frac{B_{l-1}/A_{l-1} \exp[-i2(kz + k_0d_{l-1})d_{l-1}] + \exp[-i2k_0d_{l-1}]}{B_{l-1}/A_{l-1} \exp[-i2k_0d_{l-1}] + R_{l-1,l-1}} \right) = 1. \quad (32)
\]

Through algebraic simplification, Eq. (29) can also be written in the same form as Eq. (32). Thus Eqs. (29) and (30) are equivalent. We have just shown that for all layers \( l \) the guidance conditions are the same. This guidance condition is the same as the pole equation [Eq. (18)], so that the poles represent the modes in the inhomogeneous core region of the waveguide.

Equations (29) and (30) are the conditions that any field distribution of Fig. 6 must satisfy. Possible solutions of Eq. (18) can be studied in detail as in the single-slab case. The results can be summarized into two cases: (1) guided modes, with purely imaginary \( k_z \) and \( k_0 \), and (2) leaky modes, with \( k_z \) having both real and imaginary parts. The guided and the leaky modes are discrete. Again, the radiation modes do not satisfy the pole equation [Eq. (18)], so that radiation modes are not poles of the reflection coefficient \( r(k_z, \omega) \). Radiation modes require that there be a wave incident from region (−1) or region (t), where \( k_z \) and \( k_0 \) are real numbers that can vary continuously from 0 to \( k_z \) and 0 to \( k_0 \), respectively. Since the fields in one layer are dependent on the fields in all the other layers, the waves are considered to be guided in all the layers rather than in a single layer. For a continuously varying \( \varepsilon(x) \), the layered model can also be used by making each layer sufficiently thin. All the above results are valid for continuous inhomogeneous media.

### 4. IMPLICATIONS FOR INVERSE PROBLEMS

Inverse-scattering problems are concerned with the reconstruction of the physical properties of unknown objects from information contained in their scattering data. In contrast, direct-scattering problems are concerned with determining the scattered fields from known physical properties. In inverse problems, the scattering data \( r(k_z, \omega) \) are basically a set of measurements that relate \( r \) to \( k_z \) or \( \omega \). To apply the G-L-M inverse-scattering theory, we approximate \( r(k_z, \omega) \) as a closed-form function. One example is that the reflection coefficient \( r(k_z, \omega) \) is represented by a rational function of \( k_z \) or \( \omega \), and \( r(k_z, \omega) \) is prescribed to have a finite number of poles and zeros; typically for a good approximation many poles and zeros may be needed, similar to circuit network synthesis.

Closed-form solutions of the G-L-M integral equation of inverse-scattering theory can be obtained for some rational functions of \( r(\omega) \). These closed-form solutions are important not only in providing a benchmark for other numerical methods but in solving synthesis problems.

As was discussed in Section 1, there are two kinds of inverse problem profile, the identification and the synthesis problems. In practical profile identification problems it may be difficult to determine from the measured data the functional form of \( r(k_z, \omega) \) that is determined by the unknown permittivity profile. Although the poles and the zeros of \( r(k_z, \omega) \) can be obtained by using Bode diagram techniques together with analytic function extension methods, the rational function approach is more appropriate for synthesis problems. The synthesis problem is to determine the permittivity profile needed to produce a prescribed reflection coefficient \( r(k_z, \omega) \). In the optical-waveguide-synthesis problem, the relevant parameters are modeled by continuous functions; in the
present example we use the transverse reflection coefficient \( r(k_1) \). Since \( r(k_1) \) will be in general combinations of transcendental functions, which is evident from our discussion of direct scattering, we rely on standard electrical engineering practice \(^{12} \) and approximate \( r(k_1) \) by a rational function of the complex variables \( k_1 \). This function can be specified by its pole-zero configuration. The synthesis procedure is summarized as follows: (1) The possible modes that are needed in the waveguide are specified. These determine the guided wave poles of the transverse reflection coefficient \( r(k_1) \). A rational function \( r(k_1) \) is constructed from the pole-zero information. (2) The G-L-M integral equation is solved to obtain the permittivity profile \( \varepsilon(x) \). The modal information is used to verify the answer.

The study of the correspondence between the poles of the transverse reflection coefficient and the modes in an inhomogeneous medium can be applied to interpret the existing results in inverse scattering. Previous results \(^{5-7} \) are from solving the inverse problem for \( r(\omega) \) data, which is an identification problem. In Ref. 5 a two-pole, no-zero rational function is used. These examples can illustrate the analytical technique but cannot be used directly for optical waveguide design, since \( r(k_1) \) rather than \( r(\omega) \) should be used in the optical-waveguide-design problems. The wave equation in a dielectric medium (Fig. 1) at a certain frequency \( \omega \) is

\[
\frac{\partial^2 E(k_1,x)}{\partial x^2} + k_1^2 E(k_1,x) = 0 \quad \text{for } x \geq 0,
\]

which is

\[
\frac{\partial^2 E(k_1,x)}{\partial x^2} + k_1^2 E(k_1,x) = \frac{1}{k_1} \varepsilon_1 - \varepsilon(x) \frac{1}{k_2} E(k_1,x)
\]

for \( x \geq 0 \). \(^{34} \)

With \( q(x) = k_1^2 \varepsilon_1 - \varepsilon(x) \) the wave equation can be written in the same form as the one for \( r(\omega) \) data. The inverse-scattering theory of G-L-M \(^{51} \) can then be applied directly to \( r(k_1) \) data.

The procedure using the inverse method to design an inhomogeneous optical waveguide can be discussed further. If the guided modes are specified in the waveguide and if the width \( d \) and the operating frequency \( \omega \) are prescribed, the problem is to determine \( \varepsilon(x) \). In general, this problem can be solved only by numerical methods. If the closed-form results obtained by applying the G-L-M theory are to be used, the first step in constructing a transverse reflection coefficient \( r(k_1) \) from the modal requirements is critical. This is also the main concern in this paper.

So far we have discussed only part of this construction, i.e., determining the poles from the discrete modes. How to determine the zeros has not been discussed. For the homogeneous slab waveguide in Section 2, the zeros of \( r(k_1) \) are found from Eq. (2), which gives

\[
R_{-10} + R_{01} \exp(i2kd) = 0.
\]

With Eq. (3) this gives \( \exp(i2kd) = 1 \), so that \( k_1 = n\pi/d \) for \( n = 0, \pm 1, \pm 2, \ldots \). There are an infinite number of zeros of \( r(k_1) \). For a general inhomogeneous waveguide in Section 3, the zeros of \( r(k_1) \) are found from Eq. (17), which yields

\[
\frac{B_0}{A_0} = -R_{-10} = R_{01}.
\]

Again, this equation has an infinite number of solutions. Note that zero-condition equation (36) can be obtained by multiplying the right-hand side of pole-condition equation (18) by \( R_{01} \). This implies that the zero condition and the pole condition are related.

As we saw in Section 3, \( r(k_1) \) in Eq. (17) is not a rational function. In other words, \( r(k_1) \) is not exactly a rational function with a finite number \( N \) of zeros and a finite number \( M \) of poles:

\[
r(k_1) = \prod_{j=1}^{N} (k_1 - k_{1j}) / \prod_{j=1}^{M} (k_1 - k_{pj}),
\]

where \( R_0 \) is a constant, \( k_{1j} \)'s are zeros, \( k_{pj} \)'s are poles, and \( \Pi \) denotes multiplication. Since an exponential function is involved in both the numerator and the denominator, \( r(k_1) \) has an infinite number of poles and zeros. If a polynomial expansion (e.g., a Taylor expansion) is used in both the numerator and the denominator, the number of terms used in the expansion determines the number of zeros of the expanding function. Thus the representation with a finite number of poles and zeros of \( r(k_1) \) is only an approximation. It is impossible to include the infinite number of leaky poles in \( r(k_1) \).

The inverse-scattering method gives a profile of \( \varepsilon(x) \) extending from \( x = 0 \) to \( x \to +\infty \). Finite width \( d \) of the waveguide will require a truncation of the profile. \(^{11} \) This is another approximation.

The following implications can be drawn from the above discussions. Rational function representations of the transverse reflection coefficient \( r(k_1,\omega) \) are used to obtain closed-form solutions of the G-L-M integral equation. Since it may be difficult to extract the pole-zero configuration of the measured reflection coefficient, the rational function approach is more appropriate for the synthesis problem. In the application to optical waveguide design, \( r(k_1) \) data need to be prescribed for a required operating frequency and certain modal information. The possible modes in the waveguide determine the poles of \( r(k_1) \). Rational function \( r(k_1) \) is an approximation of the true reflection coefficient, and the corresponding inverse problem can be solved in a closed form.

### 5. SUMMARY

The feasibility of applying the inverse-scattering method with a rational reflection coefficient to optical waveguide design has been studied. The pole-mode relation in the rational reflection coefficient was derived by using a stratified-medium model. It was shown that the pole condition for the transverse reflection coefficient is the same as the guidance condition for the modes in a general inhomogeneous waveguide. All the poles of the reflection coefficient correspond to the discrete modes, which are the guided and the leaky modes. The radiation modes are continuous; they do not appear as poles in the reflection coefficient but are represented by the Sommerfeld branch cut on the complex \( k \) plane. In the application of the rational function approach to optical waveguide synthesis, poles in the rational reflection coefficient \( r(k_1) \) determine the possible guided and leaky modes in the waveguide. To design the waveguide accurately requires a large
number of poles and zeros in the rational function representation of the transverse reflection coefficient.
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