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This book contains the proceedings of the Fourth International Conference on Ultrastructure Processing of Ceramics, Glasses and Composites, held February 20-24, 1989, in Tucson, Arizona. The conference was sponsored by the Department of Materials Science and Engineering, College of Engineering and Mines, University of Arizona, and supported by the Directorate of Chemical and Atmospheric Sciences of the Air Force Office of Scientific Research (AFOSR). More than 250 scientists and engineers from university, industry, and government laboratories attended and included participants from the United States, Great Britain, Japan, France, Italy, Germany, Canada, Brazil, and Spain. Forty-two papers were presented orally, and an additional seventy-three papers were presented at a poster session.
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DEDICATION

The present volume is dedicated to the memory of Dr. Donald R. Ulrich, whose vision, determination, and insight were critical to the development of ultrastructure processing.

After receiving his doctorate in ceramics from Rutgers, Don joined the staff of the General Electric Company in Valley Forge, Pennsylvania, where he made notable contributions to scientific understanding in areas ranging from compound semiconductors to lunar rocks. He found his real métier, however, when he joined the Directorate of Chemical and Atmospheric Sciences of the Air Force Office of Scientific Research (AFOSR) in 1975. He was fortunate to have Don Ball as a director, who immediately recognized Don's talent and imagination and was willing to provide him with wide operating latitude and to support his initiatives.

Early in his tenure at AFOSR, Don Ulrich recognized the importance of improved chemical and structural insight to developments in the field of polymers, and he undertook a range of new initiatives in the area. This interest continued throughout his career at AFOSR and is reflected in his support of pioneering efforts in areas ranging from the structure of amorphous polymers and models of gelation to copolymer systems, blends, and molecular composites.

Long before it became fashionable, Don recognized the potential of wet chemical processing for the synthesis of ceramic materials and launched a major initiative to exploit the potential of such processing. Thanks to his imagination,
vital new links were forged between chemists and ceramists; and a veritable explosion in activity and creativity ensued. This in turn led to the concept of marrying chemistry and processing science to tailor the structure of materials on a scale of tens to thousands of angstroms; and the science of ultrastructure processing was launched.

Don was also among the first to recognize the importance of materials in optical applications and the central role played by chemistry in designing and synthesizing new materials for such applications, and again he launched major initiatives to address these opportunities. Yet another area of Don’s special interests was the development of multifunctional materials; and again Don’s support and encouragement were critical to activities in the field.

In each of these areas—and the listing is by no means complete—Don displayed an almost uncanny ability to anticipate the course of future developments, identify subjects of great scientific and technological potential that lay at the interfaces between established disciplines, locate individuals who could make significant contributions at such interfaces, and provide the encouragement and support to ensure their active participation.

Besides his technical insight and talent for launching major new initiatives, Don was also a great proponent of communication and collaboration. He launched and nurtured numerous major international conferences, including the present series on ultrastructure processing and the Materials Research Society meetings on Better Ceramics through Chemistry. In each case, Don was not a passive source of financial support, but an active contributor to the organization, with knowledge of who was carrying out definitive work and who had made recent breakthroughs.

Don’s encouragement of collaboration and communication did not stop at the borders of the United States. He was an active participant in technical meetings in countries around the world and played a key role in establishing collaborative research programs between American research teams and their counterparts in England, France, Germany, Canada, and Japan. These activities not only advanced the level of scientific understanding, but also promoted personal and social interactions among researchers around the world.

In addition to his role as a driver of modern chemical/materials research, Don was an active participant in the Air Force Reserve. Here again he made important contributions, rose to the rank of full colonel, and, in the this writer’s judgment, seemed headed for a general’s star.

Beyond any and all of these professional activities, Don was a dedicated family man, a devoted husband, and father. His beloved Eleanor was always first in his heart—a trusted confidant and companion, the most loyal of friends, and the source of great inspiration.

Don was taken from us while this volume was in press, and it is a pleasure to dedicate it to his memory. He had a myriad of friends; and some of us were fortunate to feel we were part of his extended family. He will be sorely missed.
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This book contains the proceedings of the Fourth International Conference on Ultrastructure Processing of Ceramics, Glasses and Composites, held February 20–24, 1989, in Tucson, Arizona. The conference was sponsored by the Department of Materials Science and Engineering, College of Engineering and Mines, University of Arizona, and supported by the Directorate of Chemical and Atmospheric Sciences of the Air Force Office of Scientific Research (AFOSR). More than 250 scientists and engineers from university, industry, and government laboratories attended and included participants from the United States, Great Britain, Japan, France, Italy, Germany, Canada, Brazil, and Spain. Forty-two papers were presented orally, and an additional seventy-three papers were presented at a poster session.

Advanced ceramics and composites continue to be of great technological importance and represent vital elements of many emerging technologies. The key to the effective utilization of such materials lies in the control of molecular architecture and microstructure; and the ability to effect such control depends in turn upon the art and science of processing.

The past decade has seen the emergence of the new science of ultrastructure processing, where understanding and control of phenomena are provided at the level of ultrastructure, that is, on the scale of tens to thousands of angstroms. Developments in the area are well documented in the proceedings of previous conferences in this series. The papers in these proceedings illustrate well the central role played by chemistry in the development of new materials with novel combinations of properties. This role is reflected in the use of tailored metalorganic precursors, in the control of structural evolution beginning at the molecular level, in the development of new processes that take advantage of the chemistry and structure to produce shaped bodies (including films) with controlled ultrastructure, and in the use of later-stage (as postgelation) chemical treatments to modify further the performance characteristics.

The present conference included all phases of advanced research in these areas. Participants include recognized leaders of the scientific community who
are playing active roles in the development of the science of ultrastructure processing. Their contributions are reflected in the chapters that follow, which have been organized into six sections:

1. Precursors, chemistry, and structure development in ultrastructure processing.
2. Processing.
3. Powders, films, and monoliths.
4. Composites including organic modified ceramics.
5. Optical and electrical applications.
6. Organometallic precursors, polymers, and aerogels.

When the present volume is compared with its predecessors, it will be observed that the principles of ultrastructure processing are now being actively applied to the synthesis of novel composite materials and to the preparation of new materials with exciting optical and electrical properties. The editors expect these thrusts to continue during the coming years.

This volume presents a comprehensive treatment of recent advances in all aspects of ultrastructure processing and provides perspective on the current state of the field. We hope it will become, like previous volumes in the series, a standard reference for scientists and engineers who are concerned with modern chemical processing of materials. We also anticipate its importance as a source book for researchers entering the field and for individuals who are interested in utilizing this emerging science for products and applications. More generally, it is hoped that the volume will become de rigueur for chemists desiring to learn more about modern materials and for materials scientists who want perspective on the increasing importance of chemistry in their lives.

The local organizing committee of Professor M. C. Weinberg and Professor Subhash Risbud as cochairs and Ms. M. York, Mrs. M. Cromwell, Mrs. G. Champagne, Mrs. R. Evans, and Mrs. K. North deserve much credit and praise for their outstanding services that made the conference successful and the publication of this book possible.

Donald R. Uhlmann
Donald R. Ulrich

Tucson, Arizona
Washington, D.C.
May, 1992
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CHEMISTRY AND REACTIONS OF METAL ALKOXIDES

D. C. BRADLEY

1.1. INTRODUCTION

The metal alkoxides \([\text{M(OR)\_x}]n\), where \(\text{M}\) is a metal of valency \(x\) and \(\text{R}\) is an alkyl group, have been known for more than a century but it was not until 1978 that a monograph was published on this topic \([1]\), although a number of review articles had appeared before then. Interestingly there has been a resurgence of interest in the metal alkoxides in recent years primarily because it has at last been recognized that they are excellent precursor molecules for the deposition of metal oxides by either metallo-organic chemical vapor deposition (MOCVD) or sol–gel processes. The driving force for this activity has been due to the important role played by metal oxides in the electronics, ceramics, and glass industries.

Because the basic features of the chemistry of metal alkoxides have been comprehensively described \([1]\), this Chapter will give only a brief review of the topic with an emphasis on new developments since 1978.
1.2. SYNTHETIC METHODS

1.2.1. The Preparation of Binary Metal Alkoxides $M(OR)_x$

A variety of methods is available and the choice is determined mainly by the electropositive nature of the metal or by any specific requirements concerning purity. Thus, the alkoxides of the alkali metals, the alkaline earths, and the trivalent metals can all be synthesized by the direct reaction between metal and alcohol.

$$M + xROH \rightarrow M(OR)_x + \frac{x}{2}H_2$$  \hspace{1cm} (1)

However, in the case of divalent or trivalent metals, the use of a catalyst (either $I_2$ or $HgCl_2$) is required to initiate the reaction. Because the catalyst may introduce undesirable impurities, it may be necessary to use an alternative route. For the trivalent and higher valent metals, the chloride method is usually satisfactory.

$$MCl_x + xNaOR \rightarrow M(OR)_x + xNaCl$$  \hspace{1cm} (2)

There are two main limitations to this method. If the metal alkoxide is insoluble (e.g., some methoxides) then there will be problems of separation from the sodium chloride (Eq. 2). This can be overcome by using the lithium alkoxide in place of the sodium alkoxide, because lithium chloride can usually be extracted out of the insoluble metal alkoxide. The second problem arises when there is the formation of a stable ternary metal alkoxide (or double alkoxide) involving the sodium and the other metal [e.g., $NaZr_2(OR)_9$]. The use of anhydrous ammonia usually solves this problem.

$$MCl_x + xNH_3 + xROH \rightarrow M(OR)_x + xNH_4Cl$$  \hspace{1cm} (3)

Yet another method involves alcohol interchange:

$$M(OR)_x + xR'OH \leftrightarrow M(OR')_x + xROH$$  \hspace{1cm} (4)

Provided that the alcohol $R'OH$ has a higher boiling point than ROH, the reaction can be driven quantitatively to the right-hand side by fractional distillation. This method is very useful when the alcohol $R'OH$ is in short supply or is liable to cause side reactions in Eq. 3. There are some limitations when $R'OH$ involves a bulky $R'$ group.

Another specialized method makes use of the reactivity of metal dialkylamides:

$$M(NR_2)_x + xROH \rightarrow M(OR)_x + xR_2NH$$  \hspace{1cm} (5)
Finally, one should mention the electrochemical synthesis using the metal as a sacrificial anode. This method has recently been shown to give high yields of the alkoxides of Sc, Y, Ti, Zr, Nb, Ta, Ga, and Ge [2].

1.2.2. The Preparation of Heterometal Alkoxides
(Ternary and Quaternary Compounds)

The ternary metal alkoxides (double alkoxides) $\text{M}_a\text{M}_b(\text{OR})_x$ have been known for many years [1] and can be prepared by various methods. The simplest method is to combine the two binary alkoxides in the correct proportions.

$$a\text{M}(\text{OR})_x + b\text{M}'(\text{OR})_y \rightarrow a\text{M}_a\text{M}'_b(\text{OR})_{a+b}$$

If $\text{M}$ is an alkali metal and $\text{M}'$ a less electropositive (higher valency) metal, then the reaction can be carried out as a titration. Alternatively the electropositive metal $\text{M}$ can be made to react with $\text{M}'(\text{OR})_y$ in the parent alcohol.

$$a\text{M} + x\text{ROH} + b\text{M}'(\text{OR})_y \rightarrow a\text{M}_a\text{M}'_b(\text{OR})_{a+b} + \frac{x}{2}\text{H}_2$$

Another method uses the reaction between a metal chloride and a ternary metal alkoxide:

$$\text{UCl}_4 + 4\text{NaAl(OiPr)}_4 \rightarrow \text{UAl}_4(\text{OiPr})_4 + 4\text{NaCl}$$
$$\text{LnCl}_3 + 3\text{KGa(OiPr)}_4 \rightarrow \text{LnGa}_3(\text{OiPr})_2 + 3\text{KCl}$$

Recently Dubey et al. [3, 4] have developed interesting syntheses of heterometal alkoxides containing three or even four different metals.

$$\text{NiCl}_2 + 4\text{KAl(OiPr)}_4 \rightarrow \text{NiAlCl(OiPr)}_4 + 4\text{KCl}$$
$$\text{NiAlCl(OiPr)}_4 + 3\text{KNb(OiPr)}_6 \rightarrow \text{NiAlNb(OiPr)}_{10} + 3\text{KCl}$$

The heterometal alkoxides are clearly of immense interest because of their potential as precursors for depositing heterometal oxides.

1.3. CHEMICAL PROPERTIES

The metal alkoxides are characterized by their ability to undergo reactions with protic ligands $HL$ in a general reaction that liberates the alcohol:

$$\text{M}(\text{OR})_x + x\text{HL} \rightarrow \text{ML}_x + x\text{ROH}$$

Depending on the ligand $L$, a variety of compounds such as alkoxides
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(L = OR'), β-diketonates (L = RCOCHCOR), carboxylates (L = RCO₂), or halides (L = X) may be formed. However, the most important reaction is hydrolysis (L = OH), because this leads directly to the metal oxide

\[
\text{Ti(OiPr)}_4 + 2\text{H}_2\text{O} \rightarrow \text{TiO}_2 + 4\text{PrOH} \quad (13)
\]

For most metal alkoxides, hydrolysis is a facile reaction, and its mechanism has not been unraveled, although it has been shown by controlled hydrolysis that the intermediate metal oxide alkoxides may be isolated.

\[
\text{M(OR)}_x + y\text{H}_2\text{O} \rightarrow \text{MO}_x(\text{OR})_{x-2y} + 2y\text{ROH} \quad (14)
\]

These compounds are interesting from the structural point of view in forming a link between the oligomeric metal alkoxides \([\text{M(OR)}_x]_n\) and the three-dimensional macromolecular metal oxides.

1.4. PHYSICAL PROPERTIES

1.4.1. Structures

Another common property of the metal alkoxides is their oligomeric nature due to the tendency of the metal to expand its coordination number by utilizing the bridging capability of the alkoxide oxygen that may bond to two (II) or three (III) metals [1].

Generally the metal coordination number will reflect the typical chemistry of that metal in forming complex compounds. Thus the tetrameric form of aluminium isopropoxide is interesting in that it contains a central octahedrally coordinated aluminium joined to three tetrahedrally coordinated aluminums by bridging (μ₂) alkoxides (Fig. 1.1). Similarly, niobium and tantalum pentaalkoxides are dimeric with octahedrally coordinated metals joined by bridging (μ₂) alkoxides (Fig. 1.2). The tetrameric structure of titanium tetraalkoxides is extremely interesting, because both bridging modes (μ₂ and μ₃) are present in this centrosymmetric molecule that contains distorted octahedrally coordinated titaniums in an edge-shared structure (Fig. 1.3).

Some structural information on oligomeric metal alkoxides has been derived from nuclear magnetic resonance (NMR) spectroscopy [1]. Thus the structure of \(\text{Al}_4(\text{Oi-Pr})_{12}\) (Fig. 1.1), which was originally postulated in 1959 [5], was
confirmed by $^1$H-NMR by Shiner et al. [6] before the X-ray crystal structure was determined [7]. The $^1$H-NMR spectra of lanthanide aluminium alkoxides LnAl$_3$(Oi-Pr)$_{12}$ (Ln = lanthanide) suggested a similar structure for these compounds with the larger lanthanide atom occupying the octahedral site [8]. Variable-temperature NMR spectroscopy has also been used to demonstrate the fluxional behavior of metal alkoxide oligomers in which the terminal and bridging alkoxide groups undergo rapid exchange. Thus, the edge-shared biocahedral structure of the dimeric pentaalkoxides M$_2$(OR)$_{10}$ (Fig. 1.2) was established by $^1$H-NMR [9] before the determination of the X-ray crystal structure [10]. However, the ethoxide groups in Ti$_4$(OEt)$_{16}$ were too labile even at very low temperatures to allow a structural determination by NMR and an X-ray crystal structure was required [1]. Interestingly, Chisholm et al. [11] found that W$_4$(OEt)$_{16}$, which has a similar structure, was stereochemically rigid
due to the presence of tungsten–tungsten bonding involving the 5d^2 orbitals of W(IV) [cf. Ti(IV) d^6].

Relatively few structures are known for metal oxide alkoxides \([M_2O_x(OR)_{8-x}]\) with the first X-ray crystal structure being carried out on \(Ti_7O_4(OEt)_{20}\) [12], which contains titanium in distorted octahedral configuration. Similarly the niobium(V) was shown to exhibit very distorted octahedral configurations in \(Nb_8O_{10}(OEt)_{20}\) [13]. Recently, Chisholm et al. have isolated and characterized by X-ray crystallography a number of interesting new molybdenum oxoalkoxides \([Mo_3(\mu_3-O)(\mu_2-OR)]_n[Mo_2-OR]_n(OR)_{6-n}\) [14], \([Mo_4O_4(\mu_2-O)(\mu_3-O)(\mu_2-Oi-Pr)(Oi-Pr)\_2(pyrindne)_4]\) [11], and \([Mo_6O_{10}(Oi-Pr)_{12}]\) [15]. These and related compounds were reviewed by Chisholm [16] under the heading of Metal Alkoxides: Models for Metal Oxides. The only structurally characterized species containing transition metals in coordination numbers higher than 6 is the trideca zirconium oxide methoxide \(Zr_{13}O_{48}(OMe)_{36}\) reported by Morosin [17]. This complex structure contains a central 8-coordinated zirconium bonded to the oxo ligands, which also bridge the 12 peripheral 7-coordinated zirconiums, which are each bonded to two oxo ligands, four bridging methoxides, and one terminal methoxide.

A few structures of nontransition metal oxide alkoxides are known. From the partial hydrolysis of lead diisopropoxide, Yanovskii et al. [18] obtained the hexanuclear compound \([Pb_6(\mu_2-O)(\mu_3-Oi-Pr)_{12}]\) in which each lead atom is bonded to two \(\mu_2-O\) ligands and two \(\mu_3-Oi-Pr\) ligands.

In attempting to prepare In(Oi-Pr)_3 from the reaction of indium trichloride and sodium isopropoxide, we were surprised to isolate a crystalline complex \([In_4(\mu_2-O)(\mu_3-Oi-Pr)(\mu_2-Oi-Pr)_4(Oi-Pr)_2]\) (Fig. 1.4) which comprises an unique \(\mu_2-O\) ligand bonded to five indiums in a tetragonal pyramidal configuration. Each indium is bonded to one terminal isopropoxide trans to the \(\mu_3-O\) and two \(\mu_3\)-isopropoxides and two \(\mu_2\)-isopropoxides giving a distorted octahedral...
configuration [19]. The low-temperature $^1$H- and $^{13}$C-NMR spectra showed that this structure was maintained in toluene solution. We have also found that scandium, yttrium, and ytterbium all give similar complexes with the formula $[M_5(\mu_2-O)(\mu_2-\text{Oi-Pr})_2(\mu_2-\text{Oi-Pr})_4(\text{Oi-Pr})_5]$, which can be sublimed in vacuo and give mass spectra demonstrating the survival of the pentanuclear cluster in the gas phase [19]. Because the earlier literature reported straightforward preparations of the triisopropoxides $M(\text{Oi-Pr})_3$ of all of these metals [1], we are currently reinvestigating this field.

1.4.2. Volatility

Metal alkoxides with the lower alkyl groups (e.g., methyl, ethyl) tend to be relatively nonvolatile due to their oligomeric structure involving the bridging alkoxide group [1]. In these compounds, the enthalpy of vaporization $\Delta H$, will be large due either to the energy required to depolymerize the structure to liberate monomeric gas molecules or, if the oligomer structure is very stable, to
The much greater intermolecular forces involved in the condensed phase of the
larger molecules.

We found that a dramatic increase in volatility could be engineered by using
the steric effect of bulky alkoxy groups to prevent the formation of oligomers
[1]. Thus in the case of zirconium tetraalkoxides \([\text{Zr(OR)}_4]\), the highly
polymeric tetramethoxide sublimed at 280°C/10^{-4} torr, the tetrameric teta-
ethoxide sublimed at 180°C/10^{-4} torr, the trimeric tetraisopropoxide distilled at
160°C/0.1 torr, and the mobile liquid monomeric tetratertiary butoxide distilled at
54°C/0.1 torr. The latter compound has a measurable vapor pressure at room
temperature and produces a fog of zirconium dioxide on exposure to moist air.

Extensive studies on a large number of metal alkoxides established that the
tertiary alkoxides were the most effective in screening the central metal atom
and that the larger the metal atom, the larger was the tertiary alkoxide required
to produce a mononuclear metal alkoxide. This use of steric hindrance to
prevent oligomerization is most effective for metals in higher valence states (e.g.,
4, 5, and 6). For the lower valences (e.g., 1, 2, and 3), it becomes difficult, if not
impossible, to produce monomeric metal alkoxides. Thus lithium tertiary
butoxide (sublimes 110°C/0.1 torr) is hexameric \(\text{Li}_6(\text{Ot-Bu})_6\) and beryllium
ditertiary butoxide (sublimed 100°C/10^{-3} torr) is trimeric \(\text{Be}_3(\text{Ot-Bu})_6\). The use
of the bulkier tertiary heptyloxide group \(\text{OC(C}_2\text{H}_5)_3\) resulted in the formation of
a more volatile (50–70°C/10^{-3} torr) dimeric beryllium compound. For trivalent
iron and aluminium, the tertiary butoxides are dimeric and can be distilled at
136°C/0.1 torr and 134°C/0.2 torr. Our current work using much bulkier tertiary
alkoxide groups suggests that more volatile derivatives of yttrium and other
trivalent metal alkoxides \(\text{M(OR)}_3\) can be obtained especially when \(\text{CF}_3\)
groups are used in place of \(\text{CH}_3\) groups.

1.4.3. Thermal Stability and Metal–Oxygen Bond Strengths
for Metal Alkoxides

For many years the ease of hydrolysis of metal alkoxides had been explained in
terms of weak metal–oxygen bonds, although there was no direct evidence to
support this. Some of the earlier work also claimed a low thermal stability for
metal alkoxides. However, from our reaction calorimetry on titanium tetraal-
koxides [20], we calculated high average bond dissociation energies \(D\) of
104 ± 2 kcal/mol for several compounds. For the \(3d^0, 3d^1, 3d^2\) tetrahedrally
coordinated metal alkoxides \(\text{Ti(Ot-Bu)}_4, \text{V(Ot-Bu)}_4, \text{and Cr(Ot-Bu)}_4\), the values
of \(D\) were 102, 87.5, and 73 kcal/mol [21]. The ease of hydrolysis of \(d^0\) transition
metal alkoxides is presumably a consequence of the presence of low-energy
unfilled d orbitals, which offer a facile substitution mechanism, and is not due to
the presence of weak M–OR bonds. Similarly our studies on the thermal
stability of zirconium tetraalkoxides [22] showed that when pure these
compounds have high thermal stability and that primary alkoxides are more
stable than secondary alkoxides, which are more stable than tertiary alkoxides.
In fact, the facile decomposition of the tertiary alkoxides is due to a hydrolytic
mechanism, which is caused by the heterogeneous dehydration of the tertiary alcohol, which sets up a chain reaction [23].

\[
\text{Zr(Ot-R)}_4 + \text{H}_2\text{O} \rightarrow [\text{ZrO(Ot-R)}_2] + 2\text{ROH} \quad (15)
\]

\[
2\text{ROH} \rightarrow 2\text{olefin} + 2\text{H}_2\text{O} \quad (16)
\]

The apparent stability of the metal alkoxide then depends on how much care is taken to eliminate residual water in the system. It seems probable that this hydrolytic mechanism is responsible for the ease with which zirconium dioxide can be deposited by thermolysis at a relatively low temperature (e.g., 180°C). Further evidence of the intrinsic stability of the metal–oxygen bonds in metal alkoxides can be found in the mass spectra of a range of monomeric and oligomeric metal alkoxides that show parent molecular ions and very strong fragment ions caused by the loss of alkyl groups rather than alkoxo ligands [1].

**5 INDUSTRIAL APPLICATIONS**

Metal alkoxides are ubiquitous compounds that have found a variety of applications in industry, such as catalysts for organic reactions, components of heat resisting paints, water-repellent treatments for fabrics, and paint and ink drying agents and as precursors for the deposition of metal oxides, glasses, and ceramics [1]. The volatile metal alkoxides are especially useful for depositing metal oxide films by the MOCVD technique. Not only binary metal oxides Al\(_2\)O\(_3\), TiO\(_2\), ZrO\(_2\), HfO\(_2\), Ta\(_2\)O\(_5\), and so on, but also ternary oxides, such as BaTiO\(_3\), LiNbO\(_3\), and PbTiO\(_3\), and quaternary oxides, such as PbSc\(_{0.5}\)Ta\(_{0.5}\)O\(_3\), have been deposited by MOCVD [24]. These materials are of considerable importance to the electronics industry due to their range of electrical and electrooptical properties. For bulk production of speciality glasses and ceramic oxides, the sol–gel technique has found widespread use. In this technique the metal alkoxides are dissolved in a suitable solvent, and the solution is hydrolyzed under controlled conditions to produce a gel of the hydrated metal oxide. After drying and compacting, the solid can be fired at a relatively low temperature to produce the glass or ceramic [25].

**REFERENCES**
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2

MOLECULAR-LEVEL UNDERSTANDING OF THE SOL-GEL PROCESS

JIRI JONAS

2.1. INTRODUCTION

As a continuation of our efforts to improve the molecular level understanding of the sol–gel process, we have recently carried out several studies dealing with the tetramethyloorthosilicate (TMOS)/CH$_3$OH/H$_2$O system. This report reviews some of the main results obtained in these experiments.

It has been shown that the fluoride anion F$^-$ is one of the most effective catalysts [1] in accelerating the gelation process. For example, a concentration of $1.25 \times 10^{-4}$ M NaF in TMOS at neutral pH and room temperature reduces the gelation time, $t_{gel}$, from 33 to 10 h. By employing $^{29}$Si-NMR and Raman spectroscopy [2], we were able to study the early stages of the polymerization process of uncatalyzed and fluoride-catalyzed TMOS sols. In addition, we carried out a detailed characterization of surface properties of dried gels (xerogels) by using the Brunaur–Emmett–Teller (BET) technique [3]. The surface area, pore volume, average pore radius and pore size distribution were discussed as a function of fluoride concentration. It has been found that addition of NaF to TMOS sols leads to a large increase in pore size, and the pore distribution becomes narrower.
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TABLE 2.1. Experimental Techniques Used to Study the Gelation Point

<table>
<thead>
<tr>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMR relaxation times</td>
</tr>
<tr>
<td>Fluorescence polarization</td>
</tr>
<tr>
<td>Turbidity</td>
</tr>
<tr>
<td>Low-frequency Raman spectra</td>
</tr>
<tr>
<td>Static and dynamic light scattering</td>
</tr>
<tr>
<td>Shear viscosity</td>
</tr>
</tbody>
</table>

In order to obtain information about the growth process and structural evolution in the course of the sol–gel transition, we applied the small-angle neutron scattering (SANS) technique [4] to study uncatalyzed and \( F^- \)-catalyzed TMOS sols. It has been well established [5–11] that both SAXS and SANS techniques can be used to follow the evolution of structure of gels. The purpose of our work was to characterize the structural properties of these systems from the formation of the sol to the final gel and to elucidate how this process is affected by the addition of NaF.

In the course of these experiments, we realized that there is a great need to provide more information on the gelation point and to search for more quantitative ways to determine the gelation time. The most common way of determining the gelation time is to observe when the meniscus of a sol in a container no longer remains horizontal when the container is tilted. This method also used in our experiments is somewhat arbitrary because we recognize that the gelation time depends on the volume of the sample.

This provided motivation for our work in progress [12] aimed at a better definition of the gelation point. Various experimental techniques, as listed in Table 2.1, are employed in these experiments dealing both with microscopic and macroscopic characterizations of the gelation point [13–15]. Several specific results discussed in this Chapter will illustrate the scope of our systematic studies in progress.

2.2. EXPERIMENTAL

The sol–gel samples were prepared by a dropwise addition of a \( \text{H}_2\text{O}:\text{CH}_3\text{OH} \) mixture to the silicon-alkoxide tetramethyloctosilicate (TMOS), \( \text{Si(OCH}_3)_4 \) (Aldrich Chemical Company) which was diluted in \( \text{CH}_3\text{OH} \). Concentration of the reagents were adjusted to yield a final mole ratio TMOS:CH3OH:H2O = 1:4:4. The initial pH value of these solutions was about 6.4, which was measured with a digital pH meter with a glass electrode. The samples were maintained at room temperature (23°C) throughout the whole study.

The experimental procedures were given in detail elsewhere [2–4, 12]. The
following fluorescent probes were used: 2,3-(diphenylhexatriene)propanoyl-3-palmitoyl-1,-2-phosphatidylcholine (DPHPC); 2-aminonaphthalene-8-sulfonate (ANS), and the laser dye, rhodamine 6G.

2.3. RESULTS AND DISCUSSION

2.3.1. The Effect of Fluoride on the Sol–Gel Process

Natural abundance $^{29}\text{Si}$-NMR spectroscopy and laser Raman scattering experiments [2] were employed to investigate the effects of the fluoride ion on the gelation process in TMOS at pH 6.4. The hydrolysis and condensation reactions responsible for gelation can be followed by the appearance and disappearance of spectroscopic signals arising from the different species detected during this process.

Figures 2.1 and 2.2 depict the relative concentration (in $\%\text{Si}$) of the monomers (A), dimers and trimers (B), and higher-branched silicon species (C–F, shortly abbreviated as P in the following) for solution without a catalyst (solution I) and for solution containing $1.25 \times 10^{-4} M$ NaF (solution II) as a function of time $t$, normalized to the gelation time $t_{gel}$. At the gelation point of solution I (without NaF), there are still about 13% monomers and 18% of dimers and trimers present. During the course of the polymerization, the dimers and trimers form as an intermediate state, their intensity reaches a maximum at about $t/t_{gel} = 0.8$ and decreases to zero at $t/t_{gel} = 1.5$. At this time, all the monomers, dimers, and trimers have disappeared. In comparison, fluoride-

![Figure 2.1](image)

Figure 2.1. The time evolution of monomeric (A), dimeric and trimeric (B), and higher-branched (P) silicon groups for solution without catalyst as determined by natural abundance $^{29}\text{Si}$-NMR ($t_{gel} = 33 h$). Maximum error: 10% in $\%\text{Si}$; 5% in $t/t_{gel}$.
containing solution II contains still about 40% monomers at the gelation point, and it appears that the amount of dimers and trimers is almost constant 10% over the whole time scale. Also, in contrast to solution I, the monomer concentration in the fluoride-containing solution decreases more rapidly from the beginning, thus leading to a strong increase of higher-branched silicon species P. These data indicate that the dimers and trimers do not play a significant role as intermediate species in the polymerization process catalyzed by fluoride ions. In the case with added NaF, the experimental data indicate that the polymerization proceeds via the formation of higher-branched polymers from the very beginning of the process.

Similar to the NMR case, no specific changes in the spectral features of the Raman spectra are observed upon addition of NaF. Only a distinct difference between the intensities of the individual bands in solutions I and II is found. In particular, the intensity of the monomer TMOS band is very low at the gelation point in solution I, whereas the same band in solution II exhibits a rather high intensity, even at times \( \frac{t}{t_{gel}} = 1.5 \). A further difference is that the intensities of the hydrolyzed monomer species decrease with the increasing fluoride concentration.

A quantitative analysis of the Raman experiments can be obtained, because the peak intensities are proportional to the concentration of the scattering species. After calculating the intensity of the entire band between 600 and 740 cm\(^{-1}\), followed by subtraction of the background and normalization to the intensity of the methanol peak [16, 17], the total concentration of the monomer species \( C(t) \) at any time \( t \) can be obtained by \( C(t) = C(0) \cdot I(t)/I(0) \), where \( I(t) \) is the normalized intensity at time \( t \), \( I(0) \) and \( C(0) \) are the corresponding values for the intensity and concentration at a time very close to the preparation time \( (t \approx 0) \). As an example, Fig. 2.2 shows the relative concentration of the total
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Monomer species A for fluoride-containing solution II as obtained from the Raman experiment (open circles) together with the NMR results (closed circles). The agreement between these two experimental methods is very good.

Under our experimental conditions (pH = 6.4), we observed no Si–O–Si network vibration at 830 cm$^{-1}$ during the course of the gelation reaction. This might be due to the formation of a very irregular structure of the wet gel in terms of a significant variation of O–Si–O bond angles and possibly also bond lengths. Such a structural feature can be explained by the presence of a relatively large amount of organic $\text{OCH}_3$ groups in the silica network, which will lead to an irregular and relatively open structure.

In order to test this suggestion, we performed the pore analysis of dried gels without and with NaF (2.5 $\times$ $10^{-4}$ M NaF) using the BET technique [3]. Here we assumed that either the pore structure does not change significantly during the drying process or that the pore structure changes are comparable for the various samples prepared.

The overall surface area of pores increases slightly with the addition of fluoride. The most striking result of the pore analysis is the increase in total pore volume and average pore radius $R$ due to the addition of fluoride. At the same time, the micropore ($R < 10 \text{Å}$) area decreases, and the mesopore ($10 \text{Å} \leq R \leq 250 \text{Å}$) area increases. These findings support the interpretation that the presence of a certain amount of organic $\text{OCH}_3$ groups leads to the formation of a loose and relatively open silica network with a large fraction of mesopores and also containing a large amount of monomer species inside the large pores, even at times well after gelation.

The effect of the drying temperature on the average pore radius in samples with and without the fluoride anion is shown in Fig. 2.3. Due to the sintering process, the total pore volume decreases, and the average pore radius increases. The most interesting feature is that the micropores are gradually eliminated with increasing temperature, thus leading to a rather narrow distribution of mesopores at 800°C. The smaller pores collapse first at lower temperatures because of their higher surface energies. During the sintering process, residual $\equiv$Si–OR and $\equiv$Si–OH groups condense to $\equiv$Si–O–Si$\equiv$ bonds. Thus, at these higher heating temperatures of about 800°C, narrow pore sizes can be obtained whose average pore radius can be tuned between 14 and 28 Å by changing the fluoride concentration. For still higher temperatures ($T > 900$°C), the mesopores will also collapse by viscous sintering, which leads to the formation of poreless dense silica glass [17–20].

Only a few comments are made on the results of the SANS experiments [4] on the uncatalyzed and fluoride-catalyzed TMOS gels. The analysis of the Guinier and Porod regions of the scattering curves yielded valuable information about the particle size, the structural evolution, and the growth process of these systems.

Let us focus on the question of fractal dimension that can be obtained from the analysis of the diffraction curves in the Porod region. For random objects, such as polymer structures, the concept of fractal geometry provides a valuable
means of quantitatively describing the average structure of these objects by the relation $M \propto R^D$, where $M$ is the mass of the object and $D$ is the mass fractal dimension [21–23]. The intensity $I(Q)$ scattered at higher angles ($QR_r > 1$) in diffraction experiments can be analyzed in terms of a power law

$$I(Q) = Q^{-\mu}$$

(1)

using $\ln I(Q)$ versus $\ln Q$ plots. It has been shown [21–24] that $\mu$ is related to the fractal dimension characteristics of the particles. For mass fractals of dimension $1 < D < 3$, $D = -\mu$. In agreement with observations in similar silica systems [8], we observed no significant changes in the scattering profile or the $D$ value at the gel point even though drastic changes in dynamic properties such as viscosity [15] are observed at the transition from the sol to the rigid gel. The fractal dimension was found to increase with time even after the time of gelling and reached a constant value only close to $t/t_{gel} = 3$. The time dependences of $I_0$ and $D$ clearly demonstrated that the local structure of the polymer network is changing a long time after gelation. The $D$ value indicated that the scattering particles in the system are mass fractals over the entire time scale. Figure 2.4 compares the evolution of $D$ for an uncatalyzed sample with that of a sample containing $1.25 \times 10^{-4} M \text{NaF}$ up to $t/t_{gel} = 1.0$. The time dependence of $D$ is similar for both systems, and at $t/t_{gel} = 1$ the fractal dimension $D = 1.6$ was obtained. From the Porod region, a fractal dimension $D = 2.2 \pm 1$ was obtained at $t \gg t_{gel}$.

In the original study, we discussed in detail the analysis of the scattering data and compared the experimental results to predictions of theoretical models. The
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Figure 2.4. The time evolution of the fractal dimension $D$ for uncatalyzed and fluoride-catalyzed samples.

experimentally observed value of $D = 2.2$ found both for uncatalyzed and fluoride-catalyzed gels at $t/t_{gel} > 1$ is quite close to that predicted for the chemical reaction-limited cluster–cluster growth model [13, 22, 25, 26].

2.3.2. Systematic Studies of the Gelation Point

As indicated in the Introduction, we have recently started systematic experiments [12] employing a variety of experimental techniques in order to obtain more quantitative information about the gelation point. Several preliminary results dealing with NMR relaxation studies, fluorescence polarization, and viscosity measurements will be discussed.

Both the NMR relaxation experiments and fluorescence polarization experiments show that the motional dynamics of small molecules such as $D_2O$ and $CD_3OD$ or various fluorescence probes show small changes in motional dynamics at $t/t_{gel} = 1$ due to the fact that the pores in the wet gel are large enough to allow for relatively unhindered motion of the small molecules. This contrasts to the behavior of shear viscosity [15], which exhibits divergence when approaching the gelation point. Figure 2.5 compares the time dependence of deuterium NMR spin–lattice relaxation time in $D_2O$ and $CD_3OH$ with the polarization changes of various fluorescence probes of different size. One can see that the changes at $t/t_{gel}$ for the microscopic probes are very small and the rotational motions are relatively free even after gelation, reflecting the existence of large pores filled with $CD_3OH$ and $D_2O$ in the gel network. The theoretical analysis of the viscosity and intrinsic viscosity measurements will be presented in
Figure 2.5. Comparison of rotational motion of various probes of different size during gelation. Fluorescent probes: ○, DPHPC; △, ANS; ■, Rhodamine 6G. NMR probes: ●, CD$_3$OH; ■, D$_2$O. Because only the general change of $T_1$ with time is of interest, the $T_1$ scale for CD$_3$OH probe was set to coincide with the $T_1$ values obtained for D$_2$O.

detail elsewhere [12] and compared with the recent results obtained by Pope and Mackenzie [15, 27].

In connection with the NMR experiments, it is interesting to note the deuterium isotope effect [12] on the gelation time. For the TMOS/CH$_3$OH/H$_2$O system, the gelation time was 36 h for pH 6.4 and 23°C; $t_{gel}$ increased to 58 h for TMOS/CH$_3$OH/D$_2$O under the same experimental conditions. The gelation time further increased to 65 h for the TMOS/CD$_3$OD/D$_2$O system.

At the present time, measurements using static (SLS) and dynamic light scattering (DLS) techniques are in progress. In addition to information on particle size and transitional diffusion coefficient, the SLS data will enable us to test the scaling law behavior of the radius of gyration and the average molecular weight.

It is interesting to mention the preliminary result of the determination of the average translational diffusion coefficient $D_t$ during gelation by the DLS method. The correlation function of the scattered light intensity is determined by the motional state of the scattering particles in the DLS experiment [28]. For a polydisperse sol–gel system one has to use a cumulant fit in order to obtain the average decay constant $\Gamma$ of the correlation function $G(t)$. $\Gamma$ is related to the average translational diffusion coefficient [29]

$$\Gamma = D_t q^2$$  (2)
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Figure 2.6. Time evolution of the average translational diffusion coefficient $D_t$ for the TMOS gel as obtained by the dynamic light scattering experiment.

where $q$ is the wave vector defined as $q = (4\pi n/\lambda)\sin \theta/2$, $\lambda$ is the wavelength of the incident light, $n$ is the refractive index of the sol–gel (1.348), and $\theta$ is $90^\circ$.

$\Gamma$ was obtained by fitting the experimental correlation functions for different reduced time $t/t_{gel}$ with a third-order polynomial. The calculated $D_t$ as a function of $t/t_{gel}$ is shown in Fig. 2.6. It is clearly seen that the $D_t$ versus $t/t_{gel}$ plot can be used to indicate the gelation point for the sol–gel system. One observed a minimum in $D_t$ versus $t/t_{gel}$ at $t/t_{gel} = 0.96$. First, one sees the decrease in the effective diffusion coefficient reflecting a more restricted motion due to growth of particles, and after gelation, the increase in $D_t$ may be due to further polymerization (aging) of the gel resulting in a more rigid gel. Similar results were obtained by Hwang and Cummings [30] in their DLS study on gelation of gels with added formaldehyde for which the decay rate of the correlation function continuously increased in time as the gel became increasingly rigid. A detailed theoretical analysis of the experimental DLS and SLS data is in progress [12]. One should add that of particular promise are the low-frequency Raman scattering experiments [31, 32] which together with the SANS experiments will lead to a better understanding of the structural development during the gelation process.

In conclusion, we observed no drastic changes in the structures at the gelation point, and the polymer network continues to change after gelation. Systematic experiments using various experimental techniques are necessary to improve our molecular-level understanding of the gelation process.
UNDERSTANDING OF THE SOL-GEL PROCESS
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ROLE OF COMPLEXATION IN THE SOL–GEL CHEMISTRY OF METAL OXIDES

M. HENRY, J. P. JOLIVET, AND J. LIVAGE

3.1. INTRODUCTION

The sol–gel process is based on inorganic polymerization chemistry. Starting from molecular precursors, oxide networks are obtained via hydroxylation–condensation reactions [1]. Two routes are usually described in the literature, depending on whether the precursor is an inorganic salt in aqueous solution or an alkoxide in organic solvent [2].

In the first case, hydroxylation of inorganic precursors is performed via pH modification of the aqueous solution [3]. This leads to the protonation of anionic oxo ions:

\[
[MO_n]^{x-} + H^+ \rightleftharpoons [MO_{n-1}(OH)]^{(x-1)-}
\]

or to the deprotonation of cationic aquo ions:

\[
[M(OH_{2})_n]^{2+} \rightleftharpoons [M(OH)(OH_{2})_{n-1}]^{(n-1)+} + H^+
\]
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In the second case, the hydroxylation of metal alkoxides occurs upon addition of water:

\[ M(OR)_n + H_2O \rightarrow M(OH)(OR)_{n-1} + ROH \]

Condensation then follows via

\[
\begin{align*}
\text{Olation} & \quad M-OH + M-OH_2 \rightarrow M-O-M + H_2O \\
\text{Oxolation} & \quad M-OH + HO-M \rightarrow M-O-M + H_2O \\
& \quad M-OH + RO-M \rightarrow M-O-M + ROH
\end{align*}
\]

Such a description of the sol–gel chemistry is actually much too simplified. Other chemical species are almost always present in the solution. They are sometimes added in order to improve the process such as catalysts [4], stabilizing additives [5], or drying control chemical agents [6]. More often, they are just present as counterions when metallic salts are used as precursors or when the pH is modified by adding a base or an acid. Such foreign species are almost never taken into account in the chemical description of hydroxylation–condensation reactions. However, they appear to play a decisive role during the course of the sol–gel process.

The gelation time of silicon alkoxides decreases significantly upon acid catalysis. This can be explained by the protonation of the leaving OR group that makes the nucleophilic substitution easier. However, acids such as HF or CH$_3$COOH have a more pronounced effect despite the fact that they are rather weak acids [4]. Indeed, highly nucleophilic F$^-$ and CH$_3$COO$^-$ anions have been shown to react with the metal alkoxide [7, 8], changing the rate of hydrolysis and condensation.

Anions are often used in order to control the shape and size of colloidal particles. A large number of examples can be found in the work of Matijević et al. [9, 10]. Spherical hematite (αFe$_2$O$_3$) particles are obtained by heating FeCl$_3$ solutions, whereas spindle-type particles are produced from ferric nitrate solutions in the presence of small quantities of phosphate ions [9].

The crystalline structure of the precipitated particles also depends on the nature of the anions: α-FeOOH (goethite) precipitates from ferric nitrate or perchlorate solutions, whereas β-FeOOH (akaganeite) is produced in the presence of Cl$^-$ ions [11]. The thermohydrolytic precipitation of Ti(IV) from sulfuric acid solutions produces only titanium oxide with the anatase structure. In HCl or HNO$_3$ solutions, both anatase and rutile structures can be obtained [12].

Even the chemical composition of the solid phase can be modified by the presence of some anions. Heating ferric chloride solutions in the presence of HCl leads to α-Fe$_2$O$_3$ or β-FeO(OH), depending on the experimental procedure. In
the presence of sulfate ions, either hexagonal Fe₃(SO₄)₂(OH)₅·5H₂O or monoclinic Fe₄(SO₄)(OH)₁₀ are formed [9]. Some anions remain strongly bonded to the metal cation and thus end up in the solid phase giving basic salts, whereas others are released during the hydrolysis process or can be simply removed by leaching.

This Chapter presents an analysis of the role of complexation during the sol-gel synthesis of metal oxides. Foreign species can be involved at two levels during the nucleation-growth process. As chemical additives, they are able to coordinate metal cations leading to a chemical modification of the precursor at a molecular level. Because both the reactivity and the functionality of the precursor are changed, hydroxylation-condensation reactions are modified. As charged species, they change the ionic strength of the solution and are involved in the formation of the double layer around the colloidal particles. Aggregation processes are then also modified. In the following discussion, we will focus on the first aspect only.

3.2. THE PARTIAL CHARGE MODEL

It will be assumed that the chemical role of additives L depends on their ability to form stable M—L bonds during the course of hydroxylation-condensation reactions. Therefore, the question arises to give clear evidence of such bonds and to be able to predict in which cases complexation occurs. The chemical role of these species will be tentatively described according to the experimental results of the literature. However, rather few experiments are available. Therefore, a theoretical analysis will be suggested, based on the so-called partial charge model (PCM). This model is applicable to any chemical compound carrying a global charge \( z \) and a mean electronegativity \( \mu \) given by the relationship [13]

\[
\mu = \left( \sum_{i=1}^{n} \sqrt{\chi_i} + 1.36z \right)/\left( \sum_{i=1}^{n} 1/\sqrt{\chi_i} \right)
\]  

(1)

where \( n \) is the total number of atoms \( i \) having a Pauling electronegativity \( \chi_i \). From \( \mu \), the partial charge \( \delta_i \) on any atom \( i \) in the compound is given by

\[
\delta_i = (\mu - \chi_i)/(1.36\sqrt{\chi_i})
\]  

(2)

Once a partial charge distribution \( \delta_i \) \( (i = 1, \ldots, n) \) is known, the aim of the PCM is to look for simple criteria based on electrostatic grounds and that can help to predict whether reactions such as hydrolysis, condensation, or complexation should occur or not. Usually, one selects a chemical group X of particular interest within the compound, calculates its partial charge in the complex \( \delta_c(X) \) by direct summation according to the formula \( \delta_c(X) = \sum \delta_j \), and compares this partial charge to the integer charge \( x \) that X usually bears in a free state without chemical interaction. A critical state is always reached when
26 ROLE OF COMPLEXATION IN THE SOL–GEL CHEMISTRY

\[ \delta_c(X) = x, \] which defines a criterion of occurrence for the chemical process in which the X group is involved (elimination, nucleophilic attack, etc.). These criteria are usually expressed in terms of critical electronegativities \( \chi^* \) or hydrolysis ratio \( h^* \) found by solving the charge conservation equation \( (\Sigma_i \delta_i = z) \) with the constraint \( \delta_c(X) = x \). We have already shown [13] how modification of both hydrolysis and condensation reactions could be made by selecting \( x = 0 \) and \( X = \text{OH}, \text{H}, \text{H}_2\text{O} \). In the following we try to show that some interesting conclusions on complexing properties of anionic species could be reached by choosing \( x = -1 \) and \( X = \text{CH}_3\text{COO}, \text{CH}_3\text{COCHCOCH}_3, \text{ClO}_4, \text{NO}_3, \text{Cl}, \text{HSO}_4, \text{HCO}_3, \text{HCrO}_4, \text{and H}_2\text{PO}_4 \).

3.3. ALKOXIDE PRECURSORS

It is well known that protonic species \( HL \) are able to react with metal alkoxides [14]. Highly electronegative species \( (L = \text{Cl}^-, \text{NO}_3^-, \text{ClO}_4^-) \) increase the rate of hydrolysis:

\[
\text{M(OR)}_2 + z\text{H}_2\text{O} \xrightleftharpoons{\text{HL}} \text{M(OH)}_2 + z\text{ROH}
\]

Hydrolysis of titanium alkoxides with pure water leads to the precipitation of amorphous hydrated oxide \( \text{TiO}_2 \cdot n\text{H}_2\text{O} \). Acid hydrolysis in the presence of HCl directly leads to crystalline \( \text{TiO}_2 \) either in the anatase or rutile form (Fig. 3.1a). When \( L \) is less electronegative, such as acetate (OAc) or acetylacetonate (Acac), chemical modification of the molecular precursor occurs:

\[
\text{M(OR)}_2 + h\text{HL} \rightleftharpoons \text{ML}_a(\text{OR})_{2-a} + h\text{ROH}
\]

These reactions can be described in terms of associative nucleophilic substitutions. A three-step process may be suggested for modelization:

1. Nucleophilic addition of \( HL \) onto the positively charged metal atom.
2. Proton transfer within the transition state from the entering molecule toward an alkoxy group.
3. Departure of the positively charged protonated species.

\[
\text{H}^{-} + \text{M}^{-}\text{OR} \rightarrow \text{H}^{-} + \text{M}^{-}\text{OR} \rightarrow \text{L}^{-} + \text{ROH} \rightarrow \text{L}^{-} + \text{M} + \text{ROH}
\]

The whole process depends on charge distribution in the alkoxide and the transition states. As a simple criterion, both the metal atom \( M \) and the leaving group \( \text{ROH} \) have to be positively charged to ensure repulsion.

An estimate of the charge distribution can be deduced from the PCM [13]. Calculations performed in the case of \( \text{Ti(Oi-Pr)}_4 \) \( (\text{i-Pr} = \text{iC}_3\text{H}_7) \) and acetic acid show that in the transition state \( \delta(\text{AcOH}) = -0.7 \), while \( \delta(\text{i-PrOH}) = +0.1 \).
Figure 3.1. Morphology of TiO₂ sols and gels obtained through hydrolysis of Ti(Oi-Pr)₄ with various protic additives. (a) Transmission electron micrograph of crystalline rutile particles formed through the hydrolysis in i-Pr OH with HCl (pH = 1.5). Acicular crystals are roughly 6 nm wide and 130 nm long. (b) Scanning electron micrograph of amorphous fibrous titanium oxoacetate xerogels (± TiO(OAc)₂) formed from Ti(Oi-Pr)₄ in glacial acetic acid. The aggregated fibers have a diameter close to 100 nm and can be 4 μm long. (c) Transmission electron micrograph of semicrystalline linear polymers (± TiO(Acac)₂) formed upon hydrolysis of [Ti(Oi-Pr)₄ + 2AcacH] in i-Pr OH with H₂O/ EtOH mixture. The ribbons are 0.7 to 4 nm wide and roughly 0.1 μm long.
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\[
\text{Ti(Oi-Pr)}_4 + \text{AcOH} \rightarrow [\text{Ti(Oi-Pr)}_4(\text{AcOH})] \rightarrow \text{Ti(OAc)(Oi-Pr)}_3 + \text{i-PrOH}
\]

The positively charged alcohol molecule will then be removed, while the negatively charged acetate group remains bonded to titanium. The nucleophilic substitution is therefore possible in agreement with experimental results [15]. X-Ray absorption, NMR, and infrared spectra show that acetate groups behave as bidentate-bridging ligands, leading to the formation of dimeric species \(\text{Ti}_2(\text{OR})_6(\text{OAc})_2\).

A new molecular precursor is thus obtained and the whole hydrolysis–condensation process is modified. Alkoxy groups are hydrolyzed faster than acetate groups, and polymeric chains can even be obtained when a large amount of acetic acid is added (Fig. 3.1b).

The complexing ability of organic species does not depend only on their nucleophilic character. Chelating ligands, such as acetylacetone, are often used in order to stabilize highly reactive alkoxides such as \(\text{Ti(OR)}_4\), \(\text{Zr(OR)}_4\), or \(\text{Al(OR)}_3\). Calculations performed in the case of \(\text{Ti(Oi-Pr)}_4\) and acetylacetone (AcacH) show that in the transition state \(\delta(\text{AcacH}) = -0.46\), while \(\delta(\text{i-PrOH}) = +0.09\).

\[
\text{Ti(Oi-Pr)}_4 + \text{Acac} \rightarrow [\text{Ti(Oi-Pr)}_4(\text{AcacH})] \rightarrow \text{Ti(Acac)(Oi-Pr)}_3 + \text{i-PrOH}
\]

Again, the positively charged alcohol molecule will be removed. Experimental results [15] show that Acac behaves as a chelating ligand, leading to monomeric species \(\text{Ti(Acac)(Oi-Pr)}_3\) Acetylacetonate is strongly bonded to the metal atom and cannot be removed upon hydrolysis. The functionality of the molecular precursor therefore decreases, leading to the formation of anisotropic condensed species (Fig. 3.1c).

In the last two examples, substitution occurs because both acetic acid (\(\tilde{\chi} = 2.49\)) and acetylacetone (\(\tilde{\chi} = 2.38\)) are more electronegative than isopropanol (\(\tilde{\chi} = 2.29\)). If a less electronegative organic compound such as diethylamine \(\text{HNEt}_2\) (\(\tilde{\chi} = 2.24\)) is used, calculations lead to \(\delta(\text{HNEt}_2) = +0.19\), whereas \(\delta(\text{i-PrOH}) = -0.12\).

\[
\text{Ti(Oi-Pr)}_4 + \text{HNEt}_2 \rightarrow [\text{Ti(Oi-Pr)}_4(\text{HNEt}_2)] \rightarrow \text{Ti(NEt}_2)(\text{Oi-Pr})_3 + \text{i-PrOH}
\]

Consequently, transformation of alkoxides into dialkylamines is not possible, whereas alcoholysis of dialkylamines easily occurs in agreement with experimental results [14].

### 3.4. AQUEOUS PRECURSORS

Anions play a decisive role in the homogeneous precipitation of metal oxides from aqueous solutions [9]. As for organic phases, it may be assumed that
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chemical modification occurs when anions are able to form soluble complexes. Usually the complexing ability of a given anion $L^{p-}$ on a metal cation $M^{z+}$ is simply measured by the equilibrium constant $K$ corresponding to the formation of $ML$ species.

$$M_{aq}^{z+} + mL_{aq}^{p-} \rightleftharpoons [ML_{m}^{(z+mp)+}]_{aq} \quad K = \frac{[ML_{m}]}{[M][L]^{m}}$$

However, in an aqueous medium, the $ML_m$ concentration strongly depends on the pH of the solution. Side reactions may occur:

- Increasing the pH leads to the deprotonation of metal aquo ions:

$$[M(H_{2}O)_{n}]^{z+} + HOH^{-} \rightleftharpoons [M(OH)_{n}(H_{2}O)_{n-h}]^{(z-h)+} + H_{2}O$$

and to further condensation of hydroxo aquo precursors:

$$y[M(OH)_{h}(OH_{2})_{m-h}]^{(z-h)+} \rightleftharpoons [M_{y}(OH)_{yp}(OH_{2})_{yp}]^{(z-h)+} + xH_{2}O$$

- Protonation of anions $X^{-}$ can also be observed when the pH decreases:

$$L^{p-} + xH^{+} \rightleftharpoons H_{x}L^{(p-x)-} \quad (0 \leq x \leq p)$$

As a result of these side reactions, equilibrium 3 is displaced toward the left, and the observed equilibrium constant decreases. An “apparent constant” $K'$ has then to be introduced taking into account all side reactions [16]. It varies with pH and goes through a maximum for a given pH when complexation is the most effective.

Efficient complexation, therefore, occurs only over a given range of pH. Outside of this range, side reactions become important enough to lead to the dissociation of the complex. Apparent constants can be computed from the literature [16]. However, complexation constants for condensed species are rather difficult to obtain. Therefore it would be useful to introduce simpler criteria in order to be able to predict whether complexation has to be taken into account or not.

In order to find which factors govern complexation, let us consider what could happen to any $M-L$ bond in aqueous solution. For simplification we will in a first time assume that $L$ is a monovalent ligand ($p = 1$) complexing a nonhydrolyzed metal cation (aquo ion $M_{aq}^{z+}$). Water plays a double role:

1. Owing to its high dielectric constant ($\varepsilon = 80$), dissociation of any purely ionic bond can readily occur:

$$[ML]_{aq}^{z+-11+} \xrightleftharpoons{H_{2}O} M_{aq}^{z+} + L_{aq}^{-}$$
A simple criterion of complete ionicity of the M–L bond is easily found from the PCM through the condition \( \delta_{c}(L) < -1 \). Indeed, \( \delta_{c}(L) > -1 \) means that some charge transfer has occurred from L⁻ to M (within a molecular orbital, for example). In such a case the M–L bond having some covalent character cannot be broken anymore. A criterion of stability against this ionic dissociation would thus be: \( \delta_{c}(L) = \delta(\text{aq}) = -1 \).

Owing to its filled 3a¹ orbital, the water molecule is able to coordinate to metal cations setting a \( \sigma \) charge transfer that makes protons more acidic. Prototopic transfers toward other free water molecules (hydrolysis) or alternatively toward neighboring L ligands may thus occur:

\[
\begin{align*}
[(\text{H}_2\text{O})\text{M}L]^{(z-1)^+}_{\text{aq}} & \rightarrow [(\text{HO})\text{M}(\text{HL})]^{(z-1)^+}_{\text{aq}} \equiv [\text{MOH}]^{(z-1)^+}_{\text{aq}} + \text{HL}\text{aq} \quad (5a) \\
\text{HL}\text{aq} & \equiv \text{H}^+ + \text{L}^- \\
[\text{MOH}]^{(z-1)^+}_{\text{aq}} + \text{H}\text{aq} & \equiv M^{z+}_{\text{aq}} \quad (5c)
\end{align*}
\]

As already discussed for alkoxide precursors, removal of the HL molecule is expected to occur as soon as \( \delta_{c}(\text{HL}) > 0 \). If \( \delta_{c}(\text{HL}) < 0 \), the proton can go back toward the OH group because the HL molecule is able to stay in the vicinity of the hydrolyzed complex, ensuring stability. A second criterion of stability against hydrolytic dissociation (assisted nucleophilic substitution) is thus found by setting \( \delta_{c}(\text{HL}) = \delta(\text{HL}\text{aq}) = 0 \). Notice that the net result of this hydrolytic dissociation depends on the acid–base properties of the HL molecule in aqueous solution. With highly acidic ligands, such as HCl, equilibrium 5b is strongly shifted to the right leading to the formation of an aquo ion with Cl⁻ as a counterion (cf. reaction 4), despite the highly covalent nature of the M–Cl bond. On the other hand with weakly acidic molecules such as alcohols ROH, equilibrium 5b is strongly shifted to the left leading to the formation of a hydrolyzed precursor as in hydrolysis of alkoxide. Finally, with molecules having a measurable pK in aqueous solution (AcOH, AcacH), an aquo ion or a hydrolyzed precursor is obtained depending on the pH.

If we pass now our attention toward multivalent ligands such as phosphate \((p = 3)\), four main forms are to be considered, namely, \( \text{PO}_4^{3-} \), \( \text{HPO}_4^{2-} \), \( \text{H}_2\text{PO}_4^- \), and \( \text{H}_3\text{PO}_4 \). For the \( \text{H}_x\text{PO}_4^{(3-x)-} \) ions \((x = 0, 1)\), stability against ionic dissociation requires \( \delta_{c}(\text{PO}_4) > -3 \) for \( x = 0 \) and \( \delta_{c}(\text{HPO}_4) > -2 \) for \( x = 1 \). Hydrolysis by water molecules leads to the formation of \( \text{HPO}_4 \) \((x = 0)\) and \( \text{H}_2\text{PO}_4 \) \((x = 1)\) ligands, which again have to be stable against ionic dissociation: \( \delta_{c}(\text{HPO}_4) > -2 \) for \( x = 0 \) and \( \delta_{c}(\text{H}_2\text{PO}_4) > -1 \) for \( X = 1 \). If we recall that \( \delta_{c}(\text{H}) < 1 \) in any chemical compound, the two above conditions will always be fulfilled as soon as \( \delta_{c}(\text{H}_2\text{PO}_4) > -1 \). Consequently, stability against ionic as well as hydrolytic dissociation requires \( \delta_{c}(\text{H}_3\text{PO}_4) > -1 \) \((\forall x < 1)\). For \( x = 2 \), the same condition applies, but hydrolysis of \( \text{H}_2\text{PO}_4 \) ligand leads to \( \text{H}_3\text{PO}_4 \). Stability for this ligand then requires \( \delta(\text{H}_3\text{PO}_4) < 0 \).

To sum up this section, strong complexation for any \( p \)-valent \( \text{H}_x\text{L} \) ligand
(x < p - 1) is expected if both conditions $\delta_c(H_{p-1}L) > -1$ and $\delta_c(H_{p}L) < 0$ are simultaneously fulfilled in any protic solvent such as water. If $\delta_c(H_{p}L) > 0$ hydrolysis by water molecules may occur while if $\delta_c(H_{p-1}L) < -1$, ionic dissociation becomes possible. Two criteria, $\delta_c(H_{p}L) = 0$ and $\delta_c(H_{p-1}L) = -1$, have then to be considered in order to define electronegativity ranges where complexation is most likely to occur.

### 3.5. COMPLEXING ABILITY OF ANIONS

Let us consider the so-called zirconyl cation $\text{ZrO}^{2+}$, which on stereochemical grounds must be written $[\text{Zr(OH)}_2(\text{OH}_2)_6]^{2+}$, because the zirconium atom is very often coordinated by eight ($n = 8$) oxygen atoms. Complexation of this inorganic precursor ($h = 2$) by $H_{p-1}L^-$ anions leads to the following equilibrium:

$$[\text{Zr(OH)}_2(\text{OH}_2)_6]^{2+} + mH_{p-1}L^- \leftrightarrow [\text{Zr(OH)}_2(\text{OH}_2)_{6-m}(H_{p-1}L)_m]^{2-m} + mqH_2O$$

where $q$ is the number of water molecules displaced by complexation ($q = 1$ for a monodentate anion, whereas $q = 2$ for a bidentate one). Charge conservation in the complexed precursor leads to

$$\delta_c(\text{Zr}) + (8-mx)\delta_c(\text{H}_2\text{O}) - 2\delta_c(\text{H}) + m\delta_c(H_{p-1}L) = 2 - m$$

from which critical electronegativities for ionic $\bar{\chi}_D$ and hydrolytic $\bar{\chi}_H$ dissociation may be calculated by setting $\delta_c(H_{p-1}L) = -1$ and $\delta_c(H_{p}L) = 0$, respectively:

$$\delta_c(H_{p-1}L) = -1 \Rightarrow \bar{\chi}_D(m, q) = \bar{\chi}[\text{ZrO}^{2-}_8-mq\text{H}_{14-2m}]$$

$$\delta_c(H_{p}L) = 0 \Rightarrow \delta_c(H_{p-1}L) = -\delta_c(\text{H}) \Rightarrow \bar{\chi}_H(m, q) = \bar{\chi}[\text{ZrO}^{2-}_8-mq\text{H}_{14-2m-24+1}]$$

from which Table 3.1 can be computed. From the results of last section, stability requires simultaneously $\bar{\chi}(H_{p-1}L) < \bar{\chi}_D$ and $\bar{\chi}(H_{p}L) > \bar{\chi}_H$. Anions can then be separated into three classes.

| TABLE 3.1. Critical Electronegativities Corresponding to Ionic ($\bar{\chi}_D$) and Hydrolytic ($\bar{\chi}_H$) Dissociation Deduced from the Partial Charge Model applied to the Zirconyl Cation $\text{ZrO}^{2+}$ ($h = 2$) |
|---|---|---|---|---|
| $x$ | $\bar{\chi}_H(1, x)$ | $\bar{\chi}_D(1, x)$ | $\bar{\chi}_H(2, x)$ | $\bar{\chi}_D(2, x)$ |
| 1 | 2.58 | 2.66 | 2.49 | 2.69 |
| 2 | 2.60 | 2.69 | 2.50 | 2.80 |
1. Counterions. They are not able to form a stable Zr–X bond in aqueous solution and would therefore not be involved in the formation of condensed species. Highly electronegative anions such as ClO$_4^-$ ($\chi = 2.86$) belong to this class as $\chi > \chi_d(m, q)$ whatever the coordination mode (mono- or bidentate). Anions with a low electronegativity such as Cl$^-$ belong also to this class as $\chi(HCl) = 2.44 < \chi_d(m, q)$, again whatever the coordination mode. Consequent-
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**Figure 3.2.** X-ray structures of some basic salts of zirconium with OH/Zr = 2 ratio (zirconyl ion ZrO$_2^+$). (a) Cyclic tetramer of ZrOCl$_2$·8H$_2$O = [Zr$_4$(OH)$_4$(OH)$_2$]$_2$·8Cl(H$_2$O)$_2$$. (b) Dodecahedral chain of Zr(NO$_3$_2)·5H$_2$O = [Zr(OH)$_2$(NO$_3$_2)OH$_2$]$_2$·5NO$_3$·2H$_2$O. (c) Pentagonal bipyramidal chain of ZrOSO$_4$·2H$_2$O = [Zr(OH)$_2$(OH)SO$_4$]. (d) Square antiprismatic chain of ZrOSO$_4$·H$_2$O = [Zr(OH)$_2$(SO$_4$)]. (e) Dodecahedral sheets of ZrOCrO$_4$·H$_2$O = [Zr(OH)$_2$(CrO$_4$)].
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ly, both in solid zirconyl chloride $\text{ZrOCl}_2 \cdot 8\text{H}_2\text{O}$, and in its aqueous solutions, zirconium is present mainly as tetrameric species $[\text{Zr}_4(\text{OH})_6(\text{OH}_2)_4]^8^+$ (Fig. 3.2a). Zirconium atoms are linked by four bridging OH groups and have four water molecules giving an eightfold coordination (square antiprism) [17, 18].

Solutions of these species are known to polymerize upon heating or neutralization and to yield a hydrous oxide $\text{ZrO}_2 \cdot n\text{H}_2\text{O}$ containing such tetrameric units linked by hydroxo and oxo bridges [19].

2. *Weakly complexing anions.* They are able to substitute water molecules and could therefore be involved in the formation of condensed species such as basic salts. From Table 3.1, nitrate ions $\text{NO}_3^-$ ($\chi = 2.76$) are expected to show some weak complexing ability toward zirconium for $\text{NO}_3^-/\text{Zr} = m = 2$ if they behave as bidentate ligands. In agreement, crystals of composition $\text{Zr(OH)}_2(\text{NO}_3)_2(\text{OH}_2)_4$ can be isolated, where $\text{NO}_3^-$ behave as a chelating ligand substituting two water molecules [20]. The crystal structure is built from infinite zig-zag chains of composition $[\text{Zr(OH)}_2(\text{NO}_3)(\text{OH}_2)]^2^+$, where the zirconium atoms in eightfold coordination are linked together by four bridging OH groups [20] (Fig. 3.2b).

3. *Strong complexing anions.* They are able to act as bridging ligands and thus behave as network formers in basic salts. Sulfate ($\chi[\text{HSO}_4^-] = 2.64$), phosphate ($\chi[\text{H}_2\text{PO}_4^-] = 2.49$), and chromate ($\chi[\text{HCrO}_4^-] = 2.44$) ions are typical examples of such a behavior as their electronegativity always lies below $\chi_0(m, q)$ or above $\chi_4(m, q)$ ($\chi[\text{H}_2\text{SO}_4] = 2.88$, $\chi[\text{H}_3\text{PO}_4] = 2.71$, and $\chi[\text{H}_2\text{CrO}_4] = 2.70$). In agreement, the structure of basic salts $\text{Zr(OH)}_2\text{SO}_4$ and $\text{Zr(OH)}_2\text{CrO}_4\cdot \text{H}_2\text{O}$ is made of $[\text{Zr(OH)}_2]^2^+\text{SO}_4^-$ chains held together by sulfate tetrahedra [21, 22] (Figs. 3.2c and d). With the more covalent chromate anion, similar basic salts $\text{Zr(OH)}_2\text{CrO}_4$ can be obtained, but in this case, infinite networks of composition $[\text{Zr}_3(\text{OH})_6(\text{CrO}_4)]^{4^+}$ are held together by chromate groups [23]. All these basic salts can be nucleated from the following inorganic precursor ($X = \text{S, Cr}$):

$$[\text{Zr(OH)}_2(\text{OH}_2)_4]^{2^+} + \text{HSO}_4^- \rightarrow [\text{Zr(OH)}_2(\text{HSO}_4)(\text{OH}_2)_4]^+ + 2\text{H}_2\text{O}$$

which appears to be stable in an aqueous solution. As evidenced from X-ray structures, crystal growth involves a deprotonation process in order to form the $\text{XO}_4^-$ ligand:

$$[\text{Zr(OH)}_2(\text{HSO}_4)(\text{OH}_2)_4]^+ \rightarrow \text{Zr(OH)}_2(\text{XO}_4)_4 + \text{H}_3\text{O}^+ + 3\text{H}_2\text{O}$$

This reaction can be induced through thermohydrolysis of the aqueous solution. With $\text{H}_2\text{PO}_4^-$, basic salts are also formed, but precipitation occurs at room temperature leading to $\text{Zr(OH)}_2(\text{H}_2\text{PO}_4)_2$ rather than $\text{Zr(OH)}_2(\text{HPO}_4)_2$ [24]. The structure of this polymeric compound has not yet been established.
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The same considerations apply to any hydrolyzed metal cation
\([M(OH)_{h}(OH_{2})_{z-h}]^{z-}\) having a coordination number \(n\) and a Pauling
electron negativity \(\chi_{M}\). In this more general case, it is an easy matter to show that
relation 6 becomes

\[
\delta_{c}(H_{p-1}L) = -1 \implies \bar{\chi}_{D}(z, n, h, m, q, \chi_{M}) = \bar{\chi}[M(OH)_{h}(OH_{2})_{z-h}^{+}]
\]

\[
\delta_{c}(H_{p}L) = 0 \implies \bar{\chi}_{H}(z, n, h, m, q, \chi_{M}) = \bar{\chi}[M(OH)_{h}^{+}(OH_{2})_{z-h-m}^{+}]
\]

(7)

3.6. COMPLEXING ABILITY AND HYDROLYSIS RATIO

In the previous section we have shown how different anions are able to nucleate
basic salts from aqueous solutions of a \(h = 2\) hydrolyzed cation. We will now
turn our attention to the structural modification induced by a ligand such as
sulfate as a function of the hydrolysis ratio for the same metal cation \(Zr(IV)\)
\((z = 4, n = 8, \text{ and } \chi_{M} = 1.29)\):

\[
[Zr(OH)_{h}(OH_{2})_{8-h}]^{(4-h)+} + mHSO_{4}^{-} \rightleftharpoons [Zr(OH)_{h}(OH_{2})_{8-h-2m}(HSO_{4})_{m}]^{(4-h-m)+} + 2mH_{2}O
\]

Sulfate ions are supposed to behave as bidentate ligands \((q = 2)\). The
condition \(\delta(HSO_{4}) > -1\) and charge conservation lead to

\[
\delta_{c}(Zr) + (8 - 2m)\delta_{c}(H_{2}O) - h\delta_{c}(H) < 4 - h
\]

from which a critical value \(h_{c}\) for ionic dissociation can be defined:

\[
h < \frac{1}{1 - \delta_{c}(H)} \left[ 4 - (8 - 2m)\delta_{c}(H_{2}O) - \delta_{c}(Zr) \right] \equiv h_{c}^{*}
\]

(8)

Because \(\bar{\chi} = \bar{\chi}(HSO_{4}) = 2.641 \implies h_{c}^{*} = 1.98 + 0.58m\).

Complexation of \(Zr(IV)\) with sulfate is expected when \(m = 1\) for \(h < 2\),
whereas for \(m = 2\) it will be \(h \leq 3\). Therefore, owing to the stability of the \(Zr–\)
\(SO_{4}\) bond in aqueous solution for \(h \leq 3\), evaporation or thermohydrolysis of
sulfate solutions are expected to form a lattice where the \(Zr(IV)\) cation will be
coordinated by sulfate tetrahedra. Experimental evidence of such a behavior is
provided by the X-ray structures of neutral or basic salts of \(Zr(IV)\).

A survey of the literature shows that many neutral salts \(Zr(SO_{4})_{2} \cdot yH_{2}O\)
\((m = 2)\) can be obtained from aqueous solutions \((y \geq 4)\). Isolated dimeric
complexes of composition \(Zr_{2}(SO_{4})_{2}(H_{2}O)_{y}\) are found if \(y = 5\) or 7 \([25–27]\)
(Figure 3.3a). For \(y = 4\), a layered structure is obtained as the stable form at
room temperature (Fig. 3.3b) \([28]\). In both structures, \(SO_{4}\) tetrahedra bridge
two zirconium atoms surrounded by water molecules in order to reach an
eightfold coordination. These crystals may be nucleated from soluble complexes
Figure 3.3. Crystal structures of zirconium sulfates as a function of the hydrolysis ratio $h = \text{OH}/\text{Zr}$.

(a) $h = 0$: Dodecahedral dimers formed in $\text{Zr(SO}_4\text{)}_2\cdot7\text{H}_2\text{O} = [\text{Zr}_2(\text{SO}_4\text{})(\text{OH}_2\text{})_8]\cdot6\text{H}_2\text{O}$ and $\text{ZrSO}_4\cdot5\text{H}_2\text{O} = [\text{Zr}_2(\text{SO}_4\text{})(\text{OH}_2\text{})_8]\cdot2\text{H}_2\text{O}$. (b) $h = 0$: Square antiprismatic layers formed in $\text{Zr(SO}_4\text{)}_2\cdot4\text{H}_2\text{O}$. (c) $h = 0$: Sheets formed in $\text{Zr(SO}_4\text{)}_2\cdot\text{H}_2\text{O}$, where $\text{Zr}$ is in sevenfold coordination as in $\text{ZrO}_2$ monoclinic. (d) $h = 1$: Dodecahedral sheets found in $\text{Zr}_2\text{O(SO}_4\text{)}_3\cdot5\text{H}_2\text{O} = [\text{Zr}_2(\text{OH}_2\text{})(\text{SO}_4\text{})(\text{OH}_2\text{})_8]\cdot2\text{H}_2\text{O}$. This structure can be viewed as being composed of dimers $[\text{Zr}_2(\text{OH}_2\text{})(\text{SO}_4\text{})(\text{OH}_2\text{})_8]^0$ linked by sulfate tetrahedra. $h = 2$: See Figs. 3.2c and d for $[\text{Zr(OH)}_2(\text{OH}_2\text{})(\text{SO}_4\text{})]$ and $[\text{Zr(OH)}_2(\text{OH}_2\text{})(\text{SO}_4\text{})]$.

such as

$$h = 2: [\text{Zr(OH)}_2(\text{HSO}_4\text{})_2(\text{OH}_2\text{})_2]^0 \rightarrow \text{Zr(SO}_4\text{)}_2\cdot4\text{H}_2\text{O}$$

Hydroxo groups are converted into aquo ligands by a prototropic transfer from HSO$_4$ ligands within the coordination sphere of Zr(IV). Another much less probable pathway involving $h = 0$ precursors can also be imagined:

$$h = 0: [\text{Zr(HSO}_4\text{)}_2(\text{OH}_2\text{})_2]^2^+ + 2\text{H}_2\text{O} \rightarrow \text{Zr(SO}_4\text{)}_2\cdot4\text{H}_2\text{O} + 2\text{H}_3\text{O}^+$$

The structural relationship between the tetrahydrate and higher hydrates can be understood as a competition between bridging sulfate and water molecules around the Zr(IV) cation. At a low temperature, water molecules are able to break some sulfate bridges in the layered structure of the tetrahydrate leading to dimeric species as found in the penta- and heptahydrates. When temperature increases ($T = 100^\circ\text{C}$), sulfate groups can displace water molecules from the
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coordination sphere of Zr(IV) leading to several monohydrates ($y = 1$) made of layers $[\text{Zr(SO}_4)_2\cdot\text{H}_2\text{O}]$ held together by hydrogen bonds. Each Zr(IV) is surrounded by six oxygen atoms belonging to bridging sulfate groups and one water molecule (Fig. 3.3c). At a higher temperature ($T > 300^\circ\text{C}$), anhydrous $\text{Zr(SO}_4)_2$ is obtained, and each zirconium atom is bonded to seven bridging sulfate groups forming a three-dimensional network.

Basic sulfates can be obtained by thermohydrolysis of zirconium sulfates aqueous solutions. A crystalline compound with the composition $\text{Zr}_2(\text{OH})_3(\text{SO}_4)_3(\text{H}_2\text{O})_4$ can be obtained by aging sulfuric solutions of Zr(IV) between 100$^\circ\text{C}$ and 150$^\circ\text{C}$ [32]. The structure is built up of dimeric $\text{Zr}_2(\text{OH})_5^+$ species forming layers in which each zirconium is connected to four other Zr by bridging sulfate groups. Two water molecules complete the eightfold coordination (dodecahedron) (Fig. 3.3d).

The nucleation of such a structure can be described via an olation process between two complexed inorganic Zr(IV) precursors, respectively, ($h = 3, m = 2$) and ($h = 2, m = 1$):

$$\begin{align*}
[Zr(OH)_3(\text{HSO}_4)_2(\text{OH}_2)]^{-} + [Zr(OH)_2(\text{HSO}_4)(\text{OH}_2)_4]^+ & \longrightarrow \\
[Zr_2(OH)_3(\text{HSO}_4)_3(\text{OH}_2)_3]^3 + 2\text{H}_2\text{O}
\end{align*}$$

Prototropic transfers between HSO$_4$ groups and nonbridging OH groups lead to the formation of highly nucleophilic SO$_4$ ligands, which are able to substitute two water molecules in order to form the previously described layers:

$$n[Zr_2(\text{OH})_5(\text{HSO}_4)_3(\text{OH}_2)_3]^0 \longrightarrow [Zr_2(\text{OH})_2(\text{SO}_4)_3(\text{OH}_2)_4]^{4+} + 2n\text{H}_2\text{O}$$

Another possibility is the reaction between the ($h = 1, m = 1$) and ($h = 1, m = 2$) precursors:

$$[\text{Zr(OH)}(\text{HSO}_4)(\text{OH}_2)_3]^2^+ + [\text{Zr(OH)}(\text{HSO}_4)_2(\text{OH}_2)_3]^+ \rightleftharpoons [Zr_2(\text{OH})_2(\text{HSO}_4)_3(\text{OH}_2)_6]^3^+ + 2\text{H}_2\text{O}$$

Prototropic transfers now occur toward free water molecules leading to

$$n[Zr_2(\text{OH})_2(\text{HSO}_4)_3(\text{OH}_2)_6]^3^+ + 3n\text{H}_2\text{O} \rightarrow \\
[Zr_2(\text{OH})_2(\text{SO}_4)_3(\text{OH}_2)_4]^0 + 3n\text{H}_3\text{O}^+ + 2n\text{H}_2\text{O}$$

On the basis of purely electrostatic arguments, the first reaction, forming a neutral dimeric precursor, seems to be highly probable.

When the hydrolysis temperature increases beyond $T = 200^\circ\text{C}$, the following equilibrium

$$[\text{Zr(OH)}_2(\text{HSO}_4)(\text{OH}_2)_4]^+ + \text{H}_2\text{O} \rightleftharpoons [\text{Zr(OH)}_3(\text{HSO}_4)(\text{OH}_2)_3]^0 + \text{H}_3\text{O}^+$$
is strongly displaced toward the right. Direct nucleation of chain polymers based on double OH bridges is possible leading to the well-known polymeric Zr(OH)$_2$SO$_4$·xH$_2$O (x = 0, 1) basic salts [21, 22] (Figs. 3.2c and d). An olation growth mechanism can be suggested, giving rise to chain polymers as follows:

$$n[Zr(OH)_3(HSO_4)(OH_2)]_n^0 \rightarrow [Zr(OH)_3(HSO_4)(OH_2)]_n + 2nH_2O$$

These polymers are able to give more condensed species through sulfate bridges by simultaneous prototropic transfers and water elimination.

1. When sulfates bridge two chains only, hydrated basic salts are obtained:

$$[Zr(OH)_3(HSO_4)(OH_2)]_n \rightarrow [Zr(OH)_2SO_4\cdot H_2O]_n + nH_2O$$

In this structure Zr(IV) is in sevenfold coordination (pentagonal bipyramid).

2. When sulfate tetrahedra are allowed to bridge three polymeric chains, bridging sulfates must be present inside every chain and all the water molecules are removed from the coordination sphere:

$$[Zr(OH)_2(HSO_4)(OH_2)]_n \rightarrow [Zr(OH)_2SO_4]_n + 2nH_2O$$

Zr(IV) remains in an eightfold coordination (square antiprism).

For $h > 3$, $\delta$(HSO$_4$) < −1, sulfate groups are no more able to coordinate the zirconium atom (purely ionic bond), and no basic salts are expected. Amorphous zirconium oxide ZrO$_2$·nH$_2$O is obtained. Sulfates are no longer present in the solid network, but still play an important role during the nucleation–growth processes. Thermal hydrolysis of hydrochloric solutions leads to ZrO$_2$ particles irregular in morphology, whereas monodispersed spherical particles are obtained in the presence of K$_2$SO$_4$ [33]. Metastable sulfate complexes such as $[Zr(OH)_3(SO_4)(OH_2)]_3^-$ could be involved controlling the local concentration of the active $h = 4$ precursor through an intramolecular prototropic transfer:

$$[Zr(OH)_3(SO_4)(OH_2)]_3^- \Leftrightarrow [Zr(OH)_4(HSO_4)(OH_2)_3]^-$$

The complex at the left appears to be stable against ionic dissociation:

$$[Zr(OH)_3(SO_4)(OH_2)]_3^- + 2H_2O \rightarrow [Zr(OH)_3(OH_2)]^3^- + SO_4^{2-}$$

In this case, $\bar{\delta} = 2.53 \Rightarrow \delta$(SO$_4$) = −1.47 > −2. This is no more valid for the complex at the right, formed after prototropic transfer. For the same mean electronegativity, $\delta$(HSO$_4$) = −1.25 < −1. Ionic dissociation readily occurs:

$$[Zr(OH)_4(HSO_4)(OH_2)_3]^- + 2H_2O \rightarrow [Zr(OH)_4(OH_2)_3]^0 + HSO_4$$
and the active $h = 4$ precursor appears in solution. Consequently, depending on the prototropic transfer ability (as a function of the pH) and on the concentration of $\text{SO}_4^{2-}$ in solution, optimum concentration of the $h = 4$ precursor in solution could be attained giving rise to monodispersed spherical particles. Such a mechanism with $\text{Cl}^-$ ions is not possible due to their monovalent charge and their low complexing ability.

Table 3.2 shows how computed partial charges vary when the mean electronegativity decreases. Note that as long as $\delta(\text{SO}_4) \geq -1$, sulfate is able to bridge three or four zirconium atoms. When $\delta(\text{SO}_4) < -1$, sulfates cannot bridge more than two zirconium atoms, and no complexation occurs when $\delta(\text{HSO}_4) < -1$. This decrease in the coordination ability of the sulfate group seems to be correlated to an increase of the ionicity of the $\text{M}-\text{OSO}_3$ bond.

Generalization of relation 8 to any hydrolyzed metal cation as well as any ligand $\text{H}_p\text{L}$ is straightforward and leads to

$$h < \frac{1}{1 - \delta_c(H)} [z - (n - mq)\delta_c(\text{H}_2\text{O}) - \delta_c(\text{M})] \equiv h_0^*$$

with

$$\bar{\chi} = \bar{\chi}[\text{H}_p\text{L}^{-}] \quad (9)$$

giving in the case of sulfate ions ($\bar{\chi} = 2.641$)

$$h_0^*(\text{HSO}_4^{-}) = 1.38z - 0.29(n - mq) - (2.641 - \chi_m)/\sqrt{\chi_m}$$

Let these relations be now applied to aluminum for which $n = 6$, $z = 3$, and $\chi_m = 1.47$.

Relation 9 with $m = 1$ gives $h_0^* = 1.43 + 0.29q$. Consequently, $\text{Al}^{3+}$ polycations can be precipitated by sulfates for $h \geq 2$, these ions acting only as counterions rather than network formers as with Zr(IV). For $h = 2$, sulfates can behave in two ways:

### TABLE 3.2. Partial Charges of Sulfate Groups in Some Crystalline Zirconium Sulfates

<table>
<thead>
<tr>
<th>Compound</th>
<th>$\bar{\chi}$</th>
<th>$\delta(\text{SO}_4)$</th>
<th>$\delta(\text{HSO}_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Zn} (\text{SO}_4)_2$</td>
<td>2.996</td>
<td>-0.53</td>
<td>-</td>
</tr>
<tr>
<td>$\text{Zn} (\text{SO}_4)_2\cdot \text{H}_2\text{O}$</td>
<td>2.880</td>
<td>-0.77</td>
<td>-0.37</td>
</tr>
<tr>
<td>$\text{Zn} (\text{OH})_2\text{SO}_4$</td>
<td>2.758</td>
<td>-1.02</td>
<td>-0.68</td>
</tr>
<tr>
<td>$\text{Zr}_2(\text{OH})_2(\text{SO}_4)_3(\text{H}_2\text{O})_2$</td>
<td>2.732</td>
<td>-1.07</td>
<td>-0.75</td>
</tr>
<tr>
<td>$\text{Zn} (\text{SO}_4)_2\cdot 4\text{H}_2\text{O}$</td>
<td>2.721</td>
<td>-1.09</td>
<td>-0.78</td>
</tr>
<tr>
<td>$\text{Zn} (\text{OH})_2\text{SO}_4\cdot \text{H}_2\text{O}$</td>
<td>2.695</td>
<td>-1.15</td>
<td>-0.84</td>
</tr>
<tr>
<td>$\text{Zn} (\text{SO}_4)_2\cdot 5\text{H}_2\text{O}$</td>
<td>2.694</td>
<td>-1.15</td>
<td>-0.85</td>
</tr>
<tr>
<td>$\text{Zn} (\text{SO}_4)_2\cdot 7\text{H}_2\text{O}$</td>
<td>2.654</td>
<td>-1.23</td>
<td>-0.95</td>
</tr>
<tr>
<td>$\text{Zn} (\text{OH})_2\text{SO}_4(\text{OH})_3$</td>
<td>2.532</td>
<td>-1.47</td>
<td>-1.25</td>
</tr>
</tbody>
</table>
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1. Direct elimination of $\text{HSO}_4^-$ followed by the protonation of the hydrolyzed precursor:

$$[\text{Al(OH)}_2(\text{HSO}_4)(\text{OH}_2)_2] + 2\text{H}_2\text{O} \rightarrow [\text{Al(OH)}_2(\text{OH}_2)_4]^+ + \text{HSO}_4^-$$

$$\text{HSO}_4^- + \text{H}_2\text{O} \Leftrightarrow \text{H}_2\text{O}^+ + \text{SO}_4^{2-}$$

$$[\text{Al(OH)}_2(\text{OH}_2)_4] + \text{H}_2\text{O}^+ \Leftrightarrow [\text{Al(OH)}(\text{OH}_2)_2]^2^+ + \text{H}_2\text{O}$$

A dimerization of this last uncomplexed precursor then occurs giving rise to octahedral dimers sharing an edge $[\text{Al}_2(\text{OH})_6(\text{OH}_2)_4]^4^+$. This polycation has been isolated. It does not show any evidence of chemical bond between Al and $\text{SO}_4$ (Fig. 3.4a) [34].

2. Direct elimination of $\text{HSO}_4^-$ with no protonation of the precursor. The resulting $h = 2$ precursor is able to form a chainlike polycation based on $[\text{Al}_4(\text{OH})_8(\text{OH}_2)_6]^4^+^$ tetramers sharing two edges (Fig. 3.4b) [35]. These chains are further associated with $\text{SO}_4^{2-}$ tetrahedra and water molecules, again without complexation of aluminum by sulfate ions.

**Figure 3.4.** Crystal structures of basic aluminium sulfates. (a) Octahedral dimers $[\text{Al}_2(\text{OH})_6(\text{OH}_2)_4]^4^+$ found in $[\text{Al}_2(\text{OH})_6(\text{OH}_2)_4][\text{SO}_4]_4^2^\text{H}_2\text{O}$. (b) Octahedral chain $[\text{Al}_4(\text{OH})_8(\text{OH}_2)_6]^4^+^$ found in $[\text{Al}_4(\text{OH})_8(\text{OH}_2)_6][\text{SO}_4]_4^4\text{H}_2\text{O}$. (c) Complex octahedral and tetrahedral ions $[\text{Al}_2\text{O}_4(\text{OH})_2(\text{OH}_2)_12][\text{SO}_4]_4^13\text{H}_2\text{O}$. In all three structures, $\text{SO}_4^{2-}$ acts as mere counterion (compare with those in Figure 3.3).
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TABLE 3.3. Partial Charge of Sulfate Groups in Some Crystalline Aluminium Sulfates

<table>
<thead>
<tr>
<th>Compound</th>
<th>$\bar{z}(SO_4)$</th>
<th>$\delta(SO_4)$</th>
<th>$\delta(HSO_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[Al_2(OH)_{3}(OH_2)]_2(SO_4)_2\cdot2H_2O$</td>
<td>2.600</td>
<td>-1.34</td>
<td>-1.09</td>
</tr>
<tr>
<td>$[Al_2(OH)_{4}(OH_2)]_3(SO_4)_4\cdot4H_2O$</td>
<td>2.559</td>
<td>-1.42</td>
<td>-1.19</td>
</tr>
<tr>
<td>$Na<a href="SO_4">Al_{13}O_4(OH)(H_2O)_{12}</a>_4$</td>
<td>2.553</td>
<td>-1.44</td>
<td>-1.22</td>
</tr>
</tbody>
</table>

For $h > 2$, the well-known globular polycation $[Al_{13}O_4(OH)(H_2O)_{12}]^{7+}$ is formed (Fig. 3.4c) [36] and may be precipitated by $SO_4^{2-}$ ions, which are still not involved in the coordination sphere of aluminum.

Finally, the clear difference between basic aluminium sulfates ($SO_4^{2-}$ acts as a counterion) and basic zirconium sulfates ($SO_4^{2-}$ acts as a network former) can thus be attributed to the ionic character of the $M-SO_4$ bond, which increases from $M = Zr$ to $M = Al$ (Table 3.3).

3.7. COMPLEXING ABILITY AGAINST HYDROLYSIS

In the previous section we have considered in detail strongly ionic bonds such as $M-OSO_3$ and found critical hydrolysis ratio for ionic dissociation $h^*$. In this section we will consider more covalent bonds that can be formed between acetate ion and aluminum, for example. In this case the other condition $\delta_C(\text{AcOH}) = 0$ must be used and new critical hydrolysis ratio $h^*_H$ can be computed. For inorganic precursors of aluminum we have to consider the following complexation reaction:

$$[Al(OH)_{6-h-k}](3-h)^+ + m\text{AcO}^- \rightarrow [Al(OH)_{6-h-2m}(\text{AcO})_m]^{13-h-m}^+ + 2mH_2O$$

if acetate ions act as bidentate ligands. The condition $\delta_C(\text{AcOH}) < 0$ and charge conservation lead to

$$\delta_C(Al) + (6 - m)\delta_C(H_2O) - (h + m)\delta_C(H) > 3 - h - m$$

from which the critical value $h^*_H$ may be defined:

$$h > \frac{1}{1 - \delta_C(H)} [3 - (6 - m)\delta_C(H_2O) - \delta_C(Al)] \equiv h^*_H$$

(10)

Because $\bar{z} = \bar{z}(\text{AcOH}) = 2.493$ and $\chi_M = 1.47$, it becomes $h^*_H(\text{AcOH}) = 2.97 - m$. 
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With \( m = 1 \), \( h^* = 1.97 \). Consequently, complexation with acetate appears to be possible only if \( h \geq 2 \), whereas hydrolysis of acetate groups is expected for \( h < 2 \). Aluminium monoacetate \([\text{Al(OH)}_2(\text{OAc})_2]_2\) could therefore be formed in aqueous solutions. However, as \( h \) is close to \( h^* \) (\( \tilde{\chi} = 2.489 \Rightarrow \delta(\text{AcOH}) = -0.02 \)), the following reaction has also to be taken into account:

\[
[\text{Al(OH)}_2(\text{OAc})(\text{OH})_2]_2 + 2\text{H}_2\text{O} \rightleftharpoons [\text{Al(OH)}_3(\text{OH})_2]_3 + \text{AcOH}
\]

This equilibrium can be shifted toward the left via the substitution of coordinated water molecules by donor molecules such as dimethylformamide (DMF) \([5]\). Accordingly, a compound such as \( \text{Al(OH)}_2(\text{OAc}) \cdot \text{DMF} \) (DMF = \( \text{C}_3\text{H}_7\text{NO} \)) appears to be quite stable as now \( \tilde{\chi} = 2.425 \Rightarrow \delta(\text{AcOH}) = -0.26 \). Other additives may be used in place of DMF \([5]\).

Because complexation of precursors \( h < 2 \) by acetate groups is impossible in aqueous solution, one must turn toward alkoxide precursors, which are much better electron donors than hydroxoaquo ions. The equilibrium that must now be considered is

\[
\text{Al(OH)}_h(\text{OR})_3 - h + m\text{AcOH} \rightleftharpoons \text{Al(OH)}_h(\text{OR})_3 - h(\text{AcOH})_m
\]

Charge conservation and \( \delta(\text{AcOH}) < 0 \) condition lead to

\[
\delta_c(\text{Al}) + h\delta_c(\text{OH}) + (3 - h)\delta_c(\text{OR}) > 0
\]

from which another critical value \( h^* \) can be deduced:

\[
h < \frac{1}{\delta_c(\text{R}) - \delta_c(\text{H})} [3\delta_c(\text{OR}) + \delta_c(\text{Al})] \equiv h^* \tag{11}
\]

With \( \tilde{\chi} = \tilde{\chi}(\text{AcOH}) = 2.493 \) and \( R = \text{C}_n\text{H}_m \), it becomes \( h^* = 3.02 \) showing that all precursors such as \( h \leq 3 \) can be complexed by acetic acid in agreement with reference 37.

Generalization of relations 10 and 11 to any metal cation or ligand \( \text{H}_p\text{L} \) is again straightforward, giving

\[
h > \frac{1}{1 - \delta_c(\text{H})} [z - (n - mq + m)\delta_c(\text{H}_2\text{O}) - \delta_c(\text{M})] - m \equiv h^*_n
\]

\[
h < \frac{1}{\delta_c(\text{R}) - \delta_c(\text{H})} [z\delta_c(\text{OR}) + \delta_c(\text{M})] \equiv h^*_n \tag{12}
\]

\( \tilde{\chi} = \tilde{\chi}(\text{H}_p\text{L}) \)
3.8. DISCUSSION

It appears that criteria as simple as \( \delta(H_{p-1}L) > -1 \) or \( \delta(H_xL) < 0 \) can be used to predict the complexing ability of any ligand toward any metal atom without direct reference to an equilibrium constant. This could be understood by looking at the nature of the chemical bond between \( M \) and \( L \). Let us consider the following dissociation reaction in a given solvent \( S \):

\[
[M(H_xL)]_s \rightleftharpoons [M(p-x)^+]_s + [H_xL(p-x)^-]_s
\]

\( RT \ln K \) is roughly proportional to \( E^f[M(H_xL)]_s \), where \( E^f[M(H_xL)]_s \) is the free energy of formation of the \( M-LH_x \) bond in the solvent \( S \). This last quantity can be evaluated using the partial charge model. Following Sanderson [38], the \( M-L \) bond can be described as intermediate between a pure covalent bond (\( \delta(H,L) = 0 \)) and a pure ionic one (\( \delta(H,L) = x - p \)). The total energy \( E \) of the \( M-L \) bond can thus be expressed as the sum of a covalent contribution that vanishes for \( \delta(H,L) = x - p \) and an ionic contribution that vanishes for \( \delta(H,L) = 0 \).

The covalent contribution depends on the fraction \( \beta \) of bonding electrons shared in a molecular orbital between \( M \) and \( H_xL \). If \( \delta(H_xL) \) is the partial charge of the ligand in the complex, this fraction \( \beta \) could be estimated as \( \beta = 1 + \delta(H,L)/(p - x) \). If now the energy of a purely covalent \( M-L \) bond \( E_{cov} < 0 \) is known, the covalent contribution to \( E^f \) would be \( \beta E_{cov} \).

The ionic contribution to the bond energy could simply be expressed as the coulombic energy attraction of partial charges \( \delta(M) \) and \( \delta(H_xL) \) separated by a mean distance \( r_{ML} \) in a medium of dielectric constant \( \varepsilon \):

\[
E_{ion} \propto \delta(H_xL)\delta(M)/\varepsilon
\]

The total bond energy and the equilibrium constant \( K \) can thus be written as follows:

\[
RT \ln K \propto E^f[M(H_xL)]_s \propto \beta E_{cov} + E_i
\]

Two cases have to be considered:

1. \( x \neq p \) means that the \( H_xL \) ligand has one or several unpaired electrons to share with \( M \). In highly polar solvents, such as water or short-chain alcohols (\( \varepsilon > 40 \)), the leading term is the covalent one. Complexation occurs if \( \ln K > 0 \) and as \( E_{cov} \) is always strongly negative, stability requires \( 1 + \delta(H_xL)/(p - x) > 0 \), that is to say, \( \delta(H_xL) > (x - p) \). The less negative \( \delta(H_xL) \), the more negative \( \ln K \) will be and the more the equilibrium is displaced toward the left. If \( \delta(H_xL) < (x - p) \), \( \ln K \) becomes positive and equilibrium shifts toward the right. The condition \( \delta(H_xL) = (x - p) \) is thus a critical point for
conclusion reactions in solvents of high dielectric constant. It can be used to estimate the stability of the complex against ionic dissociation.

In apolar solvents such as toluene ($\varepsilon < 10$), both contributions are important. In such a case $\ln K$ is always strongly negative, and it would be difficult to differentiate complexation and strong ion-pairing without referring to partial charge calculations.

2. $x = p$ means that the $H_p L$ ligand is a molecule that can share only lone pairs of electrons with M through a coordination bond. If $E_{cov}$ is weakly negative (no crystal field stabilization for example), the sign of $\ln K$ depends on the sign of $\delta(H_p L)$ as $\delta(M)$ is always strongly positive. In order to have $\ln K < 0$, $\delta(H_p L)$ must then be negative too, whereas instability ($\ln K > 0$) is expected if $\delta(H_p L) > 0$. Consequently, the condition $\delta(H_p L) = 0$ corresponds to another critical point for complexation reactions, particularly in low dielectric constant solvents. It can be used to characterize the stability of a complex against solvolysis. In high dielectric constant solvents (water) both terms are close to zero and neutral molecules always show poor complexing ability. This may explain why anions play such a dominant role in aqueous sol-gel chemistry, whereas neutral protic molecules play the same dominant role in nonaqueous sol-gel chemistry (chemical modification of alkoxide precursors).

3.9. conclusion

This Chapter shows that an alternative formalism based on the electronegativity equalization principle can be used to discuss the complexation of both inorganic and organic molecular precursors. Several critical conditions $\delta(H_x L) = (x - p)$ have been introduced for any multivalent ligand. These criteria can be used to find simple analytical expressions where all parameters that can affect the complexing ability are explicitly taken into account:

- The chemical nature of the entering ligand through $\chi[H_{p-1}L^-]$ and $\chi[H_p L]$.
- The coordination mode $q$ of the ligand (mono- or bidentate).
- The number $m$ of coordinating ligands within the coordination sphere of M.
- The hydroxylation ratio $h = OH/M$.
- The oxidation state $\varepsilon$ of M.
- The coordination number $n$ of M.
- The Pauling electronegativity $\chi_M$ of M.
- The chemical nature of R groups when alkoxides are used.

Electronegativity ranges of complexation, as well as critical hydrolysis ratio, can then be easily evaluated without direct reference to an equilibrium constant for any type of ligand and metal cation. Such relations apply to monomeric as well as polymeric species and could provide a powerful tool for the sol-gel chemists in order to predict basic salt versus hydrous oxide formation.
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1. Because of the high dielectric constant of water, electronegative anions appear to play a major role in aqueous sol–gel chemistry. They are able, through complexation, to affect both particle composition and morphology, depending on their complexing power. Weakly electronegative anions (AcO-, Acac-, Cl-, etc.) do not play a major role because they form highly covalent bonds that can be easily broken through prototropic transfers leading to neutral molecules that show little complexing ability.

2. These same neutral molecules have a quite different behavior in organic sol–gel chemistry involving metal alkoxides. Here, a low e value together with a great decrease in electronegativity of the molecular precursors when OH₂ molecules are replaced by RO⁻ ligands lead to a strong chemical modification. Water acts as a reagent rather than a solvent and orientation of hydrolysis/condensation reactions becomes possible.

The only difference between both routes lies in the availability of electrons. In aqueous sol–gel chemistry, metal cations are highly electronegative. Only highly electronegative anions can lead to stable complexes. In organic sol–gel chemistry, metal alkoxides are much less electronegative, which renders electronic clouds much more polarizable. Stable complexes may be formed with moderately electronegative ligands, which allow a greater versality, because soft ligands are much more abundant than hard ones.
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NEUTRAL AND ANIONIC HYPERVERVALENT SILICON COMPLEXES IN SILANOL POLYMERIZATION

LARRY W. BURGGRAF, LARRY P. DAVIS, AND MARK S. GORDON

4.1. INTRODUCTION

Silanol polymerization chemistry is the basis of technologies like sol–gel processing, zeolite synthesis, and siloxane adhesive bonding. Silica materials are especially versatile in such applications because of the wide variety of stable microstructures that can be created using siloxane bonds. Synthesis of novel silica microstructures is limited only by the control we can exercise over silanol polymerization chemistry. Molecular orbital calculations permit us to explore the reaction surfaces for gas-phase condensation of monosilicic acid to disilicic acid and higher oligomers. Our goal is to construct theoretical models for silanol polymerization in order to better understand and employ this interesting chemistry.

In previous work we have proposed mechanisms for anionic silanol polymerization in which participation of hypervalent siliconates is important [1]. Hypervalent silicon is an obvious candidate as an intermediate in this chemistry. Strong anionic nucleophiles have been shown to form pentacoordinate complexes with silanes without activation in the gas phase [2]. Certain pentacoordinate siliconates are readily stabilized in solution [3]. Although
hypervalent species have not yet been detected in silanol polymerization experiments, our calculations implicate pentacoordinate siliconates as reactive intermediates in anionic silanol polymerization.

An important key to understanding silanol polymerization chemistry is identifying how water is eliminated as the polymerization proceeds. Our calculations suggest that water is more readily eliminated from hypervalent siliconates than tetravalent silicates in hydroxide-catalyzed silanol polymerization. However, accurate predictions of the entire process of water elimination using the MNDO method is difficult, because MNDO overestimates dissociative activation energies and does not model hydrogen-bonding interactions. These faults are due to overestimation of core–core repulsions between atoms when they are separated by approximately van der Waals's distances. The AM1 semiempirical program has largely overcome this drawback. We are modeling silicic acid reactions using AM1 to predict siliconate elimination reactions as influenced by other nucleophilic species that can complex to form hypervalent intermediates.

In this research we have applied semiempirical molecular orbital calculations to examine the formation of pentacoordinate silicic acid complexes with hydroxide and fluoride ions, as well as neutral adducts with hydrogen fluoride, ammonia, and formamide. We also have calculated reaction paths for water elimination from silicic acid complexes with hydroxide and fluoride ions and hydrogen fluoride. We quantify the qualitative semiempirical picture of the reaction surface by employing high-level ab initio calculations for selected intermediates and transition state structures. The adducts studied were chosen because of their potential as catalysts or drying control agents in sol–gel-processing chemistry. For example, formamide is used as a drying control additive for sol–gel chemistry to control the ratio of rates of siloxane hydrolysis and silanol polymerization [4].

4.2. CALCULATIONS

Semiempirical methods used in this research are all part of the MOPAC program available from Quantum Chemistry Program Exchange. Semiempirical molecular orbital calculations were performed using MNDO [6] and AM1 [7] methods developed by Dewar and co-workers. Revised silicon parameters were used for MNDO calculations [8]. All stationary points on the potential surfaces were fully optimized using procedures of the MOPAC program. Force constant calculations and intrinsic reaction coordinate calculations were performed for each stationary point to determine the nature and connectivity of the potential surface.

Ab initio calculations were performed using the GAUSSIAN86 program and basis sets it contains [9]. All ab initio calculations in this work were single-point calculations at AM1 geometries. Estimates of energies at the MP2/6-31 + + G(d) level [10] were calculated by assuming correlation effects and polarization
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4.3. RESULTS AND DISCUSSION

For reaction of any nucleophile with silicic acid, two possible outcomes are addition and abstraction. In gas-phase silanol polymerization, reactive anions may be formed by addition or abstraction. For example, our previous calculations have shown that a hydroxide ion may react with monomeric silicic acid to form a tetravalent silicate anion by proton abstraction, or it may add to form a pentacoordinate anion. The pentacoordinate anion is formed without activation as is generally the case for siliconate adducts. Direct abstraction of a silanol proton by hydroxide proceeds through a transition state complex also requiring little or no activation energy. Either anionic product can then add without activation to silicic acid to form a larger anion. In either case a hypercoordinate intermediate is involved in the process.

For the polymerization process to continue, at some point water must be eliminated from the hypercoordinated anion either directly or as a hydrated anion. Elimination of water requires energy, generally less energy for more overcoordinated structures. We have found that elimination of water involves a transition-state structure resembling a partially dissociated hypervalent adduct having large negative charge localized on the leaving group. The leaving anion then plucks a proton from a neighboring hydroxyl group followed by elimination [12].

As the size of the anion grows larger, more complicated reactions are possible. For example, the cyclic dimer anion formed by reaction of monomeric silicic acid and monosilicate anion is found to be particularly stable. This dimer can add a silicic acid unit expanding to a trimeric anion in a mechanism involving a tricoordinate oxygen bridge requiring about 16 kcal/mol of activation energy. This process may be followed by a low-energy elimination of pentacoordinate siliconate anion to give neutral dimeric silicic acid [13].

It is tempting to compare the energetics of these mechanisms with experimental measurements for aqueous solution. (The calculated heat of reaction for dimerization is $-15 \text{kcal/mol}$ by MNDO and $-11 \text{kcal/mol}$ by AM1 in approximate agreement with experimental estimates of about $-8 \text{kcal/mol}$. The experimental activation energy for polymerization is approximately 15 kcal/mol for base catalysis [14].) An apparent shortcoming of this approach is that solvent hydrogen-bonding and dipole interactions may preferentially stabilize anions or transition states. We have begun AM1 calculations of hydrated clusters to address this problem.

Calculations of reaction entropy for addition and abstraction reaction paths of the silicic acid–hydroxide ion system show that the entropy contribution is
small. We need not consider entropic effects unless the reaction enthalpy changes by less than 5 kcal/mol.

To understand this chemistry we must determine the minimum energy reaction path for possible reactions of a given nucleophile. Clearly water elimination reactions are reasonable initial choices for making these comparisons. To obtain a better quantitative view of the silicic acid–hydroxide potential surface we have repeated these calculations using the AM1 method and \textit{ab initio} calculations for selected structures. The results of the AM1 reaction coordinate calculations are shown in Fig. 4.1. Comparisons of AM1 predictions with those of MNDO and \textit{ab initio} methods are shown in Table 4.1. As expected, AM1 results agree better with the \textit{ab initio} calculations than do MNDO results. However, AM1 energies for the monosilicate anion and for the external abstraction transition state are too high by more than 20 kcal/mol, because in these species substantial negative charge is localized on a single oxygen atom. MNDO and AM1 exhibit this same energy overestimation for small anions. The limited basis set of these models does not contain sufficiently diffuse functions to appropriately accommodate this localized electron density. These situations must be recognized when interpreting AM1 and MNDO results.

The AM1 reaction path calculations for the silicic acid–hydroxide system are shown in Fig. 4.1. They qualitatively agree with our previous MNDO predictions. Stabilization of the pentacoordinate intermediate produces a large activation barrier to water elimination. Direct proton abstraction is the low-energy pathway. Note the formation of distinct hydrogen-bonded intermediates stabilized by about 15 kcal/mol relative to the separated reactants or products. Both reaction paths lead through the hydrated silicate anion.

A comparison of activation energy calculations for water elimination by
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TABLE 4.1. Energetics for Silicic Acid + Hydroxide System

<table>
<thead>
<tr>
<th>Species</th>
<th>Relative Energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MNDO</td>
</tr>
<tr>
<td>Si(OH)_4 OH^-</td>
<td>0.0</td>
</tr>
<tr>
<td>Si(OH)_3^-</td>
<td>-37.7</td>
</tr>
<tr>
<td>Si(OH)_3 O^- + H_2O</td>
<td>-8.3</td>
</tr>
<tr>
<td>Internal abstraction</td>
<td></td>
</tr>
<tr>
<td>transition state</td>
<td>29.9</td>
</tr>
<tr>
<td>External abstraction</td>
<td></td>
</tr>
<tr>
<td>transition state</td>
<td>11.9</td>
</tr>
<tr>
<td>Si(OH)_4 OH^-</td>
<td></td>
</tr>
<tr>
<td>Si(OH)_3 O^- + H_2O</td>
<td></td>
</tr>
</tbody>
</table>

*MP2/6-31 + +G(d)//AM1.

abstraction and internal elimination for the silicic acid–hydroxide ion system is shown in Table 4.2. MNDO calculations predict that the activation energy for water elimination from the dimer silicate anion is substantially less than that for elimination from the monomer silicate anion. This result is confirmed by the AM1 method. Internal elimination of water from the dimeric anion is about 20 kcal/mol more favorable than elimination from the monomeric anion. The reason for this large difference is that the doubly bridged dimer can sustain hypervalent coordination at the losing silicon through a hydroxide bridge. The AM1 and ab initio activation energies for proton abstraction from monomeric silicic acid suggest that the reaction proceeds without activation.

The reaction profile for the silicic acid–fluoride ion system calculated using

TABLE 4.2. Activation Energies for Water Elimination

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Activation Energy (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Semiempirical</td>
</tr>
<tr>
<td></td>
<td>MNDO</td>
</tr>
<tr>
<td>External elimination</td>
<td></td>
</tr>
<tr>
<td>from monomer</td>
<td>11.9</td>
</tr>
<tr>
<td>Internal elimination</td>
<td></td>
</tr>
<tr>
<td>from monomer</td>
<td>67.6</td>
</tr>
<tr>
<td>Internal elimination</td>
<td></td>
</tr>
<tr>
<td>from dimer</td>
<td>49.6</td>
</tr>
</tbody>
</table>

*MP2/6-31 + +G(d)//AM1.
AM1 is shown in Fig. 4.2. Comparison with the silicic acid–hydroxide profile in Fig. 4.1 shows many similarities. The pentacoordinate anion is stabilized nearly as much with fluoride ion as with hydroxide ion. Again, most of that stabilization energy is spent forming the hydrated monosilicate anion. A substantial transition state energy is calculated for proton abstraction by fluoride. As before, this activation energy is too large by at least 20 kcal/mol because of the charge localization problem mentioned earlier. Probably there is little or no barrier to proton abstraction, in which case the pentacoordinate intermediate can also eliminate hydrogen fluoride. AM1 predicts that water is more readily eliminated than is hydrogen fluoride.

Illustrative of the facility by which fluoride forms silicon-bridged structures, hydrogen fluoride forms a stable neutral pentacoordinate adduct with silicic acid as is shown in the reaction profile in Fig. 4.3. Although its stability is less than that of fluoride or hydroxide ion adducts the silicic acid, hydrogen fluoride complex is more stable than that for any other small neutral adduct such as water, ammonia, and hydrogen chloride. Elimination of water is much easier by internal abstraction of the HF proton than by abstraction of an OH proton. The difference is due to the strongly nucleophilic fluoride ligand stabilizing the transition state and product for the HF-abstraction path compared to the weakly nucleophilic hydrogen fluoride ligand stabilizing the transition state and product in the OH-abstraction path. The products of this reaction are complexes with water occupying the axial position of the trigonal bipyramid opposed to the fluoride-containing ligand. There are very small energy differences between the pentacoordinate water adducts and the corresponding hydrogen-bonded water adducts.

![Figure 4.2](image-url)  
*Figure 4.2. The reaction profile for the silicic acid-fluoride system.*
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Applying bond order conservation principles to hypervalent siliconates, we expect that intramolecular elimination of a hydroxide opposed to a ligand that strongly binds will require less activation energy than for an opposed ligand that weakly binds. It is interesting to observe that fluoride and hydroxide influence the pentacoordinate reaction path in a similar way in that both add strongly to silicic acid to form complexes of comparable stability. Also, for both adducts the activation energy requirement to intramolecularly eliminate water is nearly the same. On the other hand, hydrogen fluoride bonds less strongly to form the pentacoordinate adduct, and a much larger activation energy is required for intramolecular water elimination by the silanol path than for the fluoride or hydroxide complexes. This analysis suggests that the intramolecular water elimination path for pentacoordinate siliconates will be facilitated by more strongly binding adducts.

Molecular orbital calculations predict that ammonia and formamide form a series of complexes with silicic acid by hydrogen bonding and by addition to silicon. The differences in energy between adduct and hydrogen-bonding forms are not as great as for hydroxide and fluoride adducts because of the decreased ionic bonding contribution to adduct bonding. Table 4.3 shows the relative energies of silicic acid–ammonia complexes. AM1 calculations suggest that ammonia forms a stable hydrogen-bonded species binding ammonia through two ammonia hydrogen bridges to a single oxygen and by a silanol hydrogen on another silanol to the nitrogen. The axial ammonia adduct is stabilized by comparable energy. The equatorial adduct predicted by the AM1 calculation is probably not stable.
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Table 4.3. Stabilization of Ammonia with Si(OH)₄

<table>
<thead>
<tr>
<th>Structure</th>
<th>AM1</th>
<th>6-31a</th>
<th>MP2/6-31b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si(OH)₄ + NH₃</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Hydrogen bonded</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si(OH)₄ · NH₃</td>
<td>-3.7</td>
<td>-4.1</td>
<td>-6.4</td>
</tr>
<tr>
<td>Pentacoordinate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si(OH)₄ · NH₃ · NH₃ axial</td>
<td>-12.0</td>
<td>0.6</td>
<td>-5.7</td>
</tr>
<tr>
<td>Pentacoordinate</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Si(OH)₄ · NH₃ · NH₃ equatorial</td>
<td>-8.5</td>
<td>20.8</td>
<td>13.4</td>
</tr>
</tbody>
</table>

*6-31G(d)//AM1.  
*MP2/6-31 + +G(d)//AM1.

Formamide adducts to silicic acid are more complex. AM1 calculations indicate that combinations of hydrogen bonding and addition occur for formamide. A complex, doubly hydrogen bonded through amide hydrogens, is stabilized by 3.4 kcal/mol. AM1 calculations yield two stable nitrogen adducts complexes having one and three hydrogen bonds stabilized by 2.5 and 3.9 kcal/mol, respectively. Adducts that are bonded through the formamide oxygen are predicted to be more stable than nitrogen adducts. Four forms of oxygen adducts are found to be stabilized by between 9.5 and 12 kcal/mol. Two of these adducts are hydrogen bonded through an aldehyde proton and two are hydrogen bonded through an amide proton. The significant difference between like adducts is the oxygen takes on either a long or a short bond distance. The structures having long silicon-oxygen bond distance permit a more favorable hydrogen-bonding interaction. This is an example of molecular bistability.

4.4. CONCLUSIONS

The AM1 model is useful for modeling hydrogen-bonded species important to silanol polymerization. Comparisons with ab initio calculations show that AM1 results are reliable for anionic silicates and transition state silicate structures except when substantial negative charge is localized on an atom. The enthalpies of such silicate species are overestimated by 20 kcal/mol or more.

Water elimination from hypercoordinated silicates is expected to be a key to understanding silanol polymerization chemistry. Reaction profiles for water elimination were calculated for hydroxide and fluoride ions and hydrogen fluoride adducts with silicic acid. Hydroxide ion and fluoride ion form very stable pentacoordinate adducts with silicic acid without activation. Most of that
stabilization energy is required to achieve the activated complex to eliminating water. In an alternative reaction path hydroxide ion and fluoride ion may abstract a proton from silicic acid to directly form the hydrated tetracoordinate silicate with little or no activation requirement. Hydrogen fluoride can also form pentacoordinate adduct with silicic acid. This requires more activation energy to eliminate water than does the fluoride adduct. However intramolecular elimination of water by proton abstraction from the HF ligand has an activation energy requirement comparable to that for the fluoride adduct.

Ammonia and formamide form adducts with silicic acid involving hydrogen bonding and addition to silicon. Formamide is predicted to bond by hydrogen bonding and addition to silicon in bistable forms in which the oxygen–silicon bond distance is either short or long. The structures having long oxygen–silicon bond distances permit more favorable hydrogen-bonding interactions.
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CHARACTERIZATION OF STRUCTURAL DEVELOPMENT IN SOL–GEL SYSTEMS BY CRYOGENIC TRANSMISSION ELECTRON MICROSCOPY

JOSEPH K. BAILEY AND MARTHA L. MECARTNEY

5.1. INTRODUCTION

The key to optimizing the properties of sol–gel ceramics lies in being able to design the structure of these materials from the atomic scale on up. Control of the gel structure is of paramount importance, because the gel structure influences the flow, drying, and sintering behaviors and, hence, will affect the final material properties [1]. A critical first step to optimizing the structure, however, is to understand the structural evolution of the gel during the different stages of processing and to determine how this structural development can be modified.

5.1.1. Gelation of Alkoxide Sols

Alkoxysilanes are the most prominently studied starting materials for sol–gel synthesis of ceramics. Tetraethoxysilane (TEOS) undergoes gelation through
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hydrolysis and condensation reactions. Brinker and Scherer [2] and Sakka and Kamiya [3] have proposed that at low pH with stoichiometric water content the sols are polymeric, but if processed with a high pH and excess water, the structure is similar to that of a colloidal gel, only with highly branched clusters in place of dense particles. Small-angle scattering work by Schaefer and Keefer [4] has shown that the gels are fractal in nature. However, seemingly conflicting theories and models ascribe the structures to different growth mechanisms. Keefer [5] proposed a poisoned Eden growth model based on monomer addition that demonstrates a single growth model can generate the entire range of observed fractal dimensions. Zarzycki [6] has suggested that small particles form which gel by clustered aggregation kinetics, which also explains the observed bimodal pore distributions. Himmel et al. [7] using small-angle X-ray scattering found evidence for a dense silica primary particle of 5 to 10-Å radius, which indicates that the monomer for gel growth might not be a TEOS molecule. While small-angle scattering studies are useful for obtaining structural information, such as fractal dimensions and correlation lengths for size scales of 10 to 1000 Å, the results are subject to various interpretations, leading to differing models of gelation.

5.1.2. Gelation of Colloidal Sols

For colloidal sol–gel systems, small-angle scattering work has been the primary means performed to determine the structures and gelation mechanisms. Small-angle scattering results have indicated that the gel structures for spherical colloidal silica are fractal with a fractal dimension of 2.1 [8]. Growth mechanisms for the colloidal silica aggregation is governed by aggregation kinetics and has been modeled by Lin et al. [9]. The structure of colloidal boehmite gels, composed of colloids that are flat hexagonal platelets, have been less well studied [10].

5.1.3. Growth of Colloidal Particles

Preparation of monodisperse, high-purity powders via colloidal processing is also of great interest in chemical processing of ceramics. One method of preparing colloidal particles of silica is the process of Stöber et al. [11] in which a dilute solution of TEOS is reacted with water in a highly basic medium. Bugosh and Zukoski [12, 13] have developed an aggregation model of growth for this system, in which the primary nuclei form and aggregate into larger particles. The larger particles, due to the highly basic medium, are colloidal stable and do not aggregate, but still can grow by addition of the primary nuclei. The main source of evidence for this growth model, in which small nuclei form early in the reaction, has been transmission electron microscopy (TEM) of dried sol samples [12].
EXPERIMENTAL

5.1.4. Structural Characterization

Many methods have been used to characterize the structures that form in sols and in the gel state, including NMR spectroscopy [14–16], small-angle scattering [4, 7–9], and electron microscopy [17–23]. NMR spectroscopy is limited to providing local chemical information, and small-angle scattering is indirect with the interpretation model dependent. In contrast, electron microscopy can provide direct visualization of the microstructure and thus potentially offers the most direct technique for characterization of the microstructures of sols and gels.

5.1.4.1. Characterization by TEM

Although TEM can offer images with near atomic resolution, one important caveat must be offered here, which is that the value of the information obtained by electron microscopy is dependent on sample preparation technique. Preparing a sample that can withstand the high vacuum inside the electron microscope can induce structural changes in the sample.

Various techniques used to prepare samples for electron microscopy studies of sol and gel microstructures include desiccation [17, 18], freeze-fracture replication [19, 20], and thin liquid film vitrification [21–23]. Desiccated samples are prepared by placing a drop of the sol or gel on a support grid and allowing the solvent to evaporate. The dried structures are then viewed in the electron microscope. Desiccation of the solvent produces drying stresses within the sample and can rearrange the microstructure. Another sample preparation method is freeze-fracture replication, in which a sample is frozen and the frozen material is then fractured. The fracture surface is coated with carbon and/or platinum, the frozen sample is removed, and the replica is viewed in the TEM. This technique only allows the observation of the fracture surface.

A third method of sample preparation that avoids creating artifacts caused by desiccating the sample and also allows observation of the entire microstructure is vitrification of thin liquid samples [21, 24]. This technique involves fast freezing a thin liquid sample and viewing the frozen sample in the transmission electron microscope using a cold stage (cryo-TEM), a process that allows the vitrified sample to be viewed directly. This Chapter summarizes the important contributions made by using cryo-TEM to study sol–gel systems.

5.2. EXPERIMENTAL

5.2.1. Cryo-TEM Sample Preparation

Samples are prepared by using a holey carbon film as a support. A drop of the sol is placed on the grid and the sample is blotted to produce a thin liquid film that spans the holes (much like a soap bubble). This sample is prepared in a
controlled environmental chamber [24] that is saturated in order to prevent evaporation of the solvent. At the appropriate time, the sample is then rapidly plunged into liquid ethane. The freezing rate is greater than 10,000 K/sec. This rapid freezing rate prevents crystallization of the solvent and produces solid amorphous (vitreous) solvent that traps the structure of the liquid state in place. The sample is then transferred under liquid nitrogen to a liquid nitrogen cold stage and then placed into the electron microscope. Structural development can be tracked as gelation proceeds by preparing samples at successive times in the reaction.

For this work, a JEOL 100CX microscope was used with Kodak SO-163 film. This high sensitivity film was selected to allow short exposure times, which minimizes damage to the sample caused by the electron beam. A defocus of 1 to 3 \( \mu m \) underfocus was used to enhance phase contrast.

5.2.2. Sol Preparation

The sols investigated were Ludox colloidal silica (HS-40), colloidal boehmite [Disperal AlO(OH)], and TEOS gelled under acidic and basic conditions. The Ludox was gelled using NaCl solutions and was diluted to a 5 wt% concentration before observation in the TEM. The boehmite was dispersed in water using nitric acid for stabilization. When diluted with pure water, the samples began to gel and were diluted to a 2 wt% concentration before observation in the TEM. The acidic TEOS gels were prepared using a 1:3:3:0.07 mole ratio of TEOS: \( H_2O \): \( n \)-propanol: HCl. The sols were diluted to 0.14 M TEOS before observation. The base-catalyzed TEOS gels were prepared using the two-step method of Brinker et al. [17]. The final ratio was 1:5:5:0.25 mole ratio of TEOS: \( H_2O \): \( n \)-propanol: \( NH_3 \)OH. The base-catalyzed sols were also diluted to 0.14 M TEOS before observation. In addition, silica colloids were grown via the Stöber et al. process in which a dilute solution of TEOS is reacted with water in a highly basic medium [11]. For these experiments, the solutions contained 0.17 M TEOS, 1.0 M \( H_2O \), and 1.0 M \( NH_3 \). This solution took approximately 30 min to turn turbid.

5.3. RESULTS AND DISCUSSION

5.3.1. Gelation of TEOS

Previous TEM work on TEOS gels has been conducted using dried gel samples [17, 18]. These methods collapse the structure and cannot give direct observation of the wet state structure. Cryo-TEM of vitrified liquid films, however, does give direct visualization of the structure and has been used to observe the structure in the wet state. The most striking example of structural evolution during gelation of alkoxides viewed by cryo-TEM is from base-catalyzed TEOS. Figure 5.1a shows the sol: No distinct structures are visible in the vitreous...
solvent. The sol at one-half the gel time is shown in Fig. 5.1b, and small dark spots appear in the vitreous solvent indicating that the silica has formed small clusters. These clusters are approximately 40 Å in diameter. When the gel state is neared, these clusters apparently link together to form a network. Figure 5.1c shows the sol at 90% of the gelation time. Here, chains of the small silica clusters have linked together to form network structures. For comparison, Figure 5.1d shows the structure of a base-catalyzed TEOS gel that has been dried before viewing in the TEM. The pores have collapsed, and the detail about the connectivity of the primary clusters has been lost.
Although the base-catalyzed sol gel by the formation of clusters and their subsequent aggregation, the acid-catalyzed TEOS sols gel distinctly differently. Figure 5.2 shows an acid-catalyzed sol at 90% of gelation at the same concentration as the base-catalyzed sol of Figure 5.1c. This micrograph shows a homogeneous structure in which no primary particles are visible. This indicates that there are no silica-rich clusters larger than approximately 2 nm in the solution. Furthermore, if there are small silica clusters less than 2 nm, they must link up in chains, because large aggregates of small clusters would be visible. From the cryo-TEM micrographs, it is evident that the base-catalyzed gels do form small clusters that aggregate during gelation, but the acid-catalyzed sols form structures with at least one dimension smaller than 2 nm.

The cryo-TEM results indicate that the method of gelation proposed by Brinker and Scherer [2] is qualitatively accurate. Initially, small silica clusters form and subsequently link together. For the acid-catalyzed gelation, there is not the random aggregation seen in the base-catalyzed gels. Large aggregates of small particles would be seen in the cryo-TEM results if they existed. The homogeneity seen in the cryo-TEM micrographs supports 'polymeric' or chain growth models of gelation for acid-catalyzed TEOS.

### 5.3.2. Colloidal Silica and Boehmite Gels

We have determined the gel structures using cryo-TEM and have found aggregated structures for colloidal silica (Figure 5.3) and for colloidal boehmite (Figure 5.4). The structures shown are the structures in the wet state of the material. The colloidal silica appears to be similar to the fractal silica clusters observed by Schaefer et al. [8]. The boehmite sample indicates that not only face-to-face aggregation, but also edge-to-edge aggregation occurs during gelation. Cryo-TEM micrographs allow the structure to be determined as the
gelation proceeds, and we have also begun efforts to correlate the structure with the rheological properties of the sols [23].

5.3.3. Growth of Colloidal Silica Particles

The model proposed by Bogush and Zukoski [12, 13] for silica colloid growth during the Stöber et al. process supposes that small primary nuclei (approx-
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Figure 5.5. Dried silica colloids grown by the process of Stöber et al. [11]. (a) Two min into the reaction. (b) Twenty-five minutes into the reaction.

Immediately 4–6 nm) form early in the reaction then aggregate and grow. TEM micrographs of dried sols do appear to support this hypothesis. Figure 5.5a shows a dried sample 2 min into the reaction and small particles of approximate size 6 nm are seen. Later in the reaction, large primary particles appear to grow by addition of the small clusters (Fig. 5.5b).

Cryo-TEM micrographs of the solutions, however, show no evidence for the formation of small nuclei early in the reaction. Figure 5.6a, a cryo-TEM micrograph taken 6 min into the reaction, shows that the sol still has a uniform contrast and no small nuclei are visible. After 16 min into the reaction, low contrast, diffuse particles appear in the cryo-TEM samples (Figure 5.6b). At a later time, smaller particles, which are more distinct and have a higher contrast, are seen by cryo-TEM (Fig. 5.6c). Subsequent pictures in this sequence show normal growth of the colloids.

These results indicate that the primary nuclei particles seen in the dried TEM micrographs may be artifacts of sample preparation, forming and aggregating as the solvent evaporates and the solution becomes more concentrated. The alkoxy silane polymers may be soluble at low molecular weights, but if they are dried or grow to a critical size, they collapse. An analogy can be found in organic polymers, where higher-molecular-weight species are insoluble [25]. Solubilized particles observed in solution have low contrast, because the density of the particle is reduced due to inclusion of the solvent. Therefore, before growing to a critical size, the silica particles appear diffuse and expanded (Fig. 5.6b), but after reaching a critical size, they collapse and form denser particles with a higher contrast (Fig. 5.6c). An alternative explanation would be that loosely aggregated flocs of very small silica particles (1–2 nm) form initially and when the floc reaches a critical mass, it collapses into a dense particle.

One important unanswered question about the growth of these colloids is
Twenty-four minutes into the reaction. why they grow more or less uniformly as spheres. One would not expect random aggregation of particles to produce uniform spherical particles without surface rearrangement of the particles. Bogush and Zukoski attribute the uniform spherical growth to the larger particles being colloidally stable with respect to each other while the smaller ones are not [12]. Therefore the larger particles sweep out the smaller particles from the solution; however, this type of mechanism would not necessarily lead to uniform growth. An attractive feature of the solubilized silica explanation is that the low-molecular-weight species that are solubilized in solution could coat the growing silica colloids, collapsing onto the surface of the particle and contributing to the growth of the colloids as spheres.

Figure 5.6. Sequence of cryo-TEM micrographs illustrating the early stages of growth for silica colloids in solution. (a) Six minutes into the reaction. (b) Sixteen minutes into the reaction. (c) Twenty-four minutes into the reaction.
5.4. CONCLUSIONS

These results show the utility of the cryo-TEM technique. It is a valuable tool that can be used to directly observe the structure of sols and gels in the wet state. It eliminates the structural rearrangement that can occur to samples as they are dried and allows the three-dimensional structures of the gels to be observed with stereo tilt microscopy. The current resolution allows observation of structures that are on the order of 2 nm, which is mainly limited by the stability of the sample to the electron beam. The potential of this cryo-TEM technique lies in its ability to reveal the structure of liquid sols and wet gels by direct imaging and hence verify or confute proposed models and mechanisms of particle growth and gelation.
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The role of specific acid anion and its concentration on the gel time of tetraethoxysilane (TEOS) was investigated by varying molarity and acid counterion. The gel time of the various acid-catalyzed sol-gel solutions correlated with the pH* value and was independent of the counterion. Acid- and base-catalyzed tetramethoxysilane (TMOS) sol-gels at time = 0.5 t gel were diluted to 2% solids and adjusted to similar pH values while maintaining a constant ionic strength in an aqueous solvent. The gel time of these two-step hydrolyzed solutions depended upon the surface charge of the polymerizing sol. This charge was determined by the final rather than the initial pH conditions.

6.1. INTRODUCTION

A number of studies have focused on the effects of acid or base on hydrolysis rates, gel times, and final properties of sol–gel systems [1–8]. It is well known that solution pH, the water-to-alkoxide ratio, and the solvent, as well as a
number of other variables, greatly affect the gelation processes. It has been shown that properties such as melting point, viscosity, and strength can be altered by changing the connectivity or structure of the initially formed polymers [9, 10]. It seems apparent that by understanding the mechanisms of the hydrolysis and condensation reactions and the effects of pH on properties such as gel times and polymer structure, it should be possible to control reactions in such a manner as to selectively dictate polymer structures and properties.

As recently reported by Pope and Mackenzie [6], the particular effect of the catalyst on the gelation behavior has not been systematically studied even though it is well recognized that pH has a tremendous effect on the material's final properties. A systematic, controlled study of the effects of various acid catalysts on the gel times of TEOS-based sol–gels was initiated. In this Chapter the effect of various acids on gel times and clarification of pH measurement in the sol–gel reaction mixtures are shown. Additionally, the surface charges of the growing silicate particles generated by the hydrolysis and condensation of TMOS under acidic and basic conditions have been studied and correlated with the aqueous solution gel times.

6.2. EXPERIMENTAL

TEOS and TMOS were obtained from Fluka and were used as received. Ethanol, 200 proof, was obtained from US Industrial Company and was used as received. Water was distilled and deionized by passing through a Millipore Milli-Q-Plus Model ZD4011584-4 four-cartridge system. The various acids that were employed, hydrochloric (HCl), p-toluenesulfonic (PTSA), nitric (HNO₃), acetic (HOAc), and trifluoroacetic (TFA), were reagent grade and were used as received.

A standardized procedure was employed for all of the solutions in order to provide a systematic study. Typically, 14.33 ml (0.064 mol) of TEOS and 14.33 ml (0.246 mol) of ethanol were stirred for 30 min at room temperature before 4.67 ml (0.259 mol) of the acid solution was added dropwise. The resulting solution was stirred 1 h at room temperature and then placed in a 60°C bath until gelation. All gel times are reported relative to the time of water addition and were defined as the point of no detectable flow upon inverting the flask.

All pH measurements were done on an Orion Research Model 231 digital pH meter using an Orion lab-grade combination glass electrode. The reported pH values were determined by measuring the aqueous acid solutions that were added to the reaction. The reported pH* values were obtained 1 h after placing the reaction flask in a 60°C bath.

The gel time for the acid and base TMOS sol–gels were determined by monitoring the viscosity of the reacting system. The particle size growth for both systems was monitored by inelastic light scattering techniques [11]. To 200 ml of deionized water 25 g of NH₂OH, NH₄NO₃, or HNO₃ was added and mixed.
At time = 0.5t_{gel} for each reacting system, 50 ml of the polymerizing TMOS sol-gel was added, mixed, and immediately analyzed using the Matec ESA System to determine the pH and electrokinetic sonic amplitude (ESA). The ESA effect is generated by the application of an alternating electric field and results in relative motion between particles and liquid, generating a sound wave at the frequency of the applied field. Each particle vibrating in the electric field radiates sounds that sum up to a coherent sound wave when many particles are present. This effect, which was discovered at Matec, is expressed as the pressure amplitude per unit electric field generated by the particles and has SI units of pascals per volt per meter [12]. Knowing the particle size and other parameters, the ESA unit can be reexpressed in terms of mobility or \( \zeta \) potential. The gel times for the two-step hydrolyzed TMOS sol-gel reacting systems incubated at 24°C in capped Nalgene containers were defined as previously described in the pH/pH* experiment.

### 6.3. RESULTS AND DISCUSSION

Virtually all previous literature reports on the effects of acids on gel times focused on single acid concentrations. Recognizing that many of these acids have greatly different \( pK_a \) values (acetic acid and HCl, for example), this work spanned a variety of concentrations so that similar pH values could be studied. Table 6.1 shows the various acids and concentrations that were studied, as well as the measured gel times and pH and pH*; Fig. 6.1 shows plots of the gel times versus pH.

As clearly seen in Fig. 6.1, all of the acids yield sigmoidal-shaped curves for gel time versus pH. This behavior has been previously reported by Iler for the condensation of Si(OH)$_4$ [13] and by Pope and Mackenzie for the HCl-catalyzed reactions of TEOS [6]. The gel times were longest near pH 2 and shortest near pH 3.5. Iler has noted that pH 2 corresponds to the isoelectric point of silica and represents the slowest point in the condensation reactions [13]. As was reported by Pope and Mackenzie, a sharp increase in gel time is observed near pH 4, which has been associated with decreased hydrolysis rates [6]. It is well known that the hydrolysis rate of TEOS is slowest at pH 7 [1, 2].

A close look at Fig. 6.1 reveals that the carboxylic acids, TFA and HOAc, exhibit different behavior from the other acids, particularly near pH 2. The gel time maxima are clearly shifted from pH 2 for these two acids, which is difficult to explain based on the isoelectric point of silica. A comparison of the gel times for HOAc and HCl sols at 1 M concentrations, for example, shows that HOAc sols gel about three faster than do the HCl sols. Such behavior could lead to the conclusion that catalysis by the acetate anion is occurring.

It is important to recognize that the data in Fig. 6.1 represents the pH of the aqueous solution that was added to the sol-gel mixture. The data are reported this way to avoid the problem of defining pH in a nonaqueous solution.

Because the data from the pH plots suggested possible interactions of the acid...
### Table 6.1. Gel Times, pH, and pH*

<table>
<thead>
<tr>
<th>Acid</th>
<th>Molarity</th>
<th>Gel Time (hr)</th>
<th>pH</th>
<th>pH*</th>
</tr>
</thead>
<tbody>
<tr>
<td>HCl</td>
<td>1</td>
<td>27.5 ± 2.5</td>
<td>0.16</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>0.15</td>
<td>40.5 ± 4.5</td>
<td>0.90</td>
<td>1.16</td>
</tr>
<tr>
<td></td>
<td>0.05</td>
<td>80.8 ± 2.8</td>
<td>1.36</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td>0.02</td>
<td>88.3 ± 4.8</td>
<td>1.75</td>
<td>1.76</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>56.9 ± 2.9</td>
<td>2.43</td>
<td>2.15</td>
</tr>
<tr>
<td></td>
<td>3.1 × 10^{-4}</td>
<td>9.9 ± 2.4</td>
<td>3.51</td>
<td>3.55</td>
</tr>
<tr>
<td></td>
<td>3.1 × 10^{-5}</td>
<td>17.8 ± 1.8</td>
<td>4.50</td>
<td>4.95</td>
</tr>
<tr>
<td>p-Toluenesulfonic acid</td>
<td>1</td>
<td>32.6 ± 2.4</td>
<td>0.21</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>91.0 ± 1.0</td>
<td>1.14</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-2}</td>
<td>85.9 ± 4.2</td>
<td>2.06</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-3}</td>
<td>13.1 ± 0.7</td>
<td>3.34</td>
<td>3.20</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-4}</td>
<td>15.2 ± 0.8</td>
<td>4.44</td>
<td>4.60</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-5}</td>
<td>20.9 ± 1.6</td>
<td>5.33</td>
<td>5.60</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>39.7 ± 5.0</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>83.4 ± 5.6</td>
<td>1.19</td>
<td>0.92</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-2}</td>
<td>76.6 ± 1.6</td>
<td>2.15</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-3}</td>
<td>26.9 ± 1.1</td>
<td>3.07</td>
<td>2.63</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-4}</td>
<td>15.5 ± 4.8</td>
<td>4.05</td>
<td>4.43</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-5}</td>
<td>47.5 ± 1.3</td>
<td>4.92</td>
<td>7.09</td>
</tr>
<tr>
<td>Trifluoroacetic acid</td>
<td>1</td>
<td>83.0 ± 5.5</td>
<td>0.32</td>
<td>1.17</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>75.0 ± 7.0</td>
<td>1.14</td>
<td>1.74</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-2}</td>
<td>50.9 ± 7.6</td>
<td>2.04</td>
<td>2.13</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-3}</td>
<td>17.9 ± 1.9</td>
<td>3.00</td>
<td>2.85</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-4}</td>
<td>9.8 ± 2.4</td>
<td>3.97</td>
<td>4.09</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-5}</td>
<td>23.5 ± 1.0</td>
<td>5.42</td>
<td>6.75</td>
</tr>
<tr>
<td>HOAc</td>
<td>5</td>
<td>40.5 ± 5.0</td>
<td>1.75</td>
<td>2.80</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>9.6 ± 2.6</td>
<td>2.31</td>
<td>3.44</td>
</tr>
<tr>
<td></td>
<td>0.1</td>
<td>14.0 ± 1.5</td>
<td>2.86</td>
<td>4.13</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-2}</td>
<td>17.0 ± 4.0</td>
<td>3.37</td>
<td>4.90</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-3}</td>
<td>25.4 ± 1.6</td>
<td>3.91</td>
<td>6.27</td>
</tr>
<tr>
<td></td>
<td>1 × 10^{-4}</td>
<td>52.8 ± 1.5</td>
<td>5.43</td>
<td>7.70</td>
</tr>
</tbody>
</table>

Anions, a means was sought to accurately determine the true [H⁺] in the sols. Although there has been a great deal of effort directed at understanding pH in nonaqueous systems, no universal pH scale has been developed [14]. It is clear that relative acid strengths can vary in different solvents, and great care must be exercised when making comparisons in different media. Bates and Schwarzenbach have noted that relative H⁺ activities can be determined in aqueous alcoholic solvents using a pH meter and glass electrode, because many glass electrodes display nearly theoretical responses to H⁺ at least to 90% ethanol [15]. They also note that the pH* scale can be used in many mixed solvents.
Based on this, pH* values for the sol–gel solutions were determined 1 h after mixing using a glass electrode, and the data are plotted in Fig. 6.2. Clearly the carboxylic acid sols correlate well with the other acids using the pH* scale, although small differences remain near the isoelectric point. It is also evident that the gel times correlate with [H+] with little or no evidence for acid anion catalysis.

The apparent discrepancy between the pH and pH* data can be clarified by the work of Bates and Schwarzenbach who have studied acidity functions in ethanol–water mixtures. They have shown that HOAc acts as a much weaker acid as the mole fraction of ethanol is increased, whereas HCl acts as slightly stronger acid, but with a less pronounced dependence on the ethanol concentration [14, 15]. pH and pH* would be expected to be similar for acids like HCl.
whereas pH* would be expected to be higher than pH for acids like HOAc. The apparent shift in the gel time curves is due to the fact that more HOAc is required to produce a given [H⁺] than would be expected. Thus, care must be taken in drawing conclusions from gel times for 1 M HCl and 1 M HOAc, for example, because the solution [H⁺] is totally different, and different portions of the gel time versus pH* curves are being compared. Clearly an understanding of acid pKa values and solvent effects on acid strengths must be taken into account if one intends to generate sol-gels at given [H⁺]. It is also clear that pH* is the best measure of H* affinity and that the gel times are dependent primarily on the [H*] with the acid anion accounting having little if any effect.

The gel time for the initially base-catalyzed TMOS system, 7.5 x 10⁻³ M NH₄OH, is 45 min and for the acid system, 3.1 x 10⁻⁴ M HCl, is 80 h. A plot of effective diameter versus dimensionless time for both catalysis conditions is

![Diagram](image-url)
CONCLUSIONS

Figure 6.5. ESA versus pH for acid- and base-catalyzed sols.

shown in Fig. 6.3. The actual structure of the polymerizing silicon species has been described by Kelts et al. [16]. It is seen that at $t = 0.5t_{gel}$ the microstructure and extent of hydrolysis and condensation reactions for the acid- and base-catalyzed TMOS systems have proceeded differently as shown by $^{29}$Si-NMR. At pH 1.86 the particle charge of either the initially acid- or base-catalyzed two-step hydrolyzed systems was found to have a small, but negative charge. At pH 5.66, the lowest particle charge and least stable system or shortest time to gelation were observed. The particle charge and time to gelation of the reacting systems both increased as the pH was adjusted to pH 7.67. The most stable sol had the highest measured surface charge under these conditions. The gel times for these aqueous sol-gels were seen to correlate with the measured ESA particle charge of the reacting systems and the data are presented in Figs. 6.4 and 6.5.

6.4. CONCLUSIONS

This work has shown that $[H^+]$ is of critical importance to sol-gel systems and that $pH^*$ is the best measure to use. It has also been demonstrated that the acid counterion has little effect on the gel time. In the two-step hydrolyzed TMOS systems, the gel time correlated with the particle surface charge of the reacting system. This effect was dominated by the final pH of the reacting sol-gel system.
EFFECT OF HYDROGEN ION CONCENTRATION

rather than the initial microstructural differences that were determined by the initial acid or base catalysis conditions.
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CALORIMETRIC STUDY OF SOL AND GEL FORMATION

J. W. FLEMING, S. A. FLEMING, AND D. KELLY

7.1. INTRODUCTION

This study examines the early stages of sol and gel formation using calorimetric analysis of the reactions from their initiation. The objective is to see if calorimetric data can help to explain the large variation in sol–gel behavior between alkoxide derived sols. In the early stages of the formation of a gel derived from metal alkoxides, alcohol, and water, the principal chemical reactions expected to occur are the hydrolysis of metal alkoxides to form metal hydroxides and alcohol as follows:

\[ M-OR + HOH \rightarrow M-OH + ROH \]  

These products react to form metal–oxygen–metal bonds according to reaction 2 eventually leading to particles that may link together by some bonding mechanism to occlude the liquid phase, forming a gel or, more often, form a precipitate that settles out of the sol.

\[ M-OH + RO-M \rightarrow M-O-M + ROH \]  

\[ M-OH + HO-M \rightarrow M-O-M + HOH \]
CALORIMETRIC STUDY OF SOL AND GEL FORMATION

Exactly what happens during the initial stages when the reactants are mixed together is not entirely understood. For example, it is not clear from previous investigations at what point in time the various stages commence. Many investigators have attempted to examine this period in the formation of gels with spectroscopic techniques sensitive to bond formation and particle growth. Of particular value are NMR studies of SiO₂ gels. Several excellent reviews of the subject are currently available [1–3]. No consensus exists among investigators as to the nature of the reactions. A factor that makes the SiO₂ gel more interesting is that most other metal alkoxide precursors will form precipitates immediately when combined with the same quantities of water, catalyst, and alcohol as in the silica organometallic case. The sol formed of this latter material may not gel for several weeks or months, may gel in a few minutes, or may form a precipitate depending on the sol chemistry.

Calorimetric analysis is a method thought to provide useful information about the events occurring in the initial stages of sol formation. Because chemical reactions are involved with their associated heats of reaction being signatures of the events, it was thought that a calorimetric approach to their observation might yield further understanding of the reactions comprising sol and gel formation.

7.2. EXPERIMENTAL

Specimens were made containing a constant molar quantity of a given alkoxide in a fixed amount of alcohol present as a mutual solvent for the water. Tetraethylorthosilicate (TEOS) and tetraethylorthogermanate (TEOG) were the alkoxides studied. These were combined with equal volume amounts of ethanol to make a solution with a volume of approximately 8 ml for each experiment. In a separate vessel, water in amounts equivalent to molar ratios of 0.25, 0.5, 1.0, 2.0, 4.0, and 16.0 was mixed with an amount of HCl or NH₄OH equivalent to 0.5% by volume of the total solution. The resultant pH was 1.3 and 12.7, respectively. Mixing was performed at room temperature in fused silica test tubes suitable to fit in the analysis port of the calorimeter.

The Setaram HT 1000 calorimeter used in this study functions according to the principle of heat flow isothermal calorimeters. The sample is in direct contact with the calorimetric chamber and is equilibrated to its temperature. The measured calorimetric output is the thermal power that flows into or out of the sample to the thermostated chamber. The measurement is made using a heat flow detector. This consists of a multitude of identical thermocouples oriented around the sample such that it is reasonable to assume all the heat flowing from the sample must pass through the thermocouples. Because the sample is at thermal equilibrium with the surrounding chamber, the enthalpies of reaction are measured directly, and it is not necessary to know the heat capacity of the sample under observation. Isothermal measurements can continue for very long times, and it is thus applicable to slow and fast reactions. However, reaction
rates cannot be determined directly. Two completely symmetrical calorimetric heat flow detectors are connected in opposition and seated symmetrically in the calorimetric unit. This provides autocompensation for thermal instability and results in much higher measurement resolution. The calorimetric detectors are attached to massive Kanthal blocks, which serve as heat sources or sinks depending on the thermal response of the sample. In the experiments performed herein the resolution of energy detection was about 0.001 cal.

The experiments were performed as follows. The calorimeter was equilibrated to a temperature of 35°C and held isothermally for the duration of each test. The mixed alkoxide–alcohol solution was placed in the sample cell with a stirring plunger of Teflon, which fit the bore of the sample tube with fractions of a millimeter to spare. Stirring consisted of moving the plunger up and down through the fluid at a frequency of about 1 cycle every 5 sec. The water and catalyst containing solution was placed in the reference section. Within this sample holder a syringe was also present for subsequent transfer of the liquid to the sample cell. Calorimetric data collection began with the initial signal observed as shown in Fig. 7.1 being the response of the calorimeter to the change in temperature of the cells due to the introduction of the cooler samples. The operator monitored the signal until it returned to zero. At this point the syringe was used to transfer the water and acid solution to the alkoxide–alcohol vessel and stirring commenced immediately thereafter. The result was an instantaneous power output signal as shown in Fig. 7.1. Stirring was continued through the period of exothermic reaction shown in Fig. 7.1 terminating when the signal had substantially returned to zero.

![Figure 7.1. Exemplary graph showing the various stages in the collection of calorimetric data. a, Time zero reactant in separate chambers of calorimeter; b, Reactants combined and stirring commenced; c, Stirring stopped.](image-url)
The power signal observed for each run was then integrated to yield the total energy released by the reaction. Each experiment was replicated three or four times in order to discern the standard error associated with the measurement.

7.3. RESULTS AND DISCUSSION

The intent of the study is to observe the changes in the energy released in the reaction of the alkoxide solution and the water solution as the levels of the various factors were changed. A strictly quantitative examination of the energy release is not possible in these experiments, because associated with the reactions of interest (hydrolysis and condensation) are other side reactions that also have thermodynamic effects. The most prominent we are aware of is the reaction of water with alcohol. This enthalpy is approximately 25% of the magnitude of the reaction when viewed separately in the 16:1 experiments.

7.3.1. Acid Catalyzed Sol

The total calorimetric output of the acid-catalyzed sol experiments in which TEOS was the alkoxide and the water content was varied is shown in Fig. 7.2. As indicated in this figure, H₂O/TEOS molar ratio is a statistically significant factor affecting calorimetric output. An analysis of variance performed on the complete data set shows that over the range of water contents examined in the study, the water-to-alkoxide ratio has a strong effect on the energy released. An interesting observation is that there is a strong dependence below 2H₂O/TEOS, but no statistically significant dependence from 2 through 16. Some of the
experiments were monitored for 15 days with no evidence of heat change in the sols. One explanation for this is that hydrolysis is essentially complete by 2 \( \text{H}_2\text{O/TEOS} \) with further water addition having no calorimetric effect on the calorimetric by-product of hydrolysis. It follows that a ratio of 4, which would balance the reaction, is not required for complete hydrolysis. The additional water for hydrolysis could be supplied by the condensation reaction of the hydrolyzed species, Eq. 3, which is happening within our measurement time frame, which is approximately 15 min.

\[ \text{Si(OH)}_4 \rightarrow \text{SiO}_2 + 2\text{H}_2\text{O} \]  

(3)

The data suggest that condensation occurs rapidly in this system. The region between 1 and 2 \( \text{H}_2\text{O/TEOS} \) appears to be critical. The molar ratio of 2 would be the one expected to yield the maximum in energy release given the hydrolysis reaction is the primary exothermic reaction in the sol. This is supported by Le Chatlier's principle and the fact that with up to 2 mol \( \text{H}_2\text{O/TEOS} \) the water is completely consumed in the formation of alcohol. A significant difficulty with the above argument is that while condensation certainly is suggested, it is unreasonable to support 2 \( \text{H}_2\text{O/TEOS} \) as the transition point, because there is certainly some OH bonded to the silica network.

The above arguments are consistent with the general theory of gel formation presented by Iler [4]; the observations of Aelion et al. [5], who indicated that the condensation reaction rate was so high it was immeasurable; and several other investigators [6-8]. The NMR data of several investigators also indicate substantial condensation is occurring very early in sol formation [9].

Above 4 \( \text{H}_2\text{O/TEOS} \) condensation reactions need not occur to achieve complete hydrolysis. However, it is expected that except for the dilution factor there is no reason to assume that condensation would not occur as readily as it does at lower \( \text{H}_2\text{O/TEOS} \) ratios. Dilution may inhibit condensation and particle growth by decreasing the probability of molecular interaction.

The samples did not gel for 15 to 21 days. During this period there was no detectable energy change in the sol system of selected samples evaluated for the extended period. These results are consistent with those of other investigators. There seems to be no enthalpic signature associated with the growth of the gel network. Further refinement of the measurement technique is planned to search for energy release in the period from approximately 15 min after sol formation to gelation.

Experiments performed with TEOG in place of TEOS with all other factors remaining the same showed similar magnitudes of energy release for the different water-to-alkoxide ratios, and again statistically there is strong evidence to indicate the ratio is a significant factor in determining the energy release. In Fig. 7.3 the calorimetric output signature for the TEOG acid-catalyzed experiments are shown. One difference is that the data indicate an increase in the energy release after the 2 molar ratio is obtained. This may be a result of the fact that the experiments were confounded by the rapid, almost instantaneous,
formation of GeO₂ particles in the test vessels which clogged test tubes and inhibited stirring and thus prevented uniform mixing of the sol. However, there is also no additional exothermic heat associated with the reactions than exhibited in the TEOS experiments. Additionally, the calorimetric output from a given molar ratio for each alkoxide appear quite similar (see Fig. 7.4). This is support of the contention that condensation reactions in TEOS are happening.
in the same time frame as hydrolysis. In the TEOG experiments, one has visible
evidence of oxide particle formation. The apparent difference between the two
alkoxide sols is related to the rate of particle growth and not hydrolysis and
condensation.

The above experiments were also performed again in the same way with the
calorimeter set at 60°C. The results were statistically the same as the 35°C
experiments.

7.3.2. Base Hydrolysis

It is generally accepted that the hydrolysis reaction can be catalyzed by either
acidic or basic conditions. Ammonium hydroxide was used as a catalyst to study
the enthalpy of the base-catalyzed TEOS sol system. Figure 7.5 shows the
calorimetric response of several characteristic samples at different H2O/alkoxide
ratios. There is no statistically significant dependence of calorimetric response
on water content. Typically, the calorimetric output is a factor of 5 less than that
observed in the acid-catalyzed experiments and is actually in the same range as
measured for the combination of ethanol and water. It has been suggested by
previous investigators that base hydrolysis is much slower than acid hydrolysis
[5]. The calorimetric results could be spread over a broader time. Additionally,
as in other experiments, particles are observed to form in the sol, which suggests
complications in such reactions.

As in the acid case, these specimens do not gel for weeks. Again there is no
calorimetric response associated with gelation. There is observable clouding of

![Figure 7.5. Calorimetric response of several characteristic samples at different H2O/TEOS ratios for base-catalyzed sols.](image-url)
the sol occurring as a result of the precipitate formation in the initial stages of sol formation.

If particles are formed rapidly in acid-catalyzed TEOS sols and their growth in base-catalyzed TEOS sols is enhanced as is evident from early signs of a precipitate, further evidence of condensation and particle growth might be obtained by combining the two experiments. First a sol was formed using acid catalysis followed by addition of base to render the solution basic. The calorimetric output of this experiment is shown in Fig. 7.6. As in the other experiments, the ethanol and alkoxide of a 2:1 trial were combined with water and acid after the temperature of the separated components was equilibrated with the calorimeter. The resultant calorimetric output similar to that seen previously is indicated by the first peak in the figure. After the calorimetric output substantially subsided, base mixed in a small quantity of water was introduced into the cell with the resultant calorimetric response being the second peak. Sufficient base was added to bring the pH from 1.3 to 11.

An important result of this experiment is the following. At the point of the inflection on the left side of the second peak in Fig. 7.6, the sample had already gelled. This is less than 30 sec after the addition of base. Other trials indicated that with sufficient base, gelation could be made effectively instantaneous. This is taken as strong evidence that the first reactions must have included condensation reactions and significant particle formation and that the addition of base helps the growth of these particles toward gel formation.

The reverse experiment in which base catalysis was followed by acidification of the sol resulted in immediate formation of a thick, white powder.
The sol–gel transition was studied for several alkoxide systems using calorimetry. These experiments support the hypothesis that hydrolysis in acid-catalyzed TEOS sols and condensation occur simultaneously and that gelation time is a function of the growth and flocculation of the condensation particles. The resultant product formed from the sol is dependent upon the initial chemistry of the sol. For example, acid-catalyzed sols will form small particles during condensation, which will percolate into a gel as compared to base catalysis, which results in larger particles and a milky sol. The pH of the sol both before and after hydrolysis and condensation affects the final gel and gelling time. Additionally, the type of alkoxide used will affect the result. Statistically significant to all sols studied is the \( \frac{H_2O}{alkoxide} \) ratio. Having enough water present for hydrolysis and condensation is critical, but any additional water will only dilute the sol and affect gelation time.
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NMR INVESTIGATIONS OF LITHIUM NIOBIUM ALKOXIDE SOLUTIONS

D. J. EICHERST, K. E. HOWARD, AND D. A. PAYNE

8.1. INTRODUCTION

Lithium niobate, LiNbO$_3$, is an acentric dielectric that has a large electrooptic coefficient making it suitable for applications that include optical modulation [1]. Homogeneous material is required to eliminate refractive index and electrical property fluctuations that are commonly present in melt-grown material. Recently, sol–gel processing of lithium niobate has been investigated as a method of producing high-purity, homogeneous material of stoichiometric composition [2–6]. However, the influence of solution chemistry on structure development and dependent properties is poorly understood.

Additions of water and/or catalysts have been demonstrated to produce differences in the amorphous gel structure and crystallization behavior of other sol–gel-derived materials [7, 8]. Similar effects may be expected during the processing of amorphous lithium niobate. Therefore, so as to develop a better understanding of the effects of solution chemistry on the processing of lithium niobate, a systematic investigation has been undertaken of the effects of solution chemistry on structure development. This Chapter describes the investigation of structural changes occurring in the solution stage for ethanol and 2-methoxyethanol-based lithium niobium alkoxide solutions.
Sol–gel processing of lithium niobate typically involves the preparation of an alcoholic solution containing a double alkoxide or mixed-metal alkoxide (i.e., LiNb(OEt)₆) [2–4]. The formation and isolation of such a complex suggests a method of producing stoichiometric LiNbO₃, which has proven difficult using traditional ceramic processing routes. However, the existence of such a structure has not been established. The structure of the resultant mixed-metal alkoxide and the structural rearrangements that occur during processing ultimately result in the formation of the lithium niobate crystal structure. Hydrolysis of the alcoholic solution results in the formation of a gel that may be converted to crystalline LiNbO₃ by heat treatment. The interaction between lithium ethoxide and niobium ethoxide was investigated using ⁷Li- and ⁹⁵Nb-NMR to explore chemical changes that evolve during hydrolysis and gelation.

8.2. EXPERIMENTAL

8.2.1. Solution Preparation

All reactions were carried out under an inert atmosphere using standard Schlenk techniques. Ethanol was dried and distilled from magnesium and stored under N₂ over molecular sieves. High-performance liquid chromatography grade 2-methoxyethanol (Aldrich) was used as received. Niobium ethoxide was synthesized and further purified according to the method of Bradley et al. [9]. Niobium 2-methoxyethoxide was formed by an alcohol exchange reaction between niobium ethoxide and 2-methoxyethanol [2]. Lithium alkoxides were prepared by the addition of lithium metal to the parent alcohols. Alkoxide mixtures were prepared by addition of equimolar lithium and niobium alkoxide solutions at room temperature. NMR spectra were obtained immediately after mixing the alkoxides. Mixed-metal alkoxides were prepared by mixing the respective alkoxides, refluxing for 24 h and concentrating to 1 M stock solutions [3]. Hydrolyzed samples were formed by dilution with deionized water and alcohol to form 0.25 M lithium niobium 2-methoxyethoxide solutions. The gelation study was carried out on a 0.5 M lithium niobium methoxyethoxide solution with 3.25 mol water/Nb. Catalyzed samples were prepared by the addition of nitric acid or ammonium hydroxide to give a 0.1 mol catalyst/Nb ratio.

8.2.2. NMR Characterization

Spectra were acquired using an IBM AF-100 NMR spectrometer equipped with a digital multinuclear probe (Doty Scientific). Samples for gelation studies were analyzed in situ. The remaining samples were diluted with deuterated benzene as a lock solvent (2 ml sample-1 ml C₆D₆).

¹³C spectra were acquired at 25.178 MHz (¹H = 100.13 MHz) with a 4-μsec
pulse width and 5000-Hz sweep width using nuclear Overhauser enhancement with no relaxation delay. An acquisition time of 1.638 msec was used. The reported spectra required 11,400 scans of 16 K block size with 0.1 Hz line broadening. Carbon spectra were referenced to tetramethylsilane resonating at 0.000 ppm.

$^7$Li spectra were acquired at 38.915 MHz ($^1$H = 100.13 MHz) with a 15-μsec pulse width and 10,000-Hz sweep width. An acquisition time of 0.819 msec and a 0.5-sec relaxation time were used. The reported spectra required 256 scans with a 16K block size with no line broadening applied. The spectra were referenced to LiCl in D$_2$O resonating at 0.000 ppm [10].

$^{93}$Nb spectra were acquired at 24.507 MHz ($^1$H = 100.13 MHz) with a 15-μsec pulse and 50,000-Hz sweep width. An acquisition time of 0.164 msec with a 0.1-sec relaxation delay was used. Spectra required 100,000 scans of 16K block size. No line broadening was used. Niobium spectra were referenced to the NbCl$_6$ resonance ($\omega_{1/2} \approx 30$ Hz) of NbCl$_5$ in “wet” CH$_3$CN [10].

8.3. RESULTS

8.3.1. Niobium Ethoxide

Figure 8.1 shows the $^{13}$C spectrum of as-prepared niobium ethoxide. The quartets centered at 19.23 and 18.14 ppm correspond to the methyl carbons of terminal and bridging alkoxy groups, respectively. The triplets centered at 69.12

![Structure and $^{13}$C spectrum of niobium ethoxide.](image-url)
and 68.24 ppm correspond to the methylene carbons of the terminal and bridging groups. The integrated intensity ratio of terminal-bridging groups (4:1) confirms the dimeric nature of niobium ethoxide illustrated in Fig. 8.1.

8.3.2. Lithium and Niobium Alkoxides

A comparison of the $^7$Li spectra for lithium ethoxide, a mixture of lithium ethoxide and niobium ethoxide, and a refluxed solution is given in Fig. 8.2. The broad peak of lithium ethoxide suggests considerable solvent exchange that occurs on the NMR time scale. Upon addition of niobium ethoxide, the peak shifts from $-1.90$ to $-2.56$ ppm, and the linewidth narrows. The identical spectrum was obtained for the refluxed mixture, indicating that refluxing does not change the chemical nature of the mixture. Furthermore, if a mixed-metal alkoxide is formed, the reaction appears to be nearly instantaneous (<2 min) at room temperature. Similar results were obtained for the 2-methoxyethanol system with a shift from $-2.66$ (LiOEtOMe) to $-3.17$ ppm for the refluxed solution LiNb(OEtOMe)$_6$.

The $^7$Li peak shift observed is not definitive evidence for the formation of a mixed-metal alkoxide, but could result from the addition of, but not reaction with, the niobium ethoxide. The above data suggest either immediate formation of a mixed-metal alkoxide or that no reaction occurred under the conditions used. Cooling a concentrated solution of LiNb(OEt)$_6$ resulted in crystal formation. The $^7$Li spectrum for crystals redissolved in ethanol was identical to the refluxed solution, giving further evidence of a mixed-metal alkoxide formation.

![Figure 8.2. $^7$Li spectra of lithium ethoxide, lithium ethoxide mixed with niobium ethoxide, and a refluxed mixture of lithium ethoxide with niobium ethoxide.](image-url)
RESULTS

8.3.3. Effect of Water Additions

NMR spectra of solutions with varying water concentrations were obtained to determine if the chemical environment changed with increasing water content. A continuous shift in peak position and increase in peak width were observed with increasing water content for the 0.25 M lithium niobium methoxyethoxide solutions (Fig. 8.3). The data indicate a continuous change in the lithium signal with increasing water content. However, as the amount of water reached the stoichiometric quantity required for complete hydrolysis (i.e., 3 mol water/LiNb(OR)₆) changes in the ⁷Li-NMR resonance became less dramatic, suggesting a limit to structural development (i.e., a fully condensed structure).

Lithium niobium methoxyethoxide solutions (0.5 M) hydrolyzed with 3.25 mol H₂O/mol Nb were found to form gels. The resonance was found to occur at -2.79 ppm compared with -3.17 ppm for the anhydrous alkoxide mixture that had been refluxed for 24 h. Furthermore, the peak position remained constant throughout the experiment indicating that hydrolysis resul-

Figure 8.3. NMR study of the hydrolysis of 0.25 M methoxyethanol solutions.

Figure 8.4. NMR study of the gelation of a 0.5 M methoxyethanol solution hydrolyzed with 3.25 mol H₂O/Nb.
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Figure 8.5. $^7$Li spectra of acid and base-catalyzed methoxyethanol solutions hydrolyzed with 1 mol water/Nb.

ted in an immediate change of the lithium signal. A similarly prepared test sample gelled after 20 h; however, the $^7$Li spectra show no significant change in linewidth after an initial 15-min period as shown in Fig. 8.4. These results indicate that although immediate changes were observed in the chemical shift (2 min) and linewidth (15 min) of the $^7$Li resonance, gelation was not complete for several hours (ca. 20 hr).

8.3.4. Effects of Acid or Base Catalysis

The effects of 0.1 M acid (HNO$_3$) or base (NH$_4$OH) on the NMR resonances of Li and Nb for the methoxyethanol solutions (1 mol water/Nb) are illustrated in Figs. 8.5 and 8.6, respectively. The lithium environment as seen by $^7$Li-NMR, was nearly independent of catalyst. However, an approximate 125-ppm shift in peak position is observed in the $^{93}$Nb spectra. The NMR results suggest significant structural change in the niobium environment, whereas the Li environment remained relatively unaffected.

8.4. DISCUSSION OF RESULTS

The condensation reactions of niobium ethoxide have previously been shown to result in polymeric niobium oxyalkoxides of which Nb$_8$O$_{10}$(OEt)$_{20}$ was isolated and found to possess a cage structure [11]. During the hydrolysis of lithium niobium alkoxides, similar cage structures may develop in which lithium ions occupy central positions in the cage structures. Gelation may then occur through further condensation of the cage units. The proposed mechanism accounts for the rapid attainment of an "equilibrium" lithium environment prior to the onset of gelation with little effect observed in the $^7$Li signal as gelation...
8.5. SUMMARY

This Chapter demonstrates the usefulness of $^7$Li- and $^{93}$Nb-NMR spectroscopy in probing the effects of various chemical changes that occur during the sol–gel processing of LiNbO$_3$. The dimeric structure of niobium ethoxide was confirmed by $^{13}$C-NMR spectroscopy. The addition of niobium ethoxide to lithium ethoxide (or vice versa) resulted in an immediate shift of the $^7$Li- and $^{93}$Nb-NMR resonances. The $^7$Li-NMR spectra of mixtures prepared at room temperature and those refluxed for 24 h were identical. Hydrolysis reactions apparently occurred instantaneously. A continuous change in the $^7$Li signal was observed for increasing water content. Changes in the lithium environment proceeds. Catalyst additions may result in changes of the Nb–O cage network through different polycondensation mechanisms, whereas the cage interior (Li$^+$ environment) remains relatively unchanged. Rearrangement of the Nb–O cage structure during heat treatment results in the development of the lithium niobate crystal structure. Distortion of the amorphous gel structure may result upon the addition of catalysts. Differences in the crystallization behavior of catalyzed gels have been observed and were attributed to variations in gel structure and rearrangement processes resulting from catalyst conditions [12]. Acid (HNO$_3$)-catalyzed gels crystallized approximately 20°C lower and had lower crystallization enthalpies than base (NH$_4$OH)-catalyzed samples. Differences in crystallization behavior suggest acid-catalyzed samples allowed more facile structural rearrangement during heat treatment. The results indicate a continuous influence of solution chemistry on molecular structure from the solution state to the solid crystalline material.
during hydrolysis appeared to be complete well before the gel point was reached. Additions of catalyst resulted in significant changes of the niobium resonance with no change in the lithium spectrum. A cage structure model was proposed that accounts for the differences observed in the niobium and lithium behavior. The actual Nb–O cage network may be greatly influenced by the catalyst conditions, whereas the lithium ion positions are apparently unaffected. Different network structures may have different crystallization temperatures resulting from different rearrangement processes. The results indicate that solution chemistry has an effect on the evolution of structure in the sol–gel processing of lithium niobate.
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INITIAL EVIDENCE FOR Si–O–Ti BOND FORMATION IN ORGANICALLY MODIFIED SILICON TITANATES BY SOLID-STATE $^{29}$Si NUCLEAR MAGNETIC RESONANCE SPECTROSCOPY

CAROL L. SCHUTTE, JOSEPH R. FOX, ROBERT D. BOYER, AND D. R. UHLMANN

9.1. INTRODUCTION

Organically modified silicates synthesized by the sol–gel route represent a new class of materials that consolidate organic with inorganic functionality; these new materials have found a wide variety of applications [1]. Varying the organic groups attached to the inorganic network is one way of affecting their properties [1]. Another way to alter the chemical and physical properties is to incorporate other metal alkoxides. The preparation and thermal characterization of polydimethylsiloxane (PDMS)-modified SiO$_2$–TiO$_2$ glasses has been described previously [2]. In continuing studies, we have found that solid-state $^{29}$Si nuclear magnetic resonance (NMR) appears to be a useful tool for the characterization of these materials. The goal of this work was to apply solid state $^{29}$Si-NMR to determine whether the formation of Si–O–Ti bonds in organically modified sol–gel-derived silicon titanates could be detected.
The sol–gel approach allows for the synthesis of many pure single- and multicomponent glasses [3]. Because the reagents, typically liquid metal alkoxides, can be mixed in solution prior to reaction, the multicomponent glasses are believed to be more homogeneous on a molecular scale than conventional glasses. However, because of either gross imbalances in their relative chemical reactivities or the insolubility of one of the reagents during the course of the reaction, these components may not stay homogeneously distributed. In this study, the issue of homogeneously incorporating Ti alkoxides into organically modified SiO$_2$–TiO$_2$ glasses is addressed. Titanium alkoxides are significantly more reactive than dimethyl-substituted silicon alkoxides, $(\text{CH}_3)_2\text{Si(OR)}_2$, toward hydrolysis and condensation reactions [2], making the degree of homogeneity on a molecular scale of a composite of these species highly dependent upon the choice of starting materials and reaction conditions. In this study, a bulky and therefore less reactive titanium alkoxide, titanium(IV)butoxide $[\text{Ti(On-Bu)}_4]$ [4], was coreacted with a preformed telechelic hydroxy-terminated PDMS polymer (HO–PDMS–OH), as well as the monomeric silicon compounds dimethyldimethoxysilane $(\text{CH}_3)_2\text{Si(OCH}_3)_2$ and dimethyldiacetoxysilane $(\text{CH}_3)_2\text{Si(OOCCH}_3)_2$ to form composite glasses. We have found that the characterization of these samples by solution and solid-state $^{29}\text{Si-NMR}$ yields information on the formation of Si–O–Ti bonds. Furthermore, we have illustrated that the degree of intimate incorporation of these species is a function of the relative chemical reactivities of the starting materials.

### 9.2. EXPERIMENTAL

All silicon starting materials and the model compounds Si[OSi(CH$_3$)$_3$]$_4$ and Ti[OSi(CH$_3$)$_3$]$_4$ were used as received from Petrarch; the Ti[On-Bu]$_4$ and $p$-toluenesulfonic acid were purchased from Alfa. The telechelic hydroxy-terminated PDMS oligomer (molecular weight, 1700) was treated with Ti[On-Bu]$_4$ (SiOH/Ti mole ratio, 1/1) in tetrahydrofuran (0.06 N) at room temperature. This solution quickly became viscous and was transferred into an aluminum drying pan, covered with parafilm, and allowed to air dry for 1 week under ambient conditions.

The monomeric compounds, $(\text{CH}_3)_2\text{SiX}_2$ [$X = \text{OCH}_3, \text{OOCCH}_3$], were prehydrolyzed by adding distilled water (SiX/H$_2$O, 1/1) in tetrahydrofuran [0.15 N] with $p$-toluenesulfonic acid catalyst (0.14 mol %) and refluxing overnight (18 hr). $(\text{CH}_3)_2\text{SiX}_2$ samples that were not reacted with the titanium reagent were air dried at this stage. Prehydrolysis of the Si alkoxide was necessary prior to the addition of the Ti alkoxide, because the presence of excess water results in the precipitation of TiO/OH species. Ti[On-Bu]$_4$ (SiX/Ti(OR)$_4$, 1/1) was added, and the solution was heated to reflux temperature (18 hr). The solution was cooled, poured into an aluminum dish, covered with parafilm, and allowed to air dry at room temperature.
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The solution \(^{29}\)Si-NMR spectra were obtained in chloroform at 79.4 MHz on a Varian VXR 400 spectrometer using a silicon-free Cryomagnetics Systems probe. The solid-state \(^{29}\)Si-NMR spectra were obtained using cross-polarization magic angle spinning (CP/MAS) conditions at 39.7 MHz on a Nicolet NT200 spectrometer with a Chemagnetics solids probe. The solid samples were spun at approximately 3 KHz. The chemical shifts are plotted in parts per million (ppm) relative to tetramethylsilane. Zeolite Na-A \((-89.4 \text{ ppm})\) was employed as the external reference. The high field side of tetramethylsilane was taken to be negative.

9.3. RESULTS AND DISCUSSION

Figure 9.1a shows the solid-state \(^{29}\)Si-NMR spectrum of the reaction product of the preformed PDMS polymer and Ti(On-Bu)_4. The sharp resonance at \(-23 \text{ ppm}\) is characteristic of Si atoms in the linear dimethylsiloxane polymer backbone [5]. A similar resonance appears in the solution \(^{29}\)Si-NMR spectrum of the starting polymer (Fig. 9.1b). In this spectrum, the fairly broad resonance at \(-11 \text{ ppm}\) is attributed to silicon atoms in the hydroxy-terminated end groups of the polymer [5]. The sharp resonances at \(-19 \text{ ppm}\) and at \(-21\) and \(-22 \text{ ppm}\) are attributed to cyclic tetramers, pentamers, and dimethylsiloxane units near the end of the linear polymer chains or cyclic hexamers, respectively [5]. A broad resonance between \(-10\) and \(-20 \text{ ppm}\) is also observed in Fig. 9.1a.

The solid-state \(^{29}\)Si-NMR spectrum of the product of prehydrolyzed \((\text{CH}_3)_2\text{Si(OOCCH}_3)_2\) and Ti(On-Bu)_4 is given in Fig. 9.2a. The resonance at \(-23 \text{ ppm}\), corresponding to linear \(-\text{Si(CH}_3)_2\text{O}\) units, indicates that extensive Si-O-Si bond formation has occurred. There is also a weaker resonance observed at \(-21 \text{ ppm}\) which is quite sharp. Because the spectrum is very similar to the solution \(^{29}\)Si-NMR spectrum shown in Fig. 9.2b for the product prepared from \((\text{CH}_3)_2\text{Si(OOCCH}_3)_2\) without any added Ti reagent, the weaker resonance is also attributed to silicon-only-containing species.

The solid-state \(^{29}\)Si-NMR spectrum of the product of \((\text{CH}_3)_2\text{Si(OCH}_3)_2\) and Ti(On-Bu)_4 is shown in Fig. 9.3a. The spectrum contains a sharp resonance characteristic of the linear dimethylsiloxane at \(-23 \text{ ppm}\), but there are also very broad resonances centered at \(-17\) and \(-8 \text{ ppm}\). The peak at \(-8 \text{ ppm}\) is somewhat weaker than that at \(-17 \text{ ppm}\). In contrast, the solution \(^{29}\)Si-NMR spectrum of the product obtained from \((\text{CH}_3)_2\text{Si(OCH}_3)_2\) without any added Ti species (Fig. 9.3b) shows a strong resonance for linear dimethylsiloxane units at \(-23 \text{ ppm}\) with perhaps a small amount of cyclics, but no broad, strong resonances appear at either \(-17\) or \(-8 \text{ ppm}\) as in Fig. 9.3a.

The solid-state \(^{29}\)Si-NMR spectra for the product of \((\text{CH}_3)_2\text{Si(OOCCH}_3)_2\) and Ti(On-Bu)_4 with no added water is given in Fig. 9.4. A sharp resonance at \(-23 \text{ ppm}\), characteristic of linear dimethylsiloxane, as well as a broad resonance at \(-17 \text{ ppm}\) are present.

The solid-state \(^{29}\)Si-NMR spectra for the organically modified silicon
titanates, prepared from the reaction of Ti(On-Bu)$_4$ with polymeric PDMS and the monomeric organosilanes, indicate that the environment of the silicon atom is different in the product obtained with ($\text{CH}_3$)$_2\text{Si}(\text{OCH}_3)_2$ from that in the other materials. Comparing Figs. 9.3a and b, we attribute the resonances at $-17$ and $-8$ ppm to Si shifted downfield as a result of bonding to Ti, possibly due to $-\text{O}(\text{CH}_3)_3\text{SiO}$-- units bonded to one and two Ti atoms, respectively. With this interpretation, it appears that extensive Si–O–Ti bond formation has occurred in this product. The assignment of these resonances is supported by the solution $^{29}$Si-NMR spectra of the model compounds $\text{Si}[\text{OSi(\text{CH}_3)_3}]_4$ and
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Figure 9.2. (a) Solid-state $^2$H$_3$Si-NMR spectrum of the product obtained from the reaction of Ti(On-Bu)$_4$ and (CH$_3$)$_2$Si(OOCCH$_3$)$_2$. (b) Solution $^2$H$_3$Si-NMR spectrum of the product prepared without Ti(On-Bu)$_4$.

Ti[OSi(CH$_3$)$_3$]$_4$, where the resonance for the Si atom in the trimethylsilyl group was shifted downfield approximately 5 ppm, from 8.3 to 13 ppm, in the titanium-containing compound. Downfield shifts from the resonance at $-23$ ppm of similar magnitude occur in Fig. 9.3a. Similar stepwise shifts of 6–7 ppm for silicon chemically bound to aluminum oxide atoms are observed for aluminosilicates as well [6]. The resonances assigned to Si atoms bonded to Ti in the solid-state spectrum are quite broad compared to the resonances for the Si cyclic species which appear in the same region. This broadening could be due to one of several effects: quadrupolar coupling with the Ti atoms, the presence of a distribution of atoms in the outer coordination sphere of the Si resulting in a
distribution of parts per million values, or dynamic effects whereby the relative mobility of the Si species are approaching the time scale of the experiment.

In contrast, the product of (CH$_3$)$_2$Si(OOCCCH$_3$)$_2$ and Ti(On-Bu)$_4$ (Fig. 9.2a) shows little, if any, Si–O–Ti bond formation. Rather, the spectrum in Fig. 9.2a is similar to that in Fig. 9.1a, where substantial Si–O–Si bond formation is present in the precursor before reaction with the titanium species. Figure 9.1a contains some broad absorptions between −10 and −20 ppm; however, these resonances are weak, and we conclude that this sample also shows no strong
Figure 9.4. Solid-state $^{29}$Si-NMR spectrum of the product obtained from the reaction of Ti(On-Bu)$_4$ and (CH$_3$)$_2$Si(OOCCH$_3$)$_2$.

Evidence for Si–O–Ti bond formation. This result is not surprising, because only the Si atoms in the end groups and in the cyclic species, through ring opening polymerization, are available for reaction with the Ti alkoxide, and Fig. 9.1b indicates that the concentration of these species are low.

The difference between the spectra in Figs. 9.2a and 9.3a can be explained by the fact that (CH$_3$)$_2$Si(OOCCH$_3$)$_2$ is a more reactive monomer toward hydrolysis and condensation than (CH$_3$)$_2$Si(OCH$_3$)$_2$ [7]. The acetic acid produced upon hydrolysis can replace butoxy groups on the titanium, providing bidentate acetate ligands that reduce the reactivity of the titanium toward condensation [8, 9]. Solid-state $^{13}$C-NMR revealed that acetate was present in the product prepared with (CH$_3$)$_2$Si(OOCCH$_3$)$_2$. Infrared spectrometric analysis revealed that the frequency difference between the symmetric and asymmetric stretch was less than 130 cm$^{-1}$, which is indicative of bidentate acetate bonded to titanium [9].

Figure 9.3a clearly shows that with (CH$_3$)$_2$Si(OCH$_3$)$_2$, condensation to form Si–O–Si bonds has not proceeded as far as in the (CH$_3$)$_2$Si(OOCCH$_3$)$_2$ system. Instead, hydrolysis of the slower-reacting alkoxy groups has produced monomeric and oligomeric Si species with Si–OH groups, which readily reacted with Ti(On-Bu)$_4$ to form Si–O–Ti bonds. The relative concentration of the Si–OH species in the (CH$_3$)$_2$Si(OCH$_3$)$_2$ sample must be higher than for the hydroxy-terminated PDMS, which contains a Si/OH ratio of about 11.5/1, in order for more reaction to occur with Ti. When Ti(On-Bu)$_4$ is added directly to (CH$_3$)$_2$Si(OOCCH$_3$)$_2$, under anhydrous conditions, the solid state $^{29}$Si-NMR of the product in Fig. 9.4 shows the same type of broadening as in Fig. 9.3a. More Si–O acetate is available to react with the Ti alkoxide, and more Si–O–Ti bond formation can occur than in the prehydrolyzed case in Fig. 9.2a.
Several research groups, which cite work with mixtures of metal alkoxides [3, 10], note that the less reactive alkoxide should be prehydrolyzed to maximize mixed metal–oxygen–metal bond formation. In this Chapter, we have presented initial results of NMR evidence for heterocondensation of Si–O–Ti and have shown that this can vary with Si monomer reactivity. We have shown that solid-state NMR has the potential for monitoring the formation of Si–O–Ti bonds in sol–gel-derived materials and that the selection of sol–gel monomers, based on their relative reactivities under the given chemical reaction conditions, is essential for the maximum homogeneity of the final material.

The extent of Si–O–Ti bond formation is dictated by the choice of starting materials and the reaction conditions, such as temperature, time, order of addition, reagent concentration, and catalyst. Studies are underway to elucidate the understanding of the effects of these variables.

ACKNOWLEDGMENTS

This work was partially supported by the Air Force Office of Scientific Research. C.L.S. would like to acknowledge the American Association of University Women for financial support. Dr. Louis Scarmoutzos is gratefully acknowledged for helpful discussions.

REFERENCES

THE GELATION OF COLLOIDAL GELS AND THE DERJAGUIN–LANDAU–VERWEY–OVERBEEK (OR DVLO) THEORY

A. C. PIERRE

10.1. INTRODUCTION

Although coagulation is one type of aggregation of primary particles into compact structures, gelation is experimentally known as being another type of aggregation in which linear structures are built. The latter behavior has been observed under the microscope by Thomas and McCorkle [1] for ThO₂ sols and mentioned, but not explained, by Verwey and Overbeek [2]. When a nonpotential determining electrolyte is added, a critical gelation concentration \( C_g \) has been observed experimentally by Prakash and Dhar [3], which is similar, but lower than the classical coagulation concentration \( C_c \). A theoretical work by Thomas and McCorkle [1] on linear aggregation has been carried out by numerical computation, which does not allow to discriminate easily the effect of particle size and double-layer thickness, and by assuming the interaction with a string of spheres can be considered as a sum of isolated sphere interactions, which is shown here to be incorrect in the case where linear aggregation occurs.

Linear gelation is addressed differently and analytically here as a development of a proposition made in a previous publication [4] for the first linking
between a few spheres. It differs from fractal growth such as resulting from diffusion limited aggregation, which concerns latter stages involving a larger number (i.e., having statistical significance) of spheres.

10.2. THE DLVO THEORY FOR TWO SPHERICAL PARTICLES

The DLVO theory addresses the total interaction between two particles through a mechanical potential $\Phi$ that is the sum of two terms:

$$\Phi = \Phi_{vdw} + \Phi_{el}$$

The van der Waals interaction term $\Phi_{vdw}$ is attractive except at very close separation distances, where “hard contact” occurs, and expressions for this term are known [2]. The electrostatic interaction term $\Phi_{el}$ is repulsive: It results from charges of same sign on the surface of the particles, progressively attenuated by the counterions at increasing distances. Its knowledge requires first the determination of the electric potential $\Psi_{sph}$ around the spherical particle of radius $R$ and must be obtained by solving a Poisson’s equation in spherical coordinates. Unfortunately, an approximate analytical expression can only be obtained for low electric potentials $\Psi_0$ (Debye Hückel approximation):

$$\Psi_{sph} = \Psi_0 \left( \frac{R}{R + S} \right) \exp(-\kappa S)$$

where $R$ is the radius of the sphere; $S$, the distance from the surface of the particle; $\Psi_0$ the surface electric potential; and $\kappa^{-1}$ is homogeneous to a dimension that is called the double-layer thickness. For $z+; z-$ nonpotential determining electrolytes, with the same concentration $n_0$ of positive and negative ions with the same absolute charges $z$ far from the particles, $\kappa$ is given by

$$\kappa^2 = \frac{2n_0 z^2 e^2}{\varepsilon_0 kT}$$

where $\varepsilon_0$ is the dielectric constant of vacuum, and $\varepsilon$, the relative dielectric constant of the liquid. Comparing the electric potentials $\Psi_{sph}$ from a sphere of radius $R$ and $\Psi_{pl}$ from a flat plane (corresponding to $R = \infty$ in Eq. 3) at a distance $S = \kappa^{-1}$, one finds

$$\Psi_{sph} = \frac{R}{R + \kappa^{-1}} \Psi_{pl} = \frac{R \kappa}{R \kappa + 1} \Psi_{pl}$$

Equation 4 shows that if $R < \kappa^{-1}$, the electric potential decreases appreciably faster with increasing distance from a sphere than from a flat surface. This is due to the fact that the counterions that attenuate the surface charge can be
found in a volume increasing with a spherical divergence, hence on a shorter distance. A measure of the upper bound of the particle size where this difference remains appreciable is given by $\kappa^{-1}$. For 1:1 nonpotential determining electrolytes of molarities 0.001, 0.01, and 0.1, this is respectively 96, 30, and 9.6 Å. However, most often in sol–gel processing of oxides, only a potential determining electrolyte is used, which is either an acid or a base. For pH values 2, 3, 4, and 5 obtained with a monovalent acid or base, the value $\kappa^{-1}$ is then, respectively, 30, 96, 300, and 960 Å. In fact, this situation is fulfilled in many of the oxide sol–gel studies. Unfortunately, under these conditions the mathematical expressions for the electrostatic interaction term are complex [2].

On the contrary, in the case $R > \kappa^{-1}$, the electric potential around a sphere does not differ much from that of a flat plate, and it becomes possible to use a general expression for the electric potential given by the Gouy–Chapman model for a flat surface. It is not restricted to low surface electric potential $\Psi_0$, nonetheless a simple expression for the electrostatic interaction term per unit area between the two plates $\Phi_{el}^{pl}$ can be obtained only for a “large enough” separation distance $S_0$. The latter condition is fulfilled only if the electric potential at middistance is a small fraction of the surface value $\Psi_0$. It leads to

$$\Phi_{el}^{pl} = \frac{64n_0kT\kappa^2}{\kappa} \exp(-\kappa S_0)$$

Returning to identical spherical particles with smallest separation distance $S_0$, the electrostatic interaction term becomes noticeable at a separation distance $S_0$ small by comparison with the sphere radius, but large enough for Eq. 5 to be applicable. The well-known method of Derjaguin [5] consists in approximating a sphere by a succession of planar rings of area $dA^{pl} = 2\pi h dh$ and integrating with the approximation $h/R \ll 1$. This is justified by the fact that the repulsion decreases exponentially with the distance, and only the closest parts of each sphere contribute appreciably to the repulsion. Under these conditions,

$$\Phi_{el}^{pl} = \pi R\kappa^{-1}\Phi_{el}^{pl}$$

For $R < \kappa^{-1}$, numerical plots show that the repulsion according to the flat plate solution is overestimated, but qualitatively the shape of the curves remains [2], and at short distances the whole cross sections of the spheres interact in a nonnegligible manner.

10.3. STRING OF SPHERES AND A PLANAR ARRAY OF SPHERES

If one considers a string of spheres, several linking sites are possible for an additional sphere. Sphere 1 in Fig. 10.1 may approach near an extremity in A or near any side location between B and C. In configuration B, sphere 1 is
submitted to two van der Waals interactions and two electrostatic interactions of the types in configuration A. Under conditions where an energy barrier ($\Phi_{\text{max}} = \Phi_{\text{vdW}} + \Phi_{\text{el}} > 0$) has to be overcome by thermal motion, this barrier is in all cases (thick or thin double layer) of a higher magnitude in configuration B than in configuration A. Stated differently, sphere 1 has a much higher probability to keep building the string. A similar set of situations can be described for a sphere approaching a planar array of identical spheres (Fig. 10.2), the probability of linking being higher in position A than in position B, or C itself higher than in position D.

Considering the isolated sphere 1 approaching a string of spheres (Fig. 10.1),
it is now necessary to compare the difficulty of approaching in position C with that of position B or A. At a large separation distance from the string surface, the surfaces of constant electric potential \( \Psi \) are cylinders (Fig. 10.3). The fluctuations in the equipotential surfaces resulting from the necks become sensible at closer distance. If one considers a neck between two particles in the string, a local concave wedge surface is present instead of a convex surface for one single sphere. The electric potential \( \Psi_{\text{neck}} \) is therefore stronger than for a flat face term \( \Psi_{\text{fl}} \) by opposition with the sphere electric potential \( \Psi_{\text{sh}} \), which is lower. In terms of magnitude, the difference can be expected to be appreciable in similar conditions, that is to say when the double-layer thickness \( \kappa^{-1} \) is at least of a size comparable with the sphere's radius, and as we have seen this is the case with most of the sol–gel hydrous colloidal oxides. Qualitatively this can be related to the fact that near the neck two surfaces of the same charge are close to each other, excluding an important volume for thick double layers where the counterions cannot go because of the presence of the neighbor sphere. Moreover an important overlapping volume occurs. The counterions are therefore rejected in the liquid wedge of the neck where they build a thicker double layer. Under these conditions, summing up the interactions derived from isolated spheres at distances of the order of the double layer thickness, such as done by Thomas and McCorkle [1], is incorrect.

The situation is nonetheless such that the string of spheres appears to a sphere I coming laterally like a cylinder with a thick double layer. The latter can be described in a first approximation by a "smoothed" surface potential \( \Psi_s \) at a distance close to the radius \( R \) from the string axis, somewhat like in Stern's model. A similar approximation holds for a planar array, and indeed for secondary particles, which are themselves agglomerates of smaller primary particles, the same hypothesis is always implicitly admitted.

To obtain an order of magnitude of the curvature effect on the electrostatic interaction term, the technique of Derjaguin, which is really valid for \( R > \kappa^{-1} \), can be extended to the interactions between a sphere and a flat surface or a cylinder. For the electrostatic interaction term \( \Phi_{\text{sh}, \text{fl}} \) between a sphere of radius
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*Figure 10.3. Smoothed electric potential near a spherical wedge for a thick double layer.*
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For the interaction between a sphere and a flat surface, one may decompose the sphere in elementary disks of width $dh$ and radius $h$ (Fig. 10.4a), and it becomes

$$\Phi_{el}^{(ph/flat)} = 2\Phi_{el}^{ph}$$

(7)

For the interaction between a cylinder of radius $R$ parallel to a flat plane, one may decompose the cylinder into planar strips parallel to the plane (Fig. 10.4b), which for a length $L$ gives

$$\Phi_{el}^{cy/flat} = L \frac{64n_{0}kT\gamma_{0}^{2}}{\kappa} \sqrt{\frac{2R}{\kappa}} \int_{-\infty}^{\infty} \exp\left(-\frac{\kappa}{2R} h^{2}\right) dh = L \sqrt{\frac{2\pi R^{2}}{R\kappa}} \Phi_{el}^{pl}$$

(8)

The interaction between a sphere and a cylinder can be obtained by decomposing the sphere and the cylinder into strips of length $L = dh$ (Fig. 10.4c), leading to

$$\Phi_{el}^{ph/cy} = \sqrt{\frac{2\pi R^{2}}{R\kappa}} \Phi_{el}^{pl} \int_{-\infty}^{\infty} \exp\left(-\frac{\kappa}{2R} h^{2}\right) dh$$

(9)

or

$$\Phi_{el}^{ph/cy} = \frac{\pi R^{2}}{R\kappa} \sqrt{2} \Phi_{el}^{pl} = \sqrt{2} \Phi_{el}^{ph}$$

(10)
10.4. CONCLUSIONS: POSSIBLE GELATION OF COLLOIDAL HYDROUS OXIDE SOLS

Under conditions where most hydrous oxide sols and gels are made, the double layer is of a thickness comparable with the colloidal dimensions of the particles. This has the effect of (1) smoothing out the surface roughness of an aggregate in terms of electrostatic repulsion and (2) amplifying the effect of the smoothed curvature (i.e., the repulsion decreasing from a smoothed planar surface to a smoothed cylindrical surface to a smoothed spherical surface). Simultaneously it leaves unchanged the van der Waals interaction, which comes from bulk matter.

With respect to aggregation, a good indication of the stability of a sol is given by the factor \( W \approx \exp(\Phi_{\text{max}}/kT) \), where \( \Phi_{\text{max}} \) must exceed 15 kT for the sol to be stable on an appreciable time scale [2]. However, \( \Phi_{\text{max}} \) decreases with radius \( R \), for instance, for 1-nm primary particles with a surface potential of 27.5 mV at pH 3 it is 2.85 and 4 kT, respectively for linear and lateral linkage. Both are therefore quite probable, so that the primary particles agglomerate into secondary spherical particles.

If these secondary particles reach a size comparable to the double-layer thickness, for instance, 5 nm, the repulsion barriers increases to 15 and 21 kT, respectively, for linear and lateral linkage. These secondary particles will therefore slowly link linearly.

In conclusion, an overall picture of the gel network as a result of the DLVO theory (Fig. 10.5) can be quite close to that described by Fricke [6] for silica gels.
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QUANTUM CALCULATIONS ON
SOL–GEL SILICA CLUSTERS

J. K. WEST, S. WALLACE, L. L. HENCH, AND C. R. LISHAWA

11.1. INTRODUCTION

Recent developments in sol–gel optics have produced type V amorphous silica
monoliths with extremely wide optical transmission bands [1,2]. Laser-
densified optical waveguide tracks have been produced in porous type VI silica
[3]. Optically transparent soda–silica monoliths with good UV cutoff wave-
lengths have also been made [4] at substantially lower densification tempera-
tures than the pure silica system.

These developments and others increase the importance of understanding the
structural models of sol–gel silica and the theoretical grounds for the UV cutoff
of silica optics. Thus, semiempirical quantum calculations have been initiated
using Hückel molecular orbital (HMO) [5] and intermediate neglect of
differential overlap (INDO) molecular orbital models. The INDO program was
made available by the Quantum Theory Project at the University of Florida [6].

11.2. MODEL STRUCTURES

The structures evaluated contain from one to six silica tetrahedra. In each model
two bridging oxygens and two nonbridging oxygens are bonded to each silicon.
One hydrogen is bonded to each of the nonbridging oxygens to terminate the structure and balance charge. Both ring and chain cluster models of silica tetrahedra were evaluated and their energies compared. Figure 11.1 shows the two-dimensional projection of a geometrically optimized INDO chain and ring structure for four silica tetrahedra. These projections are typical of the hydroxylated silica structures modeled in this study.

The clusters were each optimized for the minimum energy using a molecular mechanics (MM2) [7] routine. The molecular orbitals were calculated first using HMO then using geometrically optimized INDO calculations. The molecular energies were evaluated and compared to establish the relative stability of each structure. The energy gap between the highest occupied molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) for the single states and the corresponding UV cutoff wavelength were determined.

The heteroatom parameters, $k$ and $h$, which are used to modify the Hamiltonian matrix for the HMO calculations, were adjusted to compensate for the differences in the bonding orbitals between carbon and silicon. In HMO theory the matrix diagonal represents the ionization potentials, $\sigma_i$, of the valence electrons for carbon $i$, where $h = 1$, and the off diagonal matrix elements represent the bond interactions, $\beta_{ij}$, between carbon atoms $i$ and $j$, where $k = 1$:

\[
\sigma_i = -11.26 \times h_i (\text{eV}) \\
\beta_{ij} = -2.5 \times k_{ij} (\text{eV})
\]  

The HOMO–LUMO gap for a single silica tetrahedra was set at 8.2 eV, and the parameters were determined. Thus, the relative energies of the various structures were determined without further adjustment of the parameters by comparison to a single silica tetrahedra. Table 11.1 shows the results of the empirical determination of the $k$ and $h$ parameters for silicon [8], carbon, oxygen, and nitrogen [5].
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(a) CHAIN OF 4 SILICA TETRAHEDRA  
(b) RING OF 4 SILICA TETRAHEDRA

Figure 11.1. The two dimensional projection of a geometrically optimized INDO chain and ring structure for four silica tetrahedra.
TABLE 11.1. Heteroatom Parameters

<table>
<thead>
<tr>
<th>Bond</th>
<th>$k$ parameter</th>
<th>Reference No.</th>
<th>Atom</th>
<th>$k$ parameter</th>
<th>Reference No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C—C</td>
<td>1.00</td>
<td>5</td>
<td>C</td>
<td>1.00</td>
<td>5</td>
</tr>
<tr>
<td>C—O</td>
<td>0.80</td>
<td>5</td>
<td>O</td>
<td>1.00</td>
<td>5</td>
</tr>
<tr>
<td>C—N</td>
<td>0.80</td>
<td>5</td>
<td>N</td>
<td>1.50</td>
<td>5</td>
</tr>
<tr>
<td>C≡C</td>
<td>1.00</td>
<td>5</td>
<td>Si</td>
<td>0.80</td>
<td>8</td>
</tr>
<tr>
<td>C≡O</td>
<td>1.414</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C≡N</td>
<td>1.0</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C≡Si</td>
<td>0.72</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>O≡Si</td>
<td>1.4</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

11.3. RESULTS AND DISCUSSION

Table 11.2 summarizes the HMO calculations of these silica structures. The Hückel energy (HE) is the total molecular energy for each structure. The relative stability of each structure can be compared using the HE per silica tetrahedra. In Table 11.3, summarizing the INDO calculations, a similar calculation is shown to compare the relative stability of the INDO structures. The more negative the energy, the more stable the structure.

Figure 11.2 shows the INDO energy per silica tetrahedra for rings and chains as a function of the number of tetrahedra and suggests that the chain structures are more stable than the rings. This has been observed experimentally using

![Figure 11.2. INDO energy per silica tetrahedra for rings and chains as a function of the number of tetrahedra.](image-url)
<table>
<thead>
<tr>
<th>Number of Silica Tetrahedra</th>
<th>Structure</th>
<th>Resonance Energy (eV)</th>
<th>HE* per Tetrahedra (eV)</th>
<th>HOMO–LUMO* Bandgap (eV)</th>
<th>UV* Cutoff Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tetrahedra</td>
<td>14.3</td>
<td>-67.8</td>
<td>8.22</td>
<td>151.1</td>
</tr>
<tr>
<td>2</td>
<td>Chain</td>
<td>-25.2</td>
<td>-94.4</td>
<td>7.22</td>
<td>172.1</td>
</tr>
<tr>
<td>2</td>
<td>Ring</td>
<td>39.0</td>
<td>-69.5</td>
<td>7.29</td>
<td>170.2</td>
</tr>
<tr>
<td>3</td>
<td>Chain</td>
<td>41.9</td>
<td>-60.6</td>
<td>6.87</td>
<td>180.8</td>
</tr>
<tr>
<td>3</td>
<td>Ring</td>
<td>11.9</td>
<td>-70.4</td>
<td>7.29</td>
<td>170.3</td>
</tr>
<tr>
<td>4</td>
<td>Chain</td>
<td>46.3</td>
<td>-58.5</td>
<td>5.16</td>
<td>240.7</td>
</tr>
<tr>
<td>4</td>
<td>Ring</td>
<td>56.2</td>
<td>-56.7</td>
<td>6.20</td>
<td>200.3</td>
</tr>
<tr>
<td>5</td>
<td>Chain</td>
<td>70.0</td>
<td>-59.0</td>
<td>6.52</td>
<td>190.5</td>
</tr>
<tr>
<td>5</td>
<td>Ring</td>
<td>-18.9</td>
<td>-76.7</td>
<td>7.60</td>
<td>163.4</td>
</tr>
<tr>
<td>6</td>
<td>Chain</td>
<td>-11.6</td>
<td>-75.2</td>
<td>8.80</td>
<td>141.1</td>
</tr>
<tr>
<td>6</td>
<td>Ring</td>
<td>84.3</td>
<td>-70.8</td>
<td>6.19</td>
<td>200.5</td>
</tr>
</tbody>
</table>

*Abbreviations used: HE, Hückel energy; HOMO, highest occupied molecular orbital; LUMO, lowest unoccupied molecular orbital; UV, ultraviolet.
TABLE 11.3. INDO Calculations for Silica Structures

<table>
<thead>
<tr>
<th>Number of Silica Tetrahedra</th>
<th>Structure</th>
<th>Dopant [mol %]</th>
<th>INDO(^a) Energy per Tetrahedra (a.u.)</th>
<th>HOMO – LUMO(^a) Bandgap (a.u.)</th>
<th>UV(^a) Cutoff Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Tetrahedra</td>
<td>0.00</td>
<td>-73.82</td>
<td>0.6201</td>
<td>87.1</td>
</tr>
<tr>
<td>2</td>
<td>Chain</td>
<td>0.00</td>
<td>-64.72</td>
<td>0.4129</td>
<td>130.7</td>
</tr>
<tr>
<td>2</td>
<td>Chain-Na</td>
<td>6.25</td>
<td>-64.46</td>
<td>0.3195</td>
<td>168.1</td>
</tr>
<tr>
<td>2</td>
<td>Chain-OH</td>
<td>5.88</td>
<td>-73.39</td>
<td>0.1561</td>
<td>345.9</td>
</tr>
<tr>
<td>2</td>
<td>Chain-water</td>
<td>5.88</td>
<td>-73.78</td>
<td>0.3950</td>
<td>136.7</td>
</tr>
<tr>
<td>2</td>
<td>Ring</td>
<td>0.00</td>
<td>-55.82</td>
<td>0.4786</td>
<td>112.8</td>
</tr>
<tr>
<td>3</td>
<td>Chain</td>
<td>0.00</td>
<td>-61.74</td>
<td>0.4069</td>
<td>132.7</td>
</tr>
<tr>
<td>3</td>
<td>Ring</td>
<td>0.00</td>
<td>-55.86</td>
<td>0.5082</td>
<td>106.2</td>
</tr>
<tr>
<td>4</td>
<td>Chain</td>
<td>0.00</td>
<td>-60.25</td>
<td>0.3867</td>
<td>139.6</td>
</tr>
<tr>
<td>4</td>
<td>Ring</td>
<td>0.00</td>
<td>-55.80</td>
<td>0.4725</td>
<td>114.3</td>
</tr>
<tr>
<td>4</td>
<td>Ring-Na</td>
<td>4.00</td>
<td>-55.62</td>
<td>0.3319</td>
<td>162.6</td>
</tr>
<tr>
<td>4</td>
<td>Ring-OH</td>
<td>3.85</td>
<td>-60.28</td>
<td>Degenerate</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>Chain</td>
<td>0.00</td>
<td>-59.35</td>
<td>0.4024</td>
<td>134.2</td>
</tr>
<tr>
<td>5</td>
<td>Ring</td>
<td>0.00</td>
<td>-55.76</td>
<td>0.3740</td>
<td>144.3</td>
</tr>
<tr>
<td>6</td>
<td>Chain</td>
<td>0.00</td>
<td>-58.55</td>
<td>0.3974</td>
<td>135.8</td>
</tr>
<tr>
<td>6</td>
<td>Ring</td>
<td>0.00</td>
<td>-55.79</td>
<td>0.4696</td>
<td>114.1</td>
</tr>
<tr>
<td>6</td>
<td>Ring-Na</td>
<td>2.78</td>
<td>-55.69</td>
<td>0.3564</td>
<td>151.5</td>
</tr>
<tr>
<td>6</td>
<td>Ring-OH</td>
<td>2.70</td>
<td>-58.73</td>
<td>Degenerate</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)Abbreviations used: INDO, intermediate neglect of differential overlap; HOMO, highest occupied molecular orbital; LUMO, lowest unoccupied molecular orbital; UV, ultraviolet; N/A, not applicable.
NMR spectroscopy [9], where a linear, as opposed to a ring, growth model most consistently interprets the experimental structural evidence prior to gelation. Investigators [10,11] have proposed models for the structure of acid-catalyzed silica gels containing two levels of structure formed before gelation. These models propose the formation of primary particles of diameter 1–2 nm that agglomerate to form secondary particles of about 4–6 nm before drying. The secondary particles give rise to the pore structure after drying.

Table 11.4 shows the differences in the INDO structural energies between chains and rings. The relative stability of chains compared to rings decreases as the number of silica tetrahedra increases, as shown in Fig. 11.3 by the decrease in the difference between their calculated INDO energies. The difference is estimated to reach zero as the number of tetrahedra reaches about 10 or 12,

Table 11.4. Energy Difference between Chains and Rings

<table>
<thead>
<tr>
<th>Number of Silica Tetrahedra</th>
<th>Cluster Size (Å)</th>
<th>INDO*</th>
<th>Hückel</th>
<th>Hückel</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rings</td>
<td>Chains</td>
<td>(a.u.)</td>
<td>(eV)</td>
</tr>
<tr>
<td>2</td>
<td>6.567</td>
<td>9.090</td>
<td>8.90</td>
<td>24.86</td>
</tr>
<tr>
<td>3</td>
<td>7.143</td>
<td>12.671</td>
<td>5.88</td>
<td>−9.84</td>
</tr>
<tr>
<td>4</td>
<td>9.293</td>
<td>16.253</td>
<td>4.45</td>
<td>1.79</td>
</tr>
<tr>
<td>5</td>
<td>11.319</td>
<td>19.832</td>
<td>3.59</td>
<td>−17.67</td>
</tr>
<tr>
<td>6</td>
<td>11.88</td>
<td>23.414</td>
<td>2.76</td>
<td>4.44</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>12</td>
<td>44.823</td>
<td>0.00</td>
<td>(Estimate)</td>
<td></td>
</tr>
</tbody>
</table>
when the driving force for rings becomes more favorable than for chains. This result is similar to the size range where primary particle growth stops in acidic silica sols [10, 11]. Acid catalysis ensures complete hydrolysis of the silica tetrahedra, as used in these calculations. The size of the INDO calculated rings or clusters for 10-12 tetrahedra appears to fall within the range of the radius of gyration of the primary particles calculated from small angle X-ray scattering analysis of acid-catalyzed silica sols [10, 11].

As gelation occurs, the crosslinking of the structure becomes more dominant. Statistical analysis indicates that chain growth is limited by this process, and rings must be formed [12]. The energy differences in the ring structures in the INDO model are very small. This indicates that a broad distribution of ring sizes may be possible in a gel as they become energetically more favorable.

Tables 11.2 and 11.3 show the HOMO–LUMO bandgap energy and the associated theoretical UV cutoff. In both models the ring structures tend to yield a lower UV cutoff than the chain structures. Experimental UV cutoff values of dense dehydrated gel–silica are close to those predicted by the calculated ring structures [13] involving five tetrahedra per ring.

The effect of dopants on the UV cutoff is significant. The hydroxyl radical seems to have the most impact. The degenerate HOMO–LUMO bandgaps indicate that absorption is complete. In the case of the sodium dopant, this result tracks the experimental results of sol–gel soda–silica systems [4]. When the concentration of soda was increased from 0 to 7%, the UV cutoff increased by 105 nm from 200 nm to 305 nm. In the INDO model, as the sodium dopant was increased from 0 to 6.25%, the UV cutoff increased by 54.6 nm. Hydrogen-bonded water also increased the UV cutoff, as seen experimentally.

11.4. CONCLUSIONS

The HMO molecular orbital model is relatively simple and can be run on personal computers. The INDO model is more sophisticated and consequently more accurate; it also requires larger computational power, for example, Sun Microsystem. The differences in the INDO structural energies between rings and chains indicate that chain structures are the most stable up to about 10–12 silica tetrahedra. The calculated UV cutoffs in the pure silica is lower than the experimental values, however, ring structures with 5 tetrahedra are close to experimental values of pure gel–silica optics. Small concentration of hydroxyl, sodium, or water increases the UV cutoff wavelength, as expected.
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PART 2

Processing
ULTRASTRUCTURE PROCESSING OF
SHAPED CERAMIC BODIES FROM
LIQUIDS

JOHN D. MACKENZIE

12.1. INTRODUCTION

The fabrication of a ceramic into some specific shape is generally much more
difficult than for a metal or an organic polymer. This is primarily due to the
brittleness of ceramics, which makes machining difficult. If near-net-shape
structures can be formed, fracture during machining is minimized. Glass-
forming oxide systems are, of course, widely utilized for the fabrication of all
types of complex shapes. Second, for some very limited numbers of systems, a
shaped glass body can be converted into a fine-grained glass-ceramic. However,
most ceramic systems do not form glass readily. One then has to use the powder
process via the slip-cast or sintering route. It has been emphasized that because
even fine powders are of micrometer dimensions, the attainment of ultra-
homogeneity is practically impossible with a powder process [1].

For electronic ceramics, ultrahomogeneity is of particular importance. The
powder process is thus not desirable. Vapor deposition is frequently difficult to
control for multicomponent ceramic systems, because the chemical composition
and sticking coefficients of the depositing species are different. Second, for large
objects and/or complex-shaped objects, vapor deposition is generally not
practical. One is then left with the liquid route. At present, there are two low-
temperature liquid routes that appear to be highly promising for the fabrication of shaped ceramic bodies. One is the metal–organic polymer route, which has been used principally for the fabrication of ceramic carbide fibers [2]. The second one is the so-called sol–gel route, which is primarily utilized for oxide ceramics. In this Chapter, only the processing of oxides will be treated, especially processes based on sol–gel-related liquids.

There are some examples of the successful preparation of shaped ceramic objects from sol–gel-related liquid systems. These will be reviewed in a later section. Because of the many subtle complexities associated with the use of low-temperature liquids, some of these will be critically reviewed before a discussion of specific examples.

12.2. SOME IMPORTANT CONSIDERATIONS FOR FABRICATION

12.2.1. The Ideal End Product

The end product of the fabrication process, be it a fiber, a film, a sphere or a rod, can be either a single crystal, a polycrystal, or a noncrystalline solid. The successful preparation of an oxide single crystal based on the use of sol–gel-type liquids is not known. Polycrystalline and noncrystalline oxides, however, have been successfully prepared in specific shapes. The ideal end product should be chemically homogeneous on a molecular scale and for a polycrystalline ceramic should have controllable grain size and practically zero porosity. For a porous ceramic, the pore size and size distribution should be controllable. For both polycrystalline or noncrystalline bodies, there should be negligible residual stresses. Prior to the adaptation of the low-temperature liquid method for fabrication, considerations should be given as to the probability of attaining such goals. These questions cannot be answered unless the various complexities associated with the sol–gel process are known. We will therefore first consider the evolutions of simple and complex oxide systems.

12.2.2. The Sol–Gel Process for a One-Oxide System

The sol–gel process ideally begins with a homogeneous liquid of low viscosity based on alkoxides. The viscosity increases with time as depicted in Fig. 12.1 and when it reaches a suitable value, fibers can be drawn and heat treated. Because the viscosity increases rapidly with time in the high-viscosity range and in a complex manner dependent on many factors, its precise control is difficult. The liquid then becomes a wet gel, which is a porous and mechanically weak solid whose pores are filled with a liquid mixture comprising of unreacted alkoxides, alcohol, and perhaps water. As condensation proceeds, more M–O–M bonds are formed. As the polymeric gel grows, it also shrinks, and liquid is expelled from the pores. The process is known as syneresis. The porosity and micro-
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Figure 12.1. Evolution of the sol-gel-type liquid process from liquid to solids.

structure of the wet gel are dependent on numerous factors [3]. The mechanical strength of the wet gel is highly dependent on the structure of the oxide "skeleton," which is governed by the completeness of the condensation reaction to form M-O-M bonds. It is also dependent on the microstructure such as chains versus three-dimensional networks. Assuming sufficient water is present to permit complete hydrolysis, then at gelation, the bonds present are M-O-M, M-OH, and M-OR. The energy of the M-O-M bond is of the order of 100 kcal versus the 1 kcal of hydrogen bonds. The total number of M-O-M bonds in a wet gel have a greater effect on mechanical properties than the porosity. For instance, the elastic modulus of a fired ceramic of 85% porosity can be approximately calculated from [4]

\[ E = E_0 \exp[-(bP + cP^2)] \]  

(1)

to be \( \sim 0.03E_0 \). For silica, \( E \) is \( \sim 3 \times 10^3 \) lb/in.\(^2\). The measured values of \( E \) for wet silica gels range only from 0.02 to 4 lb/in.\(^2\) [5,6]. It is assumed that the wet gel porosity is also \( \sim 85\% \). The measured tensile strength of a silicate foamed
glass of 90% porosity is \( \sim 150 \text{ lb/in.}^2 \) [7]. That of a wet silica gel is \( \sim 1 \text{ lb/in.}^2 \) [6]. The wet gel is again assumed to have the approximately similar porosity. Although there are some uncertainties concerning the porosities of the wet gels studied, these comparisons leave little doubt that the completeness of the condensation process is of utmost importance if a strong wet gel is desired. The drying of the wet gel (steps 3 and 4 of Fig. 12.1) is usually accompanied by large changes of volume (\( \sim 50\% \), say) and frequently by fracture. This is probably the most serious barrier to the fabrication of large bodies. Various approaches have been used to suppress fracture. Because the capillary pressure \( P \) is the likely cause of fracture when the liquid within the pores evaporate, and

\[
P = 2\gamma \cos \theta / r
\]

where \( \gamma \) is the vapor liquid surface tension, \( \theta \) is the wetting angle, and \( r \) is the pore radius, an increase of \( r \) would lower \( P \). This has been achieved by Shoup in the fabrication of silica bodies [8]. The addition of chemical agents (drying control chemical additive) also increases the average pore size, but, more importantly, decreases pore size distribution [9]. Hypercritical drying has also been successfully used to suppress fracture during drying [10]. This approach, however, necessitates the use of high-pressure equipment. It should also be mentioned that silica optical fibers have also been drawn from porous preforms obtained from wet gels without hypercritical drying. For an excellent treatment of the theories of aging and drying of gels, the reader is referred to the work of Scherer [11].

When the porous dry gel is further heated to \( \sim 400^\circ \text{C} \), most of the unreacted components are driven off and a fairly strong porous amorphous oxide results (Fig. 12.1, step 5). The pores are mainly small and continuous. This porous amorphous solid can be used as ceramic ultrafilters or can be impregnated with organic polymers to form transparent composites (Fig. 12.1, step 9). Porous amorphous solids can be conveniently divided into two types [12]. Type A would crystallize readily on further heating to give a porous polycrystalline solid (Fig. 12.1, step 7). This includes common oxides such as \( \text{TiO}_2 \), \( \text{Al}_2\text{O}_3 \), and \( \text{ZrO}_2 \). At even higher temperatures the ceramic would become denser. Type B can be heat treated without crystallization to give dense amorphous solids that have properties indistinguishable from those of melt-formed glasses. This includes \( \text{SiO}_2 \), \( \text{B}_2\text{O}_3 \), and \( \text{GeO}_2 \). From the porous dry gel to the fully dense non-crystalline (glasslike) or polycrystalline solid, all oxides are brittle. Thermal stresses must be minimized at each step to prevent fracture during heat treatment. Although considerable success has been achieved in the fabrication of relatively large, dense silica objects of various shapes, there is little information of similar successes for polycrystalline ceramics.

12.2.3. The Sol–Gel Process for Polycomponent Oxide Systems

Based on the above considerations, it is not difficult to expect that the fabrication of shaped oxide bodies containing two or more components must
become even more complex. It is not commonly recognized that a very well-mixed liquid solution does not necessarily result in a truly homogeneous gel. An example of this is the attempted preparation of an ultra-low expansion, glasslike solid based on TiO$_2$ and SiO$_2$. If a silicon alkoxide and a titanium alkoxide are dissolved in an alcoholic solvent to form a homogeneous liquid mixture and exposed to H$_2$O, each alkoxide has its own reaction tendency and reaction rate. The titanium alkoxide would more readily form a titanium oxide gel than the silicon alkoxide. The net result could be the formation of a two-phase gel. On heating, the titanium oxide could crystallize with small inclusions of amorphous SiO$_2$. Because of the high-melting temperature of TiO$_2$ and the high viscosity of SiO$_2$, it is unlikely that an ultrahomogeneous glasslike TiO$_2$–SiO$_2$ solid can be easily fabricated by such a method. Inhomogeneity on a microscopic scale would also generate internal stresses during heat treatment. A large stress-free and homogeneous body is thus practically impossible to produce unless the homogeneity is preserved at every step.

The same logic is applicable to the fabrication of a polycrystalline two-component oxide body such as BaTiO$_3$. In this case, it is again assumed that both barium alkoxide and titanium alkoxide are available and can form a homogeneous liquid solution. Even if Ti–O–Ba linkages are formed in the wet gel, because the Ba–O bond is mostly ionic, and the heat-treatment process can lead to the dissociation of organic groups, BaCO$_3$ crystals can form at relatively low temperatures [1] (~300°C). Such crystals can rapidly grow to dimensions in excess of a few thousand angstroms. The dried gel has thus become a mixture of fine oxide powders. The main advantage of the sol–gel method to prepare ultrahomogeneous solids is now lost. For a three-component oxide system such as PbZrTiO$_3$, the complexities are obviously much greater, even if all the metals are introduced as alkoxides.

For multicomponent glass-forming systems such as those based on Na$_2$O–B$_2$O$_3$–SiO$_2$, even if a homogeneous, pore-free, glasslike solid is produced from the sol–gel liquid route, prolonged heat treatment can result in liquid–liquid phase separation similar to that observed for melt-formed glasses [13].

### 12.2.4. The Use of Salt Solutions

The use of alkoxides as raw materials to fabricate shaped objects offers a number of important advantages. One obvious advantage is that M–O–M bonds are formed in the liquid state, which in turn leads to the increase of viscosity with time. Although the control of viscosity is difficult, it can be done. This then permits the fabrication of fibers and tapes and objects of other shapes. For fibers, viscosities of the order of 100 to 1000 P are desirable and such values pose no problems for alkoxide-based solutions. Frequently, metal alkoxides are not readily available, and even if they are available, some alkoxides do not form concentrated miscible solutions easily. For a multicomponent oxide system such as YBa$_2$Cu$_3$O$_7$, one is tempted to replace alkoxides with salts. In Table 12.1, it is seen that despite the very high concentrations of metal salts in aqueous solutions, the viscosities remain in the range of only 1 to $10 \times 10^{-2}$ P versus the
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TABLE 12.1. The Viscosity and Solubility of Selected Compounds

<table>
<thead>
<tr>
<th>Compounds</th>
<th>Weight Percent in Solution</th>
<th>Viscosity (cP)</th>
<th>Solubility</th>
</tr>
</thead>
<tbody>
<tr>
<td>BaCl₂</td>
<td>0.50</td>
<td>0.8966</td>
<td>37% hw</td>
</tr>
<tr>
<td></td>
<td>26.00</td>
<td>1.3356</td>
<td></td>
</tr>
<tr>
<td>CaCl₂</td>
<td>0.50</td>
<td>0.9020</td>
<td>43% cw</td>
</tr>
<tr>
<td></td>
<td>40.00</td>
<td>7.9945</td>
<td></td>
</tr>
<tr>
<td>CuSO₄</td>
<td>0.50</td>
<td>0.9038</td>
<td>24% cw</td>
</tr>
<tr>
<td></td>
<td>18.00</td>
<td>2.1761</td>
<td></td>
</tr>
<tr>
<td>Pb(NO₃)₂</td>
<td>0.50</td>
<td>0.8931</td>
<td>27% cw</td>
</tr>
<tr>
<td></td>
<td>34.00</td>
<td>1.2991</td>
<td></td>
</tr>
<tr>
<td>AgNO₃</td>
<td>0.50</td>
<td>0.8913</td>
<td>55% cw</td>
</tr>
<tr>
<td></td>
<td>40.00</td>
<td>1.2136</td>
<td></td>
</tr>
<tr>
<td>NaAc</td>
<td>0.50</td>
<td>0.9073</td>
<td>54% cw</td>
</tr>
<tr>
<td></td>
<td>30.00</td>
<td>4.3897</td>
<td></td>
</tr>
<tr>
<td>Na₃C₆H₃O₇</td>
<td>1.00</td>
<td>0.9269</td>
<td>42% cw</td>
</tr>
<tr>
<td>Sodium citrate</td>
<td>36.00</td>
<td>8.6974</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: hw, hot water; cw, cold water.

100 to 1000 P needed for fiberization. It may be argued that such aqueous solutions based on metal salts are at least applicable to the formation of thin films if their viscosities do not permit fiber or tape drawing. However, even for thin films, as the solvent evaporates, one salt could precipitate first while the others are still in solution. This would obviously lead to inhomogeneity. Third, whereas M–O–M bonds are formed at low temperatures for alkoxide-based solutions, mixtures of nitrates or sulfates do not form oxides until very high temperatures are reached. It is uncertain if even thin films can be prepared without reactions with the substrate and/or the creation of uneven film thickness. Partial replacement of alkoxides with salts such as the use of two alkoxides and one salt may permit the formation of viscous solution. However, the dissociation of the salt is still necessary for the formation of oxides. It thus appears that for “ideal”-shaped objects from liquids, the use of metal salts is not recommended.

12.2.5. The Use of Fillers

Because the sol–gel process begins with liquids of low viscosity, fillers can be readily dispersed to form composites. The evolution of various types of composites is shown in Fig. 12.2. In addition to the fabrication of composites such as SiC–SiO₂ [14], the filler can be of the same chemical composition as the gel matrix, for example, colloidal silica in a silica gel. The presence of the filler
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not only has a beneficial effect on pore size, but it also reduces overall shrinkage. Dense glasslike solids have been prepared by this method [8]. In general, large objects can be fabricated with composites than for single-phase systems. In addition to increasing the apparent viscosity of the liquid, inert fillers can also affect the microstructure of the gels as illustrated by the example of cubic BN in SiO₂ to be discussed later. The difference of the thermal expansion coefficients between filter and matrix is obviously of importance in the fabrication of a composite.
shaped object. Depending on the nature of the filler and its shape, surface structure, and thermal history, adsorbed gases can nucleate, and microbubbles can subsequently be trapped during the evolution of the composite microstructure. The removal of such small bubbles after the matrix is partially densified can be a serious problem. The removal of macropores that originate from the shrinkage of a porous gel containing rigid fillers is also a difficult barrier to overcome.

12.3. SOME SUCCESSFUL EXAMPLES

Despite the many complexities of the use of sol–gel-type liquids to fabricate shaped objects, there are many successful examples, especially for glasslike silica bodies. Workers of the Seiko Epson Corporation of Japan were able to fabricate dense silica glass sheet as large as $420 \times 290 \text{ mm}^2$ in 1988 [15]. Recently, the company announced that even larger samples have been prepared. Silica glass tubes 1000 mm in length, with an outside diameter of 25 mm and an inside diameter of 13 mm have also been produced by the same group of workers [16]. Large silica glass preforms and tubes that were used to fabricate high-purity optical fibers were made by Rabinovich and co-workers in 1984 [17]. Shoup has developed an innovative technique based on alkali silicate solutions to fabricate complex fused silica objects [8]. The sol–gel solution route is not only advantageous for the fabrication of silica glass objects at relatively low temperatures. It has also permitted Hench and co-workers to fabricate silica plates with optical properties that are far superior to silica glass prepared by other methods [18]. Following the pioneering of Sakka [19], the Asahi Glass Company of Japan was successful in the development of a continuous process for the manufacture of silica glass fibers in 1987.

There is little doubt that the many successes in fabricating shaped objects based on silica is primarily due to the very extensive research on silica sol–gel science in the past decade. It is probably equally true that because relatively little fundamental research has been carried out on other sol–gel systems, the number of successes are minimal with other oxide systems. With the exception of thin films, most successful fabrications involve glass-forming systems. Large and/or complex shaped objects of polycrystalline oxides fabricated by sol–gel-type liquids are not known, especially for ceramics of low porosity. Frequently, this is because the T–T–T curves for the transformation of the porous amorphous solid to the porous polycrystalline solid (Fig. 12.1, steps 5 to 7) are not available. Second, there has been little research on the transformations of wet gels to non–glass-forming porous dry gels (Fig. 12.1, steps 3 and 4). For an introduction to sol–gel technology for thin films and other specialty objects, the reader is referred to a recent text by L. C. Klein [20]. Even more recent advances are treated elsewhere in this text.
12.4. EXAMPLES OF CURRENT RESEARCH

Research is being conducted in this author’s laboratory to fabricate various oxides into specific shapes from the sol–gel liquid route with varying degrees of success. These examples should be of interest to those who are not concerned with various shapes of silica glass.

12.4.1. Fabrication of a Superconducting YBa$_2$Cu$_3$O$_{7-x}$ Ceramic

The goals were to fabricate a small rectangular piece of the ceramic with dimensions of $5 \times 10 \times 1$ cm$^3$ and also to draw continuous fiber. The finished product was a ceramic monolith.

![Diagram of processing steps](image)

Figure 12.3. Simplified processing steps for the fabrication of a superconducting YBa$_2$Cu$_3$O$_{7-x}$ ceramic monolith.
superconducting ceramic should be >95% dense. The process for the monolith is illustrated in Fig. 12.3. The first task was to prepare a homogeneous solution based on alkoxides. Viscous solutions are necessary for continuous fibers. Because of the limited solubility of the alkoxides, an initial solution volume of 4000 ml had to be used. Gelation was accompanied by the evaporation of solvent. The wet gel so formed had a volume of only 200 ml. The wet gel then converted to a porous dried gel with further shrinkage. The most difficult task was then to convert this porous amorphous solid into the YBaCuO compound without the formation of intermediate crystalline phases. T–T–T curves had to be obtained. Finally the porous ceramic was densified to a final volume of 50 ml. The ceramic was a superconductor.

12.4.2. Fabrication of a Superabrasive Disc

The goal was to fabricate a superabrasive disc which was a composite of cubic BN fine particles in a hard oxide matrix. The process is schematically shown in Fig. 12.4. It was not possible to predict the shrinkage behavior of a porous silica matrix containing different concentrations of cubic BN power with dimensions from 0.5 to 10 μm. Figure 12.5 shows the shrinkage of some of these samples.

Silica-40vol%Cubic Boron Nitride(CBN) Composite

![Flow sheet for the fabrication of a cubic BN-SiO₂ superabrasive disc.](image_url)
The dispersion of apparently inert cubic BN powder in the gel resulted in significant changes in the microstructure of the gel and hence its shrinkage characteristic. One remaining problem was the presence of macropores even after heating at 1100°C.

12.4.3. Fabrication of a Zirconia Porous Bead with 1-μm-Diameter Continuous Pores

The goal was to fabricate an inert sphere for ultrafiltration of contaminated water. Figure 12.6 shows the processing steps leading from liquid to a ceramic porous ZrO₂ sphere with a diameter of ~1 μm. Because of the geometry and the small size, stress-induced fracture was not a problem. The control of uniform porosity and the suppression of the formation of an impermeable skin on the surface, however, became a difficult problem to solve.

12.5. CONCLUSIONS

1. The successful fabrication of silica glass into complex and/or large shapes has been achieved by many workers despite the complexities of the sol-gel
process. These successes are attributable to the extensive amount of fundamental research on the gelation of silica.

2. There are very few examples of the fabrication of crystalline oxides via the sol–gel liquid route into large and/or complex shapes with the exception of thin films and, perhaps, fibers. This is primarily due to the lack of basic research regarding the evolution of the sol–gel process from gel to ceramic and the chemistry of liquid mixtures used.
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Ultrasonic irradiation can be used to promote hydrolysis and polycondensation of alkoxide + water mixtures without the need to add a common solvent. Various analyses show that the sonogels obtained in this way differ from classical gels. The dose of ultrasound delivered to the system during the sonocatalytic treatment influences the degree of reticulation of the gel network. The study of mechanical properties of wet gels (Young's modulus, $K_{IC}$, and fracture surface energy) constitutes a sensitive way of detecting structural differences that arise from different ultrasonic treatments and following their evolution with time during syneresis. Sonocatalysis offers additional parameters for controlling the time of gelation and thus is potentially interesting in particular for the preparation of dense matrices for various composites by the sol–gel method.

13.1. HISTORICAL OUTLINE

The most usual way of preparing gels for the sol–gel process is based on hydrolysis and polycondensation reactions of metal alkoxides. In the case of pure silica, tetramethoxysilane $\text{Si(OCH}_3)_4$ (TMOS) or tetraethoxysilane $\text{Si(OC}_2\text{H}_5)_4$ (TEOS) are hydrolyzed in the presence of an acid or basic catalyst.
However, because these compounds and water are immiscible, they are dissolved in a common solvent, generally, methyl or ethyl alcohol.

It was reported by Tarasevich [1, 2] that it was possible to avoid the use of this common solvent by submitting the mixture to intense ultrasonic radiation that initiates the reaction when an acid catalyst is added. He gave the name of sonogels to gels prepared in this way.

Our group has since undertaken a systematic study of this process in order to understand the possible mechanism and to compare the physicochemical and structural characteristics of sonogels to those of classical gels prepared in the presence of an alcoholic solvent. The systems studied were pure SiO$_2$ [3], the binaries SiO$_2$–B$_2$O$_3$ and SiO$_2$–P$_2$O$_5$ [4, 5], and recently the system SiO$_2$–TiO$_2$ [6], as well as SiO$_2$–SiO$_2$ composites introducing fine silica particles (Aerosil) [7].

The problem of the solventless preparation of gels has since interested other laboratories; it has been reported [8] that gels can be prepared under magnetic stirring of TMOS–water mixtures. Other ways were proposed that eliminated the need of an alcoholic solvent: hydrolysis of TEOS under high dilution in water, followed by quick-setting by change of pH [9] or hydrolysis of SiCl$_4$ vapor in a water bath [10]. The last two methods do not require mechanical agitation, they operate in the presence of an excess of H$_2$O, which necessitates a syneresis stage to condense the structure and are thus not likely to be used in cases where small shrinkage is required, for example, as in composite matrix synthesis.

Our early investigations of SiO$_2$-based sonogels were mainly directed toward the characterization of the resulting gels and their behavior under oxidation and densification treatments. Systematic studies combining differential thermal analysis, thermogravimetric analysis, Brunaur-Emmett-Teller, and infrared spectroscopy have clearly shown that the behavior of sonogels during heat treatment differs from that of classic gels. The release of OH and of organic residues is more spread out in time, and the sequences observed point to the presence of several kinds of sites possibly linked with a very fine porosity of sonogels. The density of the sonogels has been shown to be higher than that of corresponding classic gels, which is normal in view of the initial absence of a solvent.

The porosity can be exceedingly fine as is revealed by small-angle X-ray scattering measurements [11], the size of the pores being of the order of 10–20 Å. These gels do not possess, after drying, a structure that would justify the use of “fractal” concepts. The density of the matrix at the elementary grain level (30 Å) deduced from combined small-angle X-ray scattering and Brunaur-Emmett-Teller data is also higher than that of the classic gels. In the case of multicomponent systems SiO$_2$–B$_2$O$_3$ and SiO$_2$–P$_2$O$_5$ the losses of the more volatile components B$_2$O$_3$ or P$_2$O$_5$ are smaller compared to the classic counterparts, which indicates a more intimate incorporation into the structure. This was confirmed by programmed thermal decomposition analysis coupled with mass spectroscopy. These losses are smaller both in the wet preparation
stage and during hypercritical solvent evacuation when aerogels are prepared [4].

The conversion into glasses of the aerogels obtained from sonogels is quicker, due to the larger surface associated with the exceedingly fine porosity, but necessitates prior careful oxidation and elimination treatments to eliminate the last firmly entrapped residues that may sometimes prove more difficult than for classic gels.

13.2. SONOCATALYSIS

The study of the gelation process as a function of the ultrasonic irradiation dose and at stabilized temperatures was undertaken in an attempt to better understand the mechanism at work. The action of ultrasound undoubtedly produces an atomization effect, emulsifying the water–alkoxide mixture and provoking a release of alcohol, which in turn accelerates the homogenization process. A simple mixing may be effective in the case of TMOS–water mixture [8], but is insufficient for the less reactive TEOS.

An additional effect is provided by cavitation phenomena, which has been studied in various polymerization and depolymerization reactions. Cavitation produces extreme pressures and hot spots in the liquid during the collapse of vapor bubbles in the liquid submitted to the ultrasonic waves.

Two theories were proposed: one based on the presence of resonating bubbles [12], the other on the transient collapse of bubbles [13, 14]. Basically, as an ultrasonic wave propagates, a microcavity is formed in the low-pressure phase at a nucleus, which may be constituted, for example, by a gas bubble. This cavity expands quasi-isothermally and becomes filled with the vapors of the reactants. At some point during the high-pressure phase, the cavity suddenly collapses adiabatically, which leads to an extremely high temperature increase (hot spots). At this point the reaction takes place in the gas phase inside the collapsing bubble. Although the concept of “temperature” must be considered here with care, local hot spot temperatures up to several thousand degrees have been calculated using these models. In water-containing solutions, one of the reactions is the production of radicals, as in numerous organic systems reactions are not obtained when water is not present.

Cavitation phenomena are notoriously enhanced by the presence of foreign particles that act as vapor nucleation sites. We have observed that the sonocatalytic process is indeed speeded up by the presence of fine silica particles such as Aerosil and also by dissolved gases. A very high-speed (20,000 T/min) rotary blender (which also induces cavitation effects) may be used to promote homogenization of TEOS + H₂O mixture, although the effects are less regular and less easy to control than with ultrasound [15].

Detailed ultrasonic studies have shown [5] that at constant temperature the time for gelation tG is directly related to the sonication dose U, or energy delivered to the system.
A threshold for gelation was observed at $U_s \approx 270 \text{ J/cm}^3$, and for $U_s \geq 1200 \text{ J/cm}^3$ gelation took place in the container during insonation. Experiments have further shown that two regimes are present, separated by a level $U_s \approx 600 \text{ J/cm}^3$ (Fig. 13.1). The activation energies for the process are around 12 kcal/mol for lower doses and 15–18 kcal/mol for doses higher than 600 J/cm$^3$.

These two regimes were correlated on the basis of infrared spectroscopic studies with respectively predominant hydrolysis and polycondensation stages [4]. At the highest irradiation doses, a reesterification mechanism could also be operating.

These studies have clearly shown that the irradiation dose $U_s$ constitutes an additional parameter that can be used to control the textures of the resulting gels. In particular, the degree of reticulation closely depends on $U_s$ as can be seen from the studies of the elastic properties of wet gels.
13.3. VISCOELASTIC PROPERTIES OF WET SONOGELS

The study of viscoelastic and fracture properties of wet gels have been systematically undertaken as preliminary studies [16] showed that these characteristics are very sensitive to the way in which the gel is prepared and can directly reveal variations in the initial state of reticulation of the wet gel before any subsequent drying processes can alter the structure.

The elastic modulus was measured by a method based on the Hertzian contact of a sphere pressed under a known load on the surface of the gel. In this way the quantity $E' = E/(1 - v^2)$, where $E$ is Young's modulus and $v$, the Poisson's ratio, can be obtained [5].

Figure 13.2 shows the variation of $E'$ as a function of time for $\text{SiO}_2$ sonogels obtained with different $n = [\text{H}_2\text{O}]/[\text{TEOS}]$ ratios and submitted to various sonication doses $U_s$.

It can be seen that while $E'$ varies strongly with time (1 to 2 orders of magnitude) due to continuing crosslinking and syneresis effects, the limiting levels attained are functions both of $n$ and $U_s$, and a direct comparison of the
effects of these two parameters is possible. Increased water content \( n \) promotes a more complete hydrolysis and polycondensation. For a fixed water content a similar effect can be brought about by increasing the irradiation dose. This is reflected in the elastic properties of the resulting gel: The final level of the modulus \( E' \) is seen to increase. It can be seen that the order of magnitude of \( E' \) depends on the \( U_s/n \) ratio: 5 days after gelling \( E' \) attains \( 10^3 \), \( 10^6 \), and \( 10^7 \)-Pa levels for \( U_s/n \) ratios approximately equal to 50, 100, or 200, respectively.

Critical stress intensity factors \( K_{IC} \) of wet SiO\(_2\) sonogels were measured by a specially designed method using a notched bar tested in tension [16]. \( K_{IC} \) values thus obtained have also shown dependence on the irradiation dose.

Drying chemical control additives (DCCA) are generally used to facilitate drying of gels in a monolithic state [17]. Other additives are necessary in cases where modification of rheological characteristics is essential, for example, in fine patterning of surfaces obtained by the sol–gel method [18].

We have recently undertaken a general study to evaluate the influence of ultrasound on these systems. TEOS- or TMOS-based systems containing formamide, glycerol, polyethylene glycol, and so on in various concentrations were studied for various ultrasonic irradiation doses. In all cases a definite influence of the irradiation dose on resulting properties was detected. As an
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**Figure 13.3.** Evolution of the gelation time \( t_G \) for mixtures with \([\text{H}_2\text{O}]/[\text{TEOS}]=4\) and \([\text{glycerol}]/[\text{TEOS}]=2.5\) ratios at different temperatures as a function of the irradiation dose \( U_s \).
example some results of the study of TEOS–glycerol series will be presented. A full experimental account will be published elsewhere [19]. In all the cases presented here the molar ratios were

\[
\frac{[\text{glycerol}]}{[\text{TEOS}]} = 2.5 \quad \text{and} \quad \frac{[\text{H}_2\text{O}]}{[\text{TEOS}]} = 4
\]

with pH of added water equal to 1.5.

Figure 13.3 shows the influence of the irradiation dose \( U_i \) on the gelling time \( t_G \) at various temperatures. The results are similar to those of pure TEOS already presented and show distinctly two regions for \( U_i < 600 \text{J/cm}^3 \) and \( U_i > 600 \text{J/cm}^3 \). However, the magnitude of the ultrasonic effect on \( t_G \) is less pronounced here than for pure TEOS certainly due to the dilution effect by the additive.

The average activation energy of the gelling process is close to 14 kcal/mol for the different \( U_i \) values as shown in Fig. 13.4. The density of the wet gels shows a regular increase with \( U_i \) (Fig. 13.5), the important scatter being attributable to various aging levels.

To quantify the effect of ultrasound, a study of Young’s modulus was used that definitely shows (Fig. 13.6) that the insonation dose \( U_i \) determines both the speed of evolution of the modulus during aging and the final level attained by \( E' \), which is evidently correlated to the degree of crosslinking of the solid phase.
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Figure 13.4. Gelation time \( t_G \) as a function of temperature for gels in Fig. 13.3.
Figure 13.5. Density of wet gels obtained with $[\text{H}_2\text{O}]/[\text{TEOS}] = 4$ and $[\text{glycerol}]/[\text{TEOS}] = 2.5$ ratios as a function of the irradiation dose $U_s$.

The corresponding evaluation of $K_{ic}$ factors at different stages of aging similarly shows the influence of $U_s$ on the toughness of the wet gels. The fracture surface energy $\Gamma$, which can be obtained from the preceding measurements by the classic relation

$$\Gamma = \frac{K^2_\text{IC}(1-v^2)}{2E} = \frac{K_{IC}^2}{2E'}$$

is shown in Fig. 13.7 as a function of $E'$, which constitutes a convenient parameter characterizing the degree of aging.

It can be seen that $\Gamma$ decreases during aging and levels off to a constant value for $E' > 10^6$ Pa. The higher initial values of $\Gamma$ are attributable to a strong anelastic component that diminishes with aging. The freshly prepared gels show initially a sticky behavior, then a rubberlike stage, after which brittleness sets in definitively.

The limiting values of the fracture surface energy $\Gamma$ are seen to tend on average toward

$$\Gamma = 0.025 \pm 0.01 \text{ J/m}^2$$

As the final $\Gamma$ values were shown to be correlated with the hydration energy of the solid fraction exposed during fracture [16], this indirectly demonstrates...
the higher degree of final crosslinking attained for samples having experienced larger \( U_s \) doses and that is not much modified during subsequent aging. The solid-phase fraction of these wet gels can be estimated at \( x = 0.1 \) to 0.15. For the values of surface energy of the \( SiO_2/H_2O \) interface \( \gamma \approx 0.129 \) to 0.142 J/m\(^2\) given by Iler [20], this would correspond to values of \( \Gamma = \sigma \gamma \) ranging from 0.013 to 0.022 J/m\(^2\), which is in good agreement with the experimentally found average.

In spite of the inevitable scatter it can be seen that the final level of \( \Gamma \) seems to depend on the initial irradiation dose \( U_s \), the lowest values of \( \Gamma \) corresponding to lower irradiation doses \( U_s \).

A more complete study of the evolution of the rheological characteristics was undertaken with the spherical penetrometer already used for \( E' \) determinations. Under constant load \( P \) the wet gel shows a deformation \( \delta(t) \) function of time, which can be used to measure the compliance \( J(t) \) from an expression

\[
J(t) = K R^4 P^{-1} \delta^4
\]

where \( R \) is the radius of the sphere and \( K \), a constant.
Figure 13.7. Evolution of the fracture surface energy $\Gamma$ for SiO$_2$ gels obtained from $[\text{H}_2\text{O}] / [\text{TEOS}] = 4$ and $[\text{glycerol}] / [\text{TEOS}] = 2.5$ mixtures as a function of elastic modulus $E = E/(1-v^2)$ for different irradiation doses $U_\gamma$.

A typical experimental result for the preceding gels is shown in Fig. 13.8. Upon application of the load the instantaneous elastic deformation ($ab$) is followed by an anelastic transition ($bc$) and a viscous flow deformation ($cd$), where $\delta_1$ is seen to vary linearly with time.

For prolonged holdings (depending on the age of the gel) after the linear portion ($cd$) a curved portion ($dd'$) is observed with a continuously decreasing slope, which shows a secondary relaxation mechanism. Upon unloading, the gel shows an instantaneous elastic recovery ($de$) followed by an anelastic recovery ($ef$), which leaves a permanent deformation ($f'f''$).

This type of creep curve can be interpreted by a viscoelastic model of a liquid.
From the steady-state slope of the initial linear portion (cd) (or of the parallel of the) the viscosity of the gel can be evaluated.

In the case of gels the measurements are complicated by the fact that the system is composed of a solid network phase filled with liquid. For instantaneous solicitation the system behaves as if it were incompressible (i.e., \( v = \frac{1}{3} \)) while for static situations \( v \sim 0 \) [21, 22]. This effect has been taken into account in the calculation of the axial viscosity \( F \) shown in Fig. 13.9 and of the axial relaxation time \( \tau_a = \frac{F}{E} \) shown in Fig. 13.10.

Figure 13.9 shows the evolution of \( F \) as a function of time, which corresponds to the values of \( E'' = E/(1 - v^2) \) already shown in Fig. 13.6 for different values of the insonation dose \( U_s \). It can be seen that viscosity follows the evolution of \( E' \), but if the relaxation time is considered (Fig. 13.10) the difference in behavior appears quite distinctly according to the initial insonation dose. For a high dose \( (U_s = 1025\text{J/cm}^3) \) the relaxation time steadily increases with time, which reveals a progressive strengthening of the network, whereas for a low dose \( (U_s = 198\text{J/cm}^3) \) the system quickly reaches a constant level, which does not seem to evolve with age.

These smaller \( \tau_a \) values correspond to a lesser reticulation state of the wet gel, which is seen to persist even after prolonged aging.

### 13.4. CONCLUSION

The various methods examined clearly indicate that the structure of wet sonogels and their viscoelastic behavior depend on the insonation dose used in sonocatalysis. Besides the gelling time, the density, degree of syneresis, elastic, and viscoelastic parameters can be readily modified by this method by varying the ultrasonic energy delivered to the system. The insonation dose thus represents an additional parameter that can be used together with temperature...
and pH to modify both the gelling kinetics and the resulting viscoelastic properties of a given gel.

In view of the potential value of sonocatalysis in the preparation of gels where their properties must be tailored for particular techniques, it is important to evaluate quantitatively the insonation effects starting with the gels in the wet stage. We have shown that this is possible using fairly simple methods.
Figure 13.10. Evolution of the uniaxial relaxation time \( \tau_u = F/E \) for SiO\(_2\)-glycerol gels obtained with different irradiation doses \( U_\sigma \).
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*Note. In Reference 5 the $U(J/cm^3)$ values are incorrect and must be multiplied by 50.
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BIOMIMETIC PROCESSING OF CERAMICS AND COMPOSITES

PAUL CALVERT

14.1. INTRODUCTION

Biological systems have been in existence for around 4.1 billion years. Materials issues were presumably not important for single-celled organisms, but became crucial to survival for larger creatures, particularly since the appearance of the invertebrates 600 million years ago. In looking at the structures of organisms we could be surprised at the limited range of materials that are used and at the diversity of microstructure. Thus most plants are built out of cellulose and all vertebrates rely on collagen to withstand tensile forces. However, there is in each case a great variety of forms of the material. Collagen appears as a pure tensile fiber in tendon, a reinforcement for an elastic sheet in skin, and a mineral-reinforced matrix in bone. Biology seems to have displayed little versatility in the chemistry of structural materials, but shows great subtlety in processing to obtain different properties. Manufactured materials have tended to follow the opposite track. There are now almost as many “engineering” thermoplastics as there are applications, but most are used pure or with a simple reinforcement.

The biological approach to structural materials and to materials for sensors and actuators is different to the synthetic approach. What follows is a brief description of a number of biological materials, an attempt to extract some general principles from these examples, and a discussion of our own efforts to...
duplicate biological processing methods. This Chapter focuses on ceramics and composites, but polymeric materials could be treated similarly.

14.2. EXAMPLES OF BIOLOGICAL MATERIALS

14.2.1. Magnetic Bacteria

In 1975 Blakemore [1] described magnetotactic, which live in the substantially anaerobic mud of marine and lake beds. A chain of magnetite particles allows these organisms to orient themselves along the earth's magnetic field and so, presumably, to be able to swim back downward to their low-oxygen habitat if they are displaced. The magnetite particles are each 40–100 nm in diameter and form a chain down the axis of the bacterium [2]. They are surrounded by a membrane. The details are unclear of the deposition of the particles, but probably involves uptake of chelated Fe$^{3+}$ iron by the cell and reduction to Fe$^{2+}$ at the membrane surrounding the magnetic organelle to allow transport through the membrane and then reoxidation and precipitation of ferrihydrite within. Subsequent reduction of some of the iron converts the soft ferrihydrite gel to magnetite [3].

14.2.2. Sponge Spicules

The skeletons of the sponges are formed from elongated spicules of various complex shapes [4]. These form within a space surrounded by a membrane, the silicalemma. Electron microscopy shows the presence of small silica particles inside the membrane, suggesting that silica may be formed on the outer membrane surface and then transported through as colloidal particles, which diffuse across the space to deposit on the growing spicule.

The core of the spicule contains a thread of polymer, either polysaccharide or protein, of about 0.1 μm in diameter and in the shape of the final spicule. Apparently this acts as a former on which the silica is deposited. Subsequent growth would then be by preferential deposition on the outer surface. This implies that by control of the concentration and pH nanoparticles of silica can be used to grow complex structures on a patterned substrate.

14.2.3. Mollusc Shell

Mollusc shell is calcium carbonate with a small quantity of protein surrounding each of the crystallites. There are various designs that seem to be appropriate for protection from the main predators of each species of mollusc. Both calcite and aragonite are found in different arrangements of fibers, rods, and plates. Aragonite does not form during any synthetic precipitations. Nacreous shell is the most spectacularly ordered form with parallel layers of aragonite plates of about 0.5 μm thick and a few micrometers in diameter. In some species there are
also common $a$ and $b$ axes within the layers. From micrographs of Nakahara [5] the shell apparently grows by nucleation of each plate at a site on the compartment membrane. As each plate grows within its compartment, it is apparently surrounded by another membrane. It should be remembered, however, that it is exceedingly difficult to prepare electron micrographs of biological tissue without artifacts. The nucleation of the aragonite is discussed below.

What we see from this structure is that it is possible to form essentially fully dense ceramic shapes by direct precipitation. Further, the particles need not be equiaxed, but may be highly elongated for greater toughness. It is also possible to use polymeric nucleation catalysts to promote deposition of unusual polymorphs and to define a point of nucleation. Further, the polymer structure can define an epitaxial relationship with the crystal.

14.2.4. Bone

Bone is a highly developed material with very different microstructure at different sites. In essence it is collagen reinforced by hydroxyapatite. Aspects of interest to materials scientists include its piezoelectric properties, its ability to absorb and reform to counteract the highest levels of stress, the transitions from narrow dense shafts to broad porous heads to allow efficient transfer of stress at articular joints, and the directional porosity, which allows blood vessels to penetrate the structure without severely weakening it. This is a good example of how microstructure and design should be integrated throughout a component.

Our own interest has focused on mimicking possible growth mechanisms of bone. There is still considerable uncertainty about the biological mechanism, but the following outline seems feasible. Long bones grow by the movement of a mineralization zone (the growth plate) into preexisting cartilage. Blood supply to the cartilage transports the needed calcium, and phosphate. In the growth zone there appear matrix vesicles, which are rich in phosphate and may be satellites of the chondrocytes. There is also an enhanced activity of phosphatase in the region. Within or around the matrix vesicles form randomly arranged hydroxyapatite crystals. The phosphatase may be removing pyrophosphate or other crystallization inhibitors. There is a strong tendency for dead tissue to calcify, suggesting that continuous pyrophosphate (or other inhibitor) production is necessary to prevent hydroxyapatite deposition in normal tissue. In fully developed bone the mineral is aligned parallel to the direction of the collagen fibers, suggesting an epitaxial nucleation role for the collagen. There are studies that discuss the nature of this relation and the possibility of nucleation within the gaps at the end of individual collagen fibrils within the fiber. The evidence for initial random nucleation and for resorption mechanisms suggests that this relation develops during a ripening process involving dissolution and regrowth rather than being a product of nucleation. The crystals in bone are typically
plates 10 nm thick by 50 nm wide. Those in tooth enamel are much larger, and synthetic hydroxyapatite crystals are generally larger still.

It is clear from this that the organic cartilaginous bone matrix is exerting considerable control on the precipitation of the crystals within it, both in terms of orientation and size. These mechanisms must be duplicable synthetically, but do not fall naturally within our current understanding of nucleation and growth control.

14.2.5. Macadamia Shells

The macadamia nut is notoriously difficult to crack and there has been much research on improved methods for shelling [6]. The structure of the nut shell is essentially a dense fibrous mass, an isotropic wood with a density of 1.3 g/cm³. The fibers are arranged into bundles with the bundles randomly oriented so as to fill 100% of the volume. As a result there is a great potential for crack deflection, but no easy crack path. It would be most interesting to duplicate this structure with ceramic fibers, but it is apparently impossible as long as we start with fibers and try to pack them. Rather, we must arrange to grow the fibers in place to form a ceramic green body.

14.3. UNDERLYING MECHANISMS

The sections above describe a number of biological materials that have lessons to teach us about how synthetic materials may be improved in ways that are not obviously extensions of current lines of development. The particular examples and interpretations are rather personal; many others could be chosen. In considering how we might mimic these natural materials and what might be gained, we need to move the argument to a level of principles of materials science rather than particular materials. In the following sections a number of the principles underlying the above examples are discussed further.

14.3.1. Strengths of Bioceramics

If we consider a mollusc shell or a tooth as a ceramic, it is interesting to compare its strength with synthetic ceramics. Table 14.1 gives values for strength and work of fracture for a number of mineralized tissues in comparison with good alumina ceramic. The strengths of the natural materials are not truly very high. However, calcium carbonate does not have the bond strength of alumina and therefore would not be expected to reach such high strength values. Unfortunately we do not have strengths of synthetic calcium carbonate or hydroxyapatite to compare with the biological materials. This may be clarified by current work on synthetic hydroxyapatite. The components of ceramic strength are intrinsic strength, which is related to lattice energy, the size of flaws, and toughening mechanisms that increase crack growth energy.

The strength of alumina is limited by the flaws left after processing. Even the
UNDERLYING MECHANISMS

TABLE 14.1. Mechanical Properties of Biological Composites

<table>
<thead>
<tr>
<th>Material</th>
<th>Volume %</th>
<th>Work of Fracture</th>
<th>Bend Strength</th>
</tr>
</thead>
<tbody>
<tr>
<td>Enamel</td>
<td>92</td>
<td>200(perp), 13(perp)</td>
<td>76</td>
</tr>
<tr>
<td>Whale ear bulla</td>
<td>66</td>
<td>200</td>
<td>33</td>
</tr>
<tr>
<td>Dentine</td>
<td>48</td>
<td>550(perp), 270(perp)</td>
<td>250</td>
</tr>
<tr>
<td>Bone</td>
<td>41</td>
<td>1700</td>
<td>270</td>
</tr>
<tr>
<td>Antler</td>
<td>31</td>
<td>6200</td>
<td>179</td>
</tr>
<tr>
<td>Macadamia shell</td>
<td></td>
<td>100-1000</td>
<td>25-80</td>
</tr>
<tr>
<td>Hydroxyapatite</td>
<td>100</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Alumina</td>
<td>100</td>
<td>50</td>
<td>1000</td>
</tr>
</tbody>
</table>

best samples have flaws of 20–100 μm, which act as stress concentrators for crack formation. In recent years research has made considerable progress in reducing flaw size and has now shifted to increasing the toughness (and resistance to crack propagation) of ceramics. Biological ceramics do not rely on being flaw-free. This is probably reasonable in a world where shells will be subjected to various kinds of battering that could form surface defects. Also many structures are required to have flaws. Thus bones must have channels for blood supply, and tooth enamel has a porosity that seems to be intrinsic to its growth behavior.

One characteristic of biological ceramics is the polymer content. They might be described as ceramics with polymeric grain boundaries. This might appear to be an effective toughening mechanism, but is probably not. While proteins are intrinsically very tough, it is not clear that they are still capable of large amounts of energy absorption when they are constrained as thin layers around ceramic grains. It is clear from Table 14.1 that toughness does rise dramatically as the protein content increases from tooth enamel to antler, but the effect of a small amount of polymer is probably small. This is a point that we cannot test without a way to reach polymer–ceramic composites with ceramic packing densities of greater than 90 vol %.

Another characteristic of the biological systems is their exploitation of toughening mechanisms based on highly oriented fibrous or platey microstructures with local variations in orientation direction. Similar toughness is also seen in other fibrous ceramics such as jades. These structures depend on the grains being formed in place, because there is no known way of inducing micrometer-sized rods to pack to high densities.

A final point is that the strength and hardness of a tooth is apparently optimized by a hard surface superimposed on a tougher substructure, such as enamel over dentine. This principle is familiar as case hardening of metals, but I am not aware of synthetic ceramic examples.

In summary, it is clear that biology values toughness more than strength.
Given self-repairing constructions, it makes sense that the primary goal should be to avoid catastrophic failure rather than maximum strength. The obvious goals of biomimetic ceramics should be dense, sinterable fibrous, or platey green bodies; polymer-ceramic composites at high mineral content; and gradient structures with hard surfaces and tough interiors. There remains the question as to how this could actually be achieved.

14.3.2. Growth within Membrane

The synthetic approach to ceramics and composites is generally to form particles or fibers and then pack them into the required shape. The biological approach is to grow the particles at or close to their final site. The problem then becomes one of how to concentrate the reagents for precipitation in the mineralization region without precipitation taking place at the organelle that is actually transporting the reagents.

In part this is achieved by a membrane separating the deposition site from the surrounding tissue. Reagents can be transported through the membrane and precipitation induced by a change of pH or other conditions inside. This method is suitable to the growth of isolated particles such as sponge spicules or bacterial magnetite.

A second part of this mechanism that is seen in the sponge spicules and in nacreous shell is the presence of nucleating polymer surfaces. Heterogeneous nucleation is frequently discussed in terms of epitaxial relationships between the growing crystal and the substrate. This does not seem to be appropriate for the precipitation of silica onto polysaccharide in the sponge. There has been extensive discussion of possible relationships between hydroxyapatite and collagen [7]. The nucleation of aragonite in nacre depends on the presence of water-soluble acid proteoglycans, which may be attached to the nucleating sites [8]. These would be expected to bind calcium and so may form a favorable surface for crystal growth. The preferred a-b (in-plane) orientation of the aragonite found in some species has been attributed to the influence of the underlying layer of the crystalline polysaccharide chitin. It has been suggested that nucleating effects of these surfaces may arise from attachment of submicrometer particles of amorphous calcium carbonate, which are then induced to crystallize [9]. The nucleating effect does not seem to be specific. Dentine phosphoprotein is capable of nucleating calcite when attached to the surface of agarose beads. All that is clear at this point is that biological surfaces are capable of inducing precipitation, but this effect may be more related to surface energy than to any specific structural spacing match.

A third part of the mechanism controlling mineralization is growth inhibition. The human body is supersaturated with respect to both calcium carbonate and hydroxyapatite. It also contains many ionic and polymeric species that are effective growth poisons for these crystals. The same acidic proteoglycans from molluscs that enhance nucleation on surfaces are able to inhibit nucleation in solution [10].
A final factor that may be important is that the initial precipitate, at least in bone, is capable of substantial recrystallization into conformity with the matrix. Hence, early micrographs of bone mineralization show randomly oriented hydroxyapatite crystals surrounding matrix vesicles, and X-ray diffraction in the early stages of bone formation shows a largely amorphous precipitate. Fully mineralized bone has highly aligned plates of hydroxyapatite. The driving force for this recrystallization is presumably a lowered free energy due to surface interactions with the collagen fibrils.

The conclusion from this discussion is that there are many interactions between a polymeric or gel matrix and crystals growing within it. If we try to emulate biological systems by forming composites by in situ precipitation, we will also want to learn how to exploit these effects.

14.4. SYNTHETIC EFFORTS

A recent review covers work on the preparation of composite materials by the growth of organic or inorganic particles in polymer matrices [11].

The closest approach to crystals growth within a membrane is the precipitation of inorganic particles such as cadmium and cobalt sulfides, iron, and silver oxides within liposomes. For instance, Mann and Hannington [12] have prepared liposomes from solutions of metal salts and then transferred these to base. As the base diffuses into the liposome, a precipitate forms. The liposomes are of the order of 20–30 nm internally and the particles typically about 5 nm. The starting solutions were rather dilute (100 mM) and so the particle content of the liposomes was low, about 0.1 vol%. Much higher concentrations would be needed if this were to be a viable route to preparing ceramic particles. It is an attractive route, because the particles are prepacked in an organic layer that prevents agglomeration. There have been related studies on the use of emulsions to produce ceramic particles [13]. In this case alkoxides were dispersed in polar organic solvents with various emulsifiers and hydrolyzed by the slow addition of water. The emulsifier layer and the liposome bilayer are two examples of a potentially wide range of membrane analogues.

Crystal growth in gels has long been studied by Henisch [14]. The silica gel or organic gel acts as a medium controlling reagent transport and preventing particle collision and agglomeration. The main goal of this work has been the growth of single crystals. Recently work has been reported on the precipitation of silica in polyacrylamide gels [15]. The gels were swollen with water and silicon tetraethoxide allows to diffuse in. The amide function of the gel may catalyze the hydrolysis reaction.

Wang and Mark [16] have prepared composites of silicone rubbers and polyisobutylene containing silica and titania by allowing the rubber to swell in metal alkoxide and then hydrolyzing the sample by exposure to moist air. We have prepared polymer films containing titanium alkoxides and then induced precipitation of amorphous titania particles by treatment of the film with water.
A similar procedure has been used to prepare polymer films containing magnetic iron oxides [17], iron metal [18], and barium titanate [19]. The barium titanate could be induced to crystallize within the polymer and could be fired to a ceramic film.

Questions arising from this work concern the factors that control whether particles form in the polymer or the reagent is eluted, whether the precipitation is at the surface or uniform throughout, and the factors that control particle size. We have generally observed particles in the range of 1 μm by scanning electron microscopy, although when these crystallize the primary particle is of the order of 2 nm as seen in transmission electron microscopy or by X-ray diffraction linewidth analysis.

These studies all involve the precipitation of equiaxed particles from amorphous polymers. In the case of organic crystals growing from a polymer, finer crystals can be grown from a crystalline polymer where the polymer morphology can restrict the extension of the organic crystal. This is of interest because very fine precipitates can yield transparent composites [20] that we have been studying as potential materials for nonlinear optical applications. By growing the organic crystals in a previously oriented polymer, we can also get highly oriented precipitates.

### 14.5. FUTURE POSSIBILITIES

The work on synthetic systems described here has been aimed largely at composite materials for structural, optical, or electronic applications. The polymer usually plays a passive role in controlling reagent diffusion and preventing particle aggregation. One goal that we have to pursue is to understand the mechanisms by which biological polymers exert more active control of particle formation, shape, orientation, and size. We also need to find synthetic systems that can duplicate these effects.

This level of control will open up the possibility of much more complex three-dimensional synthetic structures being grown using gel-state growth processes, similar to the vapor phase growth processes of integrated circuit manufacture. This will allow the design of “intelligent composites” in the sense that sensor materials, transport materials, and transducers can be incorporated into a single composite structure.

One characteristic of biological materials when compared to synthetic ones is that they form relatively slowly. In the natural world the limiting factor was normally the supply of nutrients so that precipitation kinetics were not limiting. The synthetic methods discussed here are also relatively slow because they rely on gel-state diffusion and that limits the production of bulk pieces of material, but not the production of films or fibers. As we move to greater sophistication, these factors of cost and time will become less limiting in the possible industrial application of biomimetic materials.
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15.1. INTRODUCTION

In the first Ultrastructure Processing Conference in 1983, J. D. Mackenzie summarized numerous potential advantages and disadvantages of sol–gel processing [1]. The advantages cited were largely based upon the intimate mixing possible with chemically based processing compared with powder processing. The disadvantages primarily centered around the difficulties in controlling this new generation of molecular-based processing and potential costs.

The objective of this Chapter is to summarize and present, 6 years later, the progress made in achieving the advantages and minimizing the disadvantages in the sol–gel processing of one important application, sol–gel-derived silica optics. The potential advantages discussed are homogeneity, purity, coefficient of thermal expansion, As-cast shapes and surface features, and unique properties of silica ultrastructures, such as for doping applications and laser-enhanced densification.

The possible disadvantages discussed in this Chapter are inherent to size scaleup. They can in most cases overcome by well-defined processing including control of drying, elimination of casting defects, and precise at-
mosphere control. The consequence of overcoming most of these problem areas is the ability to make new types of silica optics with sizes of 100 mm and larger using organometallic-based sol–gel silica processing.

15.2. SILICA OPTICS PROCESSING

Silica optics are preferred for many optical systems, such as intracavity laser optics, because of the characteristics listed in Table 15.1. Development of a successful sol–gel-derived process for making silica optics requires achieving all the features listed in this table. It also requires achieving significant improvements in at least some of the most important properties over what is presently produced commercially.

There are presently four major methods of manufacturing silica optics, as summarized in Table 15.2 [2,3]. The first two processes involve melting naturally occurring quartz crystals at high temperatures. The resulting materials are termed fused quartz. Deficiencies of fused quartz optics can include: substantial amounts of cation impurities (type I), hydroxyl impurities (type II), inhomogeneities, seeds, bubbles, inclusions, and microcrystallites. The relative extent of these defects depends on the grade of fused quartz. The higher the grade, the fewer the defects, but the higher the cost and the more difficult the production of large optics.

Both types III and IV are termed synthetic fused silica. The cation impurity content of fused silica optics is substantially lower than fused quartz optics due to the higher purity of the raw materials [3]. It is difficult for the chemical reactions indicated in Table 15.2 for these types of silica to go to completion, consequently water contents up to a few thousand parts per million are present in type III silica, and Cl ion contents of a few hundred parts per million can be retained as an unreacted residue in both type III and type IV silicas. Other defects are somewhat lower for fused silicas than for fused quartz [3]. The nature of the chemical processes involved in the production of types III and IV silicas

<table>
<thead>
<tr>
<th>TABLE 15.1. Features of Silica Optics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Excellent optical transmission from the ultraviolet (160 nm) to near infrared wavelengths (3600 nm)</td>
</tr>
<tr>
<td>2. Excellent refractive index homogeneity.</td>
</tr>
<tr>
<td>3. Isotropic optical properties.</td>
</tr>
<tr>
<td>4. Small strain birefringence.</td>
</tr>
<tr>
<td>5. Very low coefficient of thermal expansion of about 0.55 x 10^-6/°C.</td>
</tr>
<tr>
<td>6. Very high thermal stability.</td>
</tr>
<tr>
<td>7. Very high chemical durability.</td>
</tr>
<tr>
<td>8. Small numbers of bubbles or inclusions.</td>
</tr>
<tr>
<td>9. Ability to be polished to high standards.</td>
</tr>
</tbody>
</table>
TABLE 15.2. Methods of Silica Optics Manufacture

_Fused Quartz_
Type I: Electric melting of natural quartz crystals

\[
\text{SiO}_2 \text{(quartz)} \xrightarrow{\text{heat}} \text{SiO}_2 \text{(glass)}
\]

Type II: Flame fusion of natural quartz crystals

\[
\text{SiO}_2 \text{(quartz)} \xrightarrow{\text{heat}} \text{SiO}_2 \text{(glass)}
\]

_Fused Silica_
Type III: Vapor-phase hydrolysis of pure silicon tetrachloride carried out in a flame

\[
\text{SiCl}_4 + \text{O}_2 + 2\text{H}_2 \rightarrow \text{SiO}_2 \text{(glass)} + 4\text{HCl}
\]

Type IV: Oxidation of pure silicon tetrachloride, which is fused electrically or by means of a plasma

\[
\text{SiCl}_4 + \text{O}_2 \rightarrow \text{SiO}_2 \text{(glass)} + 2\text{Cl}_2
\]

_Gel-Silica_
Type V: Gelation of alkali silicate colloidal solutions with fully densification (1500 to 1720°C), or Hydrolysis and condensation of organometallic precursor with fully densification (1150 to 1200°C)

\[
\text{Si(OR)}_4 + 4\text{H}_2\text{O} \rightarrow \text{Si(OH)}_3 + 4\text{ROH}
\]

\[
\text{Si(OH)}_4 \rightarrow \text{SiO}_2 \text{(dense gel-silica)} + 2\text{H}_2\text{O}
\]

Type VI: Hydrolysis and condensation of organometallic precursor with partial densification (600 to 950°C)

\[
\text{Si(OR)}_4 + 4\text{H}_2\text{O} \rightarrow \text{Si(OH)}_3 + 4\text{ROH}
\]

\[
\text{Si(OH)}_4 \rightarrow \text{SiO}_2 \text{(porous gel-silica)} + 2\text{H}_2\text{O}
\]

makes the direct manufacture of near net shape optics impossible. Price increases considerably as the quality of fused silica and the size of the optics increase.

During the last few years chemically based sol-gel processes have been developed and lead to the manufacture of types V and VI silicas as described in Table 15.2 [3–6]. These processes offer the potential for improving many
features of silica optics listed in Table 15.1. Additional advantages over types I to IV silicas are also possible, as described in Table 15.3.

Two primary sol–gel processing methods for silica optics have reached commercialization: (1) hydrolysis and condensation of an organometallic precursor [3–5] and (2) gelation of a colloidal alkali silicate powder suspension [6]. The silicas resulting from these sol–gel processes are termed type V when the final product is fully dense with no residual porosity. If the densification process is not accomplished entirely, the organometallic method produces a porous optical material named type VI silica.

The ultrastructure of the gel and the final densification conditions are considerably different for the organometallic versus the colloidal methods of manufacture of sol–gel silicas, as summarized in Fig. 15.1. An organometallic-based sol–gel silica, such as Gelsil™, has a totally interconnected porosity with a dried bulk density of 1.2 g/cm³, an average pore diameter of 2.5 nm, and a specific surface area of 700–800 m²/g prior to densification [3]. Because of the very small pore size and the very narrow distribution of pores, the gel is optically

<table>
<thead>
<tr>
<th>TABLE 15.3. Potential Advantages of Gel–Silica Optics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Net Shape/Surface Casting</strong></td>
</tr>
<tr>
<td>Complex geometries</td>
</tr>
<tr>
<td>Light weight optics</td>
</tr>
<tr>
<td>Aspheric optics</td>
</tr>
<tr>
<td>Surface replication (e.g., Fresnel lenses)</td>
</tr>
<tr>
<td>Internal structures</td>
</tr>
<tr>
<td>Reduced grinding</td>
</tr>
<tr>
<td>Reduced polishing</td>
</tr>
<tr>
<td><strong>Improved Physical Properties (Type V)</strong></td>
</tr>
<tr>
<td>Lower coefficient of thermal expansion</td>
</tr>
<tr>
<td>Lower vacuum ultraviolet cutoff wavelength</td>
</tr>
<tr>
<td>Higher optical transmission</td>
</tr>
<tr>
<td>No absorption due to H₂O or OH bands</td>
</tr>
<tr>
<td>Lower solarization</td>
</tr>
<tr>
<td>Higher homogeneity</td>
</tr>
<tr>
<td>Fewer defects</td>
</tr>
</tbody>
</table>

| **Transparent Porous Structures (Type VI)**         |
| Impregnation with organic polymers                  |
| Graded refractive index lenses                       |
| Laser-enhanced densification                         |
| Controlled chemical doping                            |
| Control of variable oxidation states of dopants      |

*Gelsil™ is a trademark of GELTECH, Inc.*
transient. The uniformity of the ultrastructure results in densification at a very low temperature, 1150°C, without a change in mean pore radius. Densification takes place almost entirely by decreasing the connectivity (genus) of the uniform pore network [7] and is very sensitive to pore size, as shown in Fig. 15.2.

Because there is no pore growth by Ostwald ripening, the organometallic derived monoliths remain optically transparent throughout the processing schedule shown in Fig. 15.1, after they pass the opaque stage in drying (Chapter 22). Examples of a large 100-mm organometallic sol–gel-derived optical silica monolith after drying is shown in Fig. 15.3a. Samples of organometallic-derived type VI and type V silica plano-plano optical components are shown in Figs. 15.3b and c, respectively.

The colloidal sol–gel optics process developed by Shoup [6] involves nucleation and polymerization of potassium silicate by colloidal silica in the presence of a hydrolytic organic reagent. By varying the ratio of colloidal species
Figure 15.2. Temperature dependence on pore network connectivity of organometallic gel-silicas with differing mean pore radii. (Data courtesy of W. Vasconcelos, University of Florida.)

Figure 15.3. Organometallic sol-gel silica monoliths: (a) dried, (b) porous plano-plano optical component (type VI Gelsil™), (c) fully dense plano-plano optical component (type V Gelsil™).
to soluble silicate, the gel pore diameter can be controlled between 10 and 300 nm with a relatively narrow size distribution. As a result, strong silica gel structures are formed by the colloidal process with large pores, >200 nm diameter, that can resist capillary pressures encountered during drying. Microwave drying can be used for these ≥80% porous colloidal gels in minutes to hours, depending on body dimensions, without cracking.

The large-pore structures produced in the colloidal sol–gel method help in the removal of alkali ions by an aqueous dealkalization process. The large pores also facilitate gaseous removal of chemisorbed impurities prior to densification, yielding low water levels and alkali and transition metal impurity of a few
hundred parts per million. Total density is achieved after 30 min at 1500°C and high-quality optical silica is achieved after 10 min at 1720°C. Examples of type V silica glasses made by the colloidal gel–silica process are shown in Figs. 15.4 and 15.5.

15.3. FACTORS IN SIZE SCALEUP

Scaleup of sol–gel processing has been considered potentially one of the greatest uncertainties. In order to achieve large optical components by the sol–gel route it is essential to control: (1) drying rates, (2) defects in the as-cast gel monoliths, and (3) removal of chemisorbed water prior to pore closure in densification. Control of these factors is less sensitive in the colloidal method because of the large pores in the structure.

1. Drying Control. A critical step in the drying of organometallic-derived sol–gel optics is the rate of removal of water during the “opaque stage.” As shown by Wilson and Hench in this text (Chapter 22), it is during the transition between filled pores and pore emptying that substantial bulk strains are developed in the gel monoliths. The rate of water removal must be slowed during this critical period to avoid cracking. The gel monolith is relatively insensitive to the rate of drying prior to and after the opaque stage.

2. Defect Control. Imperfections in a gel will cause stress risers during drying and further processings steps. Consequently, even if a gel monolith has sufficient strength to withstand a given level of bulk strain, the presence of stress risers will induce fracture. These imperfections can take many forms and are usually created during casting of the sol and are incorporated in the solid when gelation occurs. Several examples of bubbles, which are particularly damaging stress risers, are shown in Fig. 15.6. In Fig. 15.6a, a
Figure 15.6. Bubbles in a gel-silica monolith: (a) acting as a stress riser, (b) initiating a crack, (c) initiating three cracks, and (d) initiating a complex crack front.
stress field is beginning to develop around the bubble; in Fig. 15.6b, we can see a crack initiating from a bubble; in Fig. 15.6c, three cracks have initiated; and in Fig. 15.6d, a complex crack front originates from the interaction of stress fields around two bubbles.

Elimination of bubbles involves careful deaeration of the sol prior to casting, using a casting technique that does not introduce air, avoiding gas generating chemical additives in the sol formula, and avoiding containers that nucleate bubbles at the interface.

3. **Atmosphere Control.** Tightly bound hydroxyl ions on the surface of pores must be removed prior to pore closure during densification for both organometallic and colloidal sol–gel silicas. Surface dehydroxylation occurs from 200 to 1000°C for organometallic-derived gels and up to 1300°C for colloidal silica monoliths. It is usually necessary to enhance the dehydroxylation process by flowing halogen-containing gases through the pore network before closure. In this particular case the atmosphere control treatment should include the removal of any halogen left in the structure of the glass. If densification is attempted without hydroxyl removal, foaming and bloating result due to expansion of the gases formed and trapped in the closed pores. Because of the very small size of pores in organometallic-derived gels and the absence of pore growth during densification, it is especially critical to have complete hydroxyl removal for these materials if they are to achieve full density. It is important to recognize that more internal SiOH groups are retained in an acid-catalyzed organometallic-derived gels at high temperature than base-catalyzed gels [8]. The internal SiOH groups polarize the silica tetrahedra [9], which probably is responsible for a decrease in the viscosity of the silica gel network. Consequently, viscous flow, responsible for pore closure and reduction of pore network connectivity, takes place at a lower temperature. Thus, it is essential to optimize hydroxyl removal for acid-catalyzed gels when the pore network has as large a connectivity as possible, such as at as low a temperature as possible, for example, below 900°C for small pore organometallic-derived gels (Fig. 15.2).

Control of drying rates, elimination of casting defects, and rigorous atmosphere control can yield large sol–gel silica optical components as shown in Figs. 15.3 to 15.5.

### 15.4. POTENTIAL ADVANTAGES OF SOL–GEL SILICA OPTICS

#### 15.4.1. Homogeneity

One of the primary incentives for use of chemically based ultrastructure processing of materials is improvement of homogeneity. The fact that or-
ganometallic precursors can be hydrolyzed with water on a molecular scale of mixing yields the possibility that the glass structure derived from an organometallic gel may have a molecular level of homogeneity. However, as indicated above macroscopic defects must be eliminated first in order to achieve high levels of homogeneity. Also, processing controls must be developed to eliminate fluctuations in the density and index of refraction during densification.

Successful processing controls have been achieved for organometallic-derived optics up to 75 mm for type V silica and 100 mm for type VI silica (Fig. 15.3). Results from optical property measurements show no evidence of bubbles, no striae, a superior index of refraction homogeneity of about $1 - 6 \times 10^{-6}$, and very low strain birefringence of 4–6 nm/cm. These characteristics of organometallic-

---

**Figure 15.7.** Interferometry analysis of dense organometallic gel-silicas (type V Gelsil™): (a) improperly densified with severe index gradients, (b) ideal densification with good homogeneity.
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derived sol–gel silica (Gelsil™) are equal or superior to types I to IV optical
silicas. Figure 15.7a is an example of an earlier generation organometallic gel–
silica monolith that was homogeneous as a gel, but developed large index of
refraction gradients during densification. This type of inhomogeneity can be
eliminated, as shown in Fig. 15.7b.

15.4.2. Purity and Properties

Another major incentive for low-temperature, chemically based processing is
achieving a higher level of purity than traditional glass and ceramic-processing
methods. The organometallic sol–gel glasses have very few cation and hydroxyl
impurities. An important consequence of the elimination of impurities is the
improvement of transmission throughout the optical spectrum. Figure 15.8
compares the ultraviolet optical transmission of two commercial ultraviolet
(UV)-grade optical silicas (type III) with a typical spectrum from an
organometallic-derived gel-silica (type V). The vacuum UV cutoff wavelength is
substantially improved for the gel-silica material. Recent quantum mechanical
calculations of West et al. have shown that the greater transmission in the UV
can be attributed to a lower alkali and OH radical content in the gel–silica
(Chapter 11). Results from the quantum mechanics calculations are compared in
Fig. 15.9 with the improvement in gel–silica transmission over the last three
Ultrastructure Processing Conferences, as the OH radical content of the gel–
silica glasses has been progressively eliminated. The ultraviolet transmission of

![Figure 15.8](image-url)

**Figure 15.8.** Ultraviolet optical transmission of a dense organometallic gel–silica (type V Gelsil™)
compared with two commercial type III silicas.
colloidal based silica is poorer than organometallic-derived gel-silica due to a higher level of impurity inherent to the alkali-silicate-based colloidal process. Elimination of OH radicals from gel-silica optics also results in elimination of absorption bands in the near infrared, as shown in Fig. 15.10. This figure shows the difference between type V gel-silica and type III silica, which exhibits absorption bands at 1400 and 2200 nm, and a very broad absorption band at 2730 nm. Reliability of production of low OH radical content in type V gel-silicas (Gelsil™) has also been recently achieved.

15.4.3. Coefficient of Thermal Expansion

A very low coefficient of thermal expansion (CTE) is an especially important physical characteristic of optical silica. The organometallic process leads to the production of a type V silica having a lower CTE than other types of silica. Figures 15.11 and 15.12 compare the thermal expansion and the CTE values of a type V silica (Gelsil™) optics with the NBS silica reference and type III and IV commercial silicas over the temperature range of 25 to 700°C. The organometal-
Figure 15.10. Near infrared transmission of a dense organometallic gel-silica (type V Gelsil™) compared with a type III silica.

Figure 15.11. Thermal expansion of a dense organometallic gel-silica (type V Gelsil™) compared with NBS silica reference and types III and IV silicas.
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**Figure 15.12.** Coefficient of thermal expansion (CTE) of dense organometallic gel-silica (type V Gelsil™) compared with NBS silica reference and types III and IV silicas.

Organic sol-gel optical silica have lower values of thermal expansion and CTE than the other types of silica [10].

**15.4.4. As-Cast Shapes and Surface Features**

Another area of potential advantage of sol-gel optics processing is that of obtaining net shapes and surfaces or at least near-net shapes and surfaces through casting sols at low temperature into molds of predetermined configurations. Advantages offered by this type of processing are listed in Table 15.3. A lightweight mirror with integrally cast face plate and honeycomb backing made by gelation of silica organometallic precursor is shown in Fig. 15.13. This configuration has been successfully dried and a sample of similar size (75 mm in diameter) and shape has been successfully densified. A net shape honeycomb mirror backing made by the colloidal route is shown in Fig. 15.4 and a complex mold casting of colloidal silica gel-glass is shown in Fig. 15.5.

Another application of net shape casting is the replication of specific surface features. For example, Fig. 15.14 shows the surface characteristic graphs obtained on a Sloan Dektak/FLM profilometer of a plastic Fresnel lens master and the corresponding gel-silica Fresnel lens. The lens master was machined in a polymer and the organometallic sol-gel silica positive replica was made by direct casting against it. Figure 15.15 shows a microscope photograph of a dry organometallic sol-gel silica part. It can be seen from this photograph and the
Figure 15.13. Lightweight sol–gel silica mirror with integral faceplate made by the organometallic route. (Photo courtesy of J. West, M. J. R. Wilson, J. Parramore, and B. F. Zhu, University of Florida).

profilometry graphs that the replication of the surface details is very good. The precision of the master was maintained through densification into a type V gel–silica. The advantages of the silica Fresnel lens over a polymer lens is the very low thermal expansion coefficient and the thermal and radiation stability of the silica compared to a polymer.

15.4.5. Porous Type VI Gel–Silica and Applications

The extremely small scale of interconnected porosity in organometallic derived gel–silica results in optical transparency to UV wavelengths as far as 250 nm. The transparent porous structure can be impregnated with a second phase thereby achieving an optical composite. Examples of optical polymers that have been put into type VI silica (porous Gelsil™) are shown in Table 15.4. Results
Figure 15.14. Profilometry graphs of Fresnel lenses: (a) polymer master, (b) replication in organometallic gel-silica.

Figure 15.15. Microscope photograph of a dry organometallic gel-silica Fresnel lens.
from some of these studies have been discussed elsewhere [3, 11]. The colloidal-based silica processing produces gels with large pore size that are not optically transparent and therefore cannot be used to make type VI optical silica.

Another unique application of the type VI structure is to use it as the substrate for laser densification. Optical waveguides have been made using laser writing of higher-density tracks on the porous gel-silica substrate [12]. The higher-density tracks have a greater index of refraction than the porous matrix and therefore can serve as a planar waveguide. The prime advantage of the laser-written waveguide is that it matches the index of refraction of silica fiber optics, which is not the case for ion-exchanged or diffusion-based waveguides.

15.5. CONCLUSIONS

Since the first Ultrastructure Processing Conference, the progress made in sol-gel science allowed the development of two new types of optical silica. A fully dense sol-gel-derived silica, termed type V gel-silica, can be made either with a colloidal process or an organometallic process. The colloidal method results in optically opaque gels to large pores of >200 nm in diameter with ≥80% porosity requiring 1500 to 1720°C densification temperatures. The organometallic process results in optically transparent gels with 45% pores of only 2.5 nm in diameter and require a densification temperature of only 1150°C. An optically transparent sol-gel-derived porous silica, termed type VI gel-silica, can be made by the organometallic route. This new type of silica can be used for applications such as an optical element with a second phase impregnated within the pores or as a substrate for laser-written waveguides.
The major progress was made in size scaleup. This was achieved by (1) developing an understanding of the chemical mechanisms involved in each of the seven sol–gel–glass processing steps and (2) establishing careful process controls for each processing step. It is the precise control over the chemical mechanisms and rates of reactions that allows the production of optics of 75 and 100 mm in diameter or larger for both type V and type VI silicas, respectively.

The physical properties of the organometallic-derived type V gel–silica are equal or superior to types I to IV optical silicas and include short UV cutoff, low optical absorption throughout the spectrum, high homogeneity, very few defects, low strain birefringence, and low coefficient of thermal expansion.

Both the colloidal and the organometallic methods of optical gel–silica manufacture can be used to produce complex net shapes by direct casting at ambient temperature. This unique property of the sol–gel process can be used to make optics with special shapes and surface features, such as lightweight mirrors, Fresnel lenses, and aspheric optical components.
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PHYSICS OF DRYING

GEORGE W. SCHERER

16.1. INTRODUCTION

This Chapter presents a brief review of the driving forces and transport mechanisms that are important during drying of gels. The driving forces for shrinkage include chemical effects, such as condensation reactions, and physical effects, such as capillary pressure. Fluid transport can occur by flow down a pressure gradient or diffusion down a chemical potential gradient, and deformation of the network may involve elastic, plastic, or viscoelastic strains. As liquid is removed by evaporation, tension that develops in the pores produces contraction of the network; when the pressure is not uniform (as is often the case), warping and cracking of the gel can result. The interaction of the pressure in the pore liquid and the shrinkage of the network has been thoroughly examined theoretically, and the results are reviewed. These topics are discussed in detail elsewhere [1].

16.2. DRIVING FORCES

16.2.1. Chemical Reactions

The shrinkage of gels during aging is attributable to ongoing condensation reactions between M-OH groups [2]. The total contraction resulting from condensation can be enormous, as in the titania gels made by Yoldas [3], but in
more typical cases is on the order of 10% (linear). For example, after a year of syneresis, a base-catalyzed silica gel was found to have contracted ~8% in diameter, but it shrinks several times as much in a few days if evaporation is permitted [4]. Thus, the driving force for shrinkage provided by chemical reactions is small compared to the other factors operating during evaporation. On the other hand, the mechanical properties of gels are profoundly affected by the formation of new bridging bonds. The modulus and viscosity of the gel increase during aging and rise even faster during drying-induced shrinkage. It seems likely that the contraction brings reactive M–OH groups into proximity so that further condensation is possible, and the shrinkage is irreversible. This process is also influenced by adsorbed organics: in alcohol/acetone solutions, where condensation is inhibited by adsorption, it was found that the modulus of silica gel does not increase during aging [4]. Thus chemical reactions are less important for their contribution to the driving force for shrinkage than for their impact on the rheology of the gel.

16.2.2. Osmosis

Osmosis is a process of diffusion driven by a concentration gradient. For example, if pure liquid is separated from a salt solution by a membrane that is permeable to liquid, but not to salt, pure liquid will diffuse into the salt-rich side. This type of transport occurs in general when liquid A and B are separated by a membrane permeable only to B. A dramatic example is shown in Fig. 16.1: Yoldas [5] prepared a sol of alumina in water, placed it into a bag made from a dialysis membrane, and immersed the bag in alcohol; as the water diffused out of the sol into the alcohol bath, the sol contracted and finally gelled. Beyond the gel point it is not necessary to have a membrane to have osmotic flow, because the network of the gel serves the same function: if a gel is immersed in a salt solution, liquid diffuses out of the pores into the bath; counterflow is inhibited by the low permeability of the network, so there is a net shrinkage of the gel. If the permeability of the network were high, no tension would develop in the pores, because liquid would flow in from the bath; without tension (and corresponding compressive force on the network) there would be no shrinkage of the gel. A typical situation that arises during drying of a gel with a solution of alcohol and water in its pores is that the alcohol evaporates preferentially, creating a concentration gradient of alcohol in water that induces interdiffusion of the liquids. This phenomenon may be exploited to reduce drying stresses [6].

In organic polymers it is recognized that there is a difference in the affinity of polymer chains for one another and of the chains for the solvent; if the concentration of chains changes (e.g., by evaporation of solvent) or if the quality of the solvent changes, the change in chemical potential of the chains will induce diffusion of the solvent. This phenomenon contributes to the enormous volume changes seen in polyacrylamide gels upon a change in the ratio of acetone to water in the pore liquid [7]. For silicate gels there is no report of swelling upon immersion in any liquid. The rate of shrinkage may change when a gel is
transferred from one liquid to another, but the change is always in the direction expected from the effect of the new liquid on the rate of condensation reactions [8]. Quinson et al. [9] reported microsyneresis in a titania gel that increased the pore size by a factor of 3. This resulted in only a 1–3% increase in volume when the gel was transferred into pure decane; the volume returned to the original value when the sample was immersed in pure water. This small effect was produced by liquids that represent the extremes of polar and nonpolar behavior, so it is not surprising that osmotic swelling has not been observed in polymeric inorganic gels in alcohol/water systems. On the other hand, osmotic forces are important in clays [10] and transition metal gels [11], which consist of covalently bonded sheets held together by ions. Water tends to invade the space between the sheets and build a layer of hydration around the ions, which pushes the sheets apart. As a result, such materials may swell and even disperse when immersed in liquid.
16.2.3. Disjoining Forces

Disjoining forces are a class of short-range forces resulting from the presence of a solid/liquid interface. The most important examples are double-layer repulsion between charged surfaces and interactions caused by structure created in the liquid by dispersion forces. Liquid molecules, especially water [12, 13], tend to adopt a special structure in the vicinity of a solid surface. The interaction with the surface is so strong that the adsorbed layers resist freezing. Brun et al. [14], using a calorimetric method, found a noncrystallizing layer with a thickness of 0.8 nm for water and 1.3 nm for benzene. Water in the pores of silica gel is also found to have a higher thermal expansion coefficient and density than bulk water [15]. These structured layers inhibit close approach of surfaces, as they resist overlapping. The effect of adsorption forces on the mobility of molecules near solid surfaces is discussed in section 16.3.2.

At low concentrations of electrolyte, the force between surfaces is found to obey the DLVO theory until the separation is \( \sim 1.5 \) nm; then the force oscillates as individual layers of molecules are displaced. The same behavior is observed in a wide range of nonaqueous liquids. In water containing high concentrations of electrolytes, ions adsorbed on the solid surface develop a layer of hydration that creates an additional component of repulsion that decays exponentially over the range of \( \sim 1.5 \) to \( 4 \) nm (decay length \( \sim 0.6 \) to \( 1.1 \) nm). This monotonic component results from hydration forces, not ordering of molecules, and is not observed in liquids other than water [13].

As evaporation occurs and solid surfaces are brought together, repulsive forces arising from electrostatic repulsion, hydration forces, and solvent structure resist contraction of the gel. The pore liquid will diffuse or flow from the swollen interior of the gel toward the exterior to allow the surfaces to move farther apart. The disjoining forces thus produce an osmotic flow, because transport is driven by a gradient in concentration of the solid phase. Because these forces become important when the separation between surfaces is small, they are most likely to be important near the end of drying, when the pore diameter may approach 2 nm.

16.2.4. Capillary Forces

The capillary pressure in an unsaturated porous body can be predicted by a simple argument [16, 17], if the pore size is uniform. Suppose that the liquid in the saturated portion of the body is suddenly subjected to a negative pressure of \( P \) (as if the interfacial energies were just now “turned on”). It will cause the solid network to contract so that the pore space in the saturated region decreases by \( \Delta V \), forcing that volume of liquid to redistribute into the previously unsaturated region. The liquid will cover an area equal to \( \Delta V S_p/V_p \), where \( S_p/V_p \) is the surface-to-volume ratio of the empty pores, so the redistribution process will yield energy equal to \( \gamma_{SV} - \gamma_{SL} \Delta V S_p/V_p \); \( \gamma_{SV} \) and \( \gamma_{SL} \) are the solid/vapor and solid/liquid interfacial energies, respectively. The work done by the liquid to
cause that contraction is simply $P_c \Delta V$, so balancing these energies we find that the capillary pressure is

$$P_c = -\frac{(\gamma_{SV} - \gamma_{SL})S_p}{V_p} = -\frac{\gamma_{LV} \cos(\theta)S_p}{V_p}$$

(1)

where $\gamma_{LV}$ is the liquid/vapor interfacial energy and $\theta$ is the contact angle. The specific surface area of a porous body (interfacial area per gram of solid phase), $S$, is related to the surface to volume ratio by [17]

$$S_p = \frac{S \rho_s \rho}{V_p (1 - \rho)}$$

(2)

where $\rho$ is the relative density, $\rho = \rho_b/\rho_s$, $\rho_b$ is the bulk density of the solid network (not counting the mass of the liquid), and $\rho_s$ is the density of the solid skeleton (the skeletal density).

The preceding analysis is strictly valid only if the pore size of the body is uniform. Otherwise, the liquid will preferentially invade the smaller pores in which the capillary suction is greatest; that is, the liquid will invade the pores with the greatest surface-to-volume ratio, because that route will yield the greatest reduction in the energy of the system. One might think that the pores would fill in order, from smallest to largest, so that the pressure could be predicted as a function of volume fraction of liquid, if the pore size distribution were known. That may not be true in general, however, because the pores of a given size might not be connected with one another. For example, the smallest pores might be separated by much larger ones that the liquid would not tend to enter, so some intermediate pores would fill before all of the smallest ones could. This is a problem of percolation [18], because it depends on the connectivity of randomly distributed pores.

The vapor pressure of the liquid, $P_{v}$, is related to the capillary pressure by the Gibbs-Thompson (or Kelvin) equation,

$$P_v = P_0 \exp \left( \frac{V_m \kappa}{R_s T} \right) = P_0 \exp \left( \frac{V_m \kappa \gamma_{LV}}{R_s T} \right)$$

(3)

where $P_0$ is the vapor pressure over a flat liquid surface, $V_m$ is the molar volume of the liquid, $R_s$ is the ideal gas constant, and $\kappa$ is the curvature of the liquid/vapor interface. Recalling that $P_c$ and $\kappa$ are negative, we see that the vapor pressure is reduced over a concave interface. It is easy to understand intuitively that molecules are less likely to leave when tension (suction) already exists in the liquid phase. Because the pore diameters in gels are typically in the range of 2 to 10 nm, significant reductions in $P_v$ can occur.

It is obvious that Eq. 3 must cease to be valid when the radius of the pore approaches atomic dimensions, because the concepts of interfacial energy and contact angle loose their meaning. This equation has been subjected to direct
tests [19–21], and it has been shown that the relation between liquid pressure and vapor pressure is valid for radii as small as 1 nm for organic liquids such as cyclohexane, n-hexane, and benzene. For water, one study [21] concludes that Eq. 3 is valid for vapor pressures as low as $p_v/p_0 \geq 0.7$, corresponding to a radius of curvature $\geq 1.5$ nm; another [20] finds departures exceeding 10% when $p_v/p_0 < 0.9$, when the radius of curvature drops below $\sim 5$ nm. The difference between the behavior of water and the organic liquids is attributed to the long range hydration forces in water, which could influence the surface tension in films less than 5 nm thick [20]. These studies indicate that the concepts of bulk thermodynamics can be applied without serious error even on the scale of sizes of interest in inorganic gels.

The importance of capillary pressure to the drying of gels is not its effect on the vapor pressure, but its effect on the solid phase. The tension in the liquid is supported by the solid phase (for example, the walls of a simple capillary tube are subjected to a tensile stress equal to $-P_t$ that pulls them radially inward). The gel contracts as the liquid evaporates from its pores, because of the huge stresses generated by the menisci in the tiny pores. In ordinary ceramic materials, where the pore diameters are on the order of millimeters, these stresses are relatively small, but in gels they can exceed the strength of the network by a considerable margin. If the pressure is uniformly applied on the network (i.e., if it is placed under hydrostatic compression by the liquid), it will shrink uniformly and have no tendency to crack. However, as we shall see, large pressure gradients can develop through the thickness of the gel, such that the network is compressed more at the exterior surface than in the interior or the body, and this differential strain causes cracking. Such pressure gradients are quickly relaxed by fluid flow in materials with large pores, but flow is difficult within gels, so the gradients persist.

16.2.5. Moisture Stress

Moisture stress or moisture potential, $\psi$, is the partial specific Gibbs free energy (J/g) of liquid in a porous medium and is given by [22]

$$\psi = \left( \frac{R_s T}{\rho_L V_m} \right) \ln \left( \frac{p_v}{p_0} \right)$$

(4)

where $\rho_L$ is the density of the liquid. In soil science [23] it is conventional to define the moisture potential in terms of the height to which it would draw a column of water, so a factor of $g$ (the gravitational acceleration) would be included in the denominator on the right side of Eq. 4. Comparison of Eqs. 4 and 3 reveals that $\psi$ is equivalent to $P_t/\rho_L$ when only capillary forces are acting (or, according to the alternative definition, $\psi = P_t/\rho_L g$). However, the moisture potential is quite general, because the vapor pressure is depressed by other factors, including osmotic pressure, hydration forces, and adsorption forces. Thus, moisture potential subsumes all of the driving forces discussed above and
can be obtained by measuring the vapor pressure of the liquid in the system. For that reason, Zarzycki [24] recommends it as the appropriate potential driving shrinkage of gels during drying. The difficulty in implementing that suggestion is that capillary pressure gradients produce bulk flow, whereas concentration gradients (that produce osmotic pressure) cause diffusion, so it is necessary to apply portions of the total potential to different transport processes. In soil science, it is customary to assume that bulk flow is driven by the gradient in moisture potential, but it is done with the understanding that factors other than capillary pressure and gravitation are negligible [23].

16.3. LIQUID TRANSPORT

16.3.1. Darcy's Law

Fluid flow through porous media obeys Darcy's law [25, 26], which states that the flux of liquid, \( J \), is proportional to the gradient in pressure in the liquid, \( \nabla P_L \):

\[
J = -\frac{D}{\eta_L} \nabla P_L
\]

(5)

The flux is in units of volume per area of the porous body (not the area occupied by the liquid) per time (m/s), \( P_L \) is the force per unit area of the liquid (Pa), \( \eta_L \) is the viscosity of the liquid (Pa·s), and \( D \) is called the permeability and has units of area (m²). Positive flux moves in the direction of increasingly negative pressure (i.e., the flow is toward regions of greater tension in the liquid). Equation 5 is an empirical equation derived from observation of flow of water through soil [27], but it is analogous to Poiseuille's law for flow of liquid through a straight circular pipe. This has naturally led to many models for the permeability of porous media based on representations of the pores by arrays of tubes, resulting in equations of the form

\[
D = (1 - \rho) r_h^2 / f_s f_T
\]

(6)

where \( 1 - \rho \) is the porosity, and \( f_s \) and \( f_T \) are two finagle factors accounting for the noncircular cross section and the nonlinear path, respectively, of the actual pores; \( f_T \) is called the tortuosity. The hydraulic radius, \( r_h \), is defined as the ratio of pore volume to surface area. \( r_h = S_p / V_p \); for a circular capillary of radius \( a \), \( r_h = a/2 \). A number of these models are discussed in the excellent texts by Scheidegger [25] and Dullien [26]; van Brakel [28] offers a critical review of over 300 such models. Every conceivable shape and distribution of pores has been considered, including tubes with various cross-sectional shapes, with and without constrictions and intersections along their length; some represent the solid phase by isolated solid objects and analyze the flow around them. The most popular model, because of its simplicity and accuracy, is the Carman-
Kozeny equation, which gives the permeability in terms of the relative density and specific surface area:

\[ D = \frac{(1 - \rho)^3}{5(\rho S_{\rho})^2} \]  

(7)

The factor of 5 is an estimate of the shape and tortuosity factors of the “tube” based on experimental results. This equation is reasonably successful for many types of granular materials, but it often fails and should be applied with caution.

Very little is known about the permeability of inorganic gels, but the importance of microstructure is revealed by studies of polyacrylamide gels. Phase separation occurs when PA gels are cooled to \(-17^\circ C\), whereupon the polymer chains cluster together (as in Fig. 6.3) leaving relatively large pores. Using a light scattering technique, Tanaka et al. [29] found that phase separation resulted in an increase in permeability of more than an order of magnitude. Weiss et al. [30] found that the permeability of PA gels increased by orders of magnitude when the crosslink density was increased at a fixed concentration of monomer. This was attributed to the heterogeneous distribution of crosslinks, resulting in segregation into regions of dense polymer and open pores. By analogy, we would expect base-catalyzed silica gels to be more permeable than acid-catalyzed gels with the same concentration of silica, because the “granular” nature of the former systems implies the existence of larger pores. This idea is supported by data presented in section 16.3.2.

### 16.3.2. Flow in Small Pores

The pores of inorganic gels are so small that solvent structure can extend throughout the volume of the liquid, so the permeability of the gel can be controlled by liquid whose viscosity is different from that of the bulk liquid. There is abundant evidence that the mobility of liquid molecules is lowered in the vicinity of a solid surface. For example, nuclear magnetic resonance reveals that the reorientation time of water molecules is longer than for bulk liquid [31]; this phenomenon is used to estimate the surface area of porous materials by determining the relative amounts of rapidly and slowly relaxing solvent molecules [32]. Warnock et al. [33, 34] examined the mobility of nitrobenzene (a planar, polar molecule) and carbon disulfide (linear, nonpolar) within the pores of two types of silica gel, one derived from alkoxydes and the other by Shoup’s method [35] from potassium silicate. Using an optical spectroscopic technique, they found that nitrobenzene in a gel with 4.4-nm pores exhibited two reorientation times, one characteristic of the bulk liquid and one three times slower that was attributed to the molecules adjacent to the solid surface. If the gel was esterified by boiling in alcohol, the slow reorientation time was not observed; carbon disulfide showed only bulk behavior. These results imply that
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the viscosity of the polar molecule is increased by a factor of \(~3\) in the vicinity of the hydroxylated surface of the gel, but the mobility is unaffected if the surface or the molecule is nonpolar.

Chan and Horn [36] and Israelachvili [37] have reported contradictory results for the viscosity of liquid between two mica sheets at very small separations. It was subsequently recognized [38] that the technique used in both of those studies gives misleading results. Because the mica surfaces are curved, the measurement examines liquid in a gap of varying width; in fact, the measured viscosity is dominated by liquid in regions where separation of the surfaces is large (compared to the point of closest approach). Thus there are no reliable direct measurements of viscosity very close to solid surfaces.

There are very few direct measurements of flow through inorganic gels. Debye and Cleland [39] studied the permeability of a related material, VYCOR® porous glass, which has 5 to 10-nm pores and porosity of \(~35\)% . In accordance with Darcy’s law, the flux was found to be proportional to the pressure drop through the sample. The permeability was in the range \(D \approx 0.02-0.04 \text{ nm}^2\) (which means that a pressure drop of 1 atm through a plate 1 mm thick would allow water to flow at a rate of \(10^{-7} \text{ cm}^3/\text{cm}^2\cdot\text{s}\)), the Carman-Kozeny equation predicts \(D \approx 0.09 \text{ nm}^2\). When the temperature was changed, the flux did not change at the same rate as the viscosity of the bulk liquid. This indicates that the temperature dependence of the liquid in the pores is different from that of the bulk liquid and/or that the thickness of the adsorbed (structured) layer changes with temperature. (Note that an underestimate of \(\eta_L\) would produce a corresponding underestimate of \(D\) if the pore liquid is more viscous than the bulk liquid, then \(D\) is smaller than indicated above, and the Carman-Kozeny equation is in error by more than the indicated factor of \(~3\)).

Scherer and Swiatek [40] measured the permeability of silica gels made from tetraethoxysilane (TEOS) using acid catalysis and \(R=\text{(moles water)/(moles TEOS)} = 16\) (gel A), or two-step acid/base catalysis with \(R = 3.7\) (gel B2). The flux was found to be roughly proportional to the applied pressure in keeping with Darcy’s law. Given the permeability of \(~1 \text{ nm}^2\) for gel A and the relative density of \(\rho \approx 0.1\), the surface area found from Eq. 7 is \(~1400 \text{ m}^2/\text{g}\), which is \(~2.5\) times as large as the Brunauer-Emmett-Teller area of the corresponding xerogel. This could mean that \(\eta_L\) is \(~2.5\) times as great as for the bulk liquid. The base-catalyzed gel B2 had a permeability \(~10\) times greater than that of gel A, as expected (qualitatively) from its coarser pore structure.

These studies indicate that flow through gels obeys Darcy’s law to the extent that the flux is proportional to the pressure gradient in the liquid. Further, it appears that \(D/\eta_L\) is within a factor of \(~3\) of the value predicted by using the Carman-Kozeny equation and the bulk viscosity. However, the flow process is more complicated than in materials with larger pores, and it is probably not appropriate to assume that \(\eta_L\) is the same as for the bulk liquid (differences being likely in absolute value and temperature dependence). The errors are likely to increase as the gel shrinks during drying, as a larger proportion of the liquid in the pores is in structured layers.
16.3.3. Unsaturated Media

An unsaturated body contains both gas and liquid in its pores. Gels become unsaturated near the end of drying, when shrinkage stops and the meniscus recedes into the pores. The liquid is said to be in the pendular state when it is trapped in isolated pockets; at higher liquid contents, the pockets become contiguous and are said to be in the funicular state. In the pendular state, liquid is transported only by diffusion of the vapor, but funicular liquid can still be transported by flow, and the flux can be related to the gradient in capillary pressure by Darcy's law [25, 41]. The permeability is a strong function of liquid content and shows considerable hysteresis as the liquid content is raised and lowered.

16.3.4. Diffusive Transport

Diffusion is a random-walk process by which material is transported down a gradient in concentration. According to Fick's law, the diffusive flux, \( J_D \) (moles/cm\(^2\)·s), is proportional to the gradient, \( VC \) [42]:

\[
J_D = -D_c \nabla C
\]  

(8)

where \( D_c \) is the chemical diffusion coefficient (cm\(^2\)/s), and \( C \) is the concentration (mol/cm\(^3\)). It was shown in section 16.1 that diffusion contributes to the shrinkage of gels in special cases (e.g., when the gel is immersed in a salt solution) and may be important during evaporative drying, if a concentration gradient develops in the pores by preferential evaporation of one component of the pore liquid.

In organic gels, a gradient in polymer concentration can produce osmotic flow. For example, Tanaka and Fillmore [43] found that spheres of polyacrylamide gel swelled by 10–14% linearly when transferred from paraffin oil into water; the infinite quantity of water in the bath then floods into the water-starved (concentrated) polymer. An analogous process in inorganic systems is the swelling of clay in water [44]. Rather than assuming that fluid transport occurred by diffusion, Tanaka and Fillmore [43] analyzed the rate of swelling by assuming that the network was effectively stretched by the osmotic pressure, \( P \), which created suction in the pore liquid and induced fluid flow (according to Darcy's law) into the gel. The kinetics of swelling were shown to depend on the elastic modulus and permeability of the gel network. Given that a pressure gradient exists, it is interesting to see in what circumstances bulk flow will dominate over diffusive transport. The chemical potential, \( \mu \), can be written in

\[
\mu = \mu^0 + RT \ln \left( \frac{C}{C_0} \right)
\]

Actually, this is a controversial idea. Tanaka and Fillmore [43] image that the osmotic pressure "inflates" the network as if there were a gas pressure in the pores, but it is generally argued [45] that there is no actual pressure. It is hard to argue with the fact that the swelling kinetics were in agreement with independently measured values of the elastic modulus and permeability of the gel, but the validity of the approach is theoretically disputable.
terms of the concentration as

$$\Delta \mu = R_s T \ln(\gamma C)$$

(9)

where $\gamma$ is the activity coefficient, so the potential gradient is

$$\nabla \mu = \frac{R_s T}{\gamma C} \nabla (\gamma C) \approx \frac{R_s T}{C} \nabla (C)$$

(10)

(the approximation is exact if Henry's law [45] applies). Fick's law can be written as

$$J_D = -\frac{D_c C}{R_s T} \nabla \mu = \frac{D_c C V_m}{R_s T} \nabla \Pi$$

(11)

where the second equality follows from the definition of the osmotic pressure,

$$\Delta \mu = -\Pi V_m$$

(12)

Note that $CV_m = 1 - \rho$ is the volume fraction of liquid in the gel. We want to know when the volume flux from Darcy's law, $J$, exceeds that from diffusion, $J_D V_m$. From Eqs. 8 and 11 we find that fluid flow dominates when

$$\frac{D}{\eta_L} > \frac{D_c (1 - \rho) V_m}{R_s T}$$

(13)

The chemical diffusion coefficient can be related to the viscosity of the liquid by the Stokes-Einstein equation [46]

$$D_c = \frac{R_s T}{6\pi N_A r_m \eta_L}$$

(14)

where $N_A$ is Avogadro's number, and $r_m$ is the radius of the diffusing molecule. With Eqs. 6 and 14, Eq. 13 becomes

$$r_h > 2r_m$$

(15)

This means that flow dominates whenever the pore size is larger than a few times the molecular dimension. Of course, Darcy's law and the Carman-Kozeny equation cannot be expected to apply to such small pores, so the result must be taken as an order-of-magnitude estimate. Nevertheless, this is a physically appealing conclusion: diffusion dominates in dense objects (as in the initial swelling of a polymer by a solvent), but flow takes over whenever channels are present that are much larger than the diffusing molecules (as in osmotic swelling of gels). Pierre and Uhlmann [47] argue that diffusion is the dominant transport
process during drying of materials such as alumina gels, where osmotic forces are important. However, Dwivedi [48] found that the drying rate of alumina gels was too rapid to be explained by diffusion with a diffusion coefficient on the order of $10^{-5}$ cm$^2$/s. The latter conclusion is consistent with the preceding analysis.

Note that flow can relieve a gradient in polymer concentration by swelling the network, but cannot reduce a concentration gradient in the liquid phase. For example, if a gel is immersed in a salt solution, flow of the solution into the pores does not affect the difference in salt concentration between the bath and the original pore liquid; that can be achieved only by diffusion. Similarly, if evaporation creates a concentration gradient in the pore liquid, flow from the interior of the gel cannot eliminate it, only interdiffusion within the pores can do so. Therefore, the analysis given above applies only to situations such as the swelling experiment by Tanaka et al. and to flow within a clay body (where tension in the liquid is produced by disjoining forces), where there is a gradient in concentration of solid phase.

Fluid flow is the principal transport mechanism in both saturated and unsaturated media, but diffusion of vapor becomes increasingly important as the liquid content of the pores decreases. After the pendular state is reached, liquid can be removed from the gel only by diffusion of its vapor. Isolated pockets of liquid actually participate in the transport process, as shown by Philip and de Vries [49], because the gradient in vapor concentration causes liquid to condense on one side of the pocket and evaporate from the other; as a result, the flux through the liquid is the same as that through the vapor in the open pores. Whittaker [50] has analyzed the coupled flows of mass and heat during drying of unsaturated bodies, using the same principle of local averaging that is implicit in Darcy's law. That is, the transport parameters are assumed to be uniform on a scale large compared to the pores, but small compared to the drying body. His model has been successfully used to describe the temperature distribution and evaporation rate from porous sandstone [51, 52], for example.

16.4. RHEOLOGY OF THE GEL

In this section we discuss a theoretical model for the deformation of a gel network. It is convenient to imagine that the properties of the liquid and solid are independent, but it should be kept in mind that this is an approximation, because (as Johnson [53] points out) disjoining forces may contribute to the rigidity of the gel. The network may be elastic, viscoelastic, or plastic, but we assume that the liquid and solid phases are incompressible; that is, stresses can deform the network, but cannot change the volume of the constituents. (For example, there might be 10 cm$^3$ of polymeric material in 100 cm$^3$ of dry sponge; when you crush it in your hand, the volume of the sponge might decrease to 20 cm$^3$, but there would still be very nearly 10 cm$^3$ of polymer. The compressibility of the network is orders of magnitude greater than that of the solid phase.)
RHEOLOGY OF THE GEL

It has been shown that alkoxide-derived silica gels are viscoelastic [54], and that is the behavior that we will concentrate upon in the following discussion. It should be noted, however, that other types of behavior are seen in related materials. For example, particulate gels may be plastic [55] and may even redisperse when agitated [56]; other plastic materials include clay, soil [57], and wood [58].

In a classic series of papers, Biot developed a theory for the deformation of saturated and unsaturated porous media, assuming the solid skeleton to be homogeneous and elastic [59], homogeneous but anisotropic and viscoelastic [60, 61]; or heterogeneous, anisotropic, and viscoelastic [62]. The model was tailored to describe propagation of acoustic waves through soil [63], but could also be applied to consolidation and drying of soil. It allowed for compressibility of the solid and liquid phases, and for dissipation of energy within both phases, as well as by their relative movement. A number of other workers (e.g., [64–66]) have developed related models, but Johnson and Chandler [53, 67] have shown that the correct ones are special cases of, or approximations to, Biot's. The model discussed in this chapter [68, 69] is also closely related, but is particularly adapted to the case of drying of gels in that it allows for syneresis and for simple viscoelastic behavior.

16.4.1. Continuity

The equation of continuity (conservation of matter) is found to be [68]

\[ \dot{\varepsilon} = -\nabla \cdot J = -\nabla \cdot \left( \frac{D}{\eta_L} \nabla P \right) \]  

where \( \dot{\varepsilon} \) is the volumetric strain rate of the gel network. We need to express \( \dot{\varepsilon} \) in terms of the stress in the liquid using a constitutive equation. Various authors have done this by using empirical (nonlinear elastic) equations [23, 70], by assuming elastic behavior with the solid and liquid phases compressible [59, 64] or incompressible [65, 71], or allowing the network to be purely viscous [69] or viscoelastic [60, 61, 62, 72, 73]. When the network is assumed to be elastic, Eq. 16 has the mathematical form of the diffusion equation. Philip [23] discusses at length the methods for solving the nonlinear version of that equation that results when the permeability and elastic properties vary with the porosity (and therefore with position in the body).

If the pores contain a solution of liquids with intrinsic diffusion coefficients \( D_1 \) and \( D_2 \), then diffusion contributes to transport and the diffusion term must be added to the flow term. Then Eq. 16 becomes

\[ \dot{\varepsilon} = -\nabla \cdot \left( \frac{D}{\eta_L} \nabla P \right) + (1 - \rho) \nabla \cdot \left[ V_m (D_1 - D_2) \nabla C_1 \right] \]  

*Several mistakes in the original treatment [69] are discussed and corrected in Ref. 68.*
Note that diffusion has no influence if the intrinsic diffusion coefficients of the two liquids are equal, because the diffusive volume fluxes are then equal and opposite (i.e., diffusion produces no volume flow). It has been shown that drying stresses can be reduced considerably when the diffusion term is significant.

### 16.4.2. Finite Deformation

During drying of a gel, there is a huge change in volume (often 1 or 2 orders of magnitude), which is not explicitly allowed for in the analysis given in section 16.4.1. There are two ways of handling the contraction of the network: the Eulerian [74] and the Langrangian methods [75–77]. The Eulerian approach uses a coordinate system fixed in the frame of reference of the laboratory and takes account of the velocity of the body relative to that frame as the volume of the body changes. The Langrangian method uses a coordinate system fixed in the gel, such that a fixed volume of solid phase is contained in any volume element. The solution is obtained in terms of the material coordinate, \( m \), where

\[
\frac{dm}{dx} = \rho \, dx \tag{18}
\]

when the shrinkage is uniaxial (in the x direction). This approach is simpler than the Eulerian, but still leads to a nonlinear differential equation that must be solved by numerical methods, except in special cases. A Langrangian coordinate system was used implicitly in the derivation of Eq. 16. If the shrinkage varies strongly with position in the gel, then \( \rho = \rho(x) \), and Eq. 18 indicates that the Langrangian coordinate is not linearly proportional to a coordinate fixed in the frame of the laboratory. However, if the volumetric contraction is nearly uniform throughout the gel, solutions obtained from Eq. 16 are valid regardless of the amount of shrinkage that has occurred.

### 16.4.3. Drying Stress

As liquid evaporates from the gel, the network becomes exposed and a solid/vapor interface appears where a solid/liquid interface had been. This raises the energy of the system, because \( \gamma_{sv} > \gamma_{sl} \), so liquid tends to flow from the interior of the gel to cover the exposed solid. As it stretches toward the exterior, the liquid goes into tension, and this has two consequences: (1) liquid tends to flow from the interior along the pressure gradient, according to Darcy's law and (2) the tension is balanced by compressive stress in the network that causes shrinkage. The lower the permeability, the more difficult it is to draw liquid from the inside of the gel, and therefore the greater the pressure gradient that develops. As the pressure gradient increases, so does the variation in free strain rate, with the surface tending to contract faster than the interior. It is the differential strain [i.e., the spatial variation in strain (for an elastic material) or strain rate (for a viscous material)] that produces stress.

As the stress in the liquid increases, the vapor pressure decreases according to...
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Eq. 3 with $P_e = -P$. However, during most of the drying process the pressure is too small to have a significant effect on the evaporation rate. In that case, we can find the pressure and stress distributions in a drying plate by solving Eq. 16 subject to the boundary condition that the flux at the exterior surface is constant:

$$\frac{D}{\eta_e} \frac{dP}{dz} \bigg|_{z=L} = \dot{V}_e$$

where $\dot{V}_e$ is the constant evaporation rate (cm$^3$/cm$^2$ of gel/sec). When the permeability of the gel is not too low, the stress in the plane of a drying plate of gel is found to be [68]

$$\sigma_x \approx C_N \left( \frac{L \eta_e \dot{V}_e}{2D} \right) \left( \frac{z^2}{L^2} - \frac{1}{3} \right) \quad (z \leq 1)$$

where the surfaces of the plate are at $z = \pm L$, and the constant $C_N \approx 1$. Thus there is a parabolic distribution of stress, with the greatest tension appearing at the drying surface, $z = L$. The stress increases in proportion to the thickness of the plate and the rate of evaporation and in inverse proportion to the permeability, that is, the stress is increased by those factors that steepen the pressure gradient. Comparing the stress at the surface of a drying plate, cylinder, and sphere, it is found [78] that the tension decreases in the ratio plate/cylinder/sphere = $\frac{1}{2}/\frac{1}{4}$. The lower stress reflects the shallower pressure gradients in the cylinder and sphere, where the liquid flowing from the interior passes through a volume that increases as $r^2$ and $r^3$, respectively. Because these results are derived from Eq. 16, they are only valid as long as the pores remain filled with liquid. At some point the network will stop shrinking and the meniscus will retreat into the gel; then Eq. 20 will apply only within the saturated pores inside the gel.

Whereas the stress in the plate comes from the internal pressure distribution, the stress in a film results principally from the external constraint of the substrate. No strain can occur in the plane of the film, because it is too thin to deform the substrate. The stress in the film is [68, 79] approximately $\sigma_x \approx P$, which means that the stress in the film can be as large as the capillary stress in the liquid. The remarkable fact, discussed in the next section, is that this enormous stress does not cause fracture of thin films of gel.

16.5. AVOIDING FRACTURE

We have seen that drying produces a pressure gradient in the liquid phase of a gel, which leads to differential shrinkage of the network. When the exterior of the gel tries to shrink faster than the interior, tensile stresses arise that tend to fracture the network at the exterior. The material on either side of the crack can
contract more freely, so it is favorable for the crack to grow into the drying surface. It may seem odd that compression of the network by the liquid causes fracture. In fact, if the pressure in the liquid were uniform, the whole network would be isotropically compressed and the gel would shrink without risk of cracking. However, the higher tension in the liquid at the exterior causes greater contraction of the network in that region. Because that contraction is inhibited by the slower-contracting interior (where the tension in the liquid is less), the network at the exterior is effectively stretched (prevented from contracting), and this promotes cracking. Thus, it is the differential contraction that produces macroscopic tension in the network and causes cracking.

Cracking occurs when the stress in the network exceeds its strength. Since the classic work of Griffith [80], it has been understood that fracture of brittle materials depends on the presence of flaws that amplify the stress applied to the body. That is, if a uniform stress $\sigma_a$ is applied to a body containing a crack with a length of $c$, the stress at the tip of the crack is proportional to $\sigma_a/c$, and failure occurs when that stress exceeds the strength of the material. The theory of linear elastic fracture mechanics, which is discussed in several excellent textbooks [81–83], indicates that catastrophic crack propagation occurs when

$$\sigma_a\sqrt{\pi c} \geq K_{IC}$$

(21)

where $K_{IC}$ is a material property called the critical stress intensity factor, and $\sigma_a$ represents the applied stress.

Unfortunately, there is only one report of measurement of $K_{IC}$ for an alkoxide-derived gel. Zarzycki [55] determined $K_{IC}$ as a function of aging time for two particulate gels and a sonogel (prepared by ultrasonic mixing of TEOS and water [84]); for the latter, $K_{IC}$ was in the range of 160–270 Pa/$\sqrt{m}$, increasing slightly with age. If the full capillary pressure ($P_r > 10$ MPa) were applied to that material, Eq. 21 indicates that any flaw with $c > 0.1$ nm would grow uncontrollably. This unrealistically small size for the critical flaw size accounts for the instantaneous failure of gels when suddenly exposed to the atmosphere. In fact, the stress developed during slow drying, given by Eq. 20, is much smaller than $P_r$. The strength (i.e., the stress that causes fracture in a bending test) of similar gels is found to be $\sim 0.1$ MPa [54]; with Zarzycki's data, this corresponds to a critical flaw size of $c \approx 1–2$ $\mu$m. Flaws of that size are inevitable, unless the mold is highly polished, and the sample is handled with the greatest care, so the drying stresses must be kept well below the maximum (viz., $\sigma_a = P_r$).

Cracking is sometimes attributed to the existence of a pore size distribution in
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the gel [85, 86]. That possibility is discussed and criticized in Ref. 2. The analysis
presented here indicates that dangerous stresses can be developed even if the
pore size distribution is perfectly uniform, so efforts to avoid fracture by
controlling the breadth of the pore size distribution are futile.

A variety of strategies have been employed to avoid fracture from drying
stresses, including: developing gels with larger pores (having lower capillary
stress and higher permeability); aging to increase the strength of the gel, as well
as increasing the pore size; using chemical additives to lower interfacial energies
or encourage diffusion within the pores; supercritical drying to eliminate entirely
the liquid/vapor interfacial energy, thereby preventing fracture and reducing
shrinkage. These methods are discussed in Refs. 1 and 2.

As explained in section 16.4.3, the stress in a film is approximately equal to
the tension in the liquid, \( \sigma_s \approx P \). Therefore, as the film becomes rigid, the tension
in the film becomes equal to the capillary stress, \( \sigma_s \approx P_R \), which would shatter a
macroscopic gel. There is no indication that the capillary stress is absent in a
film; on the contrary, it seems sufficient to cause complete collapse of the
porosity in some cases [87], as predicted [88] for a material with a very
compliant matrix. The fascinating observation is that inorganic films thinner
than \( \sim 0.5 \mu m \) do not crack, regardless of the drying rate, whereas films thicker
than \( \sim 1 \mu m \) are virtually impossible to dry without cracks (see, e.g. [89–93]).

This behavior may be analogous [79] to crack growth in composites
containing inclusions, where thermal expansion mismatch causes cracks to
appear near large inclusions, but not near small ones. The explanation [94] is
that the energy that drives the growth comes from relief of stress in a volume
proportional to the size of the inclusion, whereas the energy invested to grow the
 crack is proportional to the surface area created. When the inclusion is small,
this surface-to-volume ratio becomes a barrier to growth of the crack; that is, the
energy invested to extend the crack is greater than the energy gained from relief
of stresses near the inclusion. This line of argument is supported by the work of
Thouless [95], who investigated the conditions for growth of flaws of the type
shown in Fig. 16.2. It was shown that the energy release rate, \( G \), for such flaws is
approximately proportional to the thickness of the film, \( G \approx L \) (when \( R/a \approx 1 \));
there is also a very weak dependence on flaw size (\( G \sim R^{0.1} \)). The stress intensity,
\( K_I \), at the tip of the crack is given by

\[
K_I \propto \sqrt{G} \propto \sqrt{L}
\]

so as \( L \to 0 \), it inevitably falls below the critical stress intensity of the material,
\( K_{IC} \). Unfortunately, we cannot apply this result to see whether it accounts
quantitatively for the observed limit of \( \sim 1 \mu m \) for films, because the physical
properties of the film are not known.

Two exceptions to the micrometer rule should be noted. Schmidt et al. [96]
were able to dry films 20 \( \mu m \) thick by using a silicon precursor with two
nonhydrolyzing phenyl substituents. This evidently provided sufficient com-
pliance (rubberiness) to prevent fracture. Cracking did occur when the organics
were burned out, but large (compared to \( L \)) areas remained intact. This appears to be a promising route to preparation of thicker films. Another remarkable exception to the rule was produced by Schlichting [97], who made dense films \( \sim 10 \mu m \) thick from alkoxides. It appears that he dipped the substrates in unhydrolyzed alkoxides and allowed hydrolysis to occur in the air, then heated the samples slowly (37°C/hr) to 700–900°C. Perhaps these mild conditions left a substantial fraction of ligands unhydrolyzed during drying (as contrived deliberately by Schmidt et al.), allowing the rubbery film to remain intact. This remarkably simple approach deserves to be reexamined.

16.6. CONCLUSIONS

The principal factors driving shrinkage of drying gels are capillary pressure and osmotic pressure. The pores in inorganic gels are so small that thermodynamic properties such as the liquid/vapor interfacial energy begin to depart from their bulk values; however, significant deviations are not expected for pores larger than \( \sim 2 \text{ nm} \). Therefore, the pressures can be reasonably estimated for most gels. Liquid is transported to the surface of the gel by Darcy flow and/or diffusion. The latter is expected to be important only if a concentration gradient exists within the liquid phase and the components of the solution have different intrinsic diffusion coefficients, but it is not known how generally that occurs. The viscosity controlling the rate of flow may be substantially higher than the bulk viscosity, especially when the pore liquid is water, when the pore diameter is \( < 5 \text{ nm} \). The limited data presently available indicate that Darcy's law is obeyed: The flux through the gel is proportional to the pressure gradient.

The existence of a pressure gradient in the pore liquid gives rise to stresses that cause cracking of drying gels. Several strategies that reduce the capillary pressure or raise the strength of the gel have been successfully employed. In
films, the stress is always high (approximately equal to the capillary stress), but
cracks do not form if the film is thin (typically <0.5 μm). This is attributed to the
small amount of elastic energy stored in the film, which is incapable of causing
propagation of existing flaws.

There is a critical need for experimental studies of transport processes
(measurement of permeability of the gel network, viscosity of the pore liquid),
rheology of the network (viscosity, modulus, yield stress), fracture mechanics of
gels, and direct measurements of stresses and strains developed during drying.
The theory clearly indicates the essential properties, but virtually no data are
currently available to test the predictions of drying stresses.
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PHASE SEPARATION AND CLUSTERING IN SYSTEMS OF RODLIKE PARTICLES

LARRY A. CHICK, CHRISTOPHER VINEY, AND ILHAN A. AKSAY

17.1. INTRODUCTION

Although a few investigators [1, 2] have reported maximum packing concentrations for randomly oriented, rodlike reinforcing media, we have found no published studies dealing with the local arrangement of such rods. Milewski's [1] empirical studies of randomly oriented macroscopic rods (wooden sticks) established an inverse relationship between the axial ratio and the maximum packing fraction. Evans and Gibson [2] used free-volume concepts to model the maximum packing fraction. These free-volume arguments were originally developed to model the liquid crystalline phase behavior of rodlike molecules. However, it is reasonable to expect the packing of macroscopic rods (sticks), microscopic rods (fibers and whiskers), and molecular rods to follow the same pattern. Figure 17.1 compares Milewski's results with the upper concentration limit of stability for pure random phase predicted by Flory [3, 4] for an athermal system of rodlike molecules. At concentrations greater than those indicated by the phase boundary, rodlike molecules phase-separate into an aligned (ordered; anisotropic) phase and a randomly oriented (disordered; isotropic) phase. This
transition is spontaneous if the molecules undergo sufficient thermal agitation. Evans and Gibson [2] assume that randomly oriented macroscopic and microscopic rods would not exhibit the transition to an aligned phase, because they are too large to be agitated sufficiently. Yet, it is easily demonstrated that, when packed to high concentration, macroscopic rods do form into clusters with a high degree of internal alignment (Fig. 17.2). We suggest that many processing operations that are used in fabricating composites, for example, high-shear blending and sonication, provide sufficient agitation to allow at least partial transition to an aligned state.

In investigating similarities between the packing of macroscopic rods and the phase behavior of rigid, rodlike molecules, we began with two-dimensional systems. It is simpler to observe the arrangement of rods in a monolayer than in the bulk of a three-dimensional system. Also, practical composites are frequently built up by laminating sheets that individually contain two-dimensional distributions of fibers. Our first task has been to establish a phase diagram for two-dimensional systems of rods. Several investigators [5–7] have studied two-dimensional configurations of rods by using lattice-based Monte Carlo simulations. However, these calculations restricted the rods to two distinct orthogonal orientations and to distinct positions determined by the lattice; none produced a phase diagram. We also employed Monte Carlo techniques, but utilized continuously varying position and orientation.
Figure 17.2. Clustering caused by mechanical vibration of wooden rods (axial ratio of 16) in a beaker.

17.2. THE MODEL

Our approach is directed by the well-accepted three-dimensional model of Flory and Ronca [4], which is derived for athermal systems, that is, for rods that exhibit neither attraction nor repulsion with respect to the solvent or each other. In such systems, the free energy is determined solely by entropy, which is composed of a translational and an orientational component. Flory and Ronca approximated the translational entropy on the basis of a lattice model and the orientational entropy by using an equation derived from combinatorial analysis. It is possible to formulate their model in two dimensions by redefining the parameters that describe rod orientation. However, the model adapted in this way does not predict any phase separation [8]. Some further refinements are therefore necessary. We chose to measure the translational entropy directly from our Monte Carlo simulations and to calculate the orientational entropy by using the exact combinatorial equation from which Flory and Ronca's approximation was derived.

The Flory–Ronca approach stipulates that the translational (combinatory) partition function is given by

$$Z_e = \frac{1}{n_x!} \prod_{j=1}^n v_j$$

(1)
where \( n_j \) is the total number of rods (with axial ratio \( x \)) in the lattice, and \( v_j \) is the number of vacant positions available to the \( j \)th rod when \( j - 1 \) rods have already been placed in the lattice. This relation should apply equally well to two- or three-dimensional systems, as long as the \( v_j \) factors reflect placement in the system of appropriate dimension. We claim that \( v_j \) can be measured from our Monte Carlo data by using

\[
v_j = \frac{K}{\langle T_j \rangle}
\]

where \( \langle T_j \rangle \) is the average number of tries required for the Monte Carlo algorithm to find a vacant position, within the existing configuration, in which to place the \( j \)th rod. \( K \) is a mathematically arbitrary constant of proportionality; it does not affect the outcome of subsequent calculations. The algorithm first randomly chooses an orientation for the \( j \)th rod and then tries sets of randomly generated positional coordinates until the appropriate space is found. As more rods are added to the configuration, \( \langle T_j \rangle \) increases, reflecting the increasing difficulty of happening upon an appropriate vacant site by choosing candidate positions at random. For the isotropic (randomly oriented) phase, rod orientations are evenly distributed between 0° and 180°. For the aligned phase, the orientations are generated to fill a normal distribution with a preset standard deviation. (Flory and Ronca [4] assumed that the shape of the distribution of rod orientations within the aligned phase would have little effect on the results. They based their calculations on an even distribution. However, we have found that a normal distribution has significantly lower free energy than an even distribution with the same average angular deviation.) Data for the number of tries per rod are collected from several Monte Carlo runs simulating a given system. The number of tries for the \( i \)th rod is averaged over the several runs, and the averaged data are fitted to an empirical relation of the form

\[
\ln \langle T \rangle = AF_x^2 + BF_x
\]

where \( F_x \) is the area fraction (concentration) of rods, and \( A \) and \( B \) are fitted coefficients. This relation is used with Eqs. 2 and 1 to yield \( \ln Z \). We have found that averaging the number-of-tries data from nine Monte Carlo runs is sufficient to determine the phase boundaries to within a few percent.

We calculate the orientational partition function by randomly generating large sets of angles with the appropriate distribution. The distribution is divided into a sufficiently large number of increments, and the partition function is calculated as

\[
Z_0 = \frac{n_x!}{n_1!(n_x-n_1)!} \times \frac{(n_x-n_1)!}{n_2!(n_x-n_1-n_2)!} \times \frac{(n_x-n_1-n_2)!}{n_3!(n_x-n_1-n_2-n_3)!} \times \cdots
\]
where $n_1$, $n_2$, $n_3$, ... are the numbers of rods falling within the respective increments. Each factor represents the number of ways of choosing the $n_i$ rods within the $i$th increment from among the remaining $(n_r - \sum_{i-1}^n n_i)$ rods. As the number of increments is increased, the calculation converges at approximately 90 increments. For each phase, be it randomly, evenly, or normally distributed, the orientational entropy decreases linearly with increasing rod concentration.

The total entropy of the configuration, $Z_m$, is given by

$$-\ln Z_m = -\ln Z_c - \ln Z_0$$

Phase equilibria are determined by finding the common tangent to the free energy curves for the random and aligned phases.

**17.3. RESULTS AND DISCUSSION**

Our preliminary phase diagram for two-dimensional systems of rods, with axial ratios from 10 to 100, is shown in Fig. 17.3. For comparison, Fig. 17.3 also shows Flory and Ronca's [4] phase diagram for three-dimensional systems. In each case, the lines represent the boundaries of the two-phase region. It is evident that
separation occurs at lower rod concentrations in two dimensions, which seems reasonable on the basis that orientational freedom is more restricted in two dimensions than in three.

Because the free energy of the aligned phase varies with the spread in rod orientations, it is necessary to determine which standard deviation gives the lowest free energy when compared to the random phase. The aligned phase having this particular standard deviation will achieve equilibrium with the random phase at the lowest possible overall concentration. At an axial ratio of 25, the first normally distributed aligned phase to appear as the concentration is increased has a standard deviation of approximately 12.5°. Investigation of the equilibria between aligned phases with various standard deviations indicates that, as the concentration is increased above the upper boundary of the two-phase region, aligned phases with progressively decreasing standard deviation have the lowest free energies. In other words, as the rod concentration is increased above the point at which the random phase disappears, the aligned phase gradually becomes more perfectly aligned.

Figures 17.4a and b are computer-generated drawings of the random and normally distributed aligned phases that are in equilibrium for an axial ratio of 25. As the concentration is increased above that of the random phase shown, the translational freedom of the rods becomes so restricted that the total entropy can be decreased if clusters of aligned rods are formed. Thus maximum orientational entropy is sacrificed for increased translational entropy as the aligned phase appears and increases in area fraction. At the upper boundary of the two-phase region, given sufficient agitation, the entire configuration will transform to the aligned phase. This aligned phase will contain many “packing defects,” but will attain more perfect alignment as the concentration is increased further.

![Figure 17.4](image-url)
IMPLICATIONS FOR COMPOSITE ENGINEERING

The phase diagram (Fig. 17.3) predicts area fractions of the phases present at equilibrium. It does not predict the scale of the microstructure. For example, above the two-phase region we know that the entire configuration will tend to transform to an aligned state with a predictable standard deviation of rod orientations, but the phase diagram does not predict the resulting cluster (domain) size.

17.4. IMPLICATIONS FOR COMPOSITE ENGINEERING

The discussion so far has assumed that the rods are sufficiently agitated, either by thermal or mechanical means, so that they can attain a configuration characterized by maximum total entropy. The degree to which they approach that equilibrium state is a matter of kinetics and is therefore difficult to predict, especially for larger-scale rods that have no thermally activated motion. Furthermore, in ceramic and metal composite processing, the motion of the fibers or whiskers is restricted by the presence of the matrix phase. However, the phase diagram does predict the critical concentrations above which the rods in a system will tend to form an aligned phase.

Also, our analysis establishes the minimum incidence of clustering present at a given concentration of rods. By way of illustration, consider the configuration in Fig. 17.5a, produced by running the Monte Carlo algorithm for the random distribution well beyond the upper boundary of the two-phase region. This disordered configuration necessarily is unstable and is expected to transform to an aligned phase, given sufficient agitation. However, the Monte Carlo algorithm allows no movement of a rod once it is placed successfully. Because no movement has taken place, and the configuration has a random distribution of

![Figure 17.5](image_url)

**Figure 17.5. Metastable rod configurations at high concentration (area fraction of 0.263; axial ratio of 25).** (a) Randomly oriented, computer-generated configuration obtained by running Monte Carlo for an extended period. (b) Photograph of wooden rods vibrated until all lay flat on a horizontal substrate.
rod orientations, the free energy of the configuration is given by the extrapolation of the random phase free energy curve. This configuration therefore represents the condition of minimum possible entropy at this concentration. Yet, there are definitely clusters of rods present. The clusters that appear at high concentrations in the random phase arise due to space-filling constraints. Simply put, the majority of the available vacant positions for new rods are next to and aligned with respect to existing rods. The most probable way to squeeze in more rods is to add to the clusters. It is reasonable to expect that the microstructure in Fig. 17.5a would coarsen if the configuration were annealed.

Figure 17.5b shows wooden rods with an aspect ratio of 25 at the same concentration as the computer-generated configuration of Fig. 17.5a. The wooden rods were scattered at random onto a substrate and gently vibrated until all lay flat on the surface. The rods that were originally stacked on top of others tended to "push" their way onto the surface, thereby displacing rods that were already laying flat. Therefore, some limited rod movement was allowed during the development of this configuration. It is evident that rods in some of the resulting clusters tend to be more perfectly aligned with somewhat larger vacant spaces between clusters than in Fig. 17.5a. Due to the limited motion allowed, the wooden rods have begun the transition to a minimum free energy (coarsened and more perfect) aligned phase.

In summary, the developers of composite materials should be aware that fibers or whiskers will inevitably form clusters even when no interrod attractive forces are present. Average cluster size will increase as the concentration of rods is increased. Above the critical concentration at which random alignment disappears, predicted by the phase diagram for the aspect ratio in question, the microstructure will tend to coarsen and the degree of alignment within clusters will increase. The degree of transformation attained will be governed by the extent of mechanical agitation used and by the properties of the matrix phase. Previously reported maximum packing fractions represent process-dependent kinetic barriers that will be surpassed for processes utilizing a high degree of mechanical agitation. These findings should apply to three-dimensional configurations as well, although the phase boundaries will occur at higher rod fractions. Mechanical models for fiber- and whisker-reinforced composites currently assume a simpler scenario in which the rods are independently as well as randomly oriented; the effect of clustering at high concentration has not been taken into account.
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18.1. INTRODUCTION

During sol–gel thin film formation via dipping or spinning, oligomeric or polymeric precursor species often described by mass or surface fractal dimensions, \( D \) or \( D_s \) [1], are rapidly aggregated on the substrate surface by gravitational or centrifugal draining accompanied by vigorous solvent evaporation and continued condensation reactions. Our previous research [2] has shown that the film porosity (calculated from the refractive index on the basis of the Lorentz–Lorenz relationship) depends on the compactness \((D, D_s)\) and extent of branching of the precursors prior to deposition and the relative rates of condensation and evaporation during deposition. Precursor structure dictates steric constraints according to [3]

\[
M_{1,2} \propto R^{D_s + D_2 - d}
\]  

where \( M_{1,2} \) is the probability of intersection of two mass fractal objects of size \( R \)

\[D\] The mass fractal dimension, \( D \), relates the mass of an object, \( M \), to its radius \( r \): \( M \sim r^D \). The surface fractal dimension, \( D_s \), varies from 2 for a smooth surface to 3 for a surface so convoluted that it fills space.
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and mass fractal (or Euclidian) dimensions, $D_1$ and $D_2$, placed independently of each other in the same region of space, and $d$ is the dimension of space, 3. When $D_1$ and $D_2$ are $\leq 1.5$, $M_{1,2}$ decreases indefinitely as the polymer size increases: The structures are mutually transparent and should interpenetrate as their concentration is increased, leading to dense films. de Gennes [4] envisioned such networks as "entangled worms." If $D_1$ and $D_2$ are greater than 1.5, the probability of intersection increases algebraically with $R$: The structures, although often porous, are "mutually opaque," similar to an assemblage of tumbleweeds.

The above discussion assumes that all intersections result in irreversible condensation reactions (sticking probability = 1) and that the precursor structures are completely rigid. In reality the structures are more or less compliant, because, for example, the elastic modulii of fractal objects decrease with $R$ [5]. Furthermore, the sticking probability is $\ll 1$ and is a sensitive function of pH as indicated by the pH dependence of gel times in aqueous and alcoholic silicate solutions [6] (see Chapter 6). These factors mitigate the criteria for mutual transparency, because few intersections result in condensation, and the compliancy of the structures reduces the effectiveness of screening according to Eq. 1.

The relative rates of condensation and evaporation dictate chemical constraints. During film formation, a competition is established between evaporation and continuing condensation reactions. Evaporation tends to compact the film structure first by concentration and later by the capillary pressure exerted as the liquid–vapor interface recedes into the film interior. Condensation reactions at points of intersection inhibit interpenetration, according to the concepts of mutual opacity, and stiffen the structure, consequently increasing its resistance to compaction by the capillary pressure. For reacting systems, both increasing the condensation rate and reducing the evaporation rate allow more condensation reactions to occur during the brief time of film formation, resulting in more porous films. Conversely, reducing the condensation rate and/or increasing the evaporation rate reduce the number of condensation reactions that occur during film formation leading to denser films. We will show, however, that for nonreacting systems of repulsive particles, increasing the drying time allows ordering to occur, leading to denser films.

This Chapter explores how precursor structure and deposition conditions influence the porosity of thin sol–gel films prepared by dipping. This study extends our previous work [2] by providing a measure of the pore size and surface area of the deposited films in addition to the pore volume. We show that the pore size can be precisely tailored, suggesting applications as materials for sensors, filtration, or separation processes.

*The time of film formation is generally several seconds comprising aging, gelation, and drying that convert the wet layer at the reservoir surface to a completely dry film normally a few centimeters above the reservoir surface.
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18.2. EXPERIMENTAL

Three classes of precursors were prepared:

1. Rather weakly branched silicates (composition A2 in Ref. 7) characterized by \( D = 1.9 \), deposited near pH 2.
2. More highly branched, compact clusters (prepared according to Ref. 8) characterized by \( D = 2.4 \), deposited between pH 3.5 and 1.

Films were deposited at room temperature on polished (100) single-crystal silicon (ellipsometry experiments); ST-cut crystalline quartz (SAW experiments); MYLAR or \( \nu \)-SiO\(_2\) (small-angle X-ray scattering, SAXS, experiments); or Au-coated glass substrates (Fourier transform infrared, FTIR, experiments). Subsequent measurements employed room temperature-dried films or films heated to 400°C for 5 min. (Note: Prior to SAW measurements films were reheated to 160°C for 2 hr.)

Prior to deposition the solutions were characterized by SAXS, quasielastic light scattering (QELS) or FTIR. Scattering data were analyzed in the Porod regime [10] to obtain structural information. Film structure was investigated in situ during deposition using imaging ellipsometry [11] or FTIR microscopy [12]. The structure of the deposited films was investigated by ellipsometry to obtain thickness and refractive index data and by performing \( N_2 \) adsorption experiments using a SAW technique [13] to obtain surface area and pore size information.

18.3. RESULTS AND DISCUSSION

18.3.1. Weakly Branched System

Our previous work [2] indicated that weakly branched precursors deposited near the isoelectric point of silica (pH 1–2, Chapter 6) yielded dense films with \( n > 1.425 \) (corresponding to < 5% porosity based on the refractive index of \( \nu \)-SiO\(_2\), namely, 1.458) regardless of the precursor size, which was varied by over 1 order of magnitude. Consistent with these results the corresponding \( N_2 \) adsorption isotherm (Fig. 18.1a) is a type II isotherm [14], indicating adsorption on a nonporous surface. Thus any porosity that exists has openings smaller than the kinetic radius of \( N_2 \) (~0.2 nm). The measured surface area, \( S = 0.95 \) cm\(^2\)/cm\(^2\), corresponds approximately to the geometric area of the film surface, 1 cm\(^2\)/cm\(^2\).

Several factors contribute to the high density of these films:
Figure 13.1. (a) N\textsubscript{2} adsorption–desorption isotherm obtained by the SAW technique for a film prepared from the weakly branched precursor. (b) Corresponding N\textsubscript{2} adsorption–desorption isotherm for a bulk, monolithic gel prepared from identical precursors as in a [12].
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1. The brief deposition time combined with a low condensation rate allows little further condensation to occur during deposition.

2. The weakly branched, compliant polymers are able to interpenetrate and rearrange themselves to progressively denser configurations in response to the evaporating solvent.

3. Because the extent of condensation remains low, the compliant films are further compressed at the final stage of drying by the capillary pressure, which can now be enormous (1-2 kbar, Chapter 16) due to the preceding shrinkage that reduces the effective pore size to molecular dimensions.

This collapse is illustrated by the refractive index profile of a drying film determined from imaging ellipsometry: Figure 18.2 shows a narrow region near the drying front where the index suddenly increases.

The importance of the brief time scale of the film deposition process compared to the bulk gel process is illustrated in Fig. 18.1b, which shows the N\textsubscript{2} adsorption–desorption isotherm of a monolithic gel prepared from the identical silicate precursors used for the film (Fig. 18.1a). The monolithic sample, which was gelled and dried over a period of several months, becomes much more highly condensed (stiffer) at an earlier stage of the drying process. Therefore, it shrinks less during the initial stage of drying, where it is completely filled with liquid, causing the capillary pressure during the final stage of shrinkage to be

**Figure 18.2.** Index of refraction of a drying sol–gel film versus position on the substrate determined by imaging ellipsometry. The drying line is at approximately x = 0. The solid and dotted line at y = 1.401 indicates the refractive index of the dry film.
reduced due to the larger effective pore size. In addition the resistance to the capillary pressure is increased due to the increased stiffness. The result is a less dense, microporous gel as indicated by the large amount of adsorption at low $N_2$ pressures characteristic of a type I isotherm [14]. This result contrasts dramatically with the dense films formed from the same precursors on a much shorter time scale.

### 18.3.2. Strongly Branched System

The strongly branched system deposited at pH 3.4 exhibits a reciprocal relationship between precursor size and refractive index, for example, films deposited from solutions containing progressively larger-sized polymeric precursors (obtained by aging at 50°C) exhibit progressively lower refractive indices (see Table 18.1). Because for mass fractals, density, $\rho$, decreases radially as

$$\rho \sim 1/\rho^{3-D}$$

this behavior is consistent with an assemblage of mutually opaque mass fractal clusters: The porosity of an assemblage of clusters should increase with cluster size (assuming that the clusters do not completely collapse). The Porod plot of a film prepared from precursors aged for 14 days (Fig. 18.3) is composed of two limited power law regions corresponding to $D = 1.7$ and $D = 2.8$ separated by a transition region ($K^{-1} \sim 1.7$ to 1.3 nm). The corresponding pore size distribution obtained from the SAW desorption isotherm (Fig. 18.3, inset) indicates that the transition occurs at about the mean pore radius, $\sim 1.9$ nm. The SAXS and pore size data suggest that the individuals clusters ($D = 2.4$) are compacted during deposition due to the capillary pressure, causing $D$ to increase to 2.8 on length scales $< 1.3$ nm. The $D$ values of 1.7 is consistent with simulations of transport-limited cluster--cluster aggregation (Fig. 18.3). This suggests that on length scales greater than $\sim 1.7$ nm the compacted clusters are aggregated.

### Table 18.1. Porosity versus Aging Conditions for the Weakly-Branched Precursor

<table>
<thead>
<tr>
<th>Sample</th>
<th>Refractive Index</th>
<th>Porosity Adsorption $N_2$</th>
<th>Median Pore Radius (nm)</th>
<th>Surface Area (m$^2$/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unaged</td>
<td>1.45</td>
<td>0</td>
<td>$&lt;0.2$</td>
<td>1.2–1.9</td>
</tr>
<tr>
<td>3 days</td>
<td>1.31</td>
<td>16</td>
<td>1.5</td>
<td>146</td>
</tr>
<tr>
<td>1 week</td>
<td>1.25</td>
<td>24</td>
<td>1.6</td>
<td>220</td>
</tr>
<tr>
<td>2 weeks</td>
<td>1.21</td>
<td>33</td>
<td>1.9</td>
<td>263</td>
</tr>
<tr>
<td>3 weeks$^b$</td>
<td>1.18</td>
<td>52</td>
<td>3.0</td>
<td>245</td>
</tr>
</tbody>
</table>

*Aged at 50°C and pH 3.2 for the indicated times prior to deposition by dipping

$^b$The 3-week sample was gelled and reliquified ultrasonically prior to deposition.
creating interconnected porosity with "throat" radii $\sim 1.9$ nm. We speculate that the aggregation process appears to be transport limited rather than reaction limited ($D = 2.1$), because the rapidly increasing viscosity "freezes in" a non-equilibrium configuration.

Based on this aggregation model, it is expected that the pore size should increase with cluster size. Table 18.1 shows that the mean pore radius determined from the desorption isotherms by standard calculation procedures \cite{15} increases from $<0.2$ to $>3.1$ nm with the duration of aging at $50^\circ$C prior to deposition. The isotherm obtained for the film prepared from unaged precursors is a type II isotherm indicative of a nonporous film ($r < 0.2$ nm, the kinetic radius of $N_2$, and $S = 1.2$ cm$^2$/cm$^2$, approximately the geometric area of the film surface). This suggests that due to the small effective pore size the film is collapsed during the last stage of deposition by the high capillary pressure. Larger, opaque clusters presumably increase the effective pore size causing the capillary pressure to decrease, resulting in more porous films. For example, Fig.
18.4 shows the N₂ adsorption–desorption isotherm obtained from the 1-week-aged precursor. It is a type IV isotherm characteristic of a mesoporous solid [14]. The surface area has increased to 220 m²/g (Table 18.1), and the pore size distribution (Fig. 18.4, inset) is narrow and centered at ~1.6 nm.

Table 18.1 clearly shows a correlation between pore volume (or refractive index) and pore size: Pore volume increases (refractive index decreases) with pore size as a consequence of the fractal model described above. Unfortunately, this does not allow the preparation of films with large volumes of extremely small pores. However, because precursor aging times less than 3 days result in refractive indices that vary between 1.31 and 1.45, according to the above correlation, an advantage of this process should be the preparation of microporous films with pore radii ranging from 0.2 to 1.6 nm, sizes of interest for sensors and gas separations. SAW studies of these films are currently in progress.

As described above, a condition for mutual opacity of mass fractal objects is condensation reactions at points of intersection. Therefore, a reduction in the condensation rate should reduce opacity, resulting in denser films. This hypothesis was tested by depositing 1-week-aged precursors at pH values ranging from about 3.2 to 1.2. In situ FTIR reflectance microscopy (Fig. 18.5) shows that at pH 3.2 condensation reactions, characterized by increased relative intensity and broadening of the Si–O asymmetric stretching vibration centered at 1180 cm⁻¹, accompany film deposition. Figure 18.6 shows that the refractive index increases as the pH is reduced below pH 3.2 by additions of 2 M HCl immediately prior to deposition. Equivalent additions of H₂O cause no consistent changes in refractive index. This result suggests that HCl additions reduce the condensation rate facilitating interpenetration and contributing to
Figure 18.5. FTIR reflection spectra obtained in situ at positions 15.7 mm above the coating bath and >2 cm above the coating bath (corresponding to a dried film).

Figure 18.6. Refractive index and pore volume for films prepared from the strongly branched system after about 1 week of aging versus the deposition pH achieved by additions of 2 M HCl (aqueous). Squares denote equivalent additions of water.
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compliancy. As described above, both factors promote compaction of the film. By analogy to the correlation between refractive index and pore size shown in Table 18.1, changes in the relative rates of condensation and evaporation during deposition should provide an alternate method of pore size control utilizing a single solution aging condition.

18.3.3. Particulate Films

Using opaque, monosized, particulate precursors, the porosity is controlled by the particle size and extent of aggregation or ordering. Our previous work \[2\] has shown that aggregation and deposition of silicate spheres at pH 7, where the silica condensation rate is maximized, results in films with porosities exceeding 65% compared to a minimum of 25% corresponding to face-centered-cubic or hexagonal close packing. This high porosity is created in a manner similar to that described for the strongly branched system in Section 18.3.2: Consistent with the concept of mutual opacity (Eq. 1), aggregation results in fractal clusters \(D = 2.1\) that do not interpenetrate due to the large \(D\) and the high condensation rate. In addition, the capillary pressure is reduced, because the effective pore size is approximately the aggregate size. At comparable coating rates, deposition of the particles at pH 11 where they are mutually repulsive \[6\] (Chapter 6) causes the porosity to decrease to about 42%. SAXS studies \[2\] indicate that under these conditions aggregation is avoided, presumably due to repulsive forces, and a liquidlike structure is frozen in at the final stage of drying. Figure 18.7 shows that at high pH a further decrease in the pore volume (increase in the refractive index) occurs as the coating rate is increased. For example, increasing the coating rate from 2 to 30 in./min (5 to 76.2 cm/min) causes the refractive index of the film prepared from 55-nm particles to increase from 1.2 to 1.34, corresponding to a reduction in \(\lambda/V\) from 52 to 24%. For base concentrations exceeding 0.001 M, this trend of increasing refractive index with coating rate is observed for all silicate particles we have investigated (particle diameters \(\approx 20–95\) nm, see Fig. 18.7). By comparison the weakly branched and strongly branched systems deposited at lower pH show a slight trend of decreasing refractive index with coating rate (e.g., polymer sample in Fig. 18.7), because there is a greater time for condensation reactions to occur.

Our present interpretations of these trends of changing refractive index with coating rate are based on the relative rates of condensation and concentration (via solvent evaporation) and/or the possibility of shear-induced alignment. Because drying occurs exclusively from the film/vapor interface, which is independent of the film thickness, and higher coating rates produce thicker films, thick films take longer to dry than thin films. Normally, when the condensation rate is finite, longer drying times allow additional crosslinking to occur, leading to more porous gels. This is well illustrated by the comparison of thin films and monoliths in Fig. 18.1 and explains the trend of decreasing

\[A\] A similar effect would be obtained if HCl promoted depolymerization; however, the dissolution rate of silica is minimized in this pH range \[6\].
18.4. SUMMARY

The porosity of sol–gel thin films prepared by dipping depends on the precursor structure, the relative rates of condensation and evaporation (or concentration) during deposition, and the coating rate. Using three different classes of precursors, we have demonstrated that the porosity of sol–gel thin films can be varied over wide ranges. Weakly branched precursors deposited under conditions where the condensation rate is low result in dense films with pore radii less than the kinetic radius of $\text{N}_2$. Strongly branched, compact precursors
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exhibit variable porosities ($V_p = 0$ to $> 50\%$, $r = 0$ to $3.0$ nm, $S = 1–245$ m$^2$/g) that depend on the precursor size and the deposition conditions. Monosized particulate precursors appear to order when applied at high coating rates, providing a potential method for achieving rather large pore sizes with very narrow size distributions.
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SOL–GEL PROCESSING OF OXYCARBIDE GLASSES AND GLASS MATRIX COMPOSITES

H. ZHANG AND C. G. PANTANO

19.1. INTRODUCTION

In earlier studies, the thermochemical interactions between carbon fibers and silicate glass matrices were evaluated [1]. It was found that at high temperatures, the predominant reactions between the glass matrix and carbon fibers produce CO, CO$_2$, and SiO gases. These reactions are greatly enhanced if the glass matrix composition contains reducible oxides such as Nb$_2$O$_5$ or MoO$_3$. In these cases, it could be shown that significant degradation of the fiber surfaces occurs, and moreover, solid phase reaction products including Nb-carbide and Mo-carbide eventually form at the interface [2]. If excessive, these interphases lead to a measurable increase in the interfacial shear strength and, correspondingly, a decrease in the strength and fracture toughness of the composite.

On the basis of these observations, it is proposed that the interface reactions can be limited if chemically reduced glass matrices are used in the composite fabrication, that is, glasses whose redox potential has been equilibrated with carbon. In this way, a great deal of latitude would exist in the time and temperature schedule for composite processing. Moreover, the high-temperature strength of the composite could — for a variety of reasons — be improved. The limited interface reactivity should prevent degradation of the
fibers during service at elevated temperatures. Also, the carbon-coating glass matrix would oxidize to a degree and thereby limit the oxidation rate of the fibers. Finally, the presence of carbon and/or carbide in the glass matrix will reduce the crystallization rate of the glass. In general, though, the ability to control the interfaces through the redox potential of the glass matrix phase would represent a new approach to tailoring the interface properties in composites. One way to reduce the oxidation state of the glass is to substitute carbon for oxygen in the silicate network, that is, to create an oxycarbide network.

We have already developed a sol–gel method for the synthesis of ternary silicon–oxycarbide (Si–O–C) glasses [3]. The solutions are prepared using organometallic silanes that contain one unhydrolyzable alkyl group. In this way, carbon can be retained in the gel, and most importantly, it is covalently bonded to silicon. The gel can then be processed in an inert atmosphere to create a carbon-containing X-ray amorphous black glass. In the case of SiO₂, it has been shown that up to 18% carbon can be incorporated into the dense glass. ²⁹Si magic angle spinning-nuclear magnetic resonance (MAS-NMR) verifies that 50–60% of the silicon atoms in the glass are bonded directly to one [SiCO₃] or two [SiC₂O₂] carbon atoms. ¹³C-NMR reveals that there is also some free carbon in the glass. But the creation of the oxycarbide network is the significant observation. Although other investigators have discussed the synthesis of carbon-containing glasses [4–7], this study provided the first direct verification of Si–C ligands in the dense black glass.

The sol–gel approach is certainly advantageous, and perhaps critical, to the synthesis of oxycarbide glass. However, the gelation and hot pressing characteristics of the ternary Si–O–C system are not yet suitable for carbon fiber-reinforced composite fabrication. On the other hand, we have a well-developed sol–gel method for the synthesis of borosilicate glasses and carbon fiber-reinforced borosilicate glass composites [8] and, further, possess a data base of microstructural, interface, and mechanical properties. Thus, it is ideally suited for evaluating the effects of carbon additions to the matrix glass composition. In this Chapter, the synthesis and characterization of these borosilicate/oxycarbide glasses are described, and the temperature-dependent strength behavior of carbon fiber reinforced borosilicate/oxycarbide glass composites is reported.

### 19.2. SYNTHESIS OF GLASSES AND COMPOSITES

The borosilicate glass is nominally of the Pyrex (CGW 7740) composition: 81SiO₂, 13B₂O₃, 4Na₂O, and 2Al₂O₃. The alkoxide precursors used in the sol–gel syntheses of the oxide glass are tetramethoxysilane (TMOS), trimethylborate, aluminum sec-butoxide, and sodium acetate. In the oxycarbide, carbon is introduced by replacing one-half of the TMOS with methyl-trimethoxysilane. An equimolar mixture of these two silanes are hydrolyzed for 2 hr at 60°C in methanol that contains one-third the water required for complete hydrolysis of
the methoxy groups. Subsequently, stepwise additions of the B, Al, and Na precursors are added. Then, an excess of water is introduced to drive the hydrolysis to completion. The resulting solution is clear and is typically of pH 5. The gelation of this solution requires about 4 hr at 80°C. They are aged and dried further at 80°C to obtain clear, stiff gels. The black glass is obtained after a heat treatment of the gel at 800°C in argon.

Although the sol and gel can be processed to yield a glass frit for conventional composite fabrication, the solutions were used to pre-pregnate carbon fiber paper directly [8]. It was found that these solutions exhibited a strong tendency to wet and impregnate the carbon fiber paper. The carbon fiber paper (Celion-International Paper Co.) was cut and stacked in a mold, and then a measured volume of solution was introduced. An independent measure of the effective glass yield (after processing the solution through to a dense glass) permits a reasonably accurate control of the volume fraction of fiber in the final composite.

Here, composites with 25 vol% fibers were fabricated. The molds containing the fiber paper and solution were covered and held overnight at 80°C to effect the gelation. These preforms were then aged and dried at 80°C for 8 days. Before hot pressing, the preforms were heat treated at 600°C in argon for 30 min. The hot pressing was accomplished in vacuum at 1200°C under 1000 lb/in.² pressure. The heat-treated preforms were stacked in the die, and after reaching ~800°C, the pressure was applied. The composites were then heated rapidly and held for only a very short time at the maximum temperature of ~1250°C. The pressure was maintained until the system cooled to <700°C.

19.3. CHARACTERIZATION OF THE GLASSES

The carbon contents of the solution, gel and glass are presented in Table 19.1, the data obtained for a ternary silicon oxycarbide [3] is shown for comparison. It can be seen that the methyl groups are, in fact, retained in the gel. This is further verified by the $^{29}$Si-MAS-NMR spectra in Fig. 19.1a. It shows the presence of methyl groups bonded directly to Si and the absence of Si-methoxy

<table>
<thead>
<tr>
<th>TABLE 19.1. Carbon Contents* of Solutions, Gel, and Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>Total carbon in solution (calculated)</td>
</tr>
<tr>
<td>Carbon in gel (calculated)*</td>
</tr>
<tr>
<td>Carbon in gel (measured)</td>
</tr>
<tr>
<td>Carbon in glass (measured)</td>
</tr>
</tbody>
</table>

*LECO carbon analyzer.

*Assumes all methoxy groups are hydrolyzed.
groups. These peak assignments are based upon the study of simpler Si-O-C gels [3] (Fig. 19.2) and NMR spectra published in the literature [9]. In the ternary silicon-oxy carbide gel, there is one methyl group for every silicon atom (lines at ~50 and 60 ppm). This is because methyl-trimethoxysilane was the only silica precursor, and the methyl ligand is not susceptible to hydrolysis/polymerization.

In the case of the borosilicate, additional lines due to silica and/or silicate are observed at 90, 100, and 110 ppm. The silica precursor in the borosilicate was a 50–50 mixture of methyl-trimethoxysilane and TMOS. Thus, one-half of the silicon atoms have a methyl group and three oxygens (the lines at 50–70 ppm) and the other half of the silicon atoms are bonded to four oxygens (the lines at 90–110 ppm). The integrated intensity ratio of these two sets of lines is consistent with the initial 50–50 solution composition. The deconvolution of these peaks reveals whether the oxygens bonded to the silicon are bridging or hydroxylated.
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It should be noted that the line at ~100 ppm could be due to CH$_3$O$_2$SiO$_{3/2}$ or OHSiO$_{3/2}$, but $^{13}$C-NMR spectra verified the absence of any methoxy groups (CH$_3$O) in the gels.

Figure 19.1b shows the $^{29}$Si-NMR spectra of the borosilicate/oxycarbide glass. The presence of Si–C ligands in the glass is indicated by the line at ~70 ppm. In contrast to the Si–O–C glasses (Fig. 19.2), however, Si atoms with only one carbon ligand (CSiO$_{3/2}$) are observed. The ternary glasses showed the additional presence of Si atoms with two carbon ligands (C$_2$SiO$_{3/2}$) at ~35 ppm. Moreover, the carbon analyses in Table 19.1 reveal a substantial loss of carbon — approximately 65% — during conversion of the borosilicate gel to glass. In contrast, the ternary Si–O–C gels lost only 15% of the carbon during the gel-to-glass conversion. It is likely that the other constituents in this glass (B$_2$O$_3$, Al$_2$O$_3$, and Na$_2$O) catalyze the oxidation of the Si–C bonds and thereby lead to the evolution of CO or CO$_2$—even in the argon atmosphere.

Figure 19.3 compares the densification behaviors of the borosilicate oxide and the borosilicate oxycarbide gels. The expected density of the borosilicate glass is approximately 2.2 g/cm$^3$. It can be seen that this value is reached after a
1-hr heat treatment of the gel at 650°C. At higher temperatures, bloating of the glass occurs due to the water trapped in the gel. The borosilicate/oxycarbide gel requires a higher temperature to exhibit any densification. The theoretical density of the borosilicate/oxycarbide glass is not known, but is expected to be slightly less than 2.2 g/cm³ because of the carbon substitution for oxygen. More importantly, though, bloating is not observed in the oxycarbide—at least at temperatures up to 1200°C. These observations are consistent with effects of a carbon substitution in the glass network.

The most important influence of the carbon observed in this study concerned the crystallization behavior. Figure 19.4a shows the X-ray diffraction patterns of the borosilicate and borosilicate/oxycarbide glasses after heat treatments at 900°C and 1100°C for 1 hr in argon. There is no measurable crystallization of the oxycarbide, whereas the oxide glass is almost completely devitrified at 1100°C. A semiquantitative analysis (using the method of internal standards) showed that the oxide begins to crystallize at 800°C, whereas the onset of the crystallization in the oxycarbide is shifted to >1100°C. The rate of crystallization is considerably greater for the borosilicate than for the borosilicate/oxycarbide; this is shown in Fig. 19.4b. Chi [5] and Larsen et al. [6] also observed an effect of carbon upon the crystallization of silica glasses. The mechanism through which the carbon additions influence the crystallization behavior is not fully understood. There is certainly an effect of viscosity upon the kinetics, but the thermodynamic effects of the carbon substitution are unknown.

Finally, the contact angle of the borosilicate and borosilicate/oxycarbide glasses on the carbon fibers was measured. The carbon fibers were dip-coated in the solutions and then heat treated in argon at ~1200°C to create microsessile drops. Scanning electron microscopy (SEM) micrographs show a clear difference in the wetting behavior of the oxide and oxycarbides. The borosilicate is essentially nonwetting and exhibits a contact angle of ~90°. The
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Figure 19.4. (a) X-ray diffraction patterns of the borosilicate (upper) and borosilicate/oxycarbide (lower) glasses after 2 hours in argon. (b) The kinetics of crystallization of the borosilicate and borosilicate/oxycarbide at 1100°C in argon; semi-quantitative analysis using the methods of internal standards.

borosilicate/oxycarbide spreads on the fibers and exhibits a contact angle of \( \leq 45^\circ \).

19.4. STRENGTH BEHAVIOR OF OXYCARBIDE MATRIX COMPOSITES

The room temperature mechanical properties of the oxycarbide matrix composites were somewhat inferior to the standard oxide matrix materials. The data in Table 19.2 show a two- to threefold decrease in the flexural strength and fracture toughness. It was expected that a loss of room temperature fracture toughness would occur in this system. The better wetting of oxycarbide glass on
230 SOL–GEL PROCESSING OF GLASSES

TABLE 19.2. Room Temperature Mechanical Properties of Carbon Fiber-Reinforced Glass Composites

<table>
<thead>
<tr>
<th></th>
<th>Three-point Flexural Strength (MPa)</th>
<th>Fracture Toughness (MPa m$^{1/2}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flatwise</td>
<td>Edgewise</td>
</tr>
<tr>
<td>Borosilicate</td>
<td>336</td>
<td>350</td>
</tr>
<tr>
<td>Borosilicate/oxycarbide without heat treatment in air</td>
<td>112.5</td>
<td>103.4</td>
</tr>
<tr>
<td>with 300°C heat treatment in air</td>
<td>196.3</td>
<td>172.2</td>
</tr>
</tbody>
</table>

*All composites contain 25% v/o Celion fiber.

the carbon fibers enhances the fiber/matrix adhesion, and this limits debonding and fiber pullout. However, the magnitude of the effect was far greater than expected. It was suspected that volatiles in the composite preforms, which could not be removed during the argon treatment at 600°C, were responsible, in part, for the poor performance. Any volatiles that can oxidize the fibers will cause a decrease in their strength. Thus, additional composites were prepared and these were heat treated at 300°C in air before the 600°C argon treatment. It can be seen (Table 19.2) that this led to a nearly twofold improvement in the room temperature properties. It is not yet known how much further improvement in the room temperature properties can be expected. Larsen et al. [6] used a black glass matrix in SiC fiber-reinforced composites, and they also found the room temperature properties to be very sensitive to the processing. More experience in the processing of these highly reduced glasses is required.

The SEM micrographs in Fig. 19.5 show the fracture surfaces of the oxycarbide matrix composites tested at room temperature. Most obvious is the absence of any significant degree of fiber pullout. Nevertheless, the higher magnification images show that fiber/matrix debonding does occur and, further, that the fibers have not been etched or degraded in any way to interactions with the glass matrix. However, in many regions, a granular residue associated with the matrix phase adheres to fiber surfaces. This is generally not observed in the oxide matrix composites. This undoubtedly contributes to an increase in the interfacial shear strength. If the enhanced adhesion in this system occurs without any degradation of the fiber strength, one would expect an increase in the composite strength at the expense of fracture toughness. This was the effect anticipated, but clearly, an increase in strength has not yet been realized.

On the other hand, the use of an oxycarbide matrix in these composites does enhance the high-temperature performance of the composites. Figure 19.6 compares the flexural strength of the borosilicate composites and the
Figure 19.5. SEM micrographs of the room temperature fracture surface of a carbon fiber reinforced borosilicate/oxycarbide glass matrix composite.

Figure 19.6. Temperature dependence of the 3-point flexural strength of carbon-fiber reinforced borosilicate and borosilicate/oxycarbide glass matrix composites in argon.
borosilicate/oxycarbide composites. The tests were performed in argon over the temperature range 700–1000°C. It is clear that the oxide matrix composite undergoes a significant loss in strength in this temperature range. The borosilicate/oxycarbide glass appears to retain its strength—albeit low—up to 1000°C. The fractured specimens were examined in the SEM, and the differences could be attributed directly to the crystallization resistance of the borosilicate/oxycarbide.

19.5. SUMMARY

It has been shown that borosilicate/oxycarbide glass can be synthesized using a sol–gel approach. The resistance of the glass to bloating and crystallization is increased by the carbon incorporation, and this enhances the high-temperature strength behavior of carbon fiber-reinforced composites. This is the most advantageous effect of the oxycarbide matrix. Whereas 80–90% of the carbon in ternary silica–oxycarbide gels is retained during the gel-to-glass conversion, only 30–40% is maintained in the borosilicate. This suggests that other glass compositions, or the ternary Si–O–C, should be developed to increase the oxycarbide content of the glass matrix in composites. Moreover, further study of the interface chemistry of these oxycarbide glasses with carbon fibers and with silicon carbide fibers is warranted.
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SEEDED TRANSFORMATION OF
ALUMINUM CHLOROHYDRATE GELS

J. M. BOULTON, S. SUBRAMONEY, AND D. R. UHLMANN

20.1. INTRODUCTION

The basic aluminum chloride, aluminum chlorohydrate, has the nominal formula, \( \text{Al}_2(\text{OH})_5\text{Cl} \cdot 2\text{H}_2\text{O} \). The high alumina equivalent of aluminum chlorohydrate makes it suitable for ceramic applications. It is currently used in the manufacture of ceramic fibers \([1, 2]\). Aluminum chlorohydrate has a formal degree of hydrolysis (OH/Al ratio) of 2.5. The exact composition of highly hydrolyzed aqueous aluminum chloride solutions depends on factors such as aging. The principal species are polymeric, although smaller amounts of monomers and dimers also exist. The polymeric components have been identified as \([\text{AlO}_4\text{Al}_{12}(\text{OH})_{24}(\text{OH})_{12}]^{7+}\) (designated \(\text{Al}_{13}^{7+}\)) and higher-molecular-weight polymers, either structurally related to \(\text{Al}_{13}^{7+}\) or with a layer structure, similar to that of gibbsite, \(\gamma\text{-Al(OH)}_3\) \([3-7]\).

The beneficial effects of \(\alpha\text{-Al}_2\text{O}_3\) seeding in boehmite, \(\gamma\text{-AlO(OH)}\), gels has been well demonstrated \([8-15]\). Boehmite transforms to \(\alpha\text{-Al}_2\text{O}_3\) via the following reaction series:

\[
\text{boehmite} \xrightarrow{\approx 450^\circ\text{C}} \gamma\text{-Al}_2\text{O}_3 \xrightarrow{\approx 850^\circ\text{C}} \delta\text{-Al}_2\text{O}_3 \\
\xrightarrow{\approx 1000^\circ\text{C}} \theta\text{-Al}_2\text{O}_3 \xrightarrow{\approx 1200^\circ\text{C}} \alpha\text{-Al}_2\text{O}_3
\]

*Ultrastructure Processing of Advanced Materials.*
Edited by Donald R. Uhlmann and Donald R. Ulrich (deceased).
On seeding, each $\alpha$-$\text{Al}_2\text{O}_3$ particle can provide a multiple nucleation site for the $\theta$- to $\alpha$-$\text{Al}_2\text{O}_3$ transition. Boehmite seeded with approximately 1.5 wt% $\alpha$-$\text{Al}_2\text{O}_3$ exhibits a reduction in the activation energy for $\alpha$-$\text{Al}_2\text{O}_3$ formation by 71 kJ/mol, a lowering in the transformation temperature by as much as 170°C and the development of a submicrometer, aggregate-free microstructure that sinters to full density at 1200°C [8, 9].

In this Chapter, the effects of $\alpha$-$\text{Al}_2\text{O}_3$ seeding in amorphous gels prepared from aluminum chlorohydrate are evaluated.

**20.2. EXPERIMENTAL**

Aluminum chlorohydrate (10.0 g, equivalent to 0.046 mol of $\text{Al}_2\text{O}_3$) (Micro-Dry Super Ultrafine, Reheis Chemical Co., Berkeley Heights, N.J.) was dissolved in distilled water (20 ml) to give a clear solution. $\alpha$-$\text{Al}_2\text{O}_3$, with an ultimate particle size of 0.15 $\mu$m (0.2345 g, 0.0023 mol) (Baikalox SM-8, Baikowski Corp., Charlotte, N.C.) was then added to give a seeding level of 5 mol% $\alpha$-$\text{Al}_2\text{O}_3$/mol $\text{Al}_2\text{O}_3$ derived from aluminum chlorohydrate. Sonication was applied at this stage to aid in the dispersion of the $\alpha$-$\text{Al}_2\text{O}_3$ seed particles. The solution was dehydratively gelled by exposure to the atmosphere and sonication overnight at 60°C. After drying the gel at 60°C for 24 hr, gel fragments approximately 5 mm in diameter were obtained. Samples of the gel were then fired at 500, 700, and 900°C for 2-, 4-, and 8-hr soak periods using a heating/cooling rate of 5°C/min in all cases.

The efficacy of $\alpha$-$\text{Al}_2\text{O}_3$ seeding was determined by a quantitative X-ray diffraction technique using quartz as an internal standard. The weight fraction of $\psi$-$\text{Al}_2\text{O}_3$ in the fired gels was determined by comparing the relative integrated intensities of the (102) reflection of $\alpha$-$\text{Al}_2\text{O}_3$ and the (110) reflection of quartz to an $\alpha$-$\text{Al}_2\text{O}_3$–quartz calibration curve. Fracture surfaces of samples were investigated by scanning electron microscopy.

**20.3. RESULTS AND DISCUSSION**

Unseeded aluminum chlorohydrate gels showed a similar phase development as boehmite on firing. With 2-hr soak periods, transitional $\text{Al}_2\text{O}_3$ phases were detected between 500 and 1000°C, and $\alpha$-$\text{Al}_2\text{O}_3$ began to crystallize at approximately 1000°C. On firing to 1100°C, $\alpha$-$\text{Al}_2\text{O}_3$ was the only phase detected.

Seeding had a dramatic effect on the transformation to $\alpha$-$\text{Al}_2\text{O}_3$. The weight fractions of $\alpha$-$\text{Al}_2\text{O}_3$ in both seeded and unseeded fired gels are given in Table 20.1. On firing to 500°C for 2 hr, 23.8 wt% $\alpha$-$\text{Al}_2\text{O}_3$ (after subtracting the seed percent) had been formed in the gel. In comparison, only 17.5 wt% $\alpha$-$\text{Al}_2\text{O}_3$ had been formed in the unseeded gel on firing at the much higher temperature of 900°C for the much longer time of 8 hr. With the seeded gels, it can be seen that
**TABLE 20.1. Conversion to α-Al₂O₃ on Firing Aluminum Chlorohydrate Gels**

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Time (hr)</th>
<th>Unseeded</th>
<th>Total α-Al₂O₃</th>
<th>Seeded</th>
<th>α-Al₂O₃ Formed in Gel</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>2</td>
<td>27.4</td>
<td>23.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>33.7</td>
<td>30.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>46.1</td>
<td>43.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>700</td>
<td>2</td>
<td>38.4</td>
<td>35.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>47.2</td>
<td>44.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>64.8</td>
<td>63.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>900</td>
<td>2</td>
<td>62.8</td>
<td>60.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>72.4</td>
<td>71.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>88.9</td>
<td>88.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The fraction crystallized increases both with increasing temperature and with increasing time at temperature.

The seeding level investigated in these experiments is equivalent to 5 mol% α-Al₂O₃/mol Al₂O₃ derived from the aluminum chlorohydrate. This equates to approximately $3 \times 10^{13}$ seed particles/cm³ θ-Al₂O₃ derived from the aluminum chlorohydrate. As can be seen in Fig. 20.1, which shows a fracture surface of a seeded, dried gel, the α-Al₂O₃ seed particles are well dispersed throughout the amorphous gel network, although in some instances agglomeration of the seeds had occurred. The rapid crystallization of α-Al₂O₃ on firing was accompanied

![Figure 20.1. SEM micrograph of the fracture surface of a seeded, dried gel (bar = 1 μm).](image_url)

by remarkable growth of the seed particles as indicated by scanning electron micrograph observations. Micrographs of fracture surfaces of seeded gels fired at 500 and 700°C for 4 hr are shown in Figs. 20.2 and 20.3. As seen in Fig. 20.2, the average diameter of the seeds has grown to approximately 0.3 μm, indicating a significant epitaxial effect. In Fig. 20.4, the fracture surface of an unseeded gel fired at 700°C for 4 hr is shown. A comparison of Figs. 20.3 and 20.4 illustrates the effect of seeding on microstructural development.

Figure 20.2. SEM micrograph of the fracture surface of a seeded gel fired at 500°C for 4 hr (bar = 1 μm).

Figure 20.3. SEM micrograph of the fracture surface of a seeded gel fired at 700°C for 4 hr (bar = 1 μm).
Figure 20.4. SEM micrograph of the fracture surface of an unseeded gel fired at 700°C for 4 hr (bar = 1 μm).

20.4. CONCLUSION

Seeding aluminum chlorohydrate gels with fine α-Al₂O₃ particles has been shown to enhance greatly the conversion of the amorphous gels to α-Al₂O₃.

ACKNOWLEDGMENTS

Financial support for the present work was provided by E. I. du Pont de Nemours and Company and by the Air Force Office of Scientific Research. This support is gratefully acknowledged.

REFERENCES

SEEDED TRANSFORMATION OF GELS

PHOTOELECTROCHEMICAL DEPOSITION OF THALLIUM(III) OXIDE THIN FILMS ONTO n-SILICON

JAY A. SWITZER, RICHARD J. PHILLIPS, AND MICHAEL J. SHANE

21.1. INTRODUCTION

Thallium(III) oxide is a degenerate n-type semiconductor with a bandgap of 1.4 eV [1–4]. The oxide has a room-temperature resistivity of 70 \( \mu \)ohm-cm, majority carrier mobility of 105 cm\(^2\)/Vsec, and carrier concentration of \( 7 \times 10^{20} \) cm\(^{-3}\) [2, 3]. The 1.4-eV optical transition is indirect, and the material does not absorb light appreciably until the first direct transition at 2.2 eV [4].

We have previously exploited the high optical transparency and electrical conductivity of thallium(III) oxide in the fabrication of a heterojunction SIS-type thallium(III) oxide/n-silicon photovoltaic cell [5, 6]. The efficiency of the photovoltaic cell was 11%, with 75.3 mW/cm\(^2\) natural sunlight, and the short-circuit quantum efficiency at 800 nm was 97%. The thallium(III) oxide/n-silicon heterojunction was shown to have a barrier height of 0.96 V and a diode quality factor of 1.2 [5].

In this Chapter, the photoelectrochemical direct writing of thallic oxide films onto n-silicon is explored in more detail. The effects of concentration, potential, irradiance, and wavelength of the microstructure of electrochemically and photoelectrochemically deposited thallium(III) oxide films are presented.
21.2. EXPERIMENTAL

Current-potential curves and electrodepositions were run with a Stonehart BC 1200 potentiostat/galvanostat, Princeton Applied Research (PAR) Model 175 universal programmer, PAR Model 379 digital coulometer, and Hewlett-Packard Model HP 7047A XY recorder. Single-crystal (100) wafers of semiconductor-grade n-silicon were obtained from Monsanto. The wafers were doped with phosphorous by the manufacturer to a volume resistivity of 2.1–2.4 Ω-cm. Back ohmic contacts were made either with Ga-In eutectic or by evaporating a thin film of aluminum onto a cooled silicon substrate. The wafers were exposed to the aqueous electrolyte using the PAR Model K105 flat specimen holder, and they were etched in aqueous 10% HF for 5 min prior to photoelectrochemical deposition. The semiconductor electrodes were irradiated with an Oriel Model 6431 250-W quartz tungsten-halogen source. Melles Griot 10-nm bandwidth interference filters were used for monochromatic light experiments. Irradiances were measured with an Eppley Model E6 thermopile radiometer. Scanning electron microscopy was done on the JEOL 35CF scanning electron microscope.

21.3. RESULTS AND DISCUSSION

21.3.1. Electrochemical Deposition of Thallium(III) Oxide Films

We have previously deposited ceramic films either by effecting a redox change in metal ion precursors or by electrogenerating base [7, 8]. In the present study the redox change method is used, since the thallium(I) ion is oxidized to thallium(III) oxide according to Eq. 1. The standard reduction potential for the reverse of Eq. 1 is 0.02 V versus NHE or -0.22 V versus the standard calomel (SCE) reference electrode.

\[
2\text{Tl}^+ + 6\text{OH}^- = \text{Tl}_2\text{O}_3 + 3\text{H}_2\text{O} + 4\text{e}^-
\]  

Current potential curves for the electrodeposition of Tl_2O_3 onto a platinum electrode are shown in Fig. 21.1 for various thallium ion concentrations. The curves have a potential-dependent or activation-controlled region and a potential-independent or mass-transport-limited region. The potential-dependent current follows approximately a Butler–Volmer or Tafel exponential dependence on potential. The mass-transport-limited current is independent of potential, but is a direct function of concentration, electrode area, and mass transport mechanism (i.e., diffusion, convection, or migration).

The microstructure of the film is dependent on whether the electrodeposition is run at activation-controlled or mass-transport-limited potentials. Dense columnar films are formed at lower activation-controlled potentials. We have previously shown that the films grow with cube faces parallel to the electrode.
surface, since the (400), (600), and (800) reflections in the X-ray diffraction pattern were anomalously intense [7]. Wirtz and Siebert have shown that films of thallium(III) oxide grown by vapor-transport grew fastest along the ⟨111⟩ directions [9]. The 170-µm-thick thallium(III) oxide film in Fig. 21.2 was galvanostatically grown on a 430 stainless-steel substrate from an alkaline 0.5 M Ti⁺ solution at a current density of 10 mA/cm². Dense columnar films can be deposited at currents below the mass-transport limit with thicknesses ranging from 0.1 µm to several hundred micrometers. This is in sharp contrast with sol-gel processing, in which only thin films can be deposited. As shown in Table 21.1, the current efficiency for films grown at 10 mA/cm² for various thickness is approximately 103 ± 2%. The current efficiency was determined gravimetrically, and the thicknesses were calculated from the anodic coulombs by assuming a density of 10.2 g/cm³.

Thallium(III) oxide films deposited at mass-transport-limited currents tend to assume a dendritic microstructure. The currents are noisy in the mass-transport region, and they are independent of potential. The noise is apparently due to the changing electrode area and current distribution during the dendrite formation, since mass-transport-limited currents for homogeneous solution redox reactions are not noisy. The scanning electron micrograph of dendritic thallium(III) is shown in Fig. 21.3.
21.3.2. Photoelectrochemical Deposition of Thallium(III) Oxide Films onto n-Silicon

Semiconductor electrodes tend to form rectifying junctions with solutions due to the energetic mismatch of the Fermi level of the semiconductor and the electrochemical potential of the solution. In general, n-type semiconductors are rectifiers towards anodic processes, and p-type semiconductors are rectifiers toward cathodic processes [10]. In this study, thallium(III) oxide is photoelectrochemically deposited onto n-silicon in an anodic process. Photons of energy greater than the bandgap of n-silicon produce electron-hole pairs, and

![Scanning electron micrograph of a cross section of thallium(III) oxide thick film grown at 10 mA/cm² on a 430 stainless-steel substrate. Stirred alkaline solution (1.0 M NaOH, 0.5 M Tl⁺). Marker on micrograph is 100 μm.](image)

**TABLE 21.1. Current Efficiency for Thallium(III) Oxide Electrodeposition**

<table>
<thead>
<tr>
<th>Anodic Coulombs</th>
<th>Thallium(III) Oxide (μmol)</th>
<th>Calculated Thickness (μm)</th>
<th>Current Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.63</td>
<td>1.2</td>
<td>101</td>
</tr>
<tr>
<td>5</td>
<td>13.79</td>
<td>60</td>
<td>106</td>
</tr>
<tr>
<td>10</td>
<td>26.79</td>
<td>12</td>
<td>102</td>
</tr>
<tr>
<td>50</td>
<td>132.9</td>
<td>60</td>
<td>103</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

Figure 21.3. Scanning electron micrograph of dendritic thallium(III) oxide grown with mass-transport limited currents on a 430 stainless-steel substrate. Marker on micrograph is 10 μm.

the photogenerated holes are driven to the surface by the electric field in the depletion region.

The photocurrent-potential curves are shown in Fig. 21.4 for n-Si in alkaline 0.2 M Tl⁺ for various tungsten–halogen irradiances. The potential-independent portions of the curves are photon-flux limited at lower irradiances, but become mass-transport limited at high irradiance. The curves are smooth when the reaction is photon-flux limited and become noisy at the mass-transport limit of

Figure 21.4. Photocurrent–potential curves of thallium(III) oxide deposition onto n-Si substrate for three irradiances (mW/cm²) from a tungsten–halogen light source. Stirred alkaline solution (1.0 M NaOH, 0.2 M Tl⁺): 50 mV/sec scan rate.
Figure 21.5. Photocurrent-time curves for thallium(III) oxide deposition onto n-Si substrate for 1000- and 450-nm light. Potentiostated at +0.5 V versus SCE. Stirred alkaline solution (1.0 M NaOH, 0.2 M Ti⁺). Initial irradiation with 3000 mW/cm² tungsten-halogen light to 0.025 C/cm². The photocurrents decrease slightly in the photon-flux-limited regions of the curves, because the photoelectrochemically deposited thallium(III) oxide attenuates the light.

Photocurrent-time curves for an n-Si electrode potentiostated at +0.5 V versus SCE in alkaline 0.5 M thallous acetate are shown in Fig. 21.5 for both 1000- and 450-nm monochromatic light. The photocurrent decreases much more rapidly for the 450-nm light, because the first direct transition for thallium(III) oxide is 2.2 eV (564 nm), and the oxide attenuates the light strongly at shorter wavelengths. The 1000-nm light has a high enough energy (1.24 eV) to generate electron-hole pairs in the silicon, but it is not attenuated appreciably by the thallium(III) oxide. The scanning electron micrograph of the film that was grown by irradiation with 450-nm light is shown in Fig. 21.6. The electrode was irradiated with 6.8 mW/cm² light for a total time of 42 mins and coverage of 0.5 C/cm². The film is fairly uniform and is composed of small 0.2-μm spheres. The thickness is approximately equal to the sphere diameters. Hence, the photoelectrochemical deposition is “turned off” through light attenuation after the electrode is covered with a thin film. Much thicker films can be grown by irradiating with longer-wavelength monochromatic light or broadband radiation containing a large long-wavelength component.

We have observed in the photoelectrochemical deposition of hundreds of thallium(III) oxide films that the most uniform thin (~0.1-μm) films of thallium(III) oxide are deposited when the n-silicon is initially irradiated with a short pulse of high intensity light. The pulse apparently promotes the instantaneous nucleation of a high density of thallium(III) oxide nuclei. Hence, both of
Figure 21.6. Scanning electron micrograph of thallium(III) oxide film grown with 450-nm light at an irradiance of 6.8 mW/cm$^2$. Substrate is n-Si. Potentiostated at +0.5 V versus SCE. Initial irradiation with 3000 mW/cm$^2$ tungsten-halogen light to 0.025 C/cm$^2$. Stirred alkaline solution (1.0 M NaOH, 0.2 M Ti$^{3+}$). Marker on micrograph is 1.0 µm.

the electrodes in Fig. 21.5 were initially irradiated with a 3000 mW/cm$^2$ pulse of tungsten–halogen light. The pulse resulted in a 0.03 C/cm$^2$ coverage of small (<0.1 µm) spherical nuclei on the surface, which grew together to form a continuous film during the subsequent lower-intensity irradiation. Films that were not nucleated at high irradiance tended to be nonuniform, with widely varying grain sizes. More details on the nucleation and growth of very thin thallium(III) oxide films will be presented in a future article.
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REAL TIME MONITORING OF SILICA GEL DRYING BEHAVIOR

M. J. R. WILSON AND L. L. HENCH

22.1. INTRODUCTION

One of the main difficulties in monitoring changes during the drying of gels is that the "as formed" gel is extremely sensitive to physical contact. Any device contacting the gel may affect drying behavior by altering the surface temperature, causing inhomogeneous evaporation and development of differential stresses that can lead to cracking.

In this apparatus, optical means are used to measure changes in thickness and diameter of a gel and the stresses that develop during drying. Weight change is measured simultaneously enabling density and pore volume to be calculated.

The gel is suspended within a drying chamber contained within an oven. Both the drying chamber and the oven are equipped with windows to provide 360° viewing of the sample. The windows allow transmission of polarized light through the sample and also side illumination. An automatic 35-mm camera is used to record the dimensions of the gel (by careful use of mirrors) and the balance readout at any time interval, from 1 sec to 120 hr. An automatic data collection system records temperature at up to eight locations within the drying chamber in order to confirm temperature homogeneity. Temperature control is provided by means of a (Micristar) ramp and soak controller.
22.2. EXPERIMENTAL APPARATUS

The apparatus is shown in detail in Fig. 22.1. Evaporation rate is controlled by both temperature and by two vapor outlets, one of which is variable. Details are shown in the inset of Fig. 22.1. The camera records the sample dimensions on high-resolution 35-mm slides that afford a four- to five-times magnification of the sample.
The gels 22 and 25 used in this study were made by adding 1 mol of tetramethyloxysilane to 16.17 mol of water containing 0.089 mol of nitric acid at pH ~ 1.5. After stirring for 10 min, the resulting sol was chilled to 20°C and cast into a 110-mm-diameter polymethylpentene mold. Gelation occurred in 55 hr at 23°C and was followed by aging for 3 months at 22°–25°C. The aged gel was removed from its mold and placed on edge on the sample holder. The drying chamber was sealed and the wet weight recorded. The drying chamber was heated to 110°C at a rate of 5°C/hr. The gel was maintained at 110°C ± 0.5°C until no further changes in weight or dimension occurred, this was about 135 hr for gel 25.

22.3. RESULTS

The data collected are weight, diameter, thickness, birefringence, transparency (or opacity), and temperature. These data are shown in Fig. 22.2 for a 99.3-mm-diameter, 21.2-mm-thick silica gel monolith (gel 25) with an initial density of 1.077 g. The sequence of photographs (1 to 10) in Fig. 22.2a show the appearance of the gel at points marked on Fig. 22.2. Figure 22.3 shows the equivalent data for a similar monolith 99.4 mm in diameter and 19.4 mm thick with an initial density of 1.080 g/cm³ (gel 22).

The pore volume can be calculated by

\[ V_p = V_b - V_s \]

where \( V_p \) is the bulk volume, calculated from the sample thickness and diameter, and \( V_s \) is the volume of the network, calculated from knowledge of the amount of SiO₂ in the sample (from the amount of alkoxide used) and assuming a structural density of 2.11 g/cm³ for the acid-catalyzed gels used (Chapter 11). The time dependence of the pore volume is shown for gel 25 in Fig. 22.4c. The change in the rate of weight loss and density is shown in Figs. 22.4a and 22.4b. Figure 22.5 shows the comparative (log) loss rates for both samples. During the rise in temperature the gel expands slightly up to ~70°C after which evaporative losses begin to dominate and the gel rapidly loses both weight and volume (stage 1). This first stage of drying accounts for over 80% of the total weight loss and almost 100% of the total volume loss while taking only 30% of the total drying time. The end of this stage coincides with the maximum observed density of 1.48 g/cm³. This value corresponds to the calculated density of the dry gel with the pores completely full of pore liquid.

After shrinkage stops, the rate of evaporation slows and assumes a linear relationship with time (Fig. 22.4a). This stage (stage 2) accounts for 11% of the total weight loss and about 35% of the total drying time. Shortly after entering this stage the gel turns opaque (photographs 5 to 10), first at the edges, progressing linearly toward the center. It is normally during this opaque stage that the gel breaks, if sufficient stress or defects are present (Chapter 15). Some
further shrinkage (~1% linear) is observed during this stage, although the gel subsequently expands to its previous size as transparency is regained. At the end of this stage, the gel is within 5% of the theoretical weight of silica formed in the original hydrolysis and subsequent polycondensation. Further soaking at 110°C reduces the weight to within 2.2% of the theoretical value, but at a very reduced rate. This final stage (stage 3), leading to equilibrium, accounts for the remaining
Figure 22.3. Drying behavior of silica gel as a function of time (gel 22).

Figure 22.4. Time dependence of (a) rate of weight loss (b) density and (c) pore volume for gel 25.
drying time. The aged gel consists, by volume, of 91% pore liquid (35% methanol/65% water at pH ~ 1.5) and 9% solid phase. The 110°C dry gel, in contrast, consists of 42% solid phase, 57% open porosity, and 1% adsorbed moisture. The Brunauer-Emmett-Teller data give an average pore radius of 23.1 Å, a surface area of 566 m², and a pore volume of 0.654 cm³/g for gel 25, compared to a pore radius of 23.8 Å, a surface area of 581 m², and a pore volume of 0.692 cm³ for gel 22.

22.4. DISCUSSION

The drying process consists of three stages:

Stage 1. During which the greatest changes in volume weight and structure occur.

Stage 2. In which changes in weight and volume are small, but large changes in optical characteristics are seen.

Stage 3. In which there are no further dimensional changes, but there is a progressive loss of weight to the minimum attainable value.

The physical changes that occur during these stages are shown in Fig. 22.4. In stage 1, the rise in temperature is accompanied by the rapid increase in the loss rate seen in Fig. 22.4a and Fig. 22.5. The rise in temperature is also responsible for the small increase in pore volume seen in Fig. 22.4c due to thermal expansion.
DISCUSSION

of the enclosed pore liquid. The drop in density seen in Fig. 22.4b can only be partially attributed to this expansion. The minimum density observed occurs slightly before the peak loss rate. The volume loss does not equal the volume of evaporated pore liquid, but follows closely behind suggesting that the evaporation rate is greater than the maximum strain rate of the gel and that pore emptying is occurring. As the evaporative forces begin to dominate, the gel begins to shrink rapidly, resulting in an increased packing density of the solid phase, further polycondensation (formation of new Si-O bonds) and a rise in density, modulus, and viscosity of the solid phase. The shrinkage is accompanied by a nonlinear decrease in the loss rate, which may be due to decreasing surface area and pore radius. This structural change would create a dry surface layer through which vapor must diffuse to reach the surface. A decrease in the strain rate of the gel or a combination of these factors may also be involved in producing the observed rates. The maximum density corresponds to the point at which shrinkage stops and the meniscus is at the surface. This is the point where the resistance to shrinkage becomes greater than the applied stress, and the meniscus penetrates the interior of the gel. This marks the beginning of stage 2. Once this occurs the loss rate progressively slows as the liquid vapor interface moves toward the center. The opacity seen during stage 2 is due to this interface. Shaw [1] suggests that this phenomenon is caused by light scattering from isolated pores (or groups of pores) of such a dimension that they are able to scatter light. The data obtained during stage 2 indicate an increase in open porosity from 0.012 to 0.364 cm$^3$/g during the opaque transition, thus supporting Shaw's scattering theory. The start of stage 3 occurs when the loss rate again drops. The division between stages 2 and 3 is not as well defined as that between 1 and 2, but can be seen clearly in Fig. 22.5.

A small level of stress birefringence appears to be present throughout the whole process. However during stage 1 the position and motion of the stress generated isogyres is difficult to monitor. During the opaque stage the birefringence is obscured by the scattering. On completing the opaque stage the stress birefringence becomes sufficiently strong to lead to the formation of the biaxial optical figure of the two curved isogyres and the Maltese cross optical figure seen in Fig. 22.2a(8–10). For further analysis of this stress birefringence data see Ref. 4.

The presence of differing drying rates for silica gels has been noted by Zarzycki [3], although long drying times (~400 hr) were required to preserve monolithicity. Dwivedi [4] reported that the water loss during drying of alumina gels takes place in two stages, although cracking occurred during the drying process. The detailed drying data presented herein on uncracked monoliths shows three identifiable stages of drying. These three stages are consistent with the constant rate period (stage 1), the first falling rate period (stage 2), and second rate period (stage 3), discussed by Scherer and Brinker [5]. For further discussion of the differences between stage 1, as determined herein and the constant rate period, see Ref. 2.
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22.5. CONCLUSIONS

The apparatus described is capable of accurately monitoring the physical and optical changes that occur while drying large monolithic gels. The data show that the drying process consists of three distinct phases.

Stage 1. Initial gel expansion is followed by rapid loss of weight and volume.
Stage 2. When shrinkage ceases, the gel turns opaque to transmitted light and undergoes a small and temporary reduction in volume. During this second stage the rate of weight loss becomes linear.
Stage 3. The rate of loss falls to a lower value. The third stage takes considerable time, but results in a gel within ~2% of theoretical dry weight at 110°C.
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Powders, Films, and Monoliths
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THE SCIENCE OF ULTRAFINE POWDERS: WELL-DEFINED COMPOSITE AND COATED PARTICLES

EGON MATIJEVIĆ

23.1. INTRODUCTION

The importance of fine particles in different areas of ceramic science has been generally recognized and amply documented. The workers in the field have also realized that for numerous applications monodispersed powders are advantageous and often essential in order to impart a specific property to a product and to assure the reproducibility of the latter. In addition to uniformity in size, particle shape often plays an important role. In summary, optical, magnetic, electric, sintering, adsorptive, adhesive, and other characteristics of ceramic materials may depend in a sensitive manner on the size and shape of the powder constituents from which such products are made.

In view of the significance of fine particles, it is no surprise that much effort has been invested into methods for the preparation of well-defined colloids, especially of inorganic compounds of interest to ceramists. The results of these studies have been summarized in several recent review articles [1–7]. Indeed, a large number of dispersions are now available, consisting of uniform particles of different compositions and morphologies.
For many uses, solids of mixed composition are desirable. Such materials can be of fixed stoichiometry, or they may have a variable internal composition, both with respect to anions and/or cations. It is quite feasible to greatly affect properties of a given matter by doping it with smaller or larger quantities of another compound.

A different type of composite particles consists of cores coated with layers of a solid of dissimilar chemical composition. In producing such powders, it is possible to modify their characteristics and processes based on surface interactions. Furthermore, in case where costly materials are of interest, one may utilize inexpensive (and inert) cores and coat them with the precious reactant.

In all mixed systems described above, it is usually desirable to carefully control the internal and/or surface structural and chemical constitution in addition to particle morphology and size.

This Chapter describes preparations of some monodispersed fine powders in different described categories. Examples are offered of crystalline or amorphous solids of exact or variable stoichiometry, as well as of coated particles. Some of the properties are described, and problems that need to be resolved are indicated.

23.2. UNIFORM PARTICLES OF FIXED STOICHIOMETRY

A typical example of colloidal crystals of fixed chemical composition is given in Fig. 23.1a, which shows hexagonal alunite, Fe₃(SO₄)₂(OH)·2H₂O, particles prepared by forced hydrolysis of ferric sulfate solutions [8]. In this case, the solids of a well-defined habitus contain one cation and two anions in exact ratios. The structure is further confirmed by the X-ray diffraction analysis. The speciation of the solution in which the precipitation took place revealed the complexes that acted as precursors to the solid phase formation [9].

A different case is illustrated by the scanning electron micrograph in Fig. 23.1b, which represents a colloidal magnetite, Fe₃O₄, powder. This material contains both Fe²⁺ and Fe³⁺ and its composition can be written as Fe(II)O·Fe₂(III)O₃. The particles were obtained by crystallization from a ferrous hydroxide gel in the presence of a mild oxidizing agent [10]. The special aspect of this example is the difficulty in reconciling the spherical shape with the crystallinity of the precipitate. Indeed, it was clearly demonstrated that the particles are not single crystals, but that they consist of a large number of tiny subunits. This finding poses an intriguing question as to why a huge number of very small particles aggregate into uniform large spheres?

There are a number of analogous examples where perfectly smooth spheres obtained by precipitation from homogeneous solutions exhibit distinct X-ray patterns of known minerals or other crystals, such as hematite [11] or CeO₂ [12]. It was possible to document that in all these cases the particles were built up of identical spherulites of ~30 Å in size.

Finely dispersed solids containing two different metals in fixed ratios are
23.3. UNIFORM PARTICLES OF MIXED VARIABLE COMPOSITION

It is quite feasible to coprecipitate dispersions of narrow size distribution from solutions containing more than one metal salt. In such cases, the composition of the solid phase should vary in some manner as the ratio of concentrations of dissolved electrolytes is altered.

Figure 23.5 shows two such powders, consisting of mixed Ce(III)–Y(III) and La(III)–Cu(II) basic carbonates, respectively [15, 16].
There are two fundamental questions that need to be answered with respect to such mixed systems. The first is the relationship between the molar ratios of reactants (cations or anions) in solution and in the solid phase precipitated from the latter. The second question is the internal homogeneity of individual particles, such as whether the components are uniformly distributed within the solid or if the surface and bulk composition differs.

In systems studied so far, it seems that the overall content in terms of the molar ratio of two cations in the precipitate correlated well with that in the solution. For example, the chemical analysis of Ce(III)-Y(III) basic carbonate particles yielded formulas $Y_0.75Ce_0.25(OH)CO_3\cdot H_2O$ and $Y_0.25Ce_0.75(OH)CO_3\cdot H_2O$ when precipitated in solutions of molar ratios $[Y(NO_3)_3]/[Ce(NO_3)_3]$ of 3 and 0.33 respectively. Analogous results were obtained with the La(III)-Cu(II) and Y(III)-Cu(II) mixed solids.

As far as the internal composition is concerned, evidence indicates that the constituent cations are not evenly distributed throughout the particles. Figure 23.6 shows that the ratio of Cu(II) to either Y(III) or La(III) changes with the time of the precipitation process. Obviously, in both examples the solids are at first enriched in copper, but the ratio of Cu(II) to the lanthanides changes as the particles grow [16].

Nickel ferrites prepared by crystallization from gels [17] offer another example of internal inhomogeneity. Figure 23.7 displays electrokinetic mobilities as a function of the pH of three solid samples in which the $[Ni]/[Fe]$
Figure 23.3. (a) Variation of the average diameter of barium titanate particles, as illustrated in Fig. 23.2, as a function of (a) time, (b) temperature, (c) concentration of Ti(i-OPr)₄, (d) concentration of ethylenediaminetetraacetic acid, and (e) concentration of H₂O₂ with other parameters being constant at values indicated in the figure. (b) Variation of the molar ratio [Ba]/[Ti] in the solids as a function of the same parameters and conditions indicated in (a) [13].
Figure 23.4. (a) TEM of yttrium basic carbonate, Y(OH)CO₃, particles obtained by aging at 85°C for 3 hr a solution of 1.6 × 10⁻² mol/dm³ Y(NO₃)₃ and 0.33 mol/dm³ urea [15]. (b) TEM of yttrium ammine carbonate, Y(N(C₂H₅)(CO₃).NH₂H₂O, particles obtained by aging at 110°C for 20 hr a solution of 3.0 × 10⁻² mol/dm³ YCl₃ and 3.3 mol/dm³ urea [15].

Figure 23.5. (a) TEM of mixed Y(III)/Ce(III) basic carbonate particles obtained by aging at 90°C for 25 hr a solution of 5.0 × 10⁻³ mol/dm³ Y(NO₃)₃, 1.5 × 10⁻² mol/dm³ Ce(NO₃)₃, and 0.5 mol/dm³ urea [15]. (b) SEM of mixed La(III)/Cu(II) basic carbonate particles obtained by aging at 90°C for 4 hr a solution of 8 × 10⁻³ mol/dm³ La(NO₃)₃, 8.0 × 10⁻³ mol/dm³ Cu(NO₃)₂, and 0.2 mol/dm³ urea [14].
Figure 23.6. The change of \([\text{Cu(II)}/\text{Y(III)}]\) or \([\text{Cu(II)}/\text{La(III)}]\) in particles as a function of time of aging at 90°C for the following solutions: ..., \(8.0 \times 10^{-3}\) mol/dm\(^3\) \(\text{Y(NO}_3\text{)}_3\), 0.4 mol/dm\(^3\) urea, and \([\text{Cu}^{2+}]/[\text{Y}^{3+}] = 2.8\); ..., \(8.0 \times 10^{-3}\) mol/dm\(^3\) \(\text{La(NO}_3\text{)}_3\), 0.5 mol/dm\(^3\) urea, and \([\text{Cu}^{2+}]/[\text{La}^{3+}] = 3.0\) [16].

Figure 23.7. Electrophoretic mobilities of aqueous dispersions of nickel ferrite particles of varying chemical composition as a function of pH [17].
ratio differs, yet all data fall on the same curve. Because the isoelectric points of nickel oxide and iron oxide are not the same, one would expect samples of nickel ferrite of varying overall composition to exhibit different surface electrokinetic characteristics, yet no such effect is observed. Again, it is evident that the content in cations at the surface and in the bulk differs.

Such findings can be used advantageously when the more active metal (e.g., in catalytic applications) is preferentially located in the surface layer, responsible for interfacial reactions.

23.4. COATED PARTICLES

The deposition of one kind of material on cores of a different chemical composition can be achieved by various means including adsorption, adhesion, precipitation, and surface reactions. Examples of these procedures will be offered below.

One obvious approach to envelop a particle with another material is to deposit a finely dispersed matter on the surface of another solid. Such a process will be governed by general principles valid for particle adhesion, whereby the sign and the magnitude of the potential on interacting surfaces, ionic strength, relative particle size, and number concentration play a decisive role. Once right conditions are established, it is indeed possible to coat cores with monolayers or multilayers of other particles [18, 19].

The electron micrograph in Fig. 23.8a shows silica particles covered by
hematite. In this case, the coating material was produced in situ by hydrolysis of a ferric salt solution in the presence of silica and subsequently deposited on the latter. Similarly, titania particles could be coated by iron oxides using an analogous procedure [19]. The nature of the outer layer could be altered by proper chemical treatment. For example, by using a mild reducing agent, the hematite coating was transformed to magnetite [20].

In another case, colloidal silica was adsorbed on latex in a monolayer arrangement. The measured number of adhered silica particles per polymer particle agreed well with that calculated from the theory of interaction of unlike spheres [18].

Figure 23.8b shows chromium hydroxide particles coated with ovalbumin. It is evident that by a proper adjustment of the pH in order to conveniently adjust the charge on both reactants the metal oxide can be covered by a uniform layer of the protein [21].

Forced hydrolysis of metal ions can be used to coat preformed solid particles with inorganic layers of varying thickness. Figure 23.9 displays elongated hematite (α-Fe₂O₃) cores covered with yttrium basic carbonate. In this example, the spindle-type cores are added to a solution containing the yttrium salt and urea, and the dispersion is then aged at an elevated temperature [22].

Using variations of this procedure, coatings of other inorganic compounds on different cores were successfully produced. Thus, aluminum (hydrous) oxide was deposited on titania, iron oxide, and chromium hydroxide [23], or hematite was coated with chromium hydroxide [24] and zirconia [25].
Different measurements have confirmed that, as far as surface properties are concerned, the coated particles show characteristics of the material in the outer layer. For illustration, Fig. 23.10 compares differential thermal analysis curves for particles shown in Fig. 23.9 and for core and coating material alone. Obviously, the coated dispersion displays the same characteristics as the outer layer when the latter material is precipitated separately. Infrared and electrokinetic measurements confirm the same effect, that is, the covered particles behave as if they were made of the coated material only.

23.5. CONCLUSION

In this chapter we have demonstrated that dispersions of composite particles of different properties, yet uniform in size and shape, can be obtained by precipitation from solutions or by phase transformation. Although the feasibility of the production of such materials has now been established, there are a number of problems that need to be resolved. Topics of special interest are

1. The control and predictability of particle morphology.
2. The relationship of the composition of particles consisting of chemically different ionic compounds to the concentration of the reactants in solutions in which these solids are generated.
3. The homogeneity of the composite particles.
4. The control of the thickness and the permeability of the surface layer of coated particles.

Solving these problems would greatly enhance our understanding of composite systems and lead to the production of new materials of well-defined and unique properties.
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PREPARATION OF NARROW-SIZE-DISTRIBUTION BOROSILICATE POWDERS BY ALKOXIDE HYDROLYSIS

L. V. JANAVICIUS, E. A. BARRINGER, A. B. HARDY
H. K. BOWEN, AND J. DYNYS

24.1. INTRODUCTION

The recent literature contains many examples of ceramic powder synthesis from metal alkoxides, because high-purity, reactive powders can be prepared and, in some cases, the morphology of the powder can be controlled to produce narrow size distribution, unagglomerated, spherical particles [1,2]. Processing these powders can increase the uniformity and density of both the green body and the sintered body [3], and can also reduce the sintering temperature [4]. Most synthesis techniques for controlling the particle morphology were developed for single alkoxide systems, and it has been difficult to extend these methods to mixed alkoxide systems, particularly when the reaction rates of the alkoxides differ substantially.

This Chapter describes a method for preparing narrow size distribution, spherical, unagglomerated particles containing up to 28 wt% boron oxide by hydrolyzing boron and silicon alkoxides. Borosilicate formation was studied both to develop a technique for controlling the hydrolysis of alkoxides with very...
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different reaction kinetics and because several borosilicate properties make it a potentially useful electronic substrate material. Overall and relative concentrations of the alkoxides were varied to study their effects on the particle size and morphology, boron content, and reaction rates. In addition, borosilicate powder properties are described.

24.2. EXPERIMENTAL PROCEDURE

All chemicals and solvents were filtered through 0.2-µm filters before use. Tetraethylorthosilicate [TEOS; Si(OC₂H₅)₄] (Alfa Chemical Co., Danvers, Mass.) was partially hydrolyzed by adding ammonium hydroxide to a dilute solution of TEOS in ethanol and stirring for 1 hr. The ammonium hydroxide was the water source, and the concentration was adjusted so that the molar concentration of water was twice that of the TEOS. Tri-n-butyl borate [TBB; B(OCH₃)₃] (Alfa Chemical Co.) was then added to the TEOS solution, and the solution was stirred for 30 min. No visible precipitation was observed in this precursor solution.

The alkoxide solution was then rapidly poured into a second solution of ammonium hydroxide (water source, overall H₂O concentration = 4.75 M) in ethanol. The TEOS concentrations used in the hydrolysis reactions varied from 0.01 to 0.20 M. The TBB was added in proportion to the TEOS concentration, and TBB to TEOS molar ratios ranged from 0.1:1 to 2:1. Particle nucleation, as evidenced by an increase in turbidity, was observed within several minutes after mixing; the solutions were usually opaque after 15 min. Solution turbidity during the reaction was monitored using a photocell. Relative reaction rates were estimated from the change in turbidity with time. The dispersions were stirred (magnetic stirrer) for 24 hr to ensure complete particle growth. The powders were washed by centrifugally sedimenting the powder, decanting the supernatant, and redispersing in either water or ethanol. This procedure was repeated two times. Powders were dried overnight at 125°C in a vacuum oven and then stored in a desiccator.

Boron content in the powders was measured by inductively coupled plasma emission spectroscopy (ICP) (Jarrell-Ash Model 1160, Jarrell-Ash Co., Waltham, Mass.). Thermal gravimetric analysis (TGA) and differential thermal analysis (DTA) measurements were made simultaneously using a heating rate of 10°C/min in air (Netzsch, Exton, Pa). Powder morphology was examined using scanning electron microscopy (SEM) (Cambridge Stereoscope, Cambridge, England) and transmission electron microscopy (TEM) (Phillips EM300, Philips, Ltd., Holland). Particle sizes were determined by photon correlation (Coulter Electronics, Inc., Hialeah, Fla.) or by using SEM micrographs and a digitizer (error ~ 10%). Powder surface areas were measured using single point Brunauer–Emmett–Teller (BET) analysis (powders were outgassed at 300°C for 2 hr) (Quantachrome Quantasorb, Quantachrome Corp., Syosset, N.Y.). Density was measured using a helium gas stereopycnometer (samples were
outgassed for 3 hr at 80°C in a vacuum oven) (Quantachrome Model SPY-2, Quantachrome Corp.).

24.3. RESULTS

The bososilicate powder morphology was dependent on both the alkoxide concentration and the boron alkoxide to silicon alkoxide ratio. In order to form spherical, unagglomerated particles with a narrow size distribution at high boron-to-silicon alkoxide ratios (B:Si alkoxide ratios up to 1.0), it was necessary to use low (0.01 M TEOS) alkoxide concentrations. At this concentration the yield was ~0.7 g/liter reaction solution. Figure 24.1 shows a typical powder

Figure 24.1. Powder prepared from a 1:1 boron-to-silicon alkoxide ratio at 0.01 M TEOS. (a) SEM micrograph. (b) TEM micrograph.
formed using 0.01 M TEOS and a 1:1 boron-to-silicon alkoxide ratio. The TEOS concentration could be increased to 0.05 M and the desired morphology retained by decreasing the boron to silicon alkoxide ratio to 0.1. When high alkoxide concentrations were combined with high boron-to-silicon alkoxide ratios, the powders contained large aggregates of spherical particles and loose flocs of tiny \( d < 0.1 \mu m \), agglomerated particles as shown in Fig. 24.2.

Within the conditions that resulted in narrow size distribution powders (0.01 M), the average particle size increased from 0.085 to 0.16 \( \mu m \) as the boron-to-silicon alkoxide ratio was increased from 0.1 to 1.0. Similarly when the boron-to-silicon alkoxide ratio was fixed, an increase in alkoxide concentration led to an increase in the average particle diameter. Monitoring the reaction turbidity indicated that increasing the boron alkoxide concentration increased the reaction rate: as the boron-to-silicon alkoxide ratio was increased from 0.1 to 0.67, the particle formation rate increased approximately threefold.

Boron content of unwashed powders increased with increasing boron-to-silicon ratios, and for a given boron-to-silicon alkoxide ratio was relatively independent of the alkoxide concentration. Narrow size distribution powders \( (0.17 \pm 0.03 \mu m) \) were formed that contained up to 8.9 wt % boron \((28.6 \text{ wt } \% \text{ B}_2\text{O}_3)\). Boron content in unwashed powders was systematically less than that predicted from the boron alkoxide concentration. After washing, particularly with water, the boron content of powders formed with high boron-to-silicon ratios dropped dramatically. Boron loss was reduced by washing with ethanol, and washed powders containing up to 6.6 wt % boron \((21 \text{ wt } \% \text{ B}_2\text{O}_3)\) were formed. Boron content results are summarized in Fig. 24.3.

Surface area measurements for the narrow size distribution powders (e.g., 0.01 M TEOS; B:Si < 1) showed a good correspondence between the equivalent diameter, \( d \), calculated from the surface area, \( S \) \( (d = 6/\rho S) \) and the average
Figure 24.3. Boron content as a function of the boron-to-silicon alkoxide ratio and the washing procedure.

Because boron alkoxides hydrolyze faster than TEOS, it is typical, in forming alkoxide-derived borosilicate gels, to add the boron alkoxide to partially hydrolyzed TEOS [5-7]. Presumably the boron alkoxide then reacts with silanol groups to form a boron–silicon alkoxide, which, when hydrolyzed, forms powder containing a homogeneous distribution of boron and silicon. Similarly, in this work TBB was added to partially hydrolyzed TEOS to form a boron–silicon alkoxide precursor. It was hypothesized that it would be easier to control the precipitation of a single bimetallic complex rather than two alkoxides with different reaction rates.

Borosilicate powders were then precipitated following a procedure similar to that used to form silica powders from pure TEOS. By using the boron–silicon alkoxide it was possible to increase the $\text{B}_2\text{O}_3$ content in narrow size distribution.
Figure 20.4. TGA curves of precipitated SiO₂ and borosilicate powders made with various B:Si alkoxide ratios at 0.01 M TEOS.

Figure 24.5. DTA curves of powders made with different B:Si alkoxide ratios at 0.10 M TEOS.
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powders from a previously reported maximum of 2.45 wt % [8] to 28.6 wt %.
 Addition of boron alkoxide to the TEOS affected the particle formation kinetics as evidenced by the increase in the rate of particle formation. It also appeared to disturb the stability of the growing particles so that it was necessary to use very dilute solutions (compared to the pure silica system) to form narrow size distribution particles.

It has been found in borosilicate gels that when high boron-to-silicon alkoxide ratios (> 20 mol % \( \text{B}_2\text{O}_3 \)) are used, not all the boron alkoxide is incorporated into the complex and that the excess boron alkoxide reacts to form orthoboric acid, \( \text{H}_3\text{BO}_3 \). Boric acid has a relatively high solubility in water and ethanol (6.35 and 5.56 g/100 ml, respectively) [10]. The unstoichiometric recovery of boron, especially at high boron-to-silicon alkoxide ratios, and the loss of boron as the powders were washed could indicate that some of the boron alkoxide hydrolyzed independently to form boric acid. In addition, DTA results showed a peak at 300°C, the temperature at which boric acid decomposes to the oxide [10], which increased in intensity with increasing boron concentration. This also suggests that some of the boron alkoxide might precipitate as boric acid. Boron loss was reduced in this work either by not washing the powder or by washing in ethanol.

Density measurements showed that the powders were not completely dense—the particles had a density of about 85% theoretical, indicating that there was some internal porosity. However, the close agreement between diameters calculated from surface area measurements and those measured by SEM and photon correlation indicated that after heating to 300°C the particle surfaces were smooth and that there was little accessible internal porosity. Low temperature weight loss (<250°C) indicated that the powders as prepared probably contained physisorbed water, hydroxide groups, and unreacted alkoxy groups.

24.5. SUMMARY

It was shown that narrow size distribution powders with submicrometer diameters could be formed either by working with very dilute solutions or by using low boron-to-silicon alkoxide ratios. Narrow size distribution powders were formed with a range of boron concentrations up to 8.9 wt % in unwashed powders and up to 6.6 wt % in ethanol-washed powders. Boron content increased with increasing boron to silicon alkoxide ratios in both unwashed powders and in ethanol-washed powders. The powders as formed were amorphous and porous and lost 10-15 wt % upon heating to 1000°C.
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SYNTHESIS AND PROCESSING OF
ALKALINE EARTH METAL, TITANATE
GELS, POWDERS, AND THIN FILMS

PRADEEP P. PHULE AND SUBHASH H. RISBUD

25.1. INTRODUCTION

Alkaline earth titanates (e.g., BaTiO$_3$, SrTiO$_3$, and CaTiO$_3$) are technologically important materials widely used for the manufacture of electronic components such as multilayer ceramic capacitors, thermistors, and so on. Conventional mixing and firing approaches can lead to inhomogeneous, impure, and multi-phase ceramic powders that are undesirable for capacitor, thermistor, ferroelectric, and electrooptic applications. In recent years, considerable research effort has been directed toward the development of high-purity, ultrafine, stoichiometric doped and undoped titanate powders. The synthesis of BaTiO$_3$ from organometallic compounds has been actively pursued in recent work at several laboratories [1–9]. Many of the alkoxide-based techniques reported in the earlier literature made use of extremely moisture sensitive, difficult-to-handle, and expensive precursors. Due to the high moisture sensitivity of the alkoxides, precipitation of barium hydroxide and hydrous titania can occur easily during the sol–gel processing of BaTiO$_3$. Barium precursors can also easily react with atmospheric carbon dioxide to form insoluble BaCO$_3$.

The primary objective of this work was to develop and use moisture-
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Insensitive, easy-to-handle, and relatively inexpensive precursors to prepare gels, powders, and thin films of barium and other alkaline earth titanates.

25.2. EXPERIMENTAL PROCEDURE

The details of the preparation of powders and gels have been discussed in our previous publications [1-4]. Therefore, we will recapitulate only some salient aspects of the experimental procedures.

25.2.1. Sol–Precipitation Synthesis

Titanium(IV) isopropoxide was reacted with excess glacial acetic acid (HOAC/Ti ≈ 10) to obtain a titanyl acylate precursor, which upon addition of small amounts of water formed a white precipitate. On continued addition of deionized water, a clear sol of hydrolyzed titanyl acylate was formed. Appropriate amount of barium acetate/carbonate was added to obtain a stoichiometric sol. Separately, a highly alkaline (pH 13.5) NaOH solution was prepared and maintained at desired temperature (85–100°C). On gradual addition of the barium acetate–titanyl acylate sol to the alkaline NaOH solution resulted in direct formation of crystalline, ultrafine \( \text{BaTiO}_3 \) powders. After aging, the precipitate was dried and washed with distilled water. Heat treatment of powders was also conducted at 900–1000°C to obtain \( \text{BaTiO}_3 \) powders with a tetragonal crystal structure.

25.2.2. Sol–Gel Process

Titanium isopropoxide, dissolved in isopropanol, was reacted with glacial acetic acid to obtain the titanyl acylate precursor. A concentrated barium acetate solution (≥1 M) was then added to the acylate while stirring the mixture. The sol was then cast into petri dishes to form monolithic gels. The as-prepared gels were dried and calcined to obtain crystalline high-purity \( \text{BaTiO}_3 \) powders. The as-prepared and heat-treated gels and powders were characterized using thermogravimetric analysis, X-ray diffraction, scanning electron microscopy, transmission electron microscopy, and other characterization techniques.

25.3. RESULTS AND DISCUSSION

25.3.1. Mechanisms for Formation of Gels and Powders

The successful formation of amorphous \( \text{BaTiO}_3 \) gels is attributed to the molecular modification of titanium alkoxides by glacial acetic acid [10–12]. Based upon this and other studies reported recently in the literature, we can
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propose the following reactions:

\[
\text{Ti(OR)}_4 + x \text{H-OAc} \rightarrow \text{Ti(OR)}_x(\text{OAc})_y + x \text{ROH} \quad \text{(unbalanced)}
\]

\[
\text{Ti(OR)}_b(\text{OAc})_c + y \text{H-OH} \rightarrow \text{Ti(OR)}_d(\text{OAc})_e(\text{OH})_y + y \text{ROH} \quad \text{(unbalanced)}
\]

Livage and Henry [12] have also recently presented a simple predictive model based on electronegativity changes to help explain modification of titanium alkoxides by acetic acid. Livage and co-workers have reported that the chemical modification of titanium alkoxides is accompanied by a change in tetrahedral to octahedral coordination of titanium ion (Chapter 3). The exact stoichiometry of these reactions has not yet been determined. Polycondensation of hydrolyzed titanyl acylate results in formation of amorphous \( \text{BaTiO}_3 \) gels.

In the sol-precipitation process, a different mechanism may be operative. We believe that under highly alkaline acidic conditions (pH > 13) the hydrolyzed titanium acylate is modified further to a titanium hydroxy complex. This titanium hydroxy complex then probably undergoes an acid-base reaction with the \( \text{Ba}^{2+} \) to form crystalline \( \text{BaTiO}_3 \) directly,

\[
\text{Ti(OR)}_6 - x, y(\text{OAc})_z(\text{OH})_b + \text{OH}^- \rightarrow \text{Ti(OH)}_b^2^- \quad \text{(unbalanced)}
\]

\[
\text{Ti(OH)}_b^2^- + \text{Ba}^{2+} \rightarrow \text{BaTiO}_3 + 3\text{H}_2\text{O}
\]

Choice of titanium precursor is important. Wilson et al. [5] have shown that use of \( \text{TiCl}_4 \) instead of a molecularly modified titanium alkoxide, under otherwise identical conditions, results in a precipitate that is not \( \text{BaTiO}_3 \). According to the recent results of Riman [13], the mechanism for sol-precipitated \( \text{SrTiO}_3 \) powders appears to be the crystallization of amorphous hydrous oxide and/or hydrothermal reactions [14]. Similar possibilities exist in the synthesis sol-precipitated \( \text{BaTiO}_3 \) powders and will be examined in our future work. In the sol-precipitation scheme other water-soluble barium precursors such as barium hydroxide can also be used. However, barium carbonate/acetate is preferred, because it is relatively inexpensive.

25.3.2. Powder Morphology

The oven-dried gels were mildly ground to obtain bright white, amorphous gel powders. On calcination, crystalline \( \text{BaTiO}_3 \) powders with particle size in the range 1–4 \( \mu \text{m} \) were obtained (Fig. 25.1). The relatively larger particle size of the gel-derived powders is probably due to the exothermic reactions occurring during the calcination treatment. The as-prepared powders obtained by sol-precipitation technique consisted of ultrafine primary particles (Fig. 25.2). On calcination tetragonal powders with larger particle size were obtained due to the sintering of the primary particles of the original powders (Fig. 25.3).
Figure 25.1. Crystalline BaTiO$_3$ powders obtained from amorphous barium titanate gels (left bar = 1 $\mu$m).

Figure 25.2. Crystalline, ultrafine BaTiO$_3$ powders obtained using sol-precipitation technique.
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25.3.3. Microstructure and Electrical Properties

The gel powders calcined at lower temperatures (≤700°C) were found to contain a small amount of carbon (0.1–0.5%) predominantly as BaCO$_3$ [2–4] due to which relatively low-density (70%) ceramics were obtained. On increasing the calcination temperature to 1000°C no carbonate carbon was detected and relatively dense (∼90%) ceramics were obtained on sintering. The improvement in the dielectric constant of the fired ceramics on increasing the gel calcination temperature is evident from the data presented in Fig. 25.4.

The sol-precipitated powders appeared to be cubic in the as-prepared form and were calcined at 900–1000°C to obtain tetragonal crystal structure. The calcined powders were sintered to obtain dense ceramics (92–96%). Figure 25.5 shows the microstructure of the as-fired ceramic showing predominance of large grains (10–25 μm) with some small grains (1–5 μm). The room temperature dielectric constant and dielectric loss factor (tan δ) were 1000 and 0.01, respectively. These properties are comparable to undoped, high-purity BaTiO$_3$ with a similar grain size distribution obtained by other routes.

25.3.4. Considerations for Future Work

The BaTiO$_3$ powders prepared in this work using the sol-precipitation technique were ultrafine (≈10 nm) and apparently cubic in structure. Calcination treatments (900–1000°C) employed with a view to obtaining powders with a tetragonal crystal structure resulted in an increase in the average primary particle size. Recent transmission electron microscopy results reported by Eichorst, Howard, and Payne have shown that such nanosized BaTiO$_3$ particles have a twinned tetragonal crystal structure. Continuing research efforts should be directed toward establishing the precise crystal structure and presence of domains in these particles. The role of residual hydroxyl ion content in relation
to the cubic/tetragonal transformation is also important [14] and should be examined.

Because the as-precipitated powders are ultrafine (≈10 nm), they have potential for densification at lower temperatures (e.g., ≈1000°C). Future efforts should explore the possibility of reducing the presence of agglomerates in the as-precipitated powders and the direct preparation of fine-grained, dense BaTiO₃ ceramics from these precipitated powders.

Figure 25.4. Effect of gel calcination temperature on dielectric constant of sintered BaTiO₃ ceramics.
Figure 25.5. Microstructure of dense, high-purity BaTiO$_3$ ceramics derived using calcined sol-precipitated powders (200 x).

25.4. CONCLUSIONS

This work has shown the applicability of molecularly modified titanium alkoxides for the preparation of BaTiO$_3$ gels and powders. Mohallem and Aegerter [7] have used this approach to obtain thin BaTiO$_3$ films from the stoichiometric sol. The advantages of this approach are the use of water soluble and relatively inexpensive precursors. Wilson et al. [5] have optimized the addition conditions and sequence for the sol–precipitation route in order to avoid application of external heat. The sol–gel and sol–precipitation processes have the potential for use in preparation of more complex formulations of alkaline earth titanates with tailored dielectric properties. Future research should be directed toward studying other applications of the precursors reported here as well as development of other novel precursors that would offer significant technological advantages.
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FORMATION OF V₂O₅ GELS FROM VANADYL ALKOXIDES

HIROSHI HIRASHIMA, KOSAKU TSUKIMI, AND REIKI MURATAKE

26.1. INTRODUCTION

V₂O₅ gels containing H₂O are known to be highly conductive and anisotropic semiconductors with layerlike structure [1]. It has been previously reported that V₂O₅ gels could be obtained from vanadyl alkoxides [2, 3]. Physical properties of V₂O₅ gels and gel coatings, prepared by dip coating, have been also reported [4]. Electrical conductivity of the gel coatings increased with the addition of Li₂O or Na₂O, and scratch hardness was improved with addition of TiO₂. The gel coatings less than 10 nm in thickness were optically anisotropic, and V₂O₅ polymers seemed to be oriented [5]. In this Chapter, formation process and structure of V₂O₅ gels have been investigated.

26.2. EXPERIMENTAL PROCEDURES

VO(OR)₃, R = C₂H₅, i-C₃H₇, and n-C₄H₉, was hydrolyzed in ROH solutions at room temperature. HCl, HNO₃, H₂SO₄, or NH₄OH was added to the solutions as catalyst. Activity of H⁺ ion, aH⁺, in the solutions was measured by a pH meter using an electrode for organic solutions, and −log[aH⁺] is described as pH in
FORMATION OF V$_2$O$_5$ GELS

The formation and properties of V$_2$O$_5$ gels are discussed in this paper. The gels and the precipitates were dried at room temperature under a vacuum and were pulverized using an agate mortar. The fraction of reduced V ion was determined by wet chemical analysis [4]. The wet gels were peptized in ethanol with an ultrasonic vibrator and were placed on colloidal films for transmission electron microscopy observation. Gel coatings on glass substrates were prepared from the peptized gels or the sols by dip coating. Infrared absorption spectra of the dried gels (xerogels) were measured by KBr disk method. X-ray diffraction of the xerogels and the gel coatings was measured by step counting, 0.2° and 200 sec each step, using a graphite monochromator and CuKα. X-ray photoelectron spectra of the gels were also measured.

26.3. RESULTS AND DISCUSSION

Condition for the gel formation without catalyst have been previously reported by the authors [5]. Monolithic gels could be obtained without catalyst or with acidic catalysts when pH ≤ 2.2. Effect of acid species on gel formation was not observed. Syneresis was observed during aging when pH < 1. Gel-like precipitates are shown in Fig. 26.2. Absorption peaks attributed to residual alkoxy group were hardly observed for the xerogels obtained in acidic and short with addition of acidic catalysts and were thick and long with addition of NH$_4$OH. Infrared absorption spectra of the xerogels and the dried precipitates are shown in Fig. 26.2. Absorption peaks attributed to residual or alkoxy group were hardly observed for the xerogels obtained in acidic solutions. However, strong absorption near 1400 and 1000 cm$^{-1}$, attributed to O–H and C–O in alcohol, respectively, were observed for the precipitates.

Figure 26.1. Transmission electron microscopy photographs of V$_2$O$_5$ gels from VO(OC$_2$H$_5$)$_3$ hydrolyzed (a) with HCl ([HCl]/[VO(OC$_2$H$_5$)$_3$] = 1), (b) without catalyst, and (c) with NH$_4$OH/[NH$_4$OH]/[VO(OC$_2$H$_5$)$_3$] = 1].
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Figure 26.2. Infrared absorption spectra of V$_2$O$_5$ xerogels from VO(OC$_2$H$_5$)$_3$ hydrolyzed (a) with HCl, (b) without catalyst, and (c) with NH$_4$OH.

obtained with addition of NH$_4$OH. These results indicate that the hydrolysis proceeds rapidly in acidic solutions. Monolithic gels were obtained in a few seconds from VO(OC$_2$H$_5$)$_3$, and about 1 min from VO(O n-C$_4$H$_9$)$_3$, when [VO(OR)$_3$][ROH] = 1/75 in mol and [H$_2$O]/[VO(OR)$_3$] = 15 in mol. In these cases, the gels were red or orange at fi.st, and the color changed to dark green in several hours. This suggests that reduction of V$^{5+}$ to V$^{4+}$ proceeds during aging of the gels [6]. When VO(O i-C$_3$H$_7$)$_3$ was used as the starting material, green gellike precipitates were obtained in 24 hr, but monolithic gel could not be obtained. The rate of gel formation decreased in the following order; C$_2$H$_4$ > n-C$_4$H$_9$ > i-C$_3$H$_7$. This result is similar to gel formation of silica from Si-alkoxides [7].

Examples of X-ray diffraction patterns for the powders and coatings of V$_2$O$_5$·nH$_2$O xerogels, n ≥ 3, are shown in Fig. 26.3. Most of the broad peaks of the coatings could be indexed as (001), as reported for the hydrated V$_2$O$_5$ gel coating from metavanadate solutions [1]. However, several peaks other than (001) peaks were observed for the powders (closed circles in Fig. 26.3). These results indicate that the fiber-like polymers have three-dimensionally ordered structure and that the polymers orient in the coatings.

O$_1s$ peaks of X-ray photoelectron spectra are considered to consist of at least
two peaks, as shown in Fig. 26.4. The difference of binding energies between these two peaks is about 1.7 eV, which is almost the same as the difference between the peaks of bridging oxygen and nonbridging oxygen or double-bonded oxygen in silicate and phosphate glasses [8]. O1s spectra of vanadate glasses containing more than 50 mol % V2O5, which was considered to have vanadate network [9], are similar to those of the V2O5 gels, as shown in Fig. 26.4b. Therefore, the coordination state of oxygen in the gels can be considered to be similar to that in vanadate glasses. The values of the chemical shift of V2p1/2 and V2p3/2 peaks of V2O5 gels, about 4 to 5 eV, were between those
reported for $V_2O_5$ and $V_nO_{1.5}$ crystals [10]. These results indicate that the gels contain $V^{4+}$. The fraction of reduced $V$ ion, $[V^{4+}]/[V_{total}]$, of the gels was determined to be about 0.15 by wet chemical analysis. The chemical shift of these peaks seems to be dominantly affected by oxidation state of $V$ ions, and it was difficult to discuss the coordination state of $V^{4+}$ and $V^{5+}$ in the gels from the measurement of X-ray photoelectron spectra.

26.4. CONCLUSIONS

Gel formation process and the structure of $V_2O_5$ gels from VO(OR)$_3$ have been investigated, and the following results have been obtained.

1. Monolithic gels can be obtained from VO(OC$_2$H$_5$)$_3$ without catalyst or with acidic catalysts when pH $\leq$ 2.2.
2. The rate of gel formation decreases in the following order: C$_2$H$_5$ > n-C$_4$H$_9$ > i-C$_3$H$_7$.
3. The gels consist of fiberlike thin polymers less than 10 nm in diameter. The polymers obtained with acidic catalysts are thin and short.
4. $O_1s$ spectra of X-ray photoelectron spectra of the gels consist of at least two peaks and are similar to those of vanadate glasses.
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The alkali silicate gelation process has demonstrated an ability to produce large intricate monolithic fused silica shapes that have properties approaching those of Corning's Code 7940, which is produced by a flame oxidation process. The pore structure of these gels was found to be broader than originally disclosed, suggesting that the matrix is composed of flocculated aggregates that yield pores between 0.1 and 1.0 μm. This open network readily permits permeation of gases during presintering stages to remove unwanted species such as hydroxyl groups, alkali metal oxides, and transition metal oxides that are common to commercial precursor materials. Generation of purer starting materials has demonstrated that this process can produce glass with improved UV and infrared transmission.

27.1. INTRODUCTION

It has been reported that colloidal silica sols in combination with potassium silicate and a hydrolytic reagent such as formamide produced controlled pore size (10 to 300 nm) silica gels [1, 2]. These structures in the pore diameter range of 100 to 300 nm possessed sufficient bond strength to resist capillary forces.
involved with rapid (minutes to hours) water removal in a microwave oven. Large pore structures and the ability to rapidly dry large monolithic shapes without generating cracks differentiates this gelation process from the alkoxide sol-gel route that is receiving so much attention [3-7]. The latter gels are characterized by very small pore structures, generally below about 300 Å diameter.

The preferred pore diameter range for generating large monolithic structures that are capable of being sintered to fused silica is about 200 to 250 nm [8]. These pore size distributions were considered to be very uniform (based on mercury porosimeter data), but more recent studies by workers at Rutgers University [9, 10] show internal voids that approach 1 µm in diameter. Subsequent follow-up studies on precursor gel solutions with varying solids contents support these findings and are reported here. Despite the broader distribution of pore sizes, the monolithic gels sinter readily to dense glass with very few inclusions, either bubbles or crystalline particles.

Advances in forming near-net-shape structures have been made both in direct casting of shapes (Figs. 27.1 and 27.2) and in machining of shapes from gel blanks (Fig. 27.3). Machining either by milling or water jet processes can be done rapidly in the green gel state, for example, the 33 × 5-cm²-thick blank in Fig. 27.3 was machined in less than 2 hr. Blanks up to 20 cm thick have been gelled, machined, and sintered. Figure 27.4 shows a subscale low expansion fused silica mirror that was fabricated by frit bonding a 15-cm-diameter × 2.5-cm-deep gel glass core to a planar gel glass faceplate.

The purity of the glass is a function of the basic raw materials used to produce the gels, the chemical dealkalization (rinsing baths) of the green structure, and the thermal exposure of the porous structure prior to its densification. Even without improved purity, the fused silica gel glass demonstrated properties (CTE, strength, homogeneity, etc.) that are adequate for reflective optics.

Figure 27.1. A 15-cm molded casting and 7.6-cm sintered glass core.
Figure 27.2. A $15.5 \times 26\text{-cm}^2$-diameter molded casting and $9 \times 4\text{-cm}^2$-diameter sintered glass shape.

Figure 27.3. A $35 \times 7.6\text{-cm}^2$-deep machined green gel core.

Figure 27.4. A $15 \times 2.5\text{-cm}^2$-deep fused silica gel glass core that was frit bonded to gel glass faceplace.
Significant progress was made in preparation of raw material and processing to achieve improved optical transmission in the UV and infrared.

27.2. EXPERIMENTAL PROCEDURE

The gel compositions that were used to produce the fused silica monoliths shown in Figs. 27.1 to 27.4 were the same as described in Ref. 8. Various water dilutions of the 90-g Kasil I (PQ Corp.), 10-g Ludox HS-40 (DuPont), and 10-g formamide reagent mix were used to generate the porous gels used in the porosimeter studies. The actual silica solids content of the precursor gel mixes were 17, 18, 19, and 20 wt%. The gels were dealkalized in two 10 wt% ammonium nitrate/distilled water baths, followed by three 10 wt% HCl/distilled water baths and finally by several distilled water baths, all heated to at least 70°C. After heating to 1000°C, scanning electron microscopy (SEM) data were obtained internally, whereas the porosimeter data were done by Porous Materials, Inc., Ithaca, New York.

Sintering after pretreatment to between 1000 and 1150°C was accomplished in a tungsten element vacuum furnace, either in inert gases (e.g., helium) or at reduced pressure, with rapid (30 to 50°C/min) heat-up rates to between 1720 and 1740°C and hold times of 10 to 30 min.

Physical property data on the glass, such as strength, annealing, and strain point temperatures, refractive index, expansion, infrared and UV transmission, and homogeneity, were obtained in Corning’s testing facilities. Chemical composition such as trace metal analysis was also done internally.

The high-purity potassium silicate was made by two approaches. In one case, Degussa’s OX-50 powder was dissolved in hot KOH solution, and in the second, either SiCl₄ or tetraethylorthosilicate (TEOS) was hydrolyzed, washed free of HCl or ethanol, and then dissolved in the hot KOH solution to obtain the equivalent of Kasil 1. SiO₂/K₂O ratio of 3.9.

Chlorine drying experiments generally were run with 3 vol% chlorine in an oxygen–helium mixture. When chlorine was cut off, argon was substituted for the helium and chlorine.

27.3. RESULTS AND DISCUSSION

27.3.1. Pore Structure

Some discrepancies existed in characterization of pore structure for the silicate gel structures. Differences in surface areas obtained by Brunauer–Emmett–Teller (BET) techniques vary substantially from those obtained by mercury porosimetry, assuming cylindrical capillary channels. The group at Rutgers University studied the problem by thorough evaluation of porosimetry and nitrogen absorption/desorption data [9], as well as ultramicrotomy of these gel
structures [10]. Their data indicated meso- and macropores with the latter approaching 1 μm in diameter. It was decided to follow up on this work with a study on the compositions that are used to prepare the fused silica monoliths. Specifically, diluted versions of the composition yielding about 2000-Å-diameter pores were cast and measured by mercury intrusion and extrusion. If one only looks at the intrusion curve (Fig. 27.5), there appears to be a single, narrow pore size structure that increases with decrease in solids content of the precursor solution. Curve A represents 20% SiO$_2$ solids in the precursor solution; B, 19%; C, 18%; and D, 17%, and they produce mean pore diameters of about 180, 200, 220, and 250 nm, respectively. However, careful examination of the SEMs (Figs. 27.6a–d) indicates that there are larger cavities (arrows). Because these are micrographs of freshly broken surfaces, one could speculate that these cavities might be the result of uneven fracture and pull out of excess material. For this reason, mercury extrusion curves were obtained (Fig. 27.7), and they all reveal a definite hysteresis effect. There is no direct measure of internal pore dimensions by a single extrusion test, but these curves, along with the SEM pictures, strongly suggest larger internal voids. Additional support of this reasoning is given in the surface area data obtained by mercury intrusion (Fig. 27.8). These curves suggest surface areas of about 27 (A), 36 (B), 42 (C), and 60 (D) m$^2$/g, whereas BET absorption predicts 16 (A), 22 (B), 25 (C), and 34 (D) m$^2$/g. One must conclude that the structure is more open than the uniform cylindrical

Figure 27.5. Mercury intrusion curves for ~200-nm pore gels: A, 20 wt.% silica in precursor solution; B, 19 wt.% silica; C, 18 wt.% silica; D, 17 wt.% silica.
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Figure 27.6. SEM pictures of ~200 nm pore gels shown in Fig. 27.5: (a) Curve A, (b) Curve B, (c) Curve C, (d) Curve D.

Figure 27.7. Intrusion/extension curves for ~200-nm gels shown in Figs. 27.5 and 27.6.
capillary structure that mercury intrusion assumes, and, whereas the pore neck may be about 200 nm, the internal cavities could be as large as 1 μm in diameter. The suggestion by Cao, Gerhardt, and Wachtman [9] that the gel structure is formed by colloidal aggregates that flocculate and are firmly bonded together with additional monomeric silica from the “soluble” silicate is a reasonable one.

27.3.2. Processing and Glass Properties

Even using commercial raw materials such as Kasil 1 (potassium silicate) and Ludox HS-40 (colloidal silica sol) with their known contaminants, the silicate fused silica gel glass has good properties for reflective optics (see Table 27.1). To achieve these good properties despite low-level alkali and transition metal impurities, it is important to sinter fairly rapidly (30 to 50°C/min) through the cristobalite nucleation temperatures of 1500 to 1700°C. Figure 27.9 shows 1-in. glass samples cut from the same gel plate. The top row was sintered to total density at 1500°C, whereas the lower row was sintered at 1720°C. Subsequently, they were each fired for 15 min at the listed temperatures and examined by X-ray diffraction for crystalline inclusions. Obviously, the 1500°C samples exposed at 1600 and 1650°C crystallized dramatically. Even 1500°C for an additional 15 min showed a trace of crystallinity and 1550°C- and 1700°C-treated plates showed increased cristobalite formation. All the samples presintered at 1720°C remained crystal free after sintering for the additional times at the prescribed temperatures. This suggests that high-temperature sintering dissolved any cristobalite that may have been nucleated on the high-surface-area gel as the sample was heated. However, this could not occur in the 1500°C-pretreated glasses, so any nucleated crystals continued to grow when heated between 1500 and 1700°C.
TABLE 27.1. Fused Silica Gel* Glass Properties

Property

Annealing point (°C)
- No Cl₂
- Cl₂ dried

Strain point (°C)
- No Cl₂
- Cl₂ dried

Expansion coefficient (300°C)
- 5.7 × 10⁻⁷

Specific gravity (g/cm³)
- 2.204

Modules of rupture (psi)
- Abraded
- Unabraded

Refractive index
- \( n_f (486 \mu m) \)
- \( n_d (589 \mu m) \)
- \( n_c (656 \mu m) \)

Homogeneity
- 1–3 × 10⁻⁶

\( \beta \) OH (ppm H₂O)
- No Cl₂
- Cl₂ dried

---

*Commercial raw materials.

Figure 27.9. Sintered gel glasses cut from the same gel plate; top-row samples presintered to 1500°C then exposed for 15 min at temperatures from 1500 to 1700°C. Bottom-row samples were presintered to 1720°C before equivalent thermal treatment as the top row.
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Optical transmission spectra in the UV wavelength region show the effect of absorbing species in these gel glasses. Figure 27.10 shows spectra of gel glasses prepared under different sintering conditions and from different raw material bases. Curves B and C were obtained from gel glasses prepared from commercial reagents, but the improved transmission of B was due to removal of transition metals during chlorine exposure at 1150°C before final densification. There probably can be more improvement by changing the thermal cycle, but it is also clear that some transition metal impurities are more difficult to remove than others (e.g., Ti), and there will be a limit to this effect. Curve A demonstrates a better approach to increasing the gel glass transmission in the UV region. It was obtained from a gel glass generated from potassium silicate that was prepared by dissolving high-purity silica, such as freshly hydrolyzed TEOS, SiCl₄, or flamed soots (Cab-O-Sil or Degussa), in high-purity KOH. Whereas these gel glasses have improved transmission, the overall process has not yet been optimized.

In the infrared region from 2500 to 4500 nm, the effect of different thermal processes can be observed for a few gel glasses (Fig. 27.11). Curve A was a well dried (Cl₂ atm) gel glass that showed less than 1 ppm H₂O retention. Curve B was Cl₂ dried, but it was not sintered immediately after Cl₂ exposure, so it picked up about 20 ppm H₂O. Curve C was not Cl₂ dried, but was sintered under vacuum (70 ppm H₂O). Curve D also was not Cl₂ dried, and it was consolidated in flowing helium (140 ppm H₂O). These data indicate that water

![Figure 27.10. UV spectra of gel glasses compared to Corning Code 7940. A, high-purity gel glass; B, commercial raw materials glass pretreated in chlorine; C, same as B but not pretreated in chlorine.](image-url)
Figure 27.11. Infrared spectra of silicate gel glasses exposed to different thermal processes: A, well dried by chlorine treatment; B, chlorine treated, but not sintered immediately; C, sintered in vacuum furnace (no Cl₂); D, sintered in flowing helium (no Cl₂).

retention is dependent on sintering atmosphere, and care must be taken to control conditions in order to achieve reproducible results.

An effort was made to determine the temperatures that were required to effectively remove water and other metal impurities by chlorine atmospheres. Table 27.2 and Fig. 27.12 combine to demonstrate the effect of temperature on metal and water removal from the porous structures when they were exposed to 3% chlorine at 600 to 900°C for at least 10 hr. Although some authors [11] describe water removal in chlorine atmospheres at temperatures as low as 700°C, at these conditions neither water or metal species were removed until

<table>
<thead>
<tr>
<th>Curve</th>
<th>Temperature (°C)</th>
<th>H₂O ppm</th>
<th>Fe ppm</th>
<th>Na ppm</th>
<th>K ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>600</td>
<td>35</td>
<td>80</td>
<td>6.3</td>
<td>66</td>
</tr>
<tr>
<td>B</td>
<td>700</td>
<td>41</td>
<td>77</td>
<td>8.9</td>
<td>71</td>
</tr>
<tr>
<td>C</td>
<td>800</td>
<td>35</td>
<td>77</td>
<td>8.5</td>
<td>75</td>
</tr>
<tr>
<td>D</td>
<td>900</td>
<td>&lt;1</td>
<td>4</td>
<td>0.4</td>
<td>27</td>
</tr>
</tbody>
</table>

*3% Cl₂ in He:O₂.
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Figure 27.12. UV and infrared spectra of gel glasses exposed to chlorine atmosphere at different temperatures: A, 600°C; B, 700°C; C, 800°C; D, 900°C.

900°C. However, at 900°C there was a dramatic decrease in alkali, iron, and water, which was accompanied by the expected improvement in transmission in the UV and infrared regions of the spectra. Although it may be too much to expect to duplicate Code 7940 glass purity, these studies indicate that materials and processes can produce significant improvement in optical transmission of silicate gel glass.

27.4. CONCLUSIONS

Potassium silicate/colloidal silica-based gels have demonstrated their capability to produce intricate geometric gel shapes, either by direct near-net-shape casting or by their machineability from solid green gel blanks. The open pore structure is considered to be broader in pore size than originally disclosed. The preferred pore diameter of about 200 to 250 nm is now considered to have internal voids as large as 1 μm, and the 200-nm size only represents the pore neck as observed by mercury intrusion techniques. Formation of the larger voids can be associated with flocculated aggregates of colloidal silica particles.

Fused silica gel glasses consolidated from large monolithic gels have glass properties comparable to Corning’s Code 7940 with respect to low expansion reflective optics. Because of the nature of the raw material source for alkali silicates (inexpensive sands), sufficient transition metal impurities are carried over into the glass to reduce their UV transmission. Preparation of high-purity potassium silicates by dissolution of high-purity silica in KOH-yielded gels, which, when subjected to Cl₂ atmospheres before consolidation, sintered to glasses that have dramatically improved UV and infrared transmission. Water and metal species were reduced from hundreds of parts per million to less than 10 ppm, and in some cases less than 1 ppm.
PROPERTIES OF ALKALI SILICATE GELS

REFERENCES

28

EFFECTS OF ULTRASTRUCTURE ON
ELASTIC AND THERMAL PROPERTIES
OF GLASS

NAOHIRO SOGA

28.1. INTRODUCTION

In order to discuss the effect of ultrastructure on the physical properties of matter, one has to define the term or level of ultrastructure. According to the definition of the previous Ultrastructure Processing Conferences, the ultrastructure level is considered to be the range of somewhere between molecular and submicron dimensions, that is, in the range of 10 to 1000 Å [1]. Porous glasses, derived by the phase separation process of alkali–borosilicate glasses or by the sol–gel process of silicon alkoxides, and nanocomposites containing nanosize SiC or Si₃N₄ particles in Al₂O₃ are typical examples of materials with ultrastructure. If one considers the 10-Å size voids, many network-forming compounds have an open space of such size within their networks, as exemplified by a group of zeolites used for a molecular sieve. In these compounds, the size of ultrastructure level voids is affected by both the coordination state of network-forming cations and the connecting way of oxygen–polyhedra surrounding these cations.

Elastic moduli and thermal expansivity are typical physical properties that involve the change in volume, one with respect to pressure and the other to temperature. Thus, they depend upon the forces between atoms or ions in solids.
so that it should be possible, in principle, to relate these properties to the bond strength of constituent atoms or ions. In the past, a good correlation between them has been observed for a number of solids, particularly metals or alkali halides [2]. However, the correlation becomes poor for the silicates having network structure, because the change in bonding angle also appears under stress due to the existence of open space. Furthermore, the low frequency modes are observed, which have the wavelength in the range of several to ten times the interatomic spacing. Thus, the elastic and thermal properties are sometimes affected differently by the change in such nanolevel pores within the networks.

As for the glassy state, the short range ordering of atoms or ions is usually regarded similar to that in the crystalline state having the same chemical composition. The advantage of glassy state is the easiness of changing physical properties widely and continuously by choosing an appropriate preparation condition or chemical composition. From the similarity in short-range order between the glassy and crystalline states, one can predict reasonably well the change in elastic moduli caused by substitution of one network-modifying ion for another in an isomorphous series based on packing considerations, bond energy, and/or the interaction of network-forming and network-modifying ions [3–7]. However, because of difficulty in changing network structure without introducing some network modifiers by normal ceramic or glass-making processes, little data exist to discuss the effect of middle-range structural change on elastic moduli and thermal expansivity.

Recently, various new techniques have come into use to produce novel materials that could not be realized by any conventional ceramic- or glass-making process. They include the ultrahigh-pressure application, rapid quenching of molten state, reactive and nonreactive vapor deposition, precipitation from liquid solutions, and heat treatment of gels among others. In many cases, the short-range order of the products made by such new processes either in an amorphous or crystalline state is similar to those made by the conventional method [8], but their middle-range orders or crystal structures are different because polyhedra of different types sometimes coexist, and they are connected in a nonequilibrium manner when quenched from a high energetic state.

In the past few years, the author and his associates have been trying to accumulate systematic data of elastic moduli and thermal expansivity for network-modified glasses with a hope to find a way to molecular engineering of amorphous materials by means of substitution of constituent atoms or ions. This Chapter summarizes some of the results obtained so far.

28.2. EFFECT OF ULTRASTRUCTURE-LEVEL VOIDS ON PHYSICAL PROPERTIES

In two-phase composite systems, the overall elastic modulus or thermal expansivity is intermediate between the two end components, and a number of theoretical, semiempirical, and empirical analytical expressions have been
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proposed to express the change in these properties as a function of fractional volumes of two components [9, 10]. For the simplest case of a porous material, the thermal expansivity is hardly affected by porosity so far as it has a continuous matrix phase. On the other hand, its elastic moduli change with pore volume [11–15] as well as shape. If one assumes penny-shape pores, the elastic moduli decrease drastically with increasing the aspect ratio [16–18]. The effect of cylindrical pores on Young’s modulus has been predicted to be much lower than that of spherical pores (19–20). The experimental data by Warren [21] for highly porous perlite with millimeter-size pores were found to fall between the upper and lower bounds predicted based on the calculation of Hashin and Rosen [19] as shown in Fig. 28.1. Recently, Young’s moduli of porous silica with ultrastructure-level pores derived by the sol–gel method became available [22, 23], and these data are plotted also in Fig. 28.1. All the data fall between the boundaries predicted by the model.

Silica takes different polymorphs with three-dimensional framework composed of rigid SiO$_4$ molecules joined by a flexible Si–O–Si bridge. This flexibility allows the tetrahedra to tilt or twist with respect to one another. Because the Si–O bond is very strong, a significant expansion or contraction observed for some polymorphs of silica is attributed largely to the change in tilting or twisting of SiO$_4$ tetrahedra [24], and thus the change in apparent density reflects the change in void or open space within three-dimensional framework. Such an open space can be varied by the densification process.

SiO$_2$ glass was densified by a high-pressure MA-8 apparatus composed of eight cubic WC anviles at pressure up to 80 kbar as and temperature up to 920°C [25]. By this apparatus, it was possible to obtain the densified glasses having no crack, because the pressure was very close to the hydrostatic

---

**Figure 28.1.** Relationship between relative Young’s modulus and porosity for porous materials.
condition. Their elastic moduli were determined by using the cube resonance method capable of measuring the shear wave velocity and Poisson's ratio of small-size specimens [26]. The results are shown in Fig. 28.2 as a function of density. The thermal expansivity was determined by a specially made dilatometer equipped with a very sensitive displacement transducer. The average thermal expansion coefficients from room temperature to 250°C for the densified glasses are shown in Fig. 28.3 as a function of density. Clearly, both the

---

**Figure 28.2.** Expansivity of densified silica glass as a function of density.

**Figure 28.3.** Elastic moduli of densified silica glass as a function of density.
EFFECT ON PHYSICAL PROPERTIES

elastic moduli and thermal expansion coefficient increased with densification in contrast to the tendency of a normal close-packed solids. If the interatomic bond strength governs the elastic moduli and thermal expansion of a solid, it is expected that the elastic moduli increase with densification, while the thermal expansivity decreases. The results of infrared spectra, chemical shift of X-ray emission spectra, molar refractivity, and other available measurements indicated no change in coordination state of Si in the densified glass. So, such an anomalous tendency of densified fused silica is associated with the change in bonding angle or connecting way of SiO$_4$ tetrahedra.

As described above, the Young's modulus of a porous solid with a fixed porosity is independent of pore size provided all the pores have the same geometry. Because the void or open space within the three-dimensional framework of untreated or densified fused silica is expected to be nanolevel, it is interesting to see whether the same theoretical consideration is applicable to such a small-scale pore. Figure 28.4 shows the Young’s modulus–volume

![Figure 28.4](image_url)

*Figure 28.4.* Young’s modulus of densified silica glass as a function of mean atomic volume. The lines are the same as those shown in Fig. 28.3.*
relationship for the densified glass in log-log plot. Also given are the predictions based on the models of spherical and cylindrical pores by Hashin and Rosen [19]. Clearly, the slope of the densified glass is close to the lower bound of spherical pores and the upper bound of cylindrical pores. This is understandable, because voids in glass structure are not exactly the closed pores, but connected to other voids with holes less than the diameter of voids. Such a rearrangement in void structure does not affect so much on the lattice vibration of the three-dimensional network, but because of more constrained state of Si–O–Si bridge in the densified glass, the glass expands more to release the stress when heated in comparison with the untreated fused silica.

28.3. EFFECT OF SUBSTITUTION OF SiO$_4$ TETRAHEDRA BY DIFFERENT TYPE TETRAHEDRA

The nanolevel voids discussed above can be changed by substituting tetrahedra of different types to SiO$_4$ tetrahedra. Such substitution is difficult to carry out by a conventional melting method, but by using RF sputtering method, one can introduce different cations in the network. It has been postulated that the substitution of Si by Al, Ga, B, Ge, and Zn in the tetrahedron barely affect the thermal expansion of SiO$_2$ glass [27]. The recent results revealed that Ti ions take the four-coordinated state up to 12 mol% in amorphous SiO$_2$ films [28]. The effect of TiO$_2$ addition on thermal expansivity is to decrease the expansivity considerably as shown in Fig. 28.5. The thermal expansivity of amorphous TiO$_2$–SiO$_2$ films become negative with increasing TiO$_2$. The same effect was observed for the melt-derived glasses [29] or sol–gel–derived glasses [30]. The tilting or twisting of Si–O–Si (or Ti) bridging is certainly responsible for the enhanced negative thermal expansivity of amorphous TiO$_2$–SiO$_2$ films, but the

![Figure 28.5](image-url)
EFFECT OF CHANGE IN ANIONS

The effect of the easiness of such tilting or twisting on elastic moduli has not been examined yet.

The analogy between diamond and cubic boron nitride (CBN), as well as that between SiO$_2$ and AlPO$_4$, has been discussed. Because of the heterogeneous network of CBN or AlPO$_4$ against the homogeneous network of diamond or SiO$_2$, one expects different thermal and elastic behaviors. The thermal expansivity of CBN has been found to be not so much different from that of diamond, whereas its elastic moduli are much lower than those of diamond.

Recently, an attempt was made by the RF sputtering method to fabricate amorphous AlPO$_4$ films, which could not be made by an ordinary melting method because of the tendency of AlPO$_4$ to decompose into Al$_2$O$_3$ and P$_2$O$_5$ at high temperatures, and its physical properties were determined [31, 32]. As shown in Table 28.1 the thermal expansivity of amorphous AlPO$_4$ was found to be comparable to that of fused silica, as in the case of isomorphous crystals. However, the Young's modulus of AlPO$_4$ was about 30% lower than that of SiO$_2$. This result is analogous to the decrease in bulk moduli of α-quartz-type AlPO$_4$ from α-quartz or the decrease in hardness of CBN from diamond. In AlPO$_4$, the Al–O bond length is 1.739 Å longer than that of P–O bonds (1.516 Å). The higher ionicity of Al–O bonds can cause AlO$_4$ tetrahedra to take a more closed-pack structure of AlO$_6$, as observed in amorphous alumina where the average coordination number of Al is about 5 [33]. It is considered that such a difference in tetrahedron size between AlO$_4$ and PO$_4$ as well as a tendency of Al to take a high coordination state enhances the tilting or twisting motion of tetrahedra, and thus the overall volume change takes place more easily than the case of SiO$_4$ tetrahedra assembly.

28.4. EFFECT OF CHANGE IN ANIONS IN GLASS NETWORK

The nanolevel voids within the three-dimensional frameworks of fused silica can be modified by changing oxygen to other anions. From the electrostatic point of view, the incorporation of a different anion in the framework changes the charge distribution, which in turn alters the bond length and the bond angle of the network. This can lead to a change in the overall structure and properties of the material. Table 28.1 lists the physical properties of SiO$_2$ and AlPO$_4$.

<table>
<thead>
<tr>
<th></th>
<th>AlPO$_4$</th>
<th>SiO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Berlinite</td>
<td>Amorphous</td>
</tr>
<tr>
<td>Bulk modulus (GPa)</td>
<td>29.3</td>
<td>30</td>
</tr>
<tr>
<td>Density (g/cm$^3$)</td>
<td>2.618</td>
<td>2.25</td>
</tr>
<tr>
<td>Refractive index</td>
<td>$n_e = 1.529$</td>
<td>1.462</td>
</tr>
<tr>
<td></td>
<td>$n_o = 1.519$</td>
<td></td>
</tr>
<tr>
<td>Thermal expansion</td>
<td>$x_e = 15.9$</td>
<td>0.5</td>
</tr>
<tr>
<td>coefficient</td>
<td>$x_o = 9.7$</td>
<td></td>
</tr>
</tbody>
</table>
view, the substitution of oxygen ions by monovalent anions such as F ions should decrease the bond strength, and the substitution by tri- or four-valent anions should increase the bond strength. As described above, both thermal and elastic properties of silica are affected more by the change in Si–O–Si bridging angle than by the bond strength within the tetrahedron. So, such substitution may give different effects on elastic and thermal properties depending upon the restricting degree of the motion of SiO$_4$ tetrahedra.

Monovalent anions introduced in place of oxygen ions certainly decrease the average bond strength of the glass, but also break the Si–O–Si bridging, affecting the displacement of other tetrahedra. F-doped silica of optical fiber grade were obtained from Sumitomo Electric Company and made into a cube suitable for the cube resonance method. The thermal expansivity was also measured for comparison. The results are summarized in Table 28.2, along with the temperature derivatives of elastic moduli. Although the elastic moduli decreased with F content as expected, the thermal expansion coefficient remained almost unchanged. Furthermore, the anomalous elastic behavior of fused silica, which is the positive temperature coefficients of elastic moduli, is enhanced by F doping. This means that the anomaly inherited in fused silica is not released by breaking the bridging oxygen bonds by F ions, because the nanolevel voids or open space in the network responsible for the change in bridging angle still exist.

At this moment, it is difficult to replace oxygen in amorphous silica by nitrogen or carbon, although it has been postulated that nitrogen or carbon have an ability to bond three or four silicons in the glass network, as in the cases of Si$_3$N$_4$ and SiC, and increase mechanical properties considerably due to more tightly crosslinked structures than found in fused silica. A number of evidences have been given for multicomponent oxynitride glasses [34, 35]. A noteworthy one is that of oxy carbide glasses in the Mg–Al–Si–O–C systems by Homeny, Nelson, and Risbud [36]. By utilizing respective oxides and SiC powders, they were able to obtain the glasses containing carbon content up to 0.37 mol %.$^\circ$ The density increase for the highest C-containing glass was about 4%,$^\circ$ accompanied with 12%,$^\circ$ increase in Young’s modulus, 11%,$^\circ$ increase in shear modulus, and 17%,$^\circ$ increase in hardness. Their other data of oxynitride glasses show the increase of density and Young’s modulus by 0.84%,$^\circ$ and 4.0%,$^\circ$, respectively, when substituted

<table>
<thead>
<tr>
<th>Table 28.2. Physical Properties of F-Doped Silica</th>
</tr>
</thead>
<tbody>
<tr>
<td>F content (wt %)</td>
</tr>
<tr>
<td>Density (g/cm$^3$)</td>
</tr>
<tr>
<td>Young’s modulus (Y) (GPa)</td>
</tr>
<tr>
<td>Shear modulus (G) (GPa)</td>
</tr>
<tr>
<td>Bulk modulus (K) (GPa)</td>
</tr>
<tr>
<td>Thermal expansivity ($ \times 10^7$ / °C)</td>
</tr>
<tr>
<td>($dG/dT$)/G ($ \times 10^8$ / °C)</td>
</tr>
<tr>
<td>($dK/dT$)/K ($ \times 10^4$ / °C)</td>
</tr>
</tbody>
</table>
by 1 mol % of nitrogen. These changes gives almost the same Young's modulus–
volume relationship for the densified glasses in Fig. 28.6.

A large amount of nitrogen can be incorporated into binary CaO–SiO$_2$
glasses by using Si$_3$N$_4$ [37]. The changes in physical properties induced by the
substitution of oxygen by nitrogen for calcium metasilicate glasses given in Figs.
28.7 and 28.8 was not so much different from the values given by others. These
binary or ternary oxide glasses behave in a normal thermal fashion like crystals
because of a large amount of network-modifying cations exist, thus depressing
the contribution of the bending, tilting, or twisting motion of SiO$_4$ tetrahedra to
the overall change in physical properties. Consequently, the increase in bond
strength introduced by other constituents is reflected directly to the physical
properties. This is why the data of the thermal expansion coefficient show a
normal behavior, that is, a tendency to decrease with increasing density or
elasticity and approach the value of Si$_3$N$_4$. As for the elastic moduli, calcium
metasilicate glasses also contain an open space or voids in their glass structure
and may give an influence in elastic behavior as in the case of the pore–matrix
composite system. The Young modulus–volume relationship for this series of
glasses shows that this is the case.

![Graph](image-url)

Figure 28.6. Young's modulus of amorphous films in a SiO$_2$–Al$_2$O$_3$ system.
Figure 28.7. Young's modulus of CaSiO₃ glass containing nitrogen.

Figure 28.8. Thermal expansivity of CaSiO₃ glass containing nitrogen.
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DETERMINATION OF THE SKELETAL DENSITY OF SILICA GELS FROM WIDE-ANGLE X-RAY DIFFRACTION

L. ESQUIVIAS, C. BARRERA-SOLANO, N. de La ROSA-FOX, F. L. CUMBRERA, AND J. ZARZYCKI

29.1. INTRODUCTION

In recent years there has evolved a growing interest in new techniques for solventless hydrolysis [1-3]. One of these consists of submitting a mixture of tetraethoxysilane (TEOS) + H$_2$O to the action of ultrasound. These very dense sonogels show important textural differences from similar gels obtained in alcoholic solution [4-7] that make them potential candidates for improved low-shrinkage matrices for ceramic-ceramic composites.

From a structural point of view, no noticeable changes in silicon coordination may be expected in silica aerogels with respect to bulk vitreous silica. Because of the defects on the pore-matrix interface, the short-range order may be affected by the texture of gels, which depends on the preparation conditions [8]. These defects are highly reactive, and water molecules form silanol sites with surface atoms. The presence of hydroxyls implies a slight elongation in the adjacent Si–O bond lengths [9], and small variations in the short-range order of the gel may occur depending on the method of preparation. Here the results of an X-ray radial distribution function (RDF) analysis of a sonogel and gel prepared in alcoholic solution are reported.
316 DETERMINATION OF THE SKELETAL DENSITY

Recently, a controversy has risen over the skeletal density of the elementary particles that form the gel and values that range from 0.2 g/cm$^3$ to that of the bulk solid 2.2 g/cm$^3$ [10–14]. Results depend on resolution of the method of measuring and on the scale at which the density is measured.

Wide-angle X-ray diffraction offers a possible method of measuring the skeletal density with a resolution of the order of the X-ray wavelength, because the Fourier transform of the interference function implicitly involves this parameter. Problems arise because of spurious oscillations appearing in the transformed function due to the lack of high-angle data. They are not entirely smoothed out by usual extrapolation methods, making it impossible to accurately determine the density.

In this Chapter an evaluation of this parameter is carried out for a sonogel and a gel obtained in alcoholic solution by the maximum entropy method (MEM) [15]. This method finds the RDF of an arrangement of atoms as the one corresponding to the atomic distribution of maximum entropy compatible with the accessible data and density. Thus, it allows the evaluation of the skeletal density at the scale of several angstroms.

29.2. EXPERIMENTAL

The hydrolysis of TEOS (Fluka), was obtained by subjecting a mixture of TEOS and water to ultrasonic radiation [4]. TEOS was hydrolyzed using 4 mol H$_2$O/mol TEOS. The pH of the mixture was adjusted to close to 2 by the addition of 12 N HCl to the water of hydrolysis and measured 30–60 sec after the onset of the application. In the following SG is used to designate the sonogel and CG the corresponding classic gel (obtained with a dilution of 3.4 mol alcohol/mol TEOS). The liquids were kept in hermetic containers under isothermal conditions at 50°C until gelation.

Humid gels were dried by hypercritical evacuation [16] of the residual products (to a large extent, ethanol). For the autoclave treatment, the critical conditions were $P = 190$ bars, $T = 320°C$. Apparent densities, $d_a$, were measured by mercury volumetry and specific surfaces, $S'$, by Brunaur-Emmett-Teller using nitrogen. The aerogels were submitted to an oxidation treatment in oxygen at 500°C for 5 hr followed by a dehydratation treatment in CCl$_4$ at 500°C for 8 hr.

The obtained aerogels and commercial vitreous silica were ground to fine powders (<40 μ) and compacted by pressure into bricks of approximately 20 × 20 × 1 mm$^3$ from which X-ray diffraction intensities were measured on a D500 Siemens diffractometer equipped with conventional Bragg–Brentano geometry and a Mo anode. The Mo $K_\alpha$ line ($\lambda = 0.71069$ Å) was selected by means of a bent graphite monochromator in the diffracted beam.

Four series of data were collected in the interval $5.6' < 2\theta < 110'$. From 5.6 to 70', step sizes of $(2\Delta\theta) = 0.2'$ were used and from 70' to 110' steps of $(2\Delta\theta) = 0.5'$ were used. Pulses were counted using a scintillation counter, the
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number of counts never being less than 2000. Mean values of those measured in
each observation were assigned to that position.

Data were corrected for background, polarization, and multiple scattering
[17] and normalized into electronic units by the high-angle method [18, 19],
and then the Compton scattering was subtracted.

29.3. RESULTS AND DISCUSSION

29.3.1. Description of the Results

Figure 29.1 shows the spectra of X-ray diffraction intensities for both in-
vestigated gels and vitreous silica as a function of the scattering vector modulus
\( s = 4\pi/\lambda \cdot \sin \theta \). The low order of atomic arrangement inside the elementary
particles with regard to \( V-SiO_2 \) is obvious from the lower scattering maxima
and shift of these maxima toward higher \( S \) values. Other features are the absence
of a characteristic vitreous silica shoulder between 2.2 and 2.7/Å [20] and a
significant drastic increase in depth of the minimum located at 6/Å in the gel
pattern, clearly observed in the interference function \( s \cdot i(s) \) (Fig. 29.2).

\[
F(s) = s \cdot i(s) \quad \text{and} \quad i(s) = \frac{I_{eu} - \sum x_i f_i^2}{(\sum x_i f_i)^2}
\]

where \( x_i \) and \( f_i \) are, respectively, the atomic fraction and atomic amplitude of the
\( i \) element, which is \( i = Si, O \). \( I_{eu} \) represents the resulting intensity in electronic
units after corrections. The RDF is calculated as

\[
4\pi r^2 \rho(r) = 4\pi r^2 \rho_0 + rG(r)
\]

where \( \rho_0 \) and \( \rho(r) \) represent, respectively, the mean atomic distribution and the
local atomic density. \( G(r) \) stands for the Fourier transform of the interference
function.

\[
G(r) = \int_0^{\infty} F(s) \sin(sr) ds
\]

Data were extended until \( s_{\text{max}} = 40/Å \) by the method proposed by D'Anjou and
Sanz [21].

The reduced radial distribution functions, \( rG(r) \), are represented in Fig. 29.3.
This function shows the difference between the RDF and the one describing a
distribution with a uniform local density \( \rho_0 \), each peak corresponding to a
coordination sphere.

A correspondence between homologous peaks of the \( rG(r) \) of bulk silica and
that of SG can be discerned until the value of \( r \) becomes around 11 Å:CG.
Beyond these distances the characteristic short-range order of vitreous silica is
broken. It can be interpreted as evidence of the different size of the elementary particles that build up the gels. Thus, the sonogels are formed by appreciably smaller particles than the classic gel.

The first peak of $rG(r)$ of gels are found slightly shifted toward a higher $r$ value than that of vitreous silica. The differences in shape and width of the second peak of gels' $rG(r)$ in comparison with that of the bulk silica point out a distortion of the characteristic tetrahedral silica network. The positions of higher order maxima are also shifted toward higher values to an amount that

Figure 29.1. X-ray diffraction patterns of vitreous silica, CG, and SG samples after corrections and normalized in electronic units.
increases with $r$, which could indicate a skeletal density value somewhat smaller than 2.2 g/cm$^3$.

### 29.3.2. Determination of the Skeletal Densities

An approach to determine the skeletal density of gels may be obtained by taking into consideration that for $r$ smaller than the minimal first neighbor's length $rG(r)$ must be equal to $-4\pi r^2 \rho_0$. Unfortunately, unwanted ripples in this zone make this method useless.
Recently, Wei [15] proposed the use of the maximum entropy method to obtain the correlation function in the direct space, because it is free from the drawbacks attached to other methods. In this method the strategy consists of obtaining the RDF that maximizes the system's entropy compatible with the experimentally accessible data and avoids any arbitrary assumption over inaccessible data.
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The entropy $S$ of a structure with spherical symmetry composed by $N$ scattering centers distributed over $M$ spherical shells of volume $4\pi r^2 \Delta r$ is

$$S = C N \ln N - C \sum 4\pi r^2 \Delta r \cdot \rho_r \ln \rho_r$$

$C$ being a constant and $\rho_r$ the radial density of scattering centers in the $j$ shell. The experimental constraints set up an $(L + 1)$ system of equations:

$$\sum 4\pi r^2 \rho_r \sum 4\pi r^2 \rho_0$$

for the macroscopic density, besides the $L$ equations

$$\sum 4\pi r^2 \rho_r \sin c(x) \cdot \Delta r = i(s), \quad l = 1, 2, \ldots, L$$

which corresponds to the Fourier inversion in the $L$ known values of the structure factor $i(s)$, and $\sin c(x) = \sin x/x$.

The problem may be satisfactorily solved by means of the Lagrange multipliers leading to the result

$$\rho_r = \exp[-1 - \mu - \mu \sin c(x)]$$

where $\mu_0, \mu_1, \ldots$ are the unknowns to be evaluated. In this case the highly nonlinear system is solved numerically by means of an algorithm based on the Newton method [22], with the initial values $\mu_0 = 1 - \ln \rho_0$ and $\mu_1 = 0$ for $l = 1, \ldots, L$. Typical CPU times range between 3 and 5 min.

This procedure allows for a reliable estimate of the materials' real macroscopic density. In fact, the $\mu_0 = 1 - \ln \rho_0$. Lagrange multiplier is an adjustable parameter of the problem. On this basis, values of 0.0630 ± 0.0005 atoms/A$^3$ (2.09 ± 0.02 g/cm$^3$, in macroscopic terms) and 0.0660 ± 0.0005 atoms/A$^3$ (2.19 ± 0.02 g/cm$^3$) were found for both gels and bulk silica glass, respectively.

29.3.4. Textural Characteristics

Specific porous volume calculated as

$$V_p = \frac{1}{d_s} - \frac{1}{d_s}$$

where $d_s$ is the skeletal density, are shown in Table 29.1 together with other derived textural macroscopic quantities; $V_p / S$ values are included as a reference of the average pore size. These values agree with the smaller size of sonogel particles, because small particles give rise to small pores that have a more important surface/volume ratio and a small porous volume.
TABLE 29.1. Textural Characteristics of Gels

<table>
<thead>
<tr>
<th></th>
<th>$d_v$ (g/cm$^3$)</th>
<th>$S'$ (m$^2$/g)</th>
<th>$S'd_v$ (m$^2$/cm$^3$)</th>
<th>$V_o$ (cm$^3$/g)</th>
<th>$V_o/S'$ (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classic gel</td>
<td>0.30</td>
<td>745</td>
<td>223</td>
<td>2.85</td>
<td>38.3</td>
</tr>
<tr>
<td>Sonogel</td>
<td>0.98</td>
<td>634</td>
<td>621</td>
<td>0.54</td>
<td>8.5</td>
</tr>
</tbody>
</table>

Figure 29.4. RDFs of vitreous silica, CG, and SG calculated from the maximum entropy method.
29.3.4. Short-range Order of Gels

The area under the first maximum is related to the average number of atoms in the first sphere of coordination by \[23\]

\[ A = \frac{1}{(\sum x_iZ_i)^2} \sum \sum x_iZ_iZ_{ij}n_{ij} \]
DETERMINATION OF THE SKELETAL DENSITY

$Z_i$, being the atomic number of the $i$ element ($i = \text{Si, O}$), $n_{ij}$ is the averaged number of $j$ atoms in the first coordination sphere of an $i$-type atom.

The $n_{ij}$ parameters can be calculated from the formulated hypotheses. Therefore, for vitreous silica $n_{11} = 0$, $n_{12} = 4$, $n_{21} = 2$, and $n_{22} = 0$, which yields $A = 2.99$ atoms.

In Figs. 29.4 and 29.5 are represented the RDFs calculated from MEM and those resulting from the substitution in Eq. 1 of the calculated densities. Table 29.2 accounts for the main structural parameters.

The lower value of the density may be attributed to the presence of hydroxyls, that is, to say Si–O nonbridging bonds, standard distance of which is 1.54 Å [9]). This causes a slight shift in the adjacent bridging Si–O bond length (Table 29.2), as well as a broadening of the first peak and a distortion of tetrahedra arrangement as is reflected in the shape of the second peak in each of the gel RDFs (Figs. 29.4 and 29.5).

The $[\text{SiO}_4]$ tetrahedral structure is preserved in both gels by taking into consideration the area below the first peak, although the presence of nonbonded oxygen might cause a lowering of the average coordination, in particular in CG.

29.4. CONCLUSIONS

Skeletal densities of aerogels prepared by two different methods were determined with a high resolution by means of a wide-angle X-ray diffraction experiment.

Both gels are formed by elementary particles of density 2.09 g/cm$^3$. The size of the sonogel particles is appreciably smaller than that of the classic gel, which explains the high apparent density and microporosity of those aerogels.

| TABLE 29.2. Structural Parameters Deduced from the Radial Distribution Functions Resulting from the Extrapolation of Data Described in Ref. 21 and Applying the Wei Method [15] |
|---------------------------------|-----------|-----------|
| Silica                          |           |           |
| Extrapolation of data           | 2.99      | 1.61      | 3.10      |
| Wei method                      | 2.90      | 1.59      | 3.05      |
| Classic gel                     |           |           |
| Extrapolation of data           | 2.87      | 1.64      | 3.08      |
| Wei method                      | 2.66      | 1.68      | 2.90      |
| Sonogel                         |           |           |
| Extrapolation of data           | 2.97      | 1.64      | 3.10      |
| Wei method                      | 2.77      | 1.68      | 3.05      |
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The short-range order is affected by the surface defects yielding a longer average bond length and a distortion in the tetrahedral vitreous silica network.
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MODULUS OF RUPTURE FOR ROOM-TEMPERATURE GELS DERIVED FROM METHYLTRIMETHOXYSILANE

GEORGE E. WHEELER AND SANDRA A. FLEMING

30.1. INTRODUCTION

Since the nineteenth-century, attempts have been made to preserve stone sculpture and monuments with alkoxy silanes. In fact, only 15 years after the synthesis of tetraethoxysilane (TEOS) by von Ebelman in 1846 [1], von Hoffmann [2] suggested that it might be exploited as a preservative for the deteriorating stonework of the then recently re clad Houses of Parliament in London. This suggestion, however, bore little fruit for more than 100 years.

Bailey and Schaffer [3] summarized the century of futility in 1964,

... all organized trials known to have been made with it [i.e., TEOS], including those of A. P. Laurie who patented its use, have been discouraging. On stone of reasonably good quality it has had no apparent effect, good or bad. On stone of relatively poor quality its use has been followed by scaling of the treated surfaces.

Although the last 20 years have witnessed advances in the use of alkoxy silanes as consolidants for stone [4–7], the results of any individual treatment are still neither predictable nor consistent. Among the reasons for this
fact is that a fundamental understanding of these consolidants is lacking. The work presented here is an attempt to explore one of these fundamental properties, namely, modulus of rupture (MOR) for gels derived from methyltrimethoxysilane (MTMOS) at room temperature.

### 30.2. SAMPLE PREPARATION AND TESTING

Gels were prepared from 4:1 molar proportions of distilled water to MTMOS and either 200-proof dehydrated punctilious ethanol or high-performance liquid chromatography-grade 2-propanol as the solvent. The molar proportions of solvent to MTMOS ranged from 1.5 to 3.0:1. A volume of 100 ml of each mixture was allowed to react in an open polypropylene container at ambient laboratory relative humidity and temperature (on average 32.4% and 26.3°C, respectively, for the period in question). The containers were left open to mimic field application conditions. Samples of neat MTMOS and neat ethyltrimethoxysilane (ETMOS) were also allowed to react under the same conditions. Each of the above-mentioned mixtures conduced to rigid monoliths with masses from between 9% and 33% of the original liquids.

The components and proportions were arrived at through extensive testing. For open systems it was determined that uncracked monoliths of reasonable strength could not be prepared at room temperature with either tetramethoxysilane or tetraethoxysilane. Neither could these monoliths be prepared with molar proportions of water to MTMOS greater than 7:1. Solvents with high vapor pressures such as acetone (231 mm Hg at 25°C [8]; all vapor pressures are taken from Ref. 8) or methanol (127 mm Hg) produced extensive cracking. Solvents with lower vapor pressures such as methylcellosolve (9.7 mm Hg) or ethylcellosolve (5.3 mm Hg) produced only weak gels. Solvents such as t-butanol or 2-pentanol did not have adequate cosolvency for the water and the MTMOS. Ethanol (59.0 mm Hg) and 2-propanol (43.3 mm Hg) gave monoliths consistently when molar proportions of water to MTMOS between 2 and 4:1 were employed. All mixtures were uncatalyzed: Bases in general produced cracking, and acids are incompatible with calcite-containing stones such as marbles, limestones, and calcareous sandstones from which so much of our sculpture and architecture have been constructed.

All mixtures were slow to gel taking from 1 to 2 weeks. The gels were aged under ambient conditions for approximately 5 months. At that time the monoliths were cut into small "planks" measuring approximately $53 \times 3.0 \times 2.0 \text{ mm}^3$ with a diamond wafering saw and a petroleum-based lubricating fluid.

Following the procedure and using the apparatus of Pardenek, Fleming, and

---

*Materials and manufacturers: methyltrimethoxysilane, Dow Corning Corporation, Z6070; ethyltrimethoxysilane, Petrarch Systems, E6382; ethanol, USI Chemicals Co.; 2-propanol, Aldrich Chemical Co., 27,049-0; ISOCUT lapping fluid, Buehler LTD, 11-193-032; ISOMET low-speed saw, Buehler LTD, 11-1180. The two alkyltrimethoxysilanes were distilled directly before use.*
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Klein [9], each sample was stressed until rupture in a three-point bend configuration in accordance with ASTM c674-81. The operative equation for samples of rectangular cross section is

\[ M = \frac{3PL}{2bd^2} \]

where
- \( M \) = modulus of rupture
- \( P \) = load at rupture
- \( L \) = distance between supports
- \( b \) = width of specimen
- \( d \) = thickness of specimen

A minimum of five samples for each mixture type was tested with the exception of ETMOS for which there was only three samples.

30.3. RESULTS AND DISCUSSION

The MORs for the various gels are found in Table 30.1. It is clear from the table that the concentration of solvent in the original mixture affects the MOR. For ethanol, the modulus decreases with the increase in the solvent concentration, that is, with more solvent in the pores of the gel, there is less opportunity for the condensation reactions to occur that would stiffen the gel. For 2-propanol the effect is the same, but more dramatic. In moving from 2.0 to 3.0 mol of solvent per mole of MTMOS, the modulus decreases by over 32 MPa. It was expected that the 4.0:2.0 2-propanol gel would be weaker than the same gel prepared with ethanol. It might be argued that more solvent would escape in the ethanol gel due to that solvent's higher vapor pressure. However, the average MOR is about

<table>
<thead>
<tr>
<th>Sample</th>
<th>Water : MTMOS°: Solvent (molar proportions)</th>
<th>Modulus of Rupture (MPa)</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.0:1:1.5 (EtOH)</td>
<td>52.6</td>
<td>4.40</td>
<td></td>
</tr>
<tr>
<td>4.0:1:2.0 (EtOH)</td>
<td>48.8</td>
<td>2.95</td>
<td></td>
</tr>
<tr>
<td>4.0:1:2.5 (EtOH)</td>
<td>43.6</td>
<td>3.13</td>
<td></td>
</tr>
<tr>
<td>4.0:1:2.0 (2-propanol)</td>
<td>53.0</td>
<td>13.5</td>
<td></td>
</tr>
<tr>
<td>4.0:1:3.0 (2-propanol)</td>
<td>20.8</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>Neat MTMOS</td>
<td>57.5</td>
<td>5.82</td>
<td></td>
</tr>
<tr>
<td>Neat ETMOS</td>
<td>36</td>
<td>n.d.</td>
<td></td>
</tr>
</tbody>
</table>

°Abbreviations used: MTMOS, methyltrimethoxysilane; ETMOS, ethyltrimethoxysilane.
MODULUS OF RUPTURE

4 MPa higher for 2-propanol, although the standard deviation for these gels is high.

The highest MOR is obtained for neat MTMOS, that is, with no solvent and no water added. The MTMOS will hydrolyze with atmospheric moisture and ultimately produce a gel. It has been shown that the nature of these gels is strongly dependent on the ambient relative humidity and that in general the amount of gel is lower and the strength of the gel is greater at lower relative humidities [10]. The mass of the gel formed in this way is as low as 9% of the original mass of MTMOS and can be even lower when reacted within porous media such as stones [11]. This low mass return would necessitate multiple treatments for adequate consolidation. Neat ETMOS on the other hand has over a 30% mass retention while its MOR is lower by approximately 29 MPa. ETMOS gels also have greater flexibility, and this flexibility may prove to be an added advantage for a consolidant.

30.4. CONCLUSIONS

The test results indicate that reducing the solvent concentration to lower levels improves the MORs of these room-temperature gels derived from MTMOS. There is a delicate balance between too great a volatility of solvent, which can crack the gel during drying, and too low a volatility of the solvent, which thereby inhibits condensation in the gel. MTMOS gels retain a flexible network during drying and can produce strong, uncracked monoliths under conditions not possible for gels derived from tetraalkoxysilanes. Proportions of water to MTMOS (between 2 and 4:1) more in keeping with good film or fiber formation also produce better monoliths. Further work is being pursued in examining other mechanical properties of these gels such as elastic modulus and viscosity.
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SOL–GEL-DERIVED TITANIA–SILICA GEL–GLASSES

YEU-CHYI CHENG AND LARRY L. HENCH

31.1. INTRODUCTION

TiO$_2$–SiO$_2$ glasses are of significant technical importance due to their unusual thermal expansion behavior. The linear thermal expansion coefficient decreases with increasing titania content, with zero expansion in the range of 7–8 wt % TiO$_2$ [1, 2]. Conventionally, the titania-doped silica glasses, produced either by melting or by flame hydrolysis, are difficult to prepare as large, transparent, homogeneous single-phase materials. Recently, the sol–gel technique has been successfully used to prepare glasses at a relatively lower temperature. Yoldas [3] and Kamiya and Sakka [4, 5] have shown that it is possible to prepare titania–silica glasses through this route, which involves hydrolyzing liquid metal alkoxides and subsequently heating the gel to produce a vitreous glass.

It is concluded from X-ray diffraction [6] and infrared analysis [7, 8] that the titanium ions are in tetrahedral coordination in the TiO$_2$–SiO$_2$ glass system with up to 10.5 wt % TiO$_2$. Also, these glasses are built up of a homogeneous network in which each TiO$_4$ tetrahedron is linked to four SiO$_4$ tetrahedra.

The objectives of this investigation are (1) to study the effect of atmosphere on the densification of the TiO$_2$–SiO$_2$ monoliths, (2) to determine the physical properties as a function of densification temperature, and (3) to investigate the effect of densification on the coordination of titanium ions in the monolith throughout densification using Fourier transform infrared spectroscopy.

31.2. EXPERIMENTAL PROCEDURES

The monolithic titania–silica gels were prepared as previously reported by a prehydrolysis method using nitric acid as the catalyst [9]. Titanium isopropanoxide (TIP) and silicon tetramethylorthosilicate (TMOS) were used as the alkoxide precursors. The sol was prepared by adding one-fourth of the stoichiometric amount of water into the desired amount of TMOS, followed by the addition of TIP under vigorous stirring. Additional water was then added to complete gelation after sufficient mixing. The gels were cast in polyethylene containers, aged at 75°C for 2 days, and slowly heated from room temperature to 170°C in 4 days. Discs of 3 × 1 cm² and rods of 2 × 9 cm² were obtained.

The gels were densified by conventional sintering in both ambient static and controlled dried air atmosphere. A heating rate of 50°C/hr below 600°C was used to remove physisorbed water and organics on the surface of the gel. The humidity in the ambient static air ranged from 65 to 80%. In the controlled dried air atmosphere, the water content was less than 6 ppm.

The surface area, average pore radius, and pore volume were determined by the N₂ adsorption Brunaur-Emmett-Teller method using a Quantachrome Autosorb-6 sorption system [10]. Diamond pyramid hardness numbers were obtained using Micro Hardness Tester (Leco Co., Warrendale, PA) with a load of 100 g for 12 sec. Densities of the gel–glasses were determined using mercury and helium pycnometry (Quantachrome, MPY-1, Syosset, N.Y.).

31.3. RESULTS

Figure 31.1 plots the change of bulk density as a function of densification temperature for gels with different titania content. Below 700°C, the bulk density increases as temperature increases regardless of sintering atmosphere. Figure 31.2 shows the increase in skeletal density for 3, 5, and 8% titania–silica glasses.
as a function of sintering temperature. All the samples were ground into fine powder and treated in dried air atmosphere at the desired temperature for 2 hr.

The infrared spectra of the titania-silica gel-glasses are shown in Fig. 31.3. The intensity of the bands at 460, 945, and 1050 cm$^{-1}$ increase with successive increase in temperature. In addition, the peak maxima shift toward higher wavenumbers as the densification temperature increases.
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Figures 31.4 and 31.5 illustrate the effect of processing temperature on the physical properties of titania–silica gel–glasses when sintered in flowing dry air. The change of linear dimension, weight loss, and skeletal density as a function of temperature for 5% titania–silica gel–glass is shown in Fig. 31.6.

31.4. DISCUSSION

All the physical properties determined in this study, that is, microhardness, specific surface area, pore radius, pore volume, and bulk density, show no significant changes below 600°C regardless of TiO₂ content. Above 600°C, these properties change rapidly with temperature. However, there is about 6% shrinkage when the dried titania–silica gels are heated to 600°C for all the compositions studied. Gel shrinkage can be attributed to four mechanisms: (1) capillary contraction, (2) condensation–polymerization, (3) structural relaxat-

Figure 31.4. The effect of processing temperature on the hardness and surface area of titania-silica gel-glasses (a) 3%TiO₂ (b) 7%TiO₂.

Figure 31.5. The effect of processing temperature on the pore volume and pore radius of titania-silica gel-glasses (a) 3%TiO₂ (b) 7%TiO₂.
ion, and (4) viscous sintering [11]. Below 400°C, the skeletal density of the gels is essentially constant (see Fig. 31.2) with 10% weight loss in this temperature regime as indicated by thermogravimetric analysis results (see Fig. 31.6). This weight loss is attributed to the desorption of water molecules and pyrolysis of the gels. Thus, shrinkage in this temperature range is attributed to condensation reactions, Si−OH + HO−Si → Si−O−Si + H₂O, which result in a more rigid network and increases the bulk density and microhardness.

At higher temperature (<600°C), structural rearrangement or structural relaxation takes place due to available thermal energy, which results in the decrease of the excess free volume. This is confirmed by the increase of the skeletal density as shown in Fig. 31.2. Thus, both condensation and structural relaxation contribute to the shrinkage observed. In addition, the network structure is further strengthened as indicated in Fig. 31.3. The infrared peak at 1050 cm⁻¹, attributed to the antisymmetric Si−O stretching mode within the SiO₄ tetrahedra, and the peak at 460 cm⁻¹, attributed to the bending mode of O−Si−O within tetrahedra and Si−O−Si between tetrahedra, are shifted toward higher wavenumbers, suggesting higher force constant for the vibrations. The vibrational band associated with TiO₄ tetrahedra is obtained at 945 cm⁻¹, as reported in the literature [8, 9].

It is observed that gels sintered under ambient static atmosphere all bloated at a temperature above 800°C. On the other hand, sintering conducted under a dried air atmosphere showed no sign of bloating at a temperature of 1000°C. This is presumed to be due to the lower water content of gels sintered in dried air atmosphere. Densification of silica glass increases with increasing OH content [12]. Consequently, densification starts earlier for gels with higher water content, as in the case of static ambient atmosphere, and bloating is observed, because pores are closed before water can be thermally desorbed.

There is no question that gels with higher titania content are more difficult to sinter. Because the size of the Ti⁴⁺ ion is larger than that of Si⁴⁺, it is expected that as Ti⁴⁺ enters the glass network, both bond angle and bond length are

![Figure 31.6](image-url)
affected. Greegor et al. [13] and Morikawa et al. [14] have shown a Ti–O–Si bond angle of 159° and a Ti–O distance of 1.80 to 1.86 Å compared to the 152° Si–O–Si bond angle and 1.6 Å Si–O bond distance. Thus, the network structure "opens up" upon titania addition. The increase in densification of the TiO₂–SiO₂ glasses thus may be attributed to the introduction of more easily deformed Ti–O–Si bonds, which increase the ease of structural rearrangement.

31.5. CONCLUSIONS

Large, monolithic TiO₂–SiO₂ gel–glasses were produced using organometallic sol–gel technology. The physical properties of the gel–glasses do not change significantly below 600°C in either an ambient static or controlled dried air atmosphere. Above 600°C, the properties change rapidly with densification temperature. Bloating of the samples was observed when sintering was carried out in ambient static, but not in controlled dried air atmosphere. This was attributed to the difference in the water content of the samples, which resulted in the difference in densification rates. The network structure is strengthened as densification temperature increases, as indicated by the increase in the wavenumbers of infrared vibration peak. The vibrational band associated with TiO₄ tetrahedra is obtained at 945 cm⁻¹. The increase in densification with increasing titania concentration is explained in terms of the weaker nature of the Ti–O–Si bond, increasing the ease of structural rearrangement as titania content increases.
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CONVENTIONAL AND MOLECULAR COMPOSITES—PAST, PRESENT, AND FUTURE

W. WADE ADAMS AND SATISH KUMAR

32.1. INTRODUCTION

Advanced fiber-reinforced composite materials are here to stay in aerospace applications; they are no longer laboratory curiosities or trial materials forced upon the design engineer. The fraction of the structural weight of modern military aircraft composed of advanced composites is rapidly increasing, with aircraft of over 50% already flying. In civilian aviation, the Beechcraft STARSHIP exemplifies the (nearly) 100% advanced composite airplane. This dramatic increase in usage is due to a number of factors, including increased user confidence, demonstrated performance over time, and greatly improved property levels. Much of the impetus in the United States has come from the Air Force Materials Laboratory's programs seeking to advance the state of the art, but the growing willingness on the part of the defense aerospace contractors (airframe manufacturers) to incorporate composite technology comes from performance and economic factors. Research and development in advanced fiber-reinforced composites is driven by defense needs, but the total aerospace and military use of composites is only 1.5% by weight of the total worldwide use of composite materials (Fig. 32.1) [1]. However, the cost of aerospace composites is nearly half that of all composite materials. This Chapter will review
progress in the area of conventional and advanced composites using polymeric or carbon-reinforcing fibers with thermoset or thermoplastic matrix resins. Lower performance materials such as glass/polyester composites are only included for comparison.

Currently, experimental polymeric fibers have tensile stiffness (modulus) and strength approaching 50 and 1 mpsi, respectively, with a theoretical tensile modulus of about 100 mpsi [2]. Commercial pitch-based carbon fibers with tensile modulus of up to 130 mpsi have a tensile strength of 570 kpsi. Commercial polyacrylonitrile (PAN)-based carbon fibers are available with a "e strength of up to 1 mpsi or with modulus of 80 mpsi. However, the full benefits of high fiber strength and modulus have not been utilized in structural applications, because all polymeric fibers and the high modulus carbon fibers have poor axial compressive strength [3].

Thermoset and thermoplastic matrix resins are now available with service temperatures in excess of 500°F. Developments in high-temperature matrix resins have reached the stage that further improvements in the matrix thermal stability alone are not useful unless accompanied by increased thermooxidative stability of the fiber and its surface finish. Variations in electrical and thermal conductivity of composites are useful for a number of potential applications, including radar transparency, de-icing applications on aerospace structures, and electromagnetic shielding.

The recently evolved molecular composite concept uses a rigid-rod polymer to reinforce a flexible matrix polymer at the molecular level in a manner analogous to a macroscopic fiber-reinforced composite [4]. Molecular composites have potential advantages over conventional fiber-reinforced composites.
FIBERS

Conventional composites can have poor adhesion between the fiber and matrix and invariably have a mismatch in thermal expansion coefficients (CTE) between fiber and matrix. The problem of weak interface and mismatch in CTE is likely to be eliminated in molecular composites due to molecular level mixing. The possibility also exists for achieving even better properties from synergistic effects because of molecular level mixing.

32.2. FIBERS

The field of high-performance fibers for use in composites continues to make rapid progress. Commercial fibers currently being used in advanced composites include carbon (T300, T1000, P1000), glass, boron, SiC, alumina, aramid (Kevlar), and extended-chain polyethylene (Spectra), whose specific properties are shown in Fig. 32.2. Significant property improvements continue to be made in many of these commercial fibers.

Carbon fibers were invented approximately simultaneously in England and the United States by Sir Joseph Swan and Thomas Edison, respectively, in the 1860s. The intended application was not structural, but electrical in nature, and filaments made by carbonizing bamboo or cotton thread were used widely in electric Edison lamps until replaced by tungsten wire in the 1920s (for interesting reviews of this early history, see Refs. 5 and 6 and references cited therein). Glass fibers were used with polyester matrix resins in World War II for fiberglass composite radomes, leading to a very popular postwar industry for shaped structures, such as boat hulls and pools. However, the weight penalty of glass-fiber composites led scientists to continue research into higher specific property fibers. In the early 1960s, Watt at the Royal Aircraft Establishment produced the first high performance carbon fiber from PAN precursor fiber, which accelerated interest in carbon fibers and helped spawn an active industry in England, Japan, and the United States, mostly focused on structural aircraft applications [6]. Currently PAN-based carbon fibers with tensile strength as high as 1 mpsi (with modulus of 35–42 mpsi) and modulus as high as 80 mpsi (with tensile strength of 500 kpsi) are commercially available. Pitch-based carbon fibers are available with a tensile modulus of over 120 mpsi and tensile strength of 550 kpsi [3]. Although extremes in modulus and strength have been achieved, a better balance of both properties is still sought.

The early synthetic fibers (e.g., nylon and polyester) were useful only for low-temperature applications (typically less than 100°C). Compared to other structural materials of that time these early fibers were also characterized by relatively low mechanical properties, significant viscoelasticity, and poor environmental and chemical resistance. Poly(paraphenylene terephthalamide) (PPTA) was the first polymeric fiber to be developed and commercialized (as
Kevlar in 1970), with high thermal stability, good mechanical properties, and good resistance to chemicals and environmental conditions [7]. These aramid fibers have found composite applications including projectile-proof armor and filament-wound pressure tanks. With recent advancements in processing technology, it is now possible to prepare polyethylene fibers in the extended molecular chain conformation, characterized by high modulus and high tensile strength, but these fibers (such as Spectra) are still limited to low-temperature applications (less than 130°C) [8]. The new aromatic heterocyclic rigid-rod polymer fiber PBO has exceptionally high thermal stability (onset of degradation, 600–700°C), excellent environmental and chemical resistance, and a good balance of mechanical properties (40- to 50-mpsi modulus, 500- to 850-kpsi strength) [2].

The full potential benefits of high fiber strength and stiffness are not being currently realized in structural composites. This is because the improvements in fiber stiffness and strength are not associated with an improvement in the key composite property for aerospace structural applications, namely, axial com-
pressive strength. With the exception of 35- to 42-mpsi modulus PAN-based carbon fiber, axial composite compressive strength is limited due to poor fiber axial compressive strength as evidenced by fiber buckling failure [3].

Similarly, achievements of high stiffness and strength in organic polymeric fibers, such as Kevlar and PBO, have yielded only limited benefits in composites, because all current polymeric fibers have a compressive strength of less than about 70 kpsi. In the past, significant research efforts have focused on understanding and improving the tensile strength and modulus of materials in general and of high-performance fibers in particular. However, it is only recently that the research and development issues related to increasing the compressive strength of high-performance fibers have begun to be addressed in greater depth. Improvements in the compressive strength of polymeric and carbon fibers would be a major breakthrough in both fiber and composite technology. Such issues take added importance when material requirements for advanced projects such as vertical takeoff and landing aircraft or ultra lightweight structures are considered [9]. Fiber electrical properties and thermal conductivity are also currently of interest. For radar transparency, low electrical conductivity materials are preferred, and in this regard polymeric fibers are useful. However, for a host of other applications such as electromagnetic interference shielding, aircraft de-icing, and lightning strike-tolerant aircraft, high electrical conductivity is desirable. Therefore research efforts are in two diverse directions—to increase and to decrease electrical conductivity—while maintaining or improving the mechanical properties. To increase conductivity, carbon fibers have even been coated with various metals. Intercalation of pitch-based carbon fibers is also being pursued for increased conductivity. For example, intercalation of the high-modulus pitch-based P100 fiber with Br is reported to have increased its axial fiber electrical conductivity by a factor of 5 with almost no change in mechanical properties [10].

Active areas of research in high-performance polymeric and carbon fibers for composites are highlighted in Table 32.1 (see Ref. 1 for an overview of high-performance fibers).

<table>
<thead>
<tr>
<th>TABLE 32.1. Fibers—Future Research Areas</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Very high modulus</td>
</tr>
<tr>
<td>• Very high strength</td>
</tr>
<tr>
<td>• Balanced high strength and modulus</td>
</tr>
<tr>
<td>• Improved compressive strength</td>
</tr>
<tr>
<td>• Variations in electrical conductivity</td>
</tr>
<tr>
<td>• Variations in thermal expansion coefficents</td>
</tr>
<tr>
<td>• Thermooxidative stability—fiber and finish</td>
</tr>
</tbody>
</table>
### TABLE 32.2. Matrix Resins

<table>
<thead>
<tr>
<th>Material</th>
<th>$T_g$/$T_m$ ($^\circ$C)</th>
<th>Process Temperature ($^\circ$C)</th>
<th>Tensile Strength (kpsi)</th>
<th>Tensile Modulus (kpsi)</th>
<th>Fracture Energy ($G_{IC}$) (in.-lb/in.$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polyetheretherketone</td>
<td>143 (343)</td>
<td>400</td>
<td>15</td>
<td>450</td>
<td>&lt;23</td>
</tr>
<tr>
<td>Polyphenylene sulfide</td>
<td>90 (290)</td>
<td>343</td>
<td>12</td>
<td>630</td>
<td></td>
</tr>
<tr>
<td>Polyamideimide (Torlon)</td>
<td>275</td>
<td>400</td>
<td>9</td>
<td>670</td>
<td>19</td>
</tr>
<tr>
<td>Polyetherimide (ULTEM 1000)</td>
<td>217</td>
<td>343</td>
<td>15</td>
<td>430</td>
<td>19</td>
</tr>
<tr>
<td>Polyimide (AVIMID K-III)</td>
<td>251</td>
<td>350</td>
<td>15</td>
<td>550</td>
<td>11</td>
</tr>
<tr>
<td>Polysulfone (UDEL P-1700)</td>
<td>190</td>
<td>300</td>
<td>10</td>
<td>360</td>
<td>14</td>
</tr>
<tr>
<td>Polyarylsulfone (RADEL A400)</td>
<td>220</td>
<td>330</td>
<td>10</td>
<td>310</td>
<td>20</td>
</tr>
</tbody>
</table>

*Source: Adapted from Ref. 14.*
32.3. MATRIX MATERIALS

The two types of polymeric matrix materials (resins) used in composites are thermosets (TS) and thermoplastics (TP). In high-performance composites, epoxy is the oldest and most common thermosetting matrix in current use and is available with service temperature of over 350°F. Other newer TS’s of current interest are the bismaleimides (BMI) and the acetylene-terminated (AT) resins. Polypropylene, polyamides, and polycarbonate are examples of the common TP matrices at the lower end of the temperature performance scale. PEEK (polyetheretherketone) and PPS (polyphenylenesulfide) are examples of the current high-performance TP matrices (see Refs. 12–14 for overview of matrix resins). New developments in high-temperature TP’s are becoming very useful for high-performance, high-temperature composites for aerospace applications. Some of the TP matrix resins available today and their properties are listed in Table 32.2. This list is by no means complete, and further development continues.

Compared to the composites using thermosetting matrices, composites using TP matrices offer some advantages and some disadvantages. Advantages include superior damage tolerance and interlaminar fracture toughness (although new heterogeneously toughened TS’s are vastly improved), indefinite prepreg life, and ease of forming odd-shaped parts by using processes such as thermoforming. Because of the flow properties, composites using TP matrices may in some cases be reprocessed and may offer easier repairability. Disadvantages of TP’s are difficulty in making uniform prepregs (because of high viscosity), necessitating very high processing temperatures, and the possibility of creep, although creep in composites is drastically reduced from creep in the TP matrix alone. A list of comparative attributes is shown in Table 32.3.

32.4. COMPOSITES

People have long used structural composites: Straw-reinforced mud for house construction offers adequate mechanical properties and is cheap and repairable, and processing training is easy! Although it is commonly believed that advanced composites date from the 1960s, the first documented use of a composite in the air was a flax fiber-reinforced phenolic resin composite called Gordon Aerolite, which was tested at Duxford, Cambridge, in 1937 [5]. Development work continued on the concept, not just because of possible weight savings, but also because of potential shortages of metals during the war. Paper/phenolic trailing edge skins were tested in 1941–1942, but the bombers sent to North Africa all suffered cracks, and the ones kept in England wrinkled during the wet winter [5].

The first primary aircraft structural application was a glass fiber-reinforced
### TABLE 32.3. Comparison of Thermoset and Thermoplastic Matrices

<table>
<thead>
<tr>
<th>Property</th>
<th>Thermosets</th>
<th>Thermoplastics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix formulation</td>
<td>Complex</td>
<td>Simple</td>
</tr>
<tr>
<td>Melt viscosity</td>
<td>Very low</td>
<td>High</td>
</tr>
<tr>
<td>Fiber wetting</td>
<td>Easy</td>
<td>Difficult</td>
</tr>
<tr>
<td>Prepreg handling</td>
<td>Good</td>
<td>None/fair</td>
</tr>
<tr>
<td>Prepreg stability</td>
<td>Poor</td>
<td>Excellent</td>
</tr>
<tr>
<td>Processing cycle</td>
<td>Long</td>
<td>Short to long</td>
</tr>
<tr>
<td>Processing temperature/pressure</td>
<td>Low to moderate</td>
<td>High</td>
</tr>
<tr>
<td>Fabrication cost</td>
<td>High</td>
<td>Low (potentially)</td>
</tr>
<tr>
<td>Solvent resistance</td>
<td>Excellent</td>
<td>Poor to good</td>
</tr>
<tr>
<td>Environmental resistance</td>
<td>Fair</td>
<td>Good</td>
</tr>
<tr>
<td>Repairability</td>
<td>Poor</td>
<td>Good</td>
</tr>
<tr>
<td>Recyclable</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Impact resistance</td>
<td>Poor to good</td>
<td>Good</td>
</tr>
<tr>
<td>Property data base</td>
<td>Good</td>
<td>Fair</td>
</tr>
</tbody>
</table>

*Source: Adapted from Ref. 14.*

phenolic resin composite fuselage on the BT-15, tested at Wright Field (now Wright-Patterson Air Force Base) during World War II [15]. Composites have featured prominently in aircraft research and development activities ever since, although actually replacing metal airplane structural components with composites has been a slow and sometimes painful process. The extent to which aerospace composites have succeeded is shown by the Federal Aviation Administration’s recent certification of the first commercial civilian aircraft whose structure is made completely from composites, the Beechcraft STARSHIP [16].

Modern composites evolved from chopped-fiber reinforcement (as in fiberglass), and typical properties of chopped-fiber composites are listed in Table 32.4. These are used today for sheet molding compound (SMC) for automotive applications, sports equipment, boat hulls, and so on. In chopped-fiber composites, the full reinforcement potential of the fiber for mechanical properties is not realized due to the low aspect ratio (length to diameter) and low volume fraction of fibers, but chopped-fiber composites can be made isotropic with random orientation of the fibers.

Significantly higher mechanical properties are achieved with continuous fiber-reinforced composites, the focus of most advanced composite activity. Advanced composites manufacturing is through undirectional and multidirectional laminates. First, a prepreg is formed, which is a sheet made from a thin layer of unidirectional fibers impregnated with a matrix resin. Next, prepreg sheets are “laid up” into layers of specified arrangements, for example, a unidirectional laminate has all fibers in the same direction, whereas a “quasi-
TABLE 32.4. Properties of Chopped Fiber Composites (40 wt %)

<table>
<thead>
<tr>
<th>System</th>
<th>Epoxy Glass</th>
<th>Epoxy Carbon</th>
<th>Nylon 66 Carbon</th>
<th>Nylon 66 Aramid</th>
<th>PPS Glass</th>
<th>PPS Carbon</th>
<th>PES Carbon</th>
<th>PEEK Carbon</th>
<th>PEEK Ni-Carbon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density (g/cm³)</td>
<td>1.90</td>
<td>1.50</td>
<td>1.33</td>
<td>1.24</td>
<td>1.67</td>
<td>1.46</td>
<td>1.52</td>
<td>1.46</td>
<td>1.64</td>
</tr>
<tr>
<td>Tensile strength (kpsi)</td>
<td>35</td>
<td>30</td>
<td>36</td>
<td>17*</td>
<td>20</td>
<td>26</td>
<td>31</td>
<td>39</td>
<td>28</td>
</tr>
<tr>
<td>Tensile modulus (mpsi)</td>
<td>4.2</td>
<td>4.2</td>
<td>2.0</td>
<td>1.2</td>
<td>2.0</td>
<td>4.8</td>
<td>3.5</td>
<td>4.4</td>
<td>3.4</td>
</tr>
<tr>
<td>Flexural strength (kpsi)</td>
<td>85</td>
<td>54</td>
<td>52</td>
<td>22</td>
<td>30</td>
<td>40</td>
<td>42</td>
<td>54</td>
<td>38</td>
</tr>
<tr>
<td>Flexural modulus (mpsi)</td>
<td>4.2</td>
<td>7.2</td>
<td>3.4</td>
<td>0.95</td>
<td>1.6</td>
<td>4.1</td>
<td>3.2</td>
<td>3.2</td>
<td>2.6</td>
</tr>
<tr>
<td>Compressive strength (kpsi)</td>
<td>42</td>
<td>36</td>
<td>25</td>
<td>21</td>
<td>25</td>
<td>1.4</td>
<td>1.4</td>
<td>1.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Izod impact strength (ft-lb/in)</td>
<td>1.6</td>
<td>1.6</td>
<td>1.4</td>
<td>1.4</td>
<td>1.4</td>
<td>1.7</td>
<td>1.7</td>
<td>1.7</td>
<td>1.2</td>
</tr>
<tr>
<td>Electrical resistivity (ohm-cm)</td>
<td>$7.5 \times 10^{14}$</td>
<td>30</td>
<td>$10^{16}$</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>0.1</td>
<td></td>
</tr>
</tbody>
</table>

*Ultimate tensile strength.
Source: Adapted from Ref. 17.
Abbreviations: PPS, polyphenylenesulfide; PES, polyethersulfone; PEEK, polyetheretherketone.
isotropic" laminate might have layers alternating by $0^\circ, -45^\circ, +45^\circ, 90^\circ$ rotation of the fiber direction in the plane of the laminate. Finally, the laminate is consolidated by heat and pressure to distribute the resin uniformly among the fibers and to cure it chemically. This process is expensive for complex-shaped parts, amounting to 70% of the total cost of the part [18]. Forming of complex parts from laminates can create weak joints, and delamination can also be a problem.

Textile technology (braiding, knitting, and weaving) is playing a key role now in some structural composites manufacturing methods. Nearly final-shaped fabrics are made either from reinforcing fibers alone (to be injected with resin later) or with commingled fibers (both reinforcing and TP) in the near net-shape mold [19]. For composites made from woven fiber preforms, the damage tolerance throughout the part comes from fibers. At the joints in a laminated composite part damage tolerance mostly comes from the resin.

The properties of various laminates employing different fibers and matrices are listed in Tables 32.5, 32.6, and 32.7. For all matrices, translation of fiber modulus into composite modulus nearly follows a volume fraction rule of mixtures. For composite tensile strength, however, fiber tensile strength is not as efficiently translated. The biggest difference between TS matrix (epoxy) and TP matrix composites is in fracture toughness, where TP's are up to an order of magnitude tougher than simple TS's.

High-temperature resistance is another area of importance for composites and fibers. Until recently thermodoxidative stability of carbon-fiber composites has been limited due to matrix thermal stability limitations. However, the development of high-temperature-resistant matrix resins has reached the stage where further improvements in matrix thermal stability alone will not be sufficient. Recent research shows that a composite of PMR-15 resin with epoxiesized (coated) carbon fiber has a useful life of about 2500 hr at 550°F. At this temperature, debonding at the resin–fiber interface (presumably due to coeffi-

<table>
<thead>
<tr>
<th>Fiber</th>
<th>T300</th>
<th>T50</th>
<th>T650</th>
<th>T1000</th>
<th>P55</th>
<th>P100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensile (brittle resin)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strength (kpsi)</td>
<td>270</td>
<td>190</td>
<td>350</td>
<td>500</td>
<td>105</td>
<td>165</td>
</tr>
<tr>
<td>Modulus (kpsi)</td>
<td>20</td>
<td>35</td>
<td>25</td>
<td>23</td>
<td>34</td>
<td>70</td>
</tr>
<tr>
<td>Tensile (ductile resin)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strength (kpsi)</td>
<td>310</td>
<td>205</td>
<td>445</td>
<td>550</td>
<td>130</td>
<td>175</td>
</tr>
<tr>
<td>Modulus (mpsi)</td>
<td>20</td>
<td>35</td>
<td>25</td>
<td>34</td>
<td>70</td>
<td></td>
</tr>
<tr>
<td>Compression</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Strength (kpsi)</td>
<td>250</td>
<td>140</td>
<td>240</td>
<td>245</td>
<td>70</td>
<td>40</td>
</tr>
<tr>
<td>Modulus (mpsi)</td>
<td>18</td>
<td>34</td>
<td>22</td>
<td>28</td>
<td>73</td>
<td></td>
</tr>
</tbody>
</table>

Sources: Adapted from Refs. 20 and 21.
### TABLE 32.6. Unidirectional Composite Properties

<table>
<thead>
<tr>
<th></th>
<th>XAS/M-ATB (AF-8)</th>
<th>XAS/M-ATS (AF-20)</th>
<th>Celion ST/NARMCO 5245C</th>
<th>Celion 6000/BMI H795E</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Strength (kpsi)</td>
<td>Modulus (kpsi)</td>
<td>Strength (kpsi)</td>
<td>Modulus (mpsi)</td>
</tr>
<tr>
<td>Tension</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>–67°F</td>
<td>330</td>
<td>21</td>
<td>285</td>
<td>21</td>
</tr>
<tr>
<td>RT</td>
<td>320</td>
<td>21</td>
<td>300</td>
<td>20</td>
</tr>
<tr>
<td>200°F</td>
<td></td>
<td></td>
<td>350</td>
<td>22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>360</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>355</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>205</td>
<td>17</td>
</tr>
<tr>
<td>Flexure</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td>260</td>
<td>18</td>
<td>275</td>
<td>18</td>
</tr>
<tr>
<td>450°F</td>
<td>160</td>
<td>16</td>
<td>110</td>
<td>17</td>
</tr>
<tr>
<td>425°F/wet</td>
<td>114</td>
<td>16</td>
<td>46</td>
<td>8</td>
</tr>
<tr>
<td>Compression</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RT</td>
<td>180</td>
<td>22</td>
<td>185</td>
<td>19</td>
</tr>
<tr>
<td>200°F</td>
<td></td>
<td></td>
<td>240</td>
<td>21</td>
</tr>
<tr>
<td>450°F</td>
<td>105</td>
<td>18</td>
<td>225</td>
<td>21</td>
</tr>
<tr>
<td>425°F/wet</td>
<td>105</td>
<td>18</td>
<td>115</td>
<td>17</td>
</tr>
<tr>
<td>( G_{IC} (\text{in.-lb/in.}^2) )</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Sources:** Adopted from Refs. 22 and 23.

**Note:** ATB and ATS are acetylene-terminated resins developed at the Air Force Materials Laboratory [22]. XAS and Celion are PAN-based carbon fibers developed by Courtaulds and BASF, respectively. NARMCO and H795E are bismaleimide (BMI) matrix resins.

*480°F.
## TABLE 32.7. Unidirectional Fiber/Thermoplastic Composite Properties

<table>
<thead>
<tr>
<th>Resin</th>
<th>Fiber</th>
<th>Tensile Strength (kpsi)</th>
<th>Tensile Modulus (mpsi)</th>
<th>Compressive Strength (kpsi)</th>
<th>$G_{ic}$ (in.-lb/in.$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PEEK (APC2)*</td>
<td>AS-4</td>
<td>325</td>
<td>20</td>
<td>155</td>
<td>10.7</td>
</tr>
<tr>
<td>APC (HTX)*</td>
<td>AS-4</td>
<td>20</td>
<td></td>
<td>165</td>
<td>12.7</td>
</tr>
<tr>
<td>PEKK*</td>
<td>AS-4</td>
<td>20</td>
<td></td>
<td>200</td>
<td>5.7</td>
</tr>
<tr>
<td>PPS*</td>
<td>AS-4</td>
<td>240</td>
<td>20</td>
<td>95</td>
<td>5.1</td>
</tr>
<tr>
<td>TORLON-C*</td>
<td>C-6000</td>
<td>200</td>
<td>21</td>
<td>200</td>
<td>10.0</td>
</tr>
<tr>
<td>ULTEM 1000*</td>
<td>AS-4</td>
<td>200</td>
<td>21</td>
<td>200</td>
<td>6.1</td>
</tr>
<tr>
<td>AVIMID K-III*</td>
<td>IM-6</td>
<td>195</td>
<td>19</td>
<td>150</td>
<td>9.7</td>
</tr>
<tr>
<td>UDEL P1700*</td>
<td>AS</td>
<td>190</td>
<td>11</td>
<td>150</td>
<td>7.7</td>
</tr>
<tr>
<td>J-2*</td>
<td>Kevlar 49</td>
<td>190</td>
<td>11</td>
<td>40</td>
<td></td>
</tr>
</tbody>
</table>

*Source: Adapted from Ref. 14.

*Abbreviations used: PEEK, polyetheretherketone; APC/HTX, PEKK, PPS, polyphenylenesulfide.

*Both PEEK and APC (HTX) are different grades of PEEK, poly(aryletheretherketone).

*Polyphenylenesulfide

*Polyamideimide

*Polyetherimide

*Polyamide

*Polysulfone

*Poly(arylamide)
cient of thermal expansion mismatch between fiber and matrix) was a major problem, which subsequently allowed fiber oxidation [24]. This calls for improvements in the thermooxidative stability to not only the fiber, but also its finish coating.

A comparison of the mechanical properties of TP/CF composites with TS/CF composites indicates that the axial compressive strength of all the TP/CF composites is consistently lower than for TS/CF composites. For example, TS/CF axial compressive strength (using the high compressive strength carbon fibers) is generally reported in the range of 200–240 kpsi, whereas for the same carbon fibers the TP/CF composites exhibit an axial compressive strength of 95–200 kpsi (95 kpsi was reported with PPS and 200 kpsi was reported with PEEK, the fiber in both cases was AS-4) [14]. Other mechanical properties for TP/CF composites, such as flexural strength, flexural modulus, short-beam shear strength, fracture toughness, and longitudinal and transverse properties are good. However, this is a very general statement considering the large number of TP matrices available with wide variations in properties. Observation of lower properties (for example, flexural strength of 187 kpsi, transverse tensile strength of 4.6 kpsi for PPS/AS-4 composite) [14] appears to be the exception rather than the rule for the TP/CF composites.

In making these comparisons, however, a couple of points should be kept in mind: (1) the processing technology of TP/CF composites lags that of TS/CF composites and (2) the property data base of the TP/CF composites is limited compared to that of the TS/CF composites.

Low compressive strength of the TP/CF composites can be attributed to a number of factors, including fiber matrix interfacial strength, and matrix modulus. However, in this regard processing temperature differences between thermosetting resins (generally lower than 350°F) and high-performance TP's (650°–850°F) may also be responsible. This is because of differences in the coefficient of thermal expansion between the fiber and the matrix, which causes residual compressive stresses in the fibers after lamination. These stresses are higher in high-performance TP/CF composites than in TS/CF composites because of the higher processing temperatures. The higher residual compressive stresses in the fiber may result in the lower observed compressive strength in TP/CF composites. Resin morphology changes may also be a contributing factor that has not been thoroughly explored.

It has now been established that the high-temperature TP/CF composites have desirable mechanical properties and offer toughness, some possibility of reprocessing and reforming of parts, and in some cases easier repairability. However, work continues for achieving uniformity in processing, for minimizing the fiber residual stresses from high-temperature processing, for other processing optimizations such as the fiber–matrix interfacial strength improvement, and for process innovations such as diaphragm forming. Also, for design considerations, a more extensive data base will have to be developed for TP composites.
<table>
<thead>
<tr>
<th>Material</th>
<th>Tensile Modulus (measured)</th>
<th>Tensile Modulus (predicted)</th>
<th>Tensile Strength</th>
<th>Elongation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBZT FIBER</td>
<td>300 (43)</td>
<td>615 (88)</td>
<td>3.0 (430)</td>
<td>1.6</td>
</tr>
<tr>
<td>30% PBZT/70% AB-PBI* molecular composite</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spun fiber</td>
<td>120 (17)</td>
<td>184 (26)</td>
<td>1.3 (190)</td>
<td>1.4</td>
</tr>
<tr>
<td>Spun film</td>
<td>88 (13)</td>
<td>87 (12)</td>
<td>0.92 (130)</td>
<td>2.4</td>
</tr>
</tbody>
</table>

*Source: Adapted from Ref. 26.

*AB-PBI is an aromatic heterocyclic semiflexible matrix polymer.*
32.5. MOLECULAR COMPOSITES

Significant problems with conventional fiber-reinforced composites include mismatch of CTE between the fiber (often negative along the fiber) and the matrix (usually large and positive). In thermal processing and in actual use, adhesion between fiber and matrix can be adversely affected by this mismatch. These detrimental interface problems spawned a new concept in composites. The rigid-rod molecular composite was conceived in 1969 as a homogenous mixture of rigid polymer molecules and flexible matrix polymers, where reinforcement occurred at the molecular level [4]. The molecular composite does not have macroscopic interfaces and may offer synergistic effects in other properties as well, such as temperature or solvent resistance, due in part to the peculiar nature of the true rigid-rod polymer molecule. This development was predicated on availability of true rigid-rod molecules that had very high-chain modulus, due to aligned covalent chemical bonds with very limited rotational flexibility [25], and excellent chemical, environmental, and thermal resistance due to their aromatic heterocyclic chemical backbone. Development activity has concentrated on improving processability of these systems, both with TP matrix polymers and TS's, but commercial materials are not yet available. Properties of the initial molecular composites are listed in Table 32.8 [26] for comparison to conventional composites in Tables 32.5 and 32.6.

32.6. THE FUTURE

Significant growth is expected in advanced composites over the next decade. Some of the factors which are expected to govern the growth [27] are listed in Table 32.9.

We have already seen that confidence is rapidly improving, especially because the tremendous investment in processing technology and for making better fibers and matrices has resulted in high-quality composites. However, cost often remains very high, but is expected to decrease with increased production volume. The lack of more extensive use of composites in many applications (e.g., in medical applications) is attributed to a number of reasons including the lack of skilled technical personnel in the field. A quadrupling of advanced composites

<table>
<thead>
<tr>
<th>TABLE 32.9. Advanced Composites Significant Factors for Future Growth</th>
</tr>
</thead>
<tbody>
<tr>
<td>• User confidence</td>
</tr>
<tr>
<td>• Improvement in processing technology</td>
</tr>
<tr>
<td>• Material quality</td>
</tr>
<tr>
<td>• Cost</td>
</tr>
<tr>
<td>• Composites education/training</td>
</tr>
<tr>
<td>• Government funding</td>
</tr>
</tbody>
</table>
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use over the next decade will produce critical shortages of skilled composite personnel at all levels unless training programs are also expanded.

Exciting new uses of composites are on the horizon. The Air Force's Project Forecast II identified ultralightweight structures as a major need for further research and development activity, primary to be met by composite materials approaches [28]. Building further on that concept, multifunctional materials is the concept of incorporating different (unique) attributes of one or more into a design that can perform multiple functions. One example, the smart skin, is a desirable future technology [29]. It is expected that future aircraft composite skin will have built-in antennae, sensors, avionics, and de-icing capabilities. This will not only reduce the aircraft's weight, but will also improve the aerodynamics.

Smart composites are also being developed as a means for sophisticated nondestructive testing. Optical fibers embedded into the composites during manufacturing are used for this purpose. Smart composites are initially being used for self-determination of fracture, fatigue, crack growth, and delamination. A number of other variables including pressure, vibration, temperature, and strain can also be measured.

The concept of adaptable wing structure, flexible ship hulls, and variable response sports equipment opens up a whole new area in composite manufacturing technology. This will also require redesigning the entire structure or entire system rather than just replacing individual (metal) parts with composites, as has so often been done in the past. The ability to process molecular composites in large scale offers even more flexibility in designing more adaptive structures. If molecular composites can be developed with even better properties, less weight, and higher reliability than conventional advanced fiber-reinforced composites, then the concept of concurrent engineering becomes a reality, where we can optimize materials, design, manufacturing, and supportability simultaneously. We may even some day see composite aircraft design (molecular composites?) that truly mimics mother nature—airplane wings as flexible as a bird's wings!
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STRUCTURE-PROPERTY RELATIONSHIPS IN SILICA-SILOXANE MOLECULAR COMPOSITES

DALE W. SCHAEFER, J. E. MARK, L. JIAN, C.-C. SUN,
D. W. McCARTHY, C.-Y. JIANG, Y.-P. NING,
AND STEVE SPOONER

33.1. INTRODUCTION

Although it is widely recognized that multiphase materials dispersed at the 100-
Å level offer unprecedented opportunity to enhance material properties, successful
techniques for achieving these so-called molecular composites (MC's) are
limited. In the absence of systematic relationships between synthetic protocol,
structure, and properties, it is difficult to optimize these materials. Even for
conventional composites, for example, the properties (ramification, stiffness,
interfacial properties, etc.) of the ideal filler are not well established.

Two factors have limited the understanding of the microstructure of complex
phase-separated materials: the absence of unambiguous methods for character-
izing structure and the lack of reasonable models to predict structure based on
chemical and physical parameters. Substantial progress, however, has been
made in both these areas because of advances in instrumentation, advances in
the interpretation of scattering from disordered systems, and advances in
development of simple models for complex disorderly growth processes. We attempt to build on these advances to enhance our understanding of composites.

We investigate the relationship between synthesis, structure, and properties of silica-filled siloxane rubbers. Based on insights from kinetic growth models and known results for solution polymerization of silicon alkoxides, we develop synthetic schemes designed to generate fillers of varying degree of ramification. With the aid of fractal geometry, we infer relevant aspects of the filler structure from small-angle X-ray (SAXS) and small-angle neutron scattering (SANS). We demonstrate that filler structure does indeed depend on synthetic protocol. From the observed correlations between structure and mechanical properties, we speculate on the nature of the optimum filler for increased toughness in silicone elastomers.

Fractal concepts will aid in tracing filler structure to polymerization processes. The strategy is to map growth processes in precursor phases onto fractal kinetic growth models like those shown in Fig. 33.1. These computer-simulated two-dimensional structures result from simple rules (typically governing mass transport and accretion) that characterize growth processes occurring far from equilibrium. In solution, the polymerization of silicon alkoxides can mimic these models, suggesting that filler structure of silica-filled siloxanes could be controlled through polymerization protocol. Kinetic growth models like Fig. 33.1 as well as fractal geometry play an important role in our methodology. To

\[
\text{REACTION-LIMITED} \\
\text{EDEN} \\
\text{MONOMER-CLUSTER} \\
D = 3.00 \\
(a) \\
\text{CLUSTER-CLUSTER} \\
D = 2.09 \\
(b)
\]

Figure 33.1. Simulations of kinetic models in the reaction-limited regime. (a) A compact Eden cluster that arises by reaction-limited monomer cluster growth. (b) The cluster-cluster analogue. (Courtesy of Paul Meakin.)
successfully establish the link between synthesis, structure, and properties, it is necessary to understand these concepts as well as small-angle scattering (SAS).

33.2. FRACTAL GEOMETRY

Fractal geometry [1-3] is a natural description for disordered objects ranging from macromolecules to the earth's surface. These objects often display dilation symmetry, which means they look geometrically self-similar under transformation of scale such as changing the magnification of a microscope.

Structures like those in Fig. 33.1 can be simply characterized with single parameter D, the fractal dimension. The fractal dimension is defined as the exponent that relates the mass, M, of an object to its size R:

\[ M \sim R^D \]  

(1)

Note that Eq. 1 also applies to normal Euclidean objects such as rods, disks, and spheres for which the exponent D is equal to 1, 2, and 3, consistent with the common notion of dimensionality. For fractal objects, however, the exponent need not be integral.

Objects like the cluster in Fig. 33.1a are described by Eq. 1 and are called mass fractals of which polymers are a prime example [2]. By contrast, surface fractals are uniformly dense (that is, colloidal, D = 3, as opposed to polymeric), but have a rough surface. Surface fractals share the self-similarity property, however, in the sense that if surface is magnified, its geometric features do not change. Mathematically surface self-similarity is represented by an analog of Eq. 1.

\[ S \sim R^{D_s} \]  

(2)

where S is the surface area, and D_s is the surface fractal dimension. Note that for a smooth object, D_s = 2 consistent with the notation that a smooth surface is two-dimensional. For fractally rough surfaces, however, D_s varies between 2 and 3, so D_s is a measure of roughness. In the near surface region, the cluster in Fig. 33.1b obeys Eq. 2, but is said to be self-affine rather than self-similar because of the finite thickness of the rough layer.

33.3. SMALL-ANGLE SCATTERING

Fractals can be characterized by scattering techniques [4]. An incident beam (light, neutrons, or X-rays) impinges on a sample, and the angular dependence of the scattered intensity is measured. For fractal objects, the intensity profile has a power-law dependence when plotted versus the magnitude of the wavevector K,

\[ I \sim K^{-2D_s-D_s} \]  

(3)
STRUCTURE-PROPERTY RELATIONSHIPS

The quantity \( P = -2D + D_s \) is called the Porod slope. Through Bragg’s law, the parameter \( K \) can be related to a characteristic length \( L \) and the scattering angle \( \theta \) \((K = 2\pi/L = 4\pi \lambda^{-1} \sin \theta/2)\), where \( \lambda \) is a wavelength. By scanning \( \theta \), one effectively studies an object on different length scales determined by \( K^{-1} \). With a combination of light, X-ray, and neutron scattering, it is possible to probe scales between 1 Å and 1 μm.

Although one must be cognizant of exceptions to general rules, it is usually possible to distinguish structures by the exponent \([3,4]\) in Eq. 3. Polymeric (mass fractals where \( D_s = D \)) precursors yield scattering curves with slopes between \(-1\) and \(-3\), whereas smooth colloids give slopes of \(-4\). Rough colloids give slopes between \(-3\) and \(-4\). Strong power-law polydispersity can alter these rules somewhat \([4]\).

Occasionally, Porod slopes steeper than \(-4\) are observed corresponding to \( D_s < 2 \) in Eq. 3. This behavior has been observed for surfactant-coated colloidal particles, and these layers are referred to as subfractal interfaces \([5]\). \( D_s < 2 \) corresponds to surface roughness whose amplitude diminishes with distance (along or perpendicular to the surface) in a power-law fashion. It is not clear why some interfacial layers follow this description.

In general, we say the structure becomes more ramified or dispersed as one starts with a compact uniformly dense object \((D = 3, D_s = 2)\) and roughens the surface \((D = 3, D_s > 2)\) to produce a rough colloid. Further ramification leads to a mass fractal or branched polymer with \( D = D_s < 3 \).

The analysis of SAS curves, using the Porod slope, is illustrated in Fig. 33.2, which shows data on silicate systems solution polymerized under a variety of conditions \([6, 7]\). Polymerization takes place in two stages, the first of which is hydrolysis.

\[
\text{Si(OCH}_3)_4 + 4\text{H}_2\text{O} \rightarrow \text{Si(OH)}_4 + 4\text{CH}_3\text{OH} \quad (4)
\]

Silicic acid, Si(OH)_4, then condenses to yield SiO_2.

\[
n\text{Si(OH)}_4 \rightarrow (\text{SiO}_2)_n + 2n\text{H}_2\text{O} \quad (5)
\]

In Fig. 33.2 polymerization conditions differ in catalysis (acid versus base), polymerization protocol (single stage versus two stage), water/silicon ratio \( W \), and monomer constitution [TMOS, TEOS, Si(OH)_4]. The data show that polymers are produced under acid catalysis, two-stage polymerization, and low \( W \). Colloidal particles, with rough or smooth surfaces, are produced with base catalysis when \( W \) is about 4.

It was data like Fig. 33.2 that led us to investigate filler structure in in situ polymerized MC’s. Although we qualitatively observe the same trends in MC’s as in solution (greater ramification and lower \( D \) at lower pH), classical compact nonfractal structures are the rule in MC, whereas they are the exception in solution.

Self-similarity cannot extend to all length scales. Certainly a lower cutoff will
COMPACT FILLERS AT HIGH pH

To investigate the structure of fillers precipitated at high pH, we prepared samples following Mark and Ning [8]. Vinyl-terminated polydimethyl siloxane (PDMS) was first endlinked with Si(OSi(CH₃)₃)₄. The resulting networks were leached for several days in tetrahydrofuran (THF). Strips of the rubber were then swelled to equilibrium with tetraethoxysiloxane (TEOS). The swollen strips were placed in a 25% aqueous ethylamine solution for 0.25 to 4 hr. From weight gain, filler weight percent varied from 2.6 to 53%.

Dramatic reinforcement is observed in the above materials. Figure 33.3 is a Mooney–Rivlin plot of the reduced stress (modulus) versus reciprocal elongation. The increased modulus over the unfilled rubber as well as the upturn at

Figure 33.2. SAXS curves [18] for alkoxides polymerized in solution. (a) TMOS, acid catalyzed. (b) TEOS, two stage, acid/base. (c) TEOS, two stage, base/base. (d) 1.6 M TEOS, 0.01 N NaOH, W = 4. (e) 1.6 M TMOS, 0.01 N NaOH, W = 4. (f) 0.2% Si(OH)₄ polymerized at pH = 8.5.

be found at the dimension of the monomer unit. For independent clusters, the upper cutoff is the mean cluster radius, Rₑ. A break occurs in the scattering profiles at $K Rₖ = 1$. One typically extracts $Rₖ$ from the scattering profiles by Guinier analysis of plots of the log intensity versus $K^2$. The initial slope gives $Rₖ$, the Guinier radius.

33.4. COMPACT FILLERS AT HIGH pH
Figure 33.3. Mooney–Rivlin plots for silica/siloxane molecular composites prepared at pH 11 by two-step synthesis in which the PDMS is first endlinked and then swollen with a polymerizable alkoxide.

high elongation indicate increased strength and toughness with minimal loss of extensibility.

SANS data (Fig. 33.4) on these materials indicate the presence of aggregates of uniformly dense particulates. The data for \( Q > 0.01 \, \text{Å}^{-1} \) show that the particles are uniformly dense \((D = 3)\) and grow at constant number density. The steep portion of the curves have a slope somewhat less than \(-4\) indicating a nondistinct interfacial profile.

At small \( Q \), an upturn is seen in the data indicative of structure on scales beyond the resolution of our instrument. Limiting slopes near \(-4\) indicate that the larger clusters are uniformly dense. It should be noted that the upturn scales with the size of the primary particles as illustrated by Fig. 33.5 where the background-subtracted data are plotted in scaled form \((I_0/\text{concentration})\) versus \(KR_g\). The data nearly fall on top of one another indicating that there is only one scaling length in the system.

The relationship between \( I_0 \) and \( R_g \) shows that particles above 100 Å are not fully dense. Since \( I_0/c \) is proportional to \( M \) in Eq. 1, the slope of \( \log I_0/c \) versus \( R_g \) should have a slope of 3 for compact growth. Figure 33.6 shows that this relationship is obeyed only for \( R_g > 100 \, \text{Å} \). Particles < 100 Å are more compact. Given assumptions concerning the nature of the second phase incorporated into the larger particles, the mean silica density could be extracted from the data.

We conclude that growth under strongly basic conditions and large excess \( \text{H}_2\text{O} \) produces uniformly dense particles. These particles appear to be clustered into larger units that also appear to be uniformly dense and nonfractal.
Figure 33.4. SANS and SAXS data on networks similar to Fig. 33.3. Only the 10% sample is SAXS data.

Figure 33.5. Scaled background-subtracted data from Fig. 33.4. The limiting slope of $-4.6$ indicates an interfacial layer of intermediate contrast between the filler and matrix.
Figure 33.6. Intensity in the plateau region of Fig. 33.5 versus the Guinier radius. The limiting slope of 3 indicates uniformly dense particles with $D = 3$. Data on 10% sample are not included. In the absence of detailed knowledge of the composition of the phases, it is impossible to correct for differences in contrast in SAXS and SANS experiments.

Figure 33.7. Schematic representation of the rate of important reactions for silicates.
Figure 33.7 shows the pH dependence of the relevant chemical processes active in silica polymerization [5]. The diagram is schematic at best and is only meant to indicate that in strongly basic solution, silica is somewhat soluble and that both hydrolysis and condensation of alkoxides are relatively facile. At high pH we reckon that fully hydrolyzed silicic acid polymerizes close to equilibrium. The fact that silica is soluble means that conventional nucleation and growth takes place to yield uniformly dense, nonfractal particles. Because growth takes place in an incompatible matrix, it is not surprising that the particles are not fully dense. Presumably particles larger than the mean distance between crosslinks in the parent elastomer must either dispose of the unwanted chains at the advancing interface or somehow incorporate them in the interior. The former could account for the observed interfacial region and the latter for the noncompact nature of larger particles.

The growth of fillers under basic conditions is directly analogous to the growth of compact particles via the Stober process [9] for the production of colloidal silica. The analogy is confirmed by the similarity of the scattering curves in Fig. 33.2f and 33.5.

33.5. SPINODAL DECOMPOSITION

While experimenting on strategies for the production of ramified fillers, we stumbled on a synthetic protocol that we believe produces a bicontinuous macroscopic interpenetrating network of silica and siloxane. The scattering data and mechanical properties suggest that the operative mechanism is spinodal decomposition before or during polymerization.

The sample was also prepared by a two-stage process [10]. Hydroxy-terminated PDMS ($M_n = 1.8 \times 10^4$) was first endlinked with a stoichiometric amount of TEOS using 1% stannous-2-ethyl hexanoate as a catalyst. The resulting elastomer was then leached in THF and swollen to equilibrium with TEOS. A slab of the material was then placed in a desiccator saturated with water vapor at 25°C. Anhydrous ammonia was then flowed through the system for 10 min. Ammonia flow was halted after 10 min, and polymerization proceeded for 2 days. The resulting material was cloudy and brittle even though the silica content was only 16%.

Figure 33.8 compares SAXS and SANS data on the ammonia vapor-catalyzed material. The observed peak as well as the brittle nature of the material suggest that the filler cannot consist of isolated particles, but must form a silica continuous network. Berk [11] has recently shown that phase separation via spinodal decomposition leads to a bicontinuous network and a peak in the structure factor. It seems that ammonia induces phase separation in the fluid TEOS as polymerization proceeds. The PDMS network restricts growth of the unstable Fourier components of the concentration fluctuation spectrum.
Polymerization then freezes in the spinodal pattern. The limiting slopes between -3.5 and -4 indicate possible surface roughness.

It should be noted that nucleation and growth can also lead to peaks in the scattering profile as the particles begin to overlap and interfere with each other [13, 14]. The absence of peaks in Fig. 33.4 at much higher filler concentration, however, coupled with the brittle nature of the sample leads us to reject this interpretation.

### 33.6. STRATEGIES FOR RAMIFIED FILLERS

In the experiments described above, the silica surfaces are to first approximation smooth. It seemed to us reasonable that the synthesis of fractally rough particles might enhance the bonding between phases and improve toughness. Reference to Fig. 33.7 shows that in solution polymerized alkoxides become increasingly ramified as the pH is lowered and as the water/silicon ratio is lowered [7]. Near neutral pH, Fig. 33.2 implies that polymerization is strongly hydrolysis-limited and silica is highly insoluble. Under these conditions, Schaefer et al. [15] argue that mass-fractal clusters with $D = 2.5$ are generated by a growth model called kinetic percolation. At lower pH, hydrolysis is fast compared to condensation, and reaction-limited cluster aggregation leads to polymeric clusters with $D = 2.1$. Under basic conditions, fractally rough clusters are found in alkoxide solutions. Keefer and Schaefer [16] argue that they are produced by poisoned Eden growth, a variation of the monomer cluster growth model in Fig. 33.1a.

Although we did observe a transition to mass-fractal fillers on lowering the
pH at low loading, we found that smooth particulates were always found at silica concentrations needed for effective reinforcement. Figure 33.9, for example, shows neutrally polymerized TEOS in swollen networks ($M = 1.8 \times 10^5$). Then the TEOS-swollen networks were immersed in 1/1 ethanol/water solutions for 12 hr. Loading is quite light particularly for thin samples, because the TEOS leaches out before the slow hydrolysis reaction occurs. Although the fillers are far from polymeric, the limiting slope of the 0.17% data is consistent with fractally rough particles. Unfortunately, the limited extent of the power-law region precludes definitive conclusions. Data presented below on acid-catalyzed systems suggest that at any reasonable loading, the fillers would be structurally very similar to the uniformly dense smooth particles described above.

In 5% acetic acid solutions, ramified fillers are found in much higher concentration. Figure 33.10 shows data at 17 and 24 wt% filler. At 17% we find structures with $D = 2.9 \pm 0.4$, implying a maximally dense polymer or a maximally rough colloid ($D = D_s = 3$). At higher loading, the domains are smooth with an interfacial layer identical to that found under base catalysis. Once again, the apparent power-law regimes of the data are quite limited.

Mooney–Rivlin analysis of the mechanical properties as a function of pH are shown in Fig. 33.11 at roughly the same filler concentration. Although there is little difference in effectiveness, it is clear that modulus increases with pH, whereas maximum extensibility decreases with pH. Intuitively, these trends seem reasonable in view of the trend to more ramified polymeric structures at lower pH.

![Figure 33.9. SAXS data for two-step composites polymerized in neutral alcohol solution.](image-url)
Figure 33.10. SAXS data for two-step composites polymerized in acidic solution.

Figure 33.11. Mooney Rivlin plot of stress-strain data for both two-step and simultaneously polymerized composites.
33.7. POLYMERIC BICONTINUOUS NETWORKS

Work by Mark, Jiang, and Tang [17] shows that the best reinforcement is achieved when the endlinking and filler polymerization reactions are carried out simultaneously. Figure 33.11, for example, shows that both the modulus and maximum extensibility increase, giving dramatic improvement in the ultimate strength and energy required for rupture. SAXS data on these materials reveal a novel filler structure consisting of a bicontinuous structure in which the filler network is polymeric on short-length scales.

Simultaneously cured and filled networks are starting with hydroxy-terminated PDMS with $M = 2.1 \times 10^4$. The catalysts employed, dibutyltin diacetate and stannous 2-ethyl hexanoate, were present at 1.0 and 1.7 wt%, respectively, relative to PDMS. The homogeneous mixtures including varying amounts of TEOS were allowed to react in humid air for 3 days. The resulting clear networks were extracted in THF, but the sol fractions were minimal.

The scattering profiles for two samples (10 and 14 wt% filler) are compared to the unfilled PDMS in Fig. 33.12. We interpret the peak in the curve to indicate a bicontinuous network similar to the ammonia-catalyzed system depicted in Fig. 33.8. The high $Q$ region of the curve, however, reveals that the substructure of the bicontinuous network is itself a network. The system is an interpenetrating network where the 100-Å backbone is a flexible branched silicate. The structure of the silicate network is insensitive to loading, but the core diameter of the super interpenetrating network increases with loading.

It is interesting to note the extensive scattering from the unfilled network. A
Debye-like function is observed with a radius of gyration of 29 Å, not unreasonable for the distance between network branchpoints. Presumably the strong density fluctuations indicated by this curve provide a template on which phase separation develops in this system.

This system shows considerable scattering at small \( Q \) in both the filled and unfilled state. It is likely that this scattering is due to imperfections such as dust or trapped bubbles.

### 33.8. CONCLUSION

We conclude that a variety of different filler morphologies can be realized in silica/siloxane molecular composites. The rule at high-filler loading is porous, but uniformly dense particulates. In some cases, interfacial layers are observed and are presumably due to PDMS expelled from the growing particles. At neutral and acidic pHs, some filler ramification (dispersion) is achieved, but the truly branched polymer structure found in solution polymerized alkoxides are not realized at any reasonable filler loading. As filler ramification increases, so does maximum extensibility. Ultimate strength decreases with filler ramification for particulate fillers.

By far the best performance is achieved through simultaneous curing and filling. Based on SAXS data, we postulate the existence of a super interpenetrating network or bicontinuous array of PDMS and silicate polymers. In these system good ultimate strength is achieved because of the continuous nature of the filler network. Maximum extensibility is enhanced because of polymeric mass-fractal character of the silicate phase.

We also studied a bicontinuous system in which the silica phase is rigid and uniformly dense. In this case a brittle material results, consistent with the nonpolymeric nature of the filler. Taken in total, our results indicate that ramified fillers are desirable only if a continuous, nonparticulate minority phase can be achieved.
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PREPARATION OF 
(Pb_{0.5}Bi_{0.5})(Ti_{0.5}Fe_{0.5})O_3 CERAMIC 
POWDER FROM METAL ORGANIC 
PRECURSORS FOR 0–3 CERAMIC– 
POLYMER COMPOSITES

K. H. HAN, R. E. RIMAN, AND A. SAFARI

34.1. INTRODUCTION

During the past few years, a number of investigators have examined piezoelectric ceramic–polymer composites with different connectivity patterns [1–3]. One of the simplest types has a 0–3 connectivity pattern. In this case, the ceramic powder has no physical particle–particle contacts because the polymer phase is a matrix. This type of composite is easy to fabricate and also amenable to mass production.

In most of the earlier work on 0–3 composites, lead zirconate titanate (PZT) or PbTiO_3-based powder was used as the ceramic filler material [4–9]. In general, chemical preparation routes have resulted in the preparation of materials with improved properties. Recently it was shown by Giniewicz [10] that the PbTiO_3–BiFeO_3 solid solution with a composition near the morphotropic phase boundary results in a better piezoelectric filler material for 0–3 composites that pure PbTiO_3 because of its extremely large structural anisotropy.
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PREPARATION OF CERAMIC POWDER

In this study, \((\text{Pb}_{0.5}\text{Bi}_{0.5}\text{Ti}_{0.5}\text{Fe}_{0.5})\text{O}_3\) powders were prepared by a liquid mix technique known as the Pechini method [11, 12]. The liquid mix method consists of the following three steps:

1. Preparation of clear, homogeneous metal solutions using \(z\)-hydroxyxcarboxylic acids (e.g., citric acid) to form metal chelates with various metal cations.
2. Evaporation of solutions to form rigid polymer resins via polyesterification with a polyhydroxy alcohol (e.g., ethylene glycol) and carboxylic acid group functionalities.
3. Calcination of solid resins to form ceramic powders.

Powders obtained from this process were incorporated into the Eccogel polymer to form 0-3 composites. Piezoelectric and dielectric properties were measured.

34.2. EXPERIMENTAL PROCEDURE

34.2.1. Powder Preparation

As Table 34.1 reveals, when citric acid solutions were employed, it was not possible to codissolve all four types of cations. In particular, the bismuth salt

<table>
<thead>
<tr>
<th>Metal Cation</th>
<th>Metal Salts</th>
<th>Citric Acid Solution</th>
<th>Ammonium Citrate Solution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lead</td>
<td>PbO</td>
<td>Insoluble</td>
<td>Soluble</td>
</tr>
<tr>
<td></td>
<td>Pb(OH)$_2$</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>PbCO$_3$</td>
<td>Soluble</td>
<td>b</td>
</tr>
<tr>
<td>Iron</td>
<td>Fe$_2$O$_3$</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>FeO(OH)</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Fe$_3$O$_4$·xH$_2$O</td>
<td>Soluble</td>
<td>b</td>
</tr>
<tr>
<td>Bismuth</td>
<td>(BiO)$_2$CO$_3$</td>
<td>Insoluble</td>
<td>Soluble</td>
</tr>
<tr>
<td></td>
<td>Bi$_2$O$_3$</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Bi$_2$O$_3$·xH$_2$O</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Bi(OH)$_3$</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Bi(C$_6$H$_5$O$_7$)</td>
<td>Insoluble</td>
<td>b</td>
</tr>
<tr>
<td>Titanium</td>
<td>Ti(O-i-Pr)$_4$</td>
<td>Soluble</td>
<td>b</td>
</tr>
<tr>
<td></td>
<td>Ti(O-n-Bu)$_4$</td>
<td>Soluble</td>
<td>b</td>
</tr>
</tbody>
</table>

*Saturated citric acid solutions.
*Not investigated.
EXPERIMENTAL PROCEDURE

was typically the component that was insoluble. However, when ammonia is titrated into a citric acid solution, ammonium citrate complexes formed that were capable of solubilizing all four cations. The precursors typically used as sources of ions were Ti(O-i-Pr)₄ (Fisher Scientific Co., Springfield, N.J.), freshly precipitated hydrous iron oxide, PbCO₃ (Fisher Scientific Co.), and a commercially available 50 wt% aqueous bismuth ammonium citrate solution (Pfaltz & Bauer Inc., Waterbury, Conn.).

A molar ratio of 1:1 Pb:Ti cation solutions were prepared by the stoichiometric addition of PbCO₃ to a 0.776 M titanium citrate solution [250 ml Ti(O-i-Pr)₄, 400 g citric acid, and 500 ml ethylene glycol (Fisher Scientific Co.), 60°C]. Iron citrate solutions, 0.250 M, (320 g citric acid and 350 ml H₂O) were prepared by dissolution of wet water-washed hydrated oxide (~79 g on the basis of Fe₂O₃) precipitated from an aqueous iron nitrate solution (Fisher Scientific Co.) adjusted to a pH 6-7 with ammonium hydroxide (Fisher Scientific Co.). The liquid mix solution was prepared with the above precursors and the bismuth ammonium citrate solution (0.502 M) as shown in Fig. 34.1. All pH adjustments were made with ammonium hydroxide. Stock solutions were prepared as assayed gravimetrically using a procedure described by Mulder [13] for bismuth and iron cation solutions and a classical oxide ignition technique for titanium. The liquid mix solution was prepared with a cation stoichiometry corresponding to (Pb₀.₅Bi₀.₅)(Ti₀.₅Fe₀.₅)O₃ and a pH in the range of 6-7. This solution was diluted with ethylene glycol to a concentration of ~0.7 M. Polymerization of the four component solution and evaporation of volatile constituents was conducted as described by Pechini [12].

Calcination was accomplished in two steps. The metal organic resin was decomposed by slowly heating at 2°C/min to 600°C in air with a 1-hr soak in a flat combustion boat. This was followed by 1- to 1.5-hr 800, 900, and 1000°C heat treatments in air in a covered alumina crucible with a subsequent quenching in air to produce a dark red powder.

34.2.2. Powder Characterization

Thermogravimetric (TGA) and differential thermal analyses (DTA) were performed on the solid resin at a heating rate of 5°C/min from room temperature to 1100 °C (1090B Thermal Analyzer, du Pont de Nemours, Wilmington, Del.) The calcined powders were characterized with X-ray diffraction to determine both the phase and lattice parameters. A Guinier camera was used to measure the lattice parameters using a least-square refinement of the unit cell dimensions over a 2θ range of 20–60° using a silicon powder as an internal standard. The chemical composition was examined by inductively coupled plasma (ICP) spectroscopy (Perkin Elmer, Model No. 6500, Norwalk, Conn.). The particle size, surface area, and morphology of the powders were also characterized using scanning electron microscopy (SEM, Amray, Model No. 1200, Bedford, Mass.), X-ray photosedimentation (Micromeretics, Model No. 5000, Norcross, Ga.).
and single-point nitrogen adsorption analysis (Quantachrome QS-10, Syosset, N.Y.).

34.2.3. Composite Preparation and Property Measurement

The (Pb,Bi) (Ti,Fe)O₃ powder was dispersed in Eccogel polymer 1365-80 (Emerson and Cuming, Dewey and Almy, Chemical Division, Canton, Mass.) with a solids loading of 65 vol% and prepared as described by Safari et al. [9]. The samples were poled in silicone oil bath at 80°C with a direct current field of 80–100 kV cm for 15 min. The capacitance and dissipation factors were measured at 1 kHz using a Hewlett-Packard 4194A impedance/gain phase analyzer (Palo Alto, Calif.). The $d_{33}$ coefficients were measured dynamically using a piezo
RESULTS AND DISCUSSION

The chemical composition of lead titanate–bismuth ferrite powder was characterized with ICP, TGA, DTA, and X-ray diffraction as shown in Table 34.2. The close agreement between the measured cation concentration and theoretical value indicates that a powder with the desired stoichiometry was prepared. The calcination conditions were based on thermal analysis and X-ray diffraction data. In general, decomposition of organic species was complete above 375°C with a large exothermic peak at \( \sim 300°C \). Although no crystallization temperature was detected with DTA, X-ray diffraction showed that an oxide perovskite phase appears at a temperature as low as 500°C. This temperature is 100°C lower than what has been observed for the preparation of this material using conventional powder processing routes.

Heat-treatment studies summarized in Fig. 34.2 and Table 34.2 reveal the manner in which the tetragonal phase forms. Below 900°C, the pseudocubic phase was observed along with a trace amount of \( \text{PbO}_{1.57} \) impurity phase. A pure tetragonal phase began to form at 900°C as shown by the apparent peak splitting, which is more well defined at 1000°C. This temperature is 100°C lower than the conventional powder processing technique reported by Giniewicz [10].

### TABLE 34.2. Summary of Powder Characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Measured</th>
<th>Calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcination temperature (1 hr) (°C)</td>
<td>600</td>
<td></td>
</tr>
<tr>
<td>Heat-treatment temperature (1 hr) (°C)</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>Lattice parameters (tetragonal)</td>
<td>( a = 3.847 \text{ Å} ) ( c = 4.388 \text{ Å} ), ( c/a = 1.141 )</td>
<td></td>
</tr>
<tr>
<td>X-ray density (g/cm(^3))</td>
<td>7.88</td>
<td></td>
</tr>
<tr>
<td>Sedigraph mean particle size (µm)</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Brunauer–Emmett–Teller particle size (µm)</td>
<td>4.2 (0.18 m(^2)/g)</td>
<td></td>
</tr>
<tr>
<td>Morphology</td>
<td>Equiaxed</td>
<td></td>
</tr>
<tr>
<td>Stoichiometry(^a) (wt %)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pb</td>
<td>33.7</td>
<td>33.64</td>
</tr>
<tr>
<td>Ti</td>
<td>8.24</td>
<td>7.77</td>
</tr>
<tr>
<td>Bi</td>
<td>33.6</td>
<td>33.93</td>
</tr>
<tr>
<td>Fe</td>
<td>9.77</td>
<td>9.07</td>
</tr>
</tbody>
</table>

\(^{a}900°C\) heat treatment for 1 hr: \( a = 3.849 \text{ Å} \) \( c = 4.387 \text{ Å} \), \( c/a = 1.134 \).

\(^{b}950°C\) heat treatment for 1.5 hr, 600°C calcination, 1 hr.

\(^{c}\)Based on \( (\text{Pb}_{0.8}\text{Bi}_{0.2})(\text{Ti}_{0.3}\text{Fe}_{0.7})\text{O}_3 \).
Lattice parameter determinations, consistent with previously reported work [10], indicate that $c/a$ ratio increases slightly as the heat-treatment temperature increases from 900 to 1000°C. A $c/a$ ratio of 1.141 indicates that $\text{PbTiO}_3$–$\text{BiFeO}_3$ solid solution is a very promising material as the filler material for 0–3 piezoelectric composites [10].

After heat treatment, the calcined powders were quenched to room temperature in air. Upon quenching, SEM examination revealed that the powders developed an equiaxed faceted morphology. Relatively good agreement between particle sizes measured with SEM, photosedimentation, and nitrogen adsorption indicates that a disperse powder has been prepared without the need for comminution as typically required for conventional powder processing [10]. Other characteristics are summarized in Table 34.2. This behavior is due to structural anisotropy developed during cooling through the Curie temperature ($\sim 660°C$) [10]. Differential thermal expansion between the $a$ and $c$ axis develops stresses capable of causing intergranular fracture of primary particles to produce secondary particles. This feature makes it difficult to produce dense ceramics, but is very useful in 0–3 ceramic–polymer composites where maximum particle dispersion is desired.

0–3 composites prepared with the powder exhibit a piezoelectric charge
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coefficient, $d_{33}$, of 28 pC/N, dielectric constant, $k$, of 20, dissipation factor of 2% and a voltage coefficient, $g_{33}$, of $158 \times 10^{-3}$ Vm/N. These properties are comparable with those of composites loaded with powders prepared via mixed oxide methods, but far less than those of composites incorporating Mn-doped (Pb, Bi)(Ti, Fe)O$_3$ as a filler material [10]. This is probably due to a deficiency of oxygen that can impart n-type conductivity in the ceramic filler by reduction of transition metals. Such increases make the composite more resistant to poling and lead to low $d_{33}$ values. In addition, other factors due to the lack of process optimization such as voids and microcracks create poling complications due to dielectric breakdown. In addition to optimizing the process, synthetic work for (Pb, Bi) (Ti, Fe)O$_3$ ceramic powders will continue by doping Mn$^{4+}$ ions in an attempt to reduce the conductivity of ceramic powder and thus make poling composites more effective.

34.4. CONCLUSIONS

(Pb$_{0.5}$Bi$_{0.5}$)(Ti$_{0.5}$Fe$_{0.5}$)O$_3$ ceramic powders were prepared successfully by a modified liquid mix method that utilized ammonium citrate rather than citrate complexes. Disperse, equiaxed, tetragonal 3–4 μm powder of a controlled stoichiometry resulted with heat treatments as low as 1000°C, which is 100°C lower than required for conventional processing, without the need for a comminution step. The powders were used to produce 0–3 ceramic–polymer composites with a $g_{33}$ of $158 \times 10^{-3}$ Vm/N, which is comparable with that of composites filled with powders made by conventional powder processing.
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SOL–GEL SYNTHESIS OF ALUMINA–ZIRCONIA AND MULLITE–ZIRCONIA

J. M. BOULTON, S. SUBRAMONEY, AND D. R. UHLMANN

35.1. INTRODUCTION

There is considerable interest in transformation-toughened ceramics, such as Al₂O₃–ZrO₂ and mullite–ZrO₂. Optimum toughening is obtained with dense, uniform fine-grained microstructures. In addition, retention of ZrO₂ in the metastable, tetragonal phase is necessary for stress-induced transformation. Retention requires the ZrO₂ grain size to be less than 0.5–0.8 μm [1–6]. Above the critical size, monoclinic ZrO₂ prevails.

A variety of wet chemical procedures have been investigated for preparing Al₂O₃–ZrO₂ composites. These include evaporative decomposition of an θ-Al₂O₃–ZrO(NO₃)₂ slurry [7]; hydrolysis of Zr(O-n-Pr)₄ in a dispersion of θ-Al₂O₃ [8]; colloidal processing [9–11] coprecipitation, spray-drying or spray-ICP of aqueous sols or solutions [12–14] and sol–gel processing using alkoxides [15–17]. Debsikdar prepared 80Al₂O₃·20ZrO₂ (wt) powders by complexing Al(O'Bu)₃ with 2,4-pentanedione, partially hydrolyzing this complex, reacting with Zr(O-n-Pr)₄, followed by further hydrolysis [17].

Less attention has been paid to the preparation of mullite–ZrO₂ composites. These have been prepared by conventional sintering [18, 19], from ZrSiO₄ and Al₂O₃ [20], from glass powders [21], and reaction of Al₂O₃ and SiO₂ sols prepared from alkoxides and ZrO₂ powder [22].

In this study, a similar approach to that of Debsikdar has been used to
prepare $\text{Al}_2\text{O}_3$–$\text{ZrO}_2$ gels from a chelated aluminum alkoxide. Three compositions have been investigated: 95$\text{Al}_2\text{O}_3$–5$\text{ZrO}_2$ (wt); 80$\text{Al}_2\text{O}_3$–20$\text{ZrO}_2$ (wt), and 57.4$\text{Al}_2\text{O}_3$–42.6$\text{ZrO}_2$ (wt). The last is the eutectic composition in the $\text{Al}_2\text{O}_3$–$\text{ZrO}_2$ system. This approach was then extended to prepare a mullite + 15 wt% $\text{ZrO}_2$ composition.

35.2. EXPERIMENTAL

Gels were prepared from commercially available alkoxides (Alfa Products, Danvers, Mass.). These were aluminum di(isopropoxide) acetoacetic ester chelate, $\text{Zr(O-n-Pr)}_4$, and $\text{Si(OEt)}_4$. The following synthetic procedures were used.

35.2.1. 57.4$\text{Al}_2\text{O}_3$–42.6$\text{ZrO}_2$

$\text{Al(O-i-Pr)}_2\text{C}_6\text{H}_9\text{O}_3$ (0.011 mol), 3.00 g, was added to 10 ml of $\text{i-PrOH}$ in an inert atmosphere. The aluminum alkoxide was partially hydrolyzed by the addition of 0.20 ml 0.15 M aqueous HCl in 5 ml of $\text{i-PrOH}$ giving the ratio 1 mol Al-alkoxide:1 mol $\text{H}_2\text{O}$. After 30 min 1.100 g of $\text{Zr(O-n-Pr)}_4$ (0.003 mol) in 10 ml of $\text{i-PrOH}$ was added. After stirring for an additional 30 min, a final hydrolysis was carried out. A solution of 0.45 ml of 0.15 M aqueous HCl and 5 ml of $\text{i-PrOH}$ was added giving the ratios 1 mol Al-alkoxide:1 mol $\text{H}_2\text{O}$ and 1 mol $\text{Zr}$-alkoxide:4 mol $\text{H}_2\text{O}$. The resulting clear solution was poured into polypropylene beakers, loosely covered with foil, and allowed to gel. This took several days at ambient temperature. Drying of the resultant gel at 60$^\circ\text{C}$ gave clear, pale yellow, gel fragments $\sim$3 mm in diameter.

35.2.2. 80$\text{Al}_2\text{O}_3$–20$\text{ZrO}_2$

A gel was prepared as above, but using 0.371 g of $\text{Zr(O-n-Pr)}_4$ (0.001 mol) and 0.28 ml of 0.15 M aqueous HCl in the final hydrolysis.

35.2.3. 95$\text{Al}_2\text{O}_3$–5$\text{ZrO}_2$

A gel was prepared as above, but using 0.078 g of $\text{Zr(O-n-Pr)}_4$ (0.0002 mol) and 0.21 ml of 0.15 M aqueous HCl in the final hydrolysis.

35.2.4. 3$\text{Al}_2\text{O}_3$–2$\text{SiO}_2$ + 15 wt% $\text{ZrO}_2$

$\text{Al(O-i-Pr)}_2\text{C}_6\text{H}_9\text{O}_3$, 3.00 g, was reacted with 0.3097 g of $\text{Zr(O-n-Pr)}_4$ (0.001 mol) as described above. A prehydrolyzed solution of $\text{Si(OEt)}_4$ was then added. This consisted of 0.7595 g of $\text{Si(OEt)}_4$ (0.004 mol), 3.8 ml of $\text{i-PrOH}$, and 0.13 ml of 0.15 M aqueous HCl giving the molar ratio 1 mol $\text{Si(OEt)}_4$:2 mol $\text{H}_2\text{O}$. The solution was stirred at ambient temperature for 30 min prior to its addition to effect prehydrolysis.

The reaction mixture was stirred for 30 min, and then a final hydrolysis was
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For the $\text{Al}_2\text{O}_3$-ZrO$_2$ gels, XRD indicated the $\theta \rightarrow \alpha$ transition occurred at ~1100°C (see Table 35.1). This is considerably higher than for an $\text{Al}_2\text{O}_3$ gel prepared from Al(O-i-Pr)$_2$C$_6$H$_9$O$_3$, where the transition occurred at ~900°C, and $\alpha-\text{Al}_2\text{O}_3$ was the only phase observed after firing at 950°C for 2 hr. A similar retardation of phase development on the introduction of ZrO$_2$ has been reported by Pugar and Morgan [16]. In their case a 90Al$_2$O$_3$-10ZrO$_2$ (vol. %) gel from Al(O-s-Bu)$_3$ and Zr(O-n-Pr)$_4$ gave $\alpha$-Al$_2$O$_3$ at ~1050°C, whereas in the pure Al$_2$O$_3$ material the transition to $\alpha$ occurred at 850°C and was essentially complete at 1100°C.

In the present work, the relative amount of ZrO$_2$ was also found to be an important factor in phase development. With 95Al$_2$O$_3$-5ZrO$_2$, well-developed $\alpha$-Al$_2$O$_3$ was observed at 1200°C; but this was observed only on firing to 1300°C for the 57.4Al$_2$O$_3$-42.6ZrO$_2$ composition. Also observed for the latter composition, a high concentration of ZrO$_2$ inhibited the formation of transitional phases.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>95Al$_2$O$_3$-5ZrO$_2$</th>
<th>80Al$_2$O$_3$-20ZrO$_2$</th>
<th>57.4Al$_2$O$_3$-42.6ZrO$_2$</th>
<th>Mullite-15ZrO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>$\gamma$</td>
<td>$\gamma$</td>
<td>Amorphous</td>
<td>M</td>
</tr>
<tr>
<td>1000</td>
<td>$\gamma$, $\theta$</td>
<td>$\gamma$, ZT</td>
<td>ZT</td>
<td>M, ZT</td>
</tr>
<tr>
<td>1100</td>
<td>$\gamma$, $\theta$</td>
<td>$\gamma$, $\theta$, $\alpha$</td>
<td>$\gamma$, $\theta$, $\alpha$</td>
<td>M, ZT</td>
</tr>
<tr>
<td>1200</td>
<td>$\alpha$, ZT, ZM</td>
<td>$\alpha$, ZT, ZM</td>
<td>$\theta$, $\alpha$, ZT, ZM</td>
<td>M, ZT, M</td>
</tr>
<tr>
<td>1300</td>
<td>$\alpha$, ZT, ZM</td>
<td>$\alpha$, ZT, ZM</td>
<td>$\theta$, $\alpha$, ZT, ZM</td>
<td>M, ZT</td>
</tr>
<tr>
<td>1400</td>
<td>$\alpha$, ZT, ZM</td>
<td>$\alpha$, ZT, ZM</td>
<td>$\theta$, $\alpha$, ZT, ZM</td>
<td>M, ZT</td>
</tr>
</tbody>
</table>

*Abbreviations used: $\gamma$-Al$_2$O$_3$; $\theta$-Al$_2$O$_3$; $\alpha$-Al$_2$O$_3$; ZT, tetragonal ZrO$_2$; ZM, monoclinic ZrO$_2$; M, mullite.*
Al₂O₃ phases. No crystalline Al₂O₃ (γ, θ, or α) was formed until 1100°C. Broad peaks corresponding to the (111) reflection of tetragonal ZrO₂ were apparent in the high ZrO₂ content gels at 1000°C, that is, before the γ → θ-Al₂O₃ transition. It has been postulated by Pugar and Morgan [16] that in materials derived from alkoxides zirconium is incorporated into the γ-Al₂O₃ network and is precipitated out during the γ → θ transformation. The ZrO₂ particles then exhibit rapid growth as the Al₂O₃ transforms from θ → α. However, Debsikdar [17] observed tetragonal ZrO₂ before the γ → θ transformation in materials prepared by a different synthetic procedure. Our results concur with the latter finding; however, rapid growth in the size and number of the ZrO₂ particles was observed at 1200°C indicated by the (111) reflection becoming sharp and well defined with an increased integrated intensity.

The ZrO₂ phase was principally the tetragonal form in all the samples and firing temperatures studied here; only minor amounts (< 5 wt %) of monoclinic ZrO₂ were detected. In all cases, the amounts of tetragonal ZrO₂ and α-Al₂O₃ crystallized increased substantially on firing between 1100 and 1400°C. For example, in the 80Al₂O₃–20ZrO₂ material, the integrated intensity of the (111) reflection of tetragonal ZrO₂ increased by a factor of 1.6 and that of the (012) reflection of α-Al₂O₃ by a factor of 4.5 between 1100 and 1400°C.

For the mullite–ZrO₂ gel, poorly crystalline mullite was observed at 900°C; at 1000°C the mullite was well crystallized. Very weak reflections corresponding to tetragonal ZrO₂ were detected at 1000°C, and the ZrO₂ was well crystallized at 1300°C. No monoclinic ZrO₂ was detected by XRD in any of the samples investigated here.

Fracture surfaces of fired gels were investigated by SEM in the back-scattered mode. Indistinct microstructures with a lack of ZrO₂-rich areas were observed at 1200°C. However, in samples fired at 1400°C, well-defined microstructures were observed. Representative micrographs are shown in Figs. 35.1 to 35.4.

Figure 35.1. Microstructure of 95Al₂O₃–5ZrO₂ fired at 1400°C (bar = 1 μm).
Figure 35.2. Microstructure of $80\text{Al}_2\text{O}_3$-$20\text{ZrO}_2$ fired at 1400°C (bar = 1 $\mu$m).

Figure 35.3. Microstructure of $57.4\text{Al}_2\text{O}_3$-$42.6\text{ZrO}_2$ fired at 1400°C at different magnifications [bar = 1 $\mu$m in both (a) and (b)].
this temperature, the samples appeared dense and virtually pore-free within the resolution limits of the SEM. Tetragonal-ZrO$_2$ particles (light areas in the micrographs) were well dispersed throughout the ceramic matrices. For 95Al$_2$O$_3$–5ZrO$_2$, the ZrO$_2$ was intergranular, principally at three- but also at two- and four-grain boundaries. With higher ZrO$_2$ concentrations, the ZrO$_2$ was both inter- or intragranular. Coarsening of the ZrO$_2$ particles was observed with increasing concentration, ranging from 0.05 μm for the 95Al$_2$O$_3$–5ZrO$_2$ material to 0.4 μm for the 57.4 Al$_2$O$_3$–42.6ZrO$_2$ material. A similar increase in size of the matrix α-Al$_2$O$_3$ grains (dark regions) was noted. The grain size ranged from ~0.5 to 1.5 μm for the low ZrO$_2$ content to ~5 μm for the high ZrO$_2$ content materials. Interestingly, no eutectic-like structure was observed in the 57.4Al$_2$O$_3$–42.6ZrO$_2$ sample. With the mullite–ZrO$_2$ material, fine tetragonal ZrO$_2$ particles were dispersed throughout the mullite matrix, both inter- and intragranular.

35.4. CONCLUSION

Dense Al$_2$O$_3$ and mullite–tetragonal ZrO$_2$ composites have been successfully prepared by an all-alkoxide route.
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DENSIFICATION OF SILICA–CUBIC BORON NITRIDE COMPOSITES: I

AZAR NAZERI-ESHGHI AND J. D. MACKENZIE

36.1. INTRODUCTION

Cubic boron nitride (CBN) is second only to diamond in hardness. CBN is a highly desirable filler in ceramic–matrix composites. The sol–gel route to prepare CBN-containing composites is apparently a desirable process. However, achieving full densification is a major problem encountered in the fabrication of particulate-reinforced composites as the concentration of the filler is increased. Indeed, the effect of inhomogeneities on the densification of ceramic powders has been the subject of many studies and presents a practical problem in the fabrication of ceramic–matrix composites. These inhomogeneities that may occur as bimodal powder compacts or as inclusions with different sintering rates than the matrix have been investigated theoretically and experimentally [1–4]. On the other hand, in the sol–gel technology, drying and sintering of wet gels to monolithic dense-shaped bodies have been two of the biggest obstacles to the widespread industrial use of this process [5, 6].

Although there has been a considerable number of studies done on sol–gel-based composites, no systematic study on the drying and sintering of these composites has been reported. The present work is a preliminary study of ongoing research on the effect of CBN inclusions on the densification of silica–CBN composites. This study is aimed at the investigation of this phenomena by...
the systematic measurement of the linear shrinkage as a function of temperature at a constant rate of heating. Due to the complex mechanisms of drying and unexpected behavior of these gel composites below the viscous flow region, only the temperature range between 20 and 940°C is discussed.

36.2. EXPERIMENTAL

Silica matrices of the composites were prepared by a 4:4:1 ratio of ethanol, water, and tetraethoxysilane (TEOS), respectively. Different volume percent of CBN from 0 to 40% and three different particle sizes of 0–1, 2–4, and 6–12 μm were incorporated in the silica solution. CBN grains (obtained from GE Superabrasives; BZN-I-MP, Worthington, Ohio) had a bell-shaped size distribution and irregular shapes as shown in an electron micrograph in Fig. 36.1. Hydrofluoric acid (0.05 mol) was added to the TEOS solution containing CBN particles. Solution was stirred with a magnetic stirrer up to a few minutes before complete gellation (the gradual increase in the viscosity results in uniform dispersion of the CBN particles in the gel matrix). Viscous solution was cast into test tubes 75 mm long and 15 mm in diameter. Samples 12.7 mm long and 9.4 mm in diameter were cut with parallel ends for continuous dilatometric shrinkage measurements in an Orton automatic recording dilatometer. Both bulk and apparent densities were measured by using Archimedes’s principle and soaking the samples overnight in the distilled water. Differential thermal (DTA) and thermogravimetric analyses (TGA) of the samples were obtained by a Perkin-Elmer 1700 DTA system.

Figure 36.1. Scanning electron micrograph of 6 to 12-μm CBN particles.
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36.3. RESULTS AND DISCUSSION

DTA of the silica matrix shows that evaporation of physically adsorbed water and the burnout of organics happen below 460°C. TGA of the silica at the same heating rate of 3°C/min shows that the weight loss continues long after 460°C, due to chemically adsorbed water and perhaps some residual organics still trapped in the matrix. Isothermal hold at 460°C showed that most of the organic burnout happens in the first 10 min of the heat treatment. The constant heating rate of the composites with different volume loading of CBN showed four different regions of shrinkage. In a typical curve, shown in Fig. 36.2, the shrinkage rate at low temperatures is slow until a certain temperature is reached where the shrinkage rate increases abruptly. Next, there is a well-defined plateau and then another sharp increase in shrinkage, which is associated with the viscous flow of the matrix. This report is limited to the results and discussion of the temperature region just below the viscous flow regime. Linear shrinkage of the composites with CBN particles of 2–4 μm with different volume percent of inclusions is shown in Fig. 36.3. The increase in particle volume percent shifts the second region of the shrinkage curve to higher temperatures. Unexpectedly, the amount of total shrinkage increases for higher volume percent of CBN.

When the particle size of the CBN is changed, the amount of shrinkage and

![Figure 36.2. Linear shrinkage versus temperature for a typical silica–CBN composite.](image)
the temperature range of each stage of shrinkage change drastically, especially at higher concentration of inclusions. With 6.6% CBN incorporated in the composite, there is little difference in the shrinkage or temperature shift, although small changes are observed (Fig. 36.4). However, when the volume percent of CBN is increased to 21.3%, sharp differences in the shape of the shrinkage curve is observed for different particle sizes. For the samples of 0 to 1-μm CBN, the plateau of the third region disappears and only 2% shrinkage is observed up to ~900°C (Fig. 36.5). To investigate if the sharp shrinkage in the second region of the shrinkage curve is due to the organic burnout, two samples of 6.6 and 21.3% CBN were heat-treated at 460°C prior to the run in the dilatometer. Figure 36.6 shows that despite the previous thermal history of the two gels, all four gels still go through a sharp shrinkage.

Tables 36.1 to 36.3 present the apparent and bulk densities of the samples with 2–4 μm CBN at different temperatures (bulk density is based on the volume of the solid and the closed and open pores). As seen in Table 36.1, the apparent density of the silica gel dried at 100°C is very high; an indication of high skeleton density in the gel (the increase in the apparent and bulk densities with the increase in volume percent of CBN is due to the higher density of CBN versus...
Constant-Rate Heating

Figure 36.4. Linear shrinkage of composites with 6.6% CBN of different particle sizes.

Figure 36.5. Linear shrinkage of composites with 21.3% CBN of different particle sizes.
Figure 36.6. Linear shrinkage of composites with different thermal history. +, 6.6 vol% not preheated; Δ, 21.3 vol% not preheated; ⧫, 6.6 vol% preheated to 460°C; ♦, 21.3 vol% preheated to 460°C.

silica. The pore volume per gram of composite was calculated using the bulk and apparent densities in the following equation:

\[ V_p (\text{cm}^3/\text{g}) = \frac{1}{d_{\text{bulk}}} - \frac{1}{d_{\text{apparent}}} \]

**TABLE 36.1. Density and Porosity of Silica-CBN Composites Dried at 100°C**

<table>
<thead>
<tr>
<th>CBN Volume %</th>
<th>Bulk Density (g/cm³)</th>
<th>Apparent Density (g/cm³)</th>
<th>Porosity (%)</th>
<th>Composite Pore Volume/cm³/g</th>
<th>Silica Pore Volume/cm³/g</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.48</td>
<td>2.18</td>
<td>78</td>
<td>1.65</td>
<td>1.65</td>
</tr>
<tr>
<td>6.6</td>
<td>0.55</td>
<td>2.24</td>
<td>75</td>
<td>1.37</td>
<td>1.52</td>
</tr>
<tr>
<td>13.7</td>
<td>0.58</td>
<td>2.39</td>
<td>76</td>
<td>1.31</td>
<td>1.77</td>
</tr>
<tr>
<td>21.3</td>
<td>0.65</td>
<td>2.45</td>
<td>73</td>
<td>1.13</td>
<td>1.61</td>
</tr>
<tr>
<td>29.7</td>
<td>0.71</td>
<td>2.56</td>
<td>72</td>
<td>1.01</td>
<td>1.68</td>
</tr>
<tr>
<td>38.8</td>
<td>0.83</td>
<td>2.68</td>
<td>69</td>
<td>0.83</td>
<td>1.66</td>
</tr>
</tbody>
</table>
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TABLE 36.2. Density and Porosity of Silica-CBN Composites Heated to 450°C for 3 Hours

<table>
<thead>
<tr>
<th>CBN Volume %</th>
<th>Bulk Density (g/cm³)</th>
<th>Apparent Density (g/cm³)</th>
<th>Porosity (%)</th>
<th>Composite Pore Volume/ (cm³/g)</th>
<th>Silica Pore Volume (cm³/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.50</td>
<td>2.18</td>
<td>76</td>
<td>1.54</td>
<td>1.54</td>
</tr>
<tr>
<td>6.6</td>
<td>0.58</td>
<td>2.25</td>
<td>75</td>
<td>1.28</td>
<td>1.37</td>
</tr>
<tr>
<td>13.7</td>
<td>0.60</td>
<td>2.32</td>
<td>75</td>
<td>1.27</td>
<td>1.43</td>
</tr>
<tr>
<td>21.3</td>
<td>0.67</td>
<td>2.34</td>
<td>72</td>
<td>1.07</td>
<td>1.35</td>
</tr>
<tr>
<td>29.7</td>
<td>0.75</td>
<td>2.53</td>
<td>72</td>
<td>0.94</td>
<td>1.33</td>
</tr>
<tr>
<td>38.8</td>
<td>0.85</td>
<td>2.65</td>
<td>71</td>
<td>0.80</td>
<td>1.29</td>
</tr>
</tbody>
</table>

These values were then normalized for the silica matrix. The pore volume in the silica matrix, as expected, was constant for all the composites of different volume percent of CBN. Table 36.2 gives the results for density measurements after an isothermal soak at 460°C. Linear shrinkage from 20 to 460°C is between 0.5 and 1.5%, and the changes in apparent densities are nominal. However, there has been a measurable increase in the bulk density, which is the result of bulk densification. The density measurement after the constant heating rate to 940°C showed both skeletal and bulk densification. At this stage the pore volume in the silica matrix was reduced as the concentration of the CBN increased. This is the result of larger shrinkage for higher concentrations of CBN as was seen in Fig. 36.3. Table 36.4 is a summary of the percentage shrinkage for all the tested composites.

The mechanisms of shrinkage at each stage are not formulated at the present time. Future experimental work on pore size and pore size distribution, surface

TABLE 36.3. Density and Porosity of Silica-CBN Composites Heated from 20-940°C at 3°C/min

<table>
<thead>
<tr>
<th>CBN Volume %</th>
<th>Bulk Density (g/cm³)</th>
<th>Apparent Density (g/cm³)</th>
<th>Porosity (%)</th>
<th>Composite Pore Volume/ (cm³/g)</th>
<th>Silica Pore Volume (cm³/g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>0.55</td>
<td>2.22</td>
<td>77</td>
<td>1.51</td>
<td>1.51</td>
</tr>
<tr>
<td>6.6</td>
<td>0.58</td>
<td>2.31</td>
<td>75</td>
<td>1.29</td>
<td>1.43</td>
</tr>
<tr>
<td>13.7</td>
<td>0.70</td>
<td>2.4</td>
<td>62</td>
<td>1.01</td>
<td>1.17</td>
</tr>
<tr>
<td>21.3</td>
<td>0.85</td>
<td>2.54</td>
<td>66</td>
<td>0.78</td>
<td>1.11</td>
</tr>
<tr>
<td>29.7</td>
<td>0.93</td>
<td>2.61</td>
<td>64</td>
<td>0.55</td>
<td>0.92</td>
</tr>
<tr>
<td>38.8</td>
<td>1.16</td>
<td>2.69</td>
<td>57</td>
<td>0.49</td>
<td>0.98</td>
</tr>
</tbody>
</table>
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TABLE 36.4. Linear Shrinkage of Silica-CBN Composites at Constant Heating Rate of 3°C/min from 20-940°C

<table>
<thead>
<tr>
<th>CBN Volume (%)</th>
<th>Particle Size of CBN</th>
<th>% Linear Shrinkage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>9 μm</td>
<td>3 μm</td>
</tr>
<tr>
<td>0.0</td>
<td>—</td>
<td>3.9</td>
</tr>
<tr>
<td>6.6</td>
<td>5.4</td>
<td>5.8</td>
</tr>
<tr>
<td>13.7</td>
<td>—</td>
<td>5.6</td>
</tr>
<tr>
<td>21.3</td>
<td>3.1</td>
<td>9.3</td>
</tr>
<tr>
<td>29.7</td>
<td>—</td>
<td>8.7</td>
</tr>
<tr>
<td>38.8</td>
<td>—</td>
<td>8.9</td>
</tr>
</tbody>
</table>

area, and isothermal shrinkage in the viscous flow regime is expected to help determine the mechanisms.

36.4. SUMMARY

Silica-CBN composites of different volume loadings were prepared through sol–gel processing. Dilatometric shrinkage of these composites at the temperature range between 20 and 940°C was measured. Large differences in the amount and temperature of shrinkage were observed with change in CBN volume loading. Also, considerable differences in shrinkage resulted as the particle size of the CBN was changed. The effect of the thermal history of the composites on the shrinkage behavior showed that the abrupt shrinkage of the matrix is completely related to organic burnout.
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MECHANICAL BEHAVIOR OF (POLY)METHYLMETHACRYLATE-IMPREGNATED SILICA GELS

B. ABRAMOFF AND L. C. KLEIN

36.1. INTRODUCTION

Only a handful of studies have reported mechanical properties of sol–gel-processed silica. These include alcogels [1], aerogels [2, 3], xerogels [4, 5], and colloidal gels [6]. For alcogels, aerogels, and colloidal gels, Young’s modulus and strength have been measured. For silica xerogels from silicon alkoxides, elastic constants and strength have been measured. A typical value for Young’s modulus is about 10 GPa, and a typical strength is 20 MPa [4]. The elastic constants of xerogels are found to be sensitive to relative humidity. To lessen the sensitivity to moisture without increasing the weight substantially, it is possible to impregnate the xerogel with (poly)methylmethacrylate (PMMA) and, at the same time, maintain optical transparency [7].

Silica xerogel monoliths have been infiltrated with PMMA and other glassy polymers [7, 8]. Processing of the xerogels involved catalysis with HF and firing to 800°C. The resulting xerogels were 33% porous and had a median pore diameter of 10 nm. The porous gels were infiltrated with monomer solutions and polymerized in situ. The resulting composites consisted of two fully percolating phases, a silica matrix and an organic polymer impregnant. The measured Young’s modulus was about 30 GPa [8].

The silica/PMMA composite can be used to encapsulate electrooptically
active organic compounds such as 2-methyl-4-nitroaniline (MNA). Electro-
optical de Kerr effect and solid-state deuteron nuclear magnetic resonance
(NMR) measurements were made [9]. In comparison to conventional optical
cells, silica/PMMA composites had better optical quality and retained dimen-
sional stability to about 90°C. The composites were abrasion resistant and could
be machined to complex shapes.

Following this concept, the question is whether or not it is possible to have a
composite with a lower density and finer texture for improved toughness.
Ideally, all processing should be at room temperature instead of at 800°C for
heat treatment. Monolithic xerogels that are 50% porous with a median pore
diameter of 2 nm [10] were used to prepare composites without high-
temperature treatment.

37.2. EXPERIMENTAL TECHNIQUES

Silica xerogels were prepared from a solution of tetraethylorthosilicate (TEOS),
distilled deionized water, and ethanol. Equal volumes of distilled TEOS and
ethanol were used. The molar ratio of water:TOES was 16 [10]. The solution
was catalyzed with 0.1 M HNO$_3$ and was stirred for 30 min. Polystyrene tubes
were filled with 10 ml of the solution. Samples were gelled in an oven for 7 days
at 50°C and then at 70°C for 10 days. Next, the tubes were uncovered and dried
in lots of 100 at 50°C for 14 days. Xerogels were removed from the tubes and
dried 2 more days at 50°C. Finally, the gels were outgassed 24 h at 250°C to
remove physically adsorbed species.

A monomer solution of 1 g benzoyl peroxide (97%) catalyst/100 ml MMA
(methylmethacrylate, inhibited) was prepared (Aldrich Chemicals, Milwaukee,
Wisc.). After outgassing, each xerogel was immediately immersed in a
borosilicate vial containing 11 ml of the monomer solution (I). The solution
was allowed to infiltrate for 2 hr, and then the sealed vials were polymerized 7 days
in a cabinet with longwave UV illumination (II). The cabinet had a UV intensity of
about 2000 μW/cm$^2$, a temperature 3°C above ambient, and a fan to dissipate
heat from the vials. After polymerization, the vials were destructively removed,
and the PMMA-surrounded composites were treated at 200°C in a mechanical
convention oven for 30 min (III). This is a temperature about 100°C above the
glass transition temperature of bulk PMMA and is also high enough to promote
a moderate rate of depolymerization. Immediately after removal from the oven,
the now rubbery and bloated PMMA shells were removed by hand to recover
net shape composites (IV). These steps (I–IV) are shown schematically in
Fig. 37.1.

Density and porosity were measured using Archimedes method. Density was
determined in freshly boiled deionized water. Before immersion in water, silica
matrices were exposed to ambient conditions for 2 days to prevent explosion.
The open porosity of the silica matrix was measured with methanol, ethanol,
and MMA monomer solution. Five samples were measured for each test, and immersion time with all solvents was 24 hr. Surface area, pore size distribution and pore shape were measured using nitrogen sorption on the Omnisorp 360 (Omicron Technology, Berkeley Heights, N.J.). After outgassing 24 hr at 250°C, monolithic xerogels were outgassed 2 hr at 250°C under vacuum in the unit before analysis.

Strength measurements were made by the four-point flexure technique. The flexure fixture had a support span of 2.540 cm (1.000 in.) and a load span of 1.270 cm (0.500 in.). A gear-driven Instron materials testing machine with a 1000-lb load cell was used. Crosshead speeds were 0.05 cm/min (0.02 in./min) for silica and silica/PMMA and 5.08 cm/min (2.0 in./min) for PMMA. The rapid strain rate for PMMA was necessary to prevent elastic deformation. Silica samples were measured before and after outgassing. Composite samples were measured fresh within 1 hr of recovery from the PMMA and also after exposure to ambient conditions for 14 days. Water adsorption in PMMA was only on the order of 0.1% even after exposure. Sample test sets numbered 50 for silica and silica/PMMA and 20 for PMMA.

Elastic constants were measured with ultrasonic NDE. Transducers used in the pitch/catch mode for longitudinal and transverse wave velocities were 5 MHz WC50-5 and 2 MHz SDB25-2 (Ultran Laboratories, State College, Pa.). For each test, five samples were measured. Materials were ground dry on two sides to produce test samples of about 4 mm thickness. Silica samples were measured within 3 min of outgassing and with less than 0.5% water adsorption. Composites were measured fresh. Young’s modulus, \( E \), and shear modulus, \( G \), were calculated directly from the longitudinal wave velocities, \( v_L \), transverse wave velocities, \( v_T \), and bulk densities, \( \rho \), according to

\[
E = \left[ \frac{3p\nu_T^2 - 4p\nu_T^2}{(\nu_L/\nu_T)^2 - 1} \right]
\]

(1)

\[
G = p\nu_T^2
\]

(2)
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Poisson's ratio, $n$, and bulk modulus, $K$, were then determined from relations

$$n = \frac{E}{2G} - 1 \quad (3)$$

$$K = \frac{E}{3(1 - 2n)} \quad (4)$$

37.3. RESULTS

Silica samples were roughly cylindrical in shape with some tapering from top to bottom. The diameter at the center of the outgassed matrixes and composites was 5.60 mm and the length was about 33 mm. Linear shrinkage of the gel due to outgassing was 2.2%. Nitrogen adsorption and desorption yielded information on pore size and texture. The surface area of the matrix was 900 m$^2$/g. Porosity was almost completely microporous (less than 2.0 nm in diameter) and cylindrical in shape.

Table 37.1 summarizes physical characteristics. Listed are bulk densities and open porosities. Assuming no closed porosity to methanol or ethanol gives a skeletal density about 2.27 g/cm$^3$. The open porosity in MMA was 52.5% compared to 53.4% in methanol and ethanol. The composite was 94% theoretical density and 8.5% calculated total porosity. The total weight gain during infiltration followed by polymerization was 50%.

Table 37.2 lists elastic properties of the materials. Included are the longitudinal and transverse wave velocities, Young's modulus, shear modulus, bulk modulus, and Poisson's ratio.

Figure 37.2 shows the strength distributions of each set of 50 samples as represented by the two-parameter Weibull analysis [11]. Values of the mean strength, Weibull modulus, and correlation coefficient are listed in Table 37.3. Water adsorption for silica was 26% during the testing at 50% relative humidity. Water adsorption for aged composites was 1.2% during the testing at 20% relative humidity. Outgassing of the xerogels led to a small increase in strength and a widening of the distribution. Aging of the composite led to a slight decrease in strength.

<table>
<thead>
<tr>
<th>Table 37.1. Physical Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulk density (g/cm$^3$)</td>
</tr>
<tr>
<td>Silica xerogel</td>
</tr>
<tr>
<td>Silica/PMMA</td>
</tr>
<tr>
<td>PMMA</td>
</tr>
</tbody>
</table>

Abbreviation used: PMMA, (poly)methylmethacrylate.
### TABLE 37.2. Elastic Properties

<table>
<thead>
<tr>
<th></th>
<th>$c_L$ (km/sec)</th>
<th>$c_I$ (km/sec)</th>
<th>$E$ (GPA)</th>
<th>$G$ (GPA)</th>
<th>$K$ (GPA)</th>
<th>$n$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silica xerogel</td>
<td>2.25</td>
<td>1.40</td>
<td>4.9</td>
<td>2.1</td>
<td>2.6</td>
<td>0.18</td>
</tr>
<tr>
<td>Silica/PMMA</td>
<td>3.19</td>
<td>1.87</td>
<td>14.0</td>
<td>5.6</td>
<td>8.9</td>
<td>0.24</td>
</tr>
<tr>
<td>PMMA</td>
<td>2.69</td>
<td>1.37</td>
<td>5.8</td>
<td>2.2</td>
<td>5.6</td>
<td>0.33</td>
</tr>
</tbody>
</table>

*Abbreviation used: PMMA, (poly)methylmethacrylate.*

### 37.4. DISCUSSION

The heat treatment at 200°C served two purposes. First, the treatment allowed extraction of net shape composites. Additionally, the treatment relieved some stresses that developed from expansion of PMMA during the last stages of

![Figure 37.2. Strength distribution of the samples.](image)
polymerization. This expansion of the thick shell... enough to break the borosilicate vials after a few days of polymerization.

Although composites were lightweight and optically transparent, they were only 94% dense. Attainment of 100% theoretical density was limited primarily by resistance to infiltration during polymerization. In bulk, MMA densifies from 0.94 to 1.18 g/cm³ during polymerization. However, as the average molecular weight of the monomer solution increases during polymerization, it becomes increasingly difficult for the monomer monomers to infiltrate the matrix. Because of the very fine size of the silica microporosity, about 1% of the matrix volume is not impregnable by even the initial monomer solution. Previously, it was determined that the PMMA in the composite contains a larger concentration of residual MMA than bulk PMMA [9].

Outgassing of the silica xerogels tended to increase strength slightly and widen the distribution. The strengthening may be attributed to some condensation of hydroxyls on the silica surface and the widening of the distribution is likely due to some damage to the surface. Although the use of different strain rates and surface conditions prevents direct comparison, it appears that the strength of the composites is similar to bulk PMMA, with a somewhat wider distribution in strengths for the composites. This indicates preexisting matrix flaws are not healed by impregnation or that new flaws are introduced by impregnation. Adsorption of water may decrease the strength of composites slightly due to corrosion of siloxane bonds of the silica matrix. Nevertheless, the water adsorption of the composites is negligible compared to adsorption for the xerogels without impregnation. The impregnated xerogel offers mechanical stability for longer exposure times.

### Table 37.3: Strengths

<table>
<thead>
<tr>
<th>Material</th>
<th>Strength (MPa)</th>
<th>Weibull Modulus</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silica xerogel</td>
<td>19.3</td>
<td>3.7</td>
<td>0.91</td>
</tr>
<tr>
<td>Silica xerogel (outgassed)</td>
<td>21.6</td>
<td>2.6</td>
<td>0.97</td>
</tr>
<tr>
<td>Silica/PMMA (fresh)</td>
<td>132</td>
<td>3.9</td>
<td>0.98</td>
</tr>
<tr>
<td>Silica/PMMA (exposed 14 days)</td>
<td>102</td>
<td>4.1</td>
<td>0.95</td>
</tr>
<tr>
<td>PMMA</td>
<td>119</td>
<td>8.9</td>
<td>0.97</td>
</tr>
</tbody>
</table>

**Abbreviations used:** PMMA, (poly)methylmethacrylate.
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ORGANICALLY MODIFIED CERAMICS—MATERIALS WITH "HISTORY" OR "FUTURE"?

H. SCHMIDT

38.1. INTRODUCTION

If one wants to answer the question of the future of a group of materials, one first has to look into its history. The combination of materials with different properties in order to gain new properties is an old objective of researchers concerned with material development. There are numerous examples for composites, and the tendency during the last decade shows that the unit size of the composite phases is decreasing continuously. If the unit size reaches the nanometer range, mechanical mixture of the different components becomes impossible. Other methods like vapor deposition or chemical routes have to be chosen. The sol–gel process is a suitable way to synthesize ceramic precursors like gels with the desired composition at low temperatures. These mostly amorphous materials can have different structures or microstructures, where two extremes are the polymer type (Fig. 38.1a) and the colloidal type (Fig. 38.1b). It depends on composition and reaction conditions, which type will be obtained, and which combinations are possible. The low processing temperature allows to incorporate organics, which can have different functions, depending on their type and the way they are linked to the organic network. Figure 38.2 illustrates some general possibilities. Organics can act as network modifiers and network
formers. They can add special functions as a consequence of their chemical nature. Because there exists a large variety of organic groupings, the number of variations is almost endless. In order to bring some systematics into the jungle, it is necessary to develop some rules in the sense of structure to property or component to property relation. The size of organic and inorganic or inorganic and mixed organic–inorganic phases is not included in this structural con-

Figure 38.1. Two different types of ceramic gels. (a) Polymer type; (b) colloidal type.

Figure 38.2. Possible structures or organic-inorganic polymers. \(O\) = \(O\); \(\bullet\) = \(Si\); \(\bigcirc\) = inorganic heteroatom; \(-\bigcirc\) = organic chain.
GENERAL ASPECTS OF POLYMERS

sideration. Because the building up process starts with molecules, due to their reactivity differences separation or arrangement effects are possible.

The Si atom offers a convenient method to link organics via a Si–C bond covalently to an inorganic backbone, if at least one Si–O– bond is present at the same Si atom, because the Si–C= bond is pretty stable under ambient conditions. With other network formers, like Ti or Al, other coupling principles are necessary if a chemical bond to the organic part is desired. Complex formation (e.g., by chelating ligands) is one, ionic bonds (e.g., to organic acid ions) are another possibility.

The sol–gel process plays the dominant role for the synthesis, because it is the most important and a very flexible method to synthesize inorganic polymer networks at low temperatures. For reactions of the organic grouping, the wide knowledge of organic chemistry can be used. However, very often it is necessary to develop new routes, because the simple transformation of known reactions into different media or other reaction conditions very often is not possible. Principles of reactions by sol–gel chemistry are published elsewhere, as well as reactions of organic groups [1-6] and will only be partially discussed in this Chapter.

38.2. GENERAL ASPECTS OF INORGANIC–ORGANIC POLYMERS

The question has to be answered, what are the reasons for investigating or synthesizing organically modified inorganic polymers or inorganically modified organic polymers? There is at least one very simple reason: The scientific curiosity for what comes out by “mixing” together organics and inorganics on a nano or even molecular level. Behind this “simple” one, a lot of other reasons exist like the question, which sizes of the different phases are possible? or can the sizes be tailored? which properties can be obtained? or is a tailoring possible similar to a molecular engineering? and, of course, can new materials lead to new applications?

It is important to get an overview over the major influences of different components, for example, the inorganic groupings on the one hand and the organic groupings on the other hand. If one starts this consideration with examples of inorganic network or gel formers as “inorganics,” like SiO₂, Al₂O₃, or TiO₂, one should expect chemical, optical, or mechanical properties related to these materials as bulk materials (glasses or ceramics). If one starts the consideration from the organic polymeric side, for example, with polyethyleneoxide (PEO), polymethylmethacrylate (PMMA), or polyethylene (PE), one should expect properties related to these properties like high thermal expansion, low Tg values, softness, low densities, and low nD values. In addition to this, the influence of chemical functions, for example, by organofunctional groupings, is a third parameter, because its effect on the material properties depends on the structure, or on the arrangement of these groups in the structure or their
interaction with the rest of the network. Figure 38.3 is an attempt to show the connections between the main components and the influenced parameters. The question that arises is whether or not it is possible to tailor desired properties based on an experimental knowledge of the influence of different components.

### 38.3. PROPERTIES, COMPOSITION, AND STRUCTURES

The path of different developments of organically modified ceramics (ORMOCERs) showed us that in various cases properties could be predicted, that is, that new properties expected from the different elements (in this case, the element is a component, grouping, reaction condition, or similar) could be obtained. Other cases show that new unexpected properties are achieved. In the following, this will be demonstrated with a few examples.

#### 38.3.1. Reactivity of Substituted Si Esters

As described above, for the introduction of organic groupings into an inorganic network a convenient way is the use of organoalkoxysilanes. The advantage of this type of molecules is that there is yet one assembling given: The organic group is covalently linked to an inorganic network former. In a cocondensation process together with other alkoxides, the organic phase only can be separated

![Figure 38.3. Possible influences of different components on ORMOCER properties.](image-url)
from the inorganic one by including one partially inorganic network forming unit, but in this case various arrangements are possible (Fig. 38.4).

In Fig. 38.5, an example for a structure development according to step III is given.

The H₂O adsorption isotherm leads to the conclusion that the inside of the pores is covered to a great deal with hydrophobic CH₃ groups from the CH₃—Si≡ unit. This self-assembling reaction can be explained by the fact that during the hydrolysis and condensation process, where a maximum of OH groups appears, a separation effect takes place into SiO₃(OH)₄ phases and CH₃SiO₂(OH)₃ phases. This leads to the conclusion that hydrolysis and condensation rates should be different for the two different species, as one has expected anyway. As shown elsewhere [7], the hydrolysis rates actually are different, the striking point, however, is that hydrolysis of Si≡R group-containing silanes decreases almost linearly with increasing content of OH groups (Fig. 38.6).

This fact can be interpreted with the assumption of an increasing difficulty of the OH⁻ ion to substitution reaction due to the +1 effect of the alkyl groups. In this case, the proton catalyzed mechanism is the only possible one (Fig. 38.7). This means, that based on rate differences, inhomogeneities occur, regardless of whether they are desired or not. Because the means for rate control are limited, especially if one wants to equilibrate hydrolysis and condensation rates of several components, one has to look for other reactions to overcome rate difference-based disadvantages for structure controlling. Yoldas [8] has pointed

\[
\text{Me} \bigl\{\text{OR} \bigr\}_4 + \text{R}' \text{Si} \bigl\{\text{OR} \bigr\}_3 \rightarrow \text{Me} - \text{O} - \text{Si} - \text{O} - \text{Me} - \text{O} - \text{Si} -
\]

Figure 38.4. Some examples for different arrangements of inorganic-organic composites by sol-gel reactions.
out that by a fixation of one species to an already formed polymeric network, phase separation can be avoided or, as shown in Ref. 2, the so-called CCC (chemically controlled condensation) reaction can be applied successfully. The latter one allows control of the unit size as shown in Ref. 9 and keeps it small enough to cause light scattering and to exclude optical application. This was shown on a polymer based on \( \text{SiO}_2/\text{TiO}_2/\text{SiO}_3/\text{2} \) epoxy. With chemical
processing reactions like these, it is possible to incorporate substituted esters of various types into inorganic networks avoiding separation effects, and it is possible to tailor phase sizes if necessary.

38.3.2. Combination of Properties

Following are examples for the combination of properties. As described elsewhere [10], a contact lens material has been developed. The basic considerations of this material development resulted from molecular considerations of different structural units. For oxygen diffusion, a siliconlike unit having a \( \equiv \text{Si} - \text{CH}_3 - \text{CH}_2 - \) grouping was chosen. For hydrophilicity (low wetting angle), a \( -\text{CH}_2\text{OH} \) group was considered to be suitable. However, the combination of these functional silanes in a sol-gel process led to a reesterification reaction of the \( \equiv \text{Si}(\text{CH}_2)_n\text{OH} \) to the \( \equiv \text{Si} - \text{R} \) by destroying the hydrophilic \( -\text{CH}_2\text{OH} \) groups. Therefore, the

\[ \equiv \text{Si} - \text{O} \]

group was chosen, and the ring opening was performed after the condensation. Now, the combination led to oxygen permeation and hydrophilicity, but the mechanical properties were poor, and the material was porous. The introduction of \( \text{Tl(OR)}_4 \) as a condensation catalyst led to dense, but extremely brittle material, which was not machinable to lenses. To reduce brittleness and increase flexibility,

\[ \equiv \text{Si} \sim \text{OCC(CH}_3)\equiv \text{CH}_2 \]

was introduced, which was polymerized with methylethacrylate (MMA). Now, mechanical properties were sufficient, but wettability decreased. The sub-
TABLE 38.1. Expected and Obtained Properties of a Molecular Composite of SiO$_2$, TiO$_2$, Si-Epoxy, Si-Methacrylate, MMA, and HEMA

<table>
<thead>
<tr>
<th>group</th>
<th>expected function</th>
<th>obtained function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\equiv \text{Si}-\text{CH}_2\text{CH}_2^-) (II)</td>
<td>good oxygen permeation</td>
<td>good</td>
</tr>
<tr>
<td>(\equiv \text{Si}-\text{CH}_2\text{CH}_2\text{-OH}) (III)</td>
<td>good wettability</td>
<td>poor</td>
</tr>
<tr>
<td>(\equiv \text{Si} \equiv \text{CH} \equiv \text{CH}_2) (IV)</td>
<td>good wettability</td>
<td>good</td>
</tr>
<tr>
<td>(\equiv \text{Si} \equiv \text{CH} \equiv \text{CH}_2) (V)</td>
<td>good wettability</td>
<td>good</td>
</tr>
<tr>
<td>(\equiv \text{Si} \equiv \text{organics} (\equiv \text{III}))</td>
<td>good flexibility</td>
<td>poor</td>
</tr>
<tr>
<td>([\text{SiO}_4]^{4-})</td>
<td>good strength</td>
<td>poor</td>
</tr>
<tr>
<td>([\text{TiO}_4]^{4-})</td>
<td>good densification behavior</td>
<td>good</td>
</tr>
<tr>
<td>(\equiv \text{Si} \equiv \text{OC} \equiv \text{C} (\text{CH}_3) = \text{CH}_2)</td>
<td>high flexibility</td>
<td>good</td>
</tr>
<tr>
<td>HEMA</td>
<td>good wettability</td>
<td>good</td>
</tr>
<tr>
<td>MMA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>unexpected</td>
<td></td>
<td>strength increase, scratch resistance, low density ((t=1.3))</td>
</tr>
</tbody>
</table>

Abbreviations used: MMA, methylmethacrylate; HEMA, hydroxyethylmethacrylate.

*These materials were prepared from \(\text{Si(OCH}_3)_4\), \(\text{Ti(OC}_2\text{HS})_4\), \((\text{CH}_3\text{O})_3\text{Si(CH}_2)_2\text{OCH}_2\text{CH}_2\text{O}\), \((\text{CH}_3\text{O})_3\text{Si(CH}_2)_2\text{OCOC(CH}_3)\equiv \text{CH}_2\), and MMA by a sol–gel process according to Ref. 10.

The substitution of MMA by hydroxethyl methacrylate (HEMA) increased wettability, and all other properties were sufficient. Surprisingly, the material showed a superior scratch resistance. In Table 38.1, the comparison between expected properties and those obtained is given.

Table 38.1 shows that the molecular tailoring is possible, but it only works if the structure formation can be controlled. For example, the strength of the inorganic network could not be transformed into the composite at the low processing temperatures of \(<130^\circ\text{C}\), whereas the flexibility of PPMA (polymethylmethacrylate) polymeric chains could be. The wettability of \(\text{CH}_2\text{OH}\) groups could not be transferred; the glycol groups acted as wetting groups if present. Ti in these composites seems to be present in a coordinated state (Fig. 38.8).

The photocatalytic activity of TiO$_2$ is well known. In combination with organics, TiO$_2$ can undergo a redox reaction by accepting an electron to be reduced to \(\text{Ti}^{3+}\) and oxidizing organic groupings. However, this is a property of the crystalline bulk TiO$_2$. Radiation of the composite of Table 38.1 causes the colorless material to change to blue, which changes back to colorless in the dark. The properties of the TiO$_2$ are maintained in the molecular environment of the composite. The potential achieved by UV radiation can be qualitatively measured by a device shown in Fig. 38.9. A voltage of \(\approx 1.2\,\text{V}\) could be found.

In this case, a photoelectronic property of the bulk could be transferred.
unexpectedly into a molecular composite. The disadvantage of this property is a reduced UV stability of these composites. This led to investigations to substitute Ti by Al or Zr. With Zr only weak, photoactivity was observed, and with Al no photoactivity was observed. One-to-one substitution of Ti by Al led to an unexpected drastic increase of brittleness and scratch resistance of coatings [9] and to an increase of UV stability by the factor of \(>20\). Because structural evaluation is still under investigation, a structure–property relationship is not yet known. However, the consequence of these findings is an enlarged field of applications for outdoor purposes.

Due to the high costs of precursors, the main applications presently consist of coatings. Therefore, a variety of coating materials have been prepared. The main point in this case is the control of viscosity and curing behavior of the coated materials. The control of viscosity can be carried out according to two different mechanisms:

1. Partial hydrolysis and condensation (sol–gel control).
2. Control of the polymerization mechanisms of the organic grouping.

The main fields of application are hard coatings and soft materials like plastics, soft metals, paper, wood, and even glass and ceramics.

Figure 38.9. Device for detecting the \([\text{TiO}_4]^4–\) redox reaction in a composite according to Table 38.1.
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For coating application, in most cases the addition of a third function is necessary, for example, reduction of \( \text{H}_2\text{O} \) permeation is required. This can be achieved by the introduction of groupings with hydrophobic properties, such as \( \equiv \text{Si(CH}_2\text{)}_2\text{CH}_3 \). The effect of this group in a scratch-resistant coating reduces the \( \text{H}_2\text{O} \) permeability to about 10% of the original permeability and makes this coating applicable as a scratch and corrosion protective coating on brass and aluminum.

The scratch-resistant properties of these materials could be maintained. The Al-based materials including polymerized epoxy and propyl groups show an excellent adhesion on metalized glass surfaces and a chemical and mechanical protection of the metal layer (Fig. 38.10), which otherwise would be chemically and mechanically unstable.

Investigations of the \( -\text{C}_6\text{H}_5 \) groups was carried out for reasons of the high thermal stability of the \( \equiv \text{Si} - \equiv \text{C} \equiv \) bond in aryl-substituted silanes. With \((\text{C}_6\text{H}_5)_2\text{Si} \equiv \) groupings it was possible to synthesize materials in combination with \( \text{Si(OR)}_4 \) or \( \text{Ti(OR)}_4 \) as precursors, which have temperature stabilities up to 350°C \([(\text{C}_6\text{H}_5)_2\text{SiO} : \text{MeO} \approx 2:1, \text{Eq. 1} \)] [12].

\[
\text{Si(OR)}_4 + (\text{C}_6\text{H}_5)_2\text{SiCl}_2 \xrightarrow{\text{H}_2\text{O} \text{ reflux}} \text{H}_2\text{O} - \text{Si} - \text{O} - \text{Si} - \text{O} \\
\text{C}_6\text{H}_5 \quad \text{C}_6\text{H}_5
\]

However, these materials remain soluble in toluene or ethyl acetate. The infrared spectra of these materials show a surprising high \( \text{OH} \) content [13], even after 8 hr curing at 250°C. Traces of KOH reduce the \( \text{OH} \) content almost to zero. With fillers, like graphite or mica, high-temperature-resistant coatings (500°C in air) can be prepared. However, the surprising effect is the perfect adhesion of this system to glass surfaces and its \textit{thermoplasticity}. Both properties had not been expected and were not described in literature. Based on these findings various adhesives could be developed. The introduction of the \( \equiv \text{SiCH}_3(\text{CH} \equiv \text{CH}_2) \) group permitted to cure these materials by a radical polymerization without losing the good adhesive properties. The base-catalyzed sol–gel processing
combined with a high-temperature (280°C) curing under vacuum allowed the OH group content to be reduced to very low levels so that permittivity constants (ε) around 2.7 were possible. These types of coatings have been developed for metal core techniques for novel, printed circuit boards (Fig. 38.11) [14].

In order to make these materials depositable by electrophoretic deposition for the coating of sharp edges (cataphoretic coating), a third function in the form of electric charges had to be added. The cocondensation of ≈5 mol% of –NH₂ groups [from (RO)₃Si–NH₂] and the preparation of a stable emulsion led to a system that allowed a cataphoretic coating (Fig. 38.12). After coating, a UV curing based on the vinyl group polymerization can be applied. Probably due to the low OH content and the additional organic crosslinking, a new unexpected property was found: These materials are very stable against bases, which is very unusual for silicate-based materials. In order to attack the surface, a 40% KOH solution at 50°C is necessary. The combination of low ε, low OH content, good thermal stability (280 to 300°C), and high chemical stability make these groups a good candidate for micro-electronic application.

Another interesting question relates to the problem of the effect of the combination of two different basic properties of organic polymeric “networks” (linear and flexible) on the one hand and of inorganic network (stiff, brittle, and
three-dimensionally crosslinked) on the other if these networks are not covalently bond, but exist independently of each other. In one example, the experiment was carried out with a soluble polymer (ethylvinyl acetate copolymer, EVA) and 50 wt% TiO$_2$ were added to a 5% solution of EVA in toluene (Fig. 38.13) [3]. In this case, the change of EVA properties was drastic as well as of the properties of TiO$_2$. The used EVA was soft and plastically deformable. Ti(OR)$_4$ under the applied reaction conditions would have formed a white powder. The “new” polymer is elastic, and the tensile strength is up to $\approx$ 20 MPa. Phase separation is difficult to be detected, but scanning electron microscopy indicates a range of $\approx$ 20 to 50 nm. It is surprising that despite its high TiO$_2$ content an elastic material results. The material was used for the coating of polypropylene, creating a sterilizable surface for medical use.

The combination of properties was investigated with a series of other examples. As a general rule, in most cases very interesting properties could be obtained, but the case of a “linear” addition of properties is the exception. For example, density does not follow the inorganic and organic increments: the density, even with high inorganic contents, remains low (Fig. 38.14). This shows that the oxygen chains or groupings govern density by chain movement or rotation, and an “open” structure results. Another example is the thermal expansion coefficient as a function of the numbers of Si–C bonds, which is given in Ref. 15.

### 38.4. MATERIALS

Numerous materials have been developed. One can distinguish between different groups of materials according to their properties or structures.

---

**Figure 38.13.** Scheme of the preparation of TiO$_2$/EVA copolymer.
38.4.1. Porous Materials

They are characterized by a high content of inorganic network formers. The properties are influenced by composition and reaction parameters: It is possible to tailor microstructure (pore size from 4 nm to several micrometers can be established). The organic groupings can be used for special chemical properties, such as complexation of metals, acid or basic properties, hydrophobic or hydrophilic properties, selective adsorption, and surfaces with chemical links for covalent coupling of biochemical compounds. Some applications resulting from these general properties are various adsorbents for gas- and liquid-phase adsorption, membranes, carriers for catalysts and enzymes, sensors, ion exchangers, and materials for chromatography.

38.4.2. Thermoplastic Materials

They are characterized by high contents of the \((C_6H_5)_2SiO\) unit. With the addition of other network formers, the thermal properties can be varied \([12]\); with organics, mechanical properties and processing properties, as well as chemical properties, can be varied. Introduction of olefinic groupings (e.g., vinyl, allyl, or methacryl) can lead to photocurable behavior. Tailoring of \(\equiv SiOH\) or \(\equiv SiOR\) group contents leads to good adhesive properties on inorganic surfaces. Applications for these groups are adhesives, protective coatings, dielectrics for microelectronic application (structurizable coatings for packaging and housing), and ion conductive materials \((H^+, Li^+)\).
ORGANICALLY MODIFIED CERAMICS

38.4.3. Hard Materials

This group is characterized by inorganic network formers like Ti, Al, Zr, or Sn and polymerizable grouping bonds to Si (≡Si−R). R = methacryl, epoxy. Hardness and antiabrasive properties result from the inorganic backbone in combination with some flexibility by the organic polymer. The adaption to various substrates (metal and polymers) is possible, and other functions can be added by other organic groupings or fillers. Bulk materials can be prepared in the form of plates or rods, which can be machined to parts. Examples for applications are hard coatings, protective coatings, lubricating coatings, and lenses.

38.4.4. Interpenetrating Networks

This type is characterized by the fact that no chemical bond exists between the inorganic and organic backbone, whereas in the Sections 38.4.1 and 38.4.2 described materials the distribution of organics and inorganics can be controlled by the sol–gel reaction, in the latter type of materials the distribution reaction is controlled by a "phase formation" reaction, leading to phase separation effects. The chemistry, therefore, has to be investigated thoroughly, and not much data concerning inorganic–organic sol–gel techniques are available [16]. Applications are, for example, reinforcement of polymers on a nanosized level or creating new functions in polymers.

38.5. CONCLUSION AND FUTURE

The conclusion that can be drawn from the available data is that a tailoring of properties can be done successfully only in combination with the reaction control. It seems to be possible to predict functions from the properties of the used units, but it is rather difficult to predict the structure development based on the reactivities of the component in a complex environment. Based on sufficient experience, this tailoring is a combination of predictable basic features and an unknown part to be solved permanently.

Because there are huge numbers of parameters resulting from composition and reaction conditions, the field is only scratched. Important questions like structure formation mechanisms or size effects of the different phases are only investigated in a few examples. So, despite already having a short history, the future of the inorganic composite material will be interesting and exciting.
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STRUCTURE–PROPERTY STUDY OF HYBRID MATERIALS INCORPORATING ORGANIC OLIGOMERS INTO SOL–GEL SYSTEMS

H. HUANG, R. H. GLASER, A. B. BRENNAN, D. RODRIGUES, AND G. L. WILKES

39.1. INTRODUCTION

The sol–gel reaction has been studied extensively in the last two decades to principally produce new inorganic materials for the modern world of technology. One important advantage of this relatively new reaction route is that some multicomponent systems (mainly combinations of inorganic species) can be produced by this route yet are not possible by a fusion method [1, 2]. This feature has since fostered a new area of material research.

Within the last decade, a new concept has emerged that utilizes this sol–gel reaction as a bridging technique to produce hybrid materials combining inorganic moieties with organic species [3–15]. One form of these hybrid systems is produced by using organic group-substituted metal alkoxides. Desired properties can thus be obtained by choosing appropriate organic groups, for example, a hydroxyl group for higher hydrophilicity or an epoxide group for better abrasion resistance [3–5]. Another approach of producing
hybrid materials is to use functionalized organic species. The basic concept is that during the buildup of the network resulting from the condensation of the hydrolysis products of metal alkoxides appropriately functionalized organic (or potentially organic/inorganic) moieties that can also undergo the same condensation reaction as the hydrolyzed metal alkoxides are also incorporated. This approach can lead to either an alloylike material if molecular dispersion is obtained or, in other cases, more of a microphase morphological texture.

In the last few years, several new hybrid systems utilizing the concept of functionalized oligomers have been prepared in the authors' laboratory. Depending on the type of oligomer and metal alkoxide, the composition, and type of catalyst, the final materials displayed different structure and properties. In this Chapter, the basic concept of producing these hybrid systems will be reviewed and the corresponding structure–property behavior will be discussed.

39.2. TEOS–PDMS HYBRID MATERIALS

As alluded to earlier, modification of the general sol–gel reaction has been employed to prepare hybrid (ceramers) materials incorporating appropriately functionalized oligomeric species. One of the first examples of such systems prepared in our laboratory was to incorporate low-molecular-weight (550–1700) poly(dimethyl siloxane) (PDMS) oligomers terminally functionalized with silanol groups into a tetraethoxysilane (TEOS) network [7]. It was demonstrated that these materials, when analyzed for structural features, tended to indicate some degree of very localized phase separation of the PDMS component, but that the dispersion of the oligomer into the alkoxide-based material was enhanced by higher levels of acid catalyst. A higher acid catalyst content would promote a higher rate of hydrolysis thereby providing a greater concentration of hydrolysis products of TEOS to react with the silanol-functionalized oligomers. This resulted in a better dispersion of the oligomer. Proof of this has been presented based on small angle X-ray scattering (SAXS) measurements in conjunction with dynamic mechanical measurements [8, 9] and more recently using solid state nuclear magnetic resonance (NMR) investigations [10]. As an example, Fig. 39.1 shows the ratio of loss to storage modulus (tan δ) in the dynamic mechanical spectra of a series of materials made with a 1700 (g/mol) silanol-terminated PDMS and TEOS as a function of acid catalyst content. [With regard to the sample nomenclature used in Fig. 39.1, TEOS(48)-PDMS(1700)-50-0.045-80°C indicates that the material was prepared with 48 wt % of TEOS, 52 wt % of the functionalized oligomer (PDMS in this case) with 1700 (g/mol), 50% stoichiometric amount of water for the hydrolysis reaction, a molar ratio of HCl/TEOS of 0.045 and a reaction temperature of 80°C. This nomenclature system will be used throughout this Chapter.]

Inspecting the tan δ data in Fig. 39.1, one notes that as the acid catalyst content increases, the glass transition region (dispersion) associated with the
Figure 39.1. Effect of acid catalyst (HCl) content on the temperature dependence of the dynamic mechanical parameter tan δ for a series of TEOS(48)-PDMS(1700)-50-X-80C materials. See text for sample nomenclature. (Reproduced with permission from Ref. 8.)

general PDMS oligomer is highly broadened (Tg of pure PDMS is approximately -120°C). This broadening to considerably higher temperatures indicates restrictions on molecular mobility, which indirectly suggests further oligomeric dispersion into the more immobile crosslinked condensation products of the TEOS components. Figure 39.2 provides a series of SAXS scans from these same materials. In Fig. 39.2, the variable s is an angular-dependent parameter defined as \((2/\lambda)\sin(\theta/2)\), where \(\theta\) is the radial scattering angle and \(\lambda\) is the wavelength of X ray (nm). The normalized intensity is represented in Fig. 39.2 by \(I(s)\). The magnitude of scattering in these scans (as indicated by the area under the scattering curves) suggests progressively more homogeneous materials with increasing catalyst, that is, the scattering approaches very low levels as acid content increases. An invariant analysis of these same SAXS scans gives further support to this conclusion [8].

NMR and Raman data have indicated nearly equivalent levels of hydrolysis for all of these systems thereby suggesting that comparisons of the general SAXS intensity profiles of these materials indeed provides a comparative indication of increasing homogeneity (better mixing) of the TEOS and siloxane components as acid catalyst content increases. Further indications of systematic effects on mechanical response with chemical composition have been presented elsewhere [8–10].
39.3. TEOS–PTMO HYBRID MATERIALS

Another approach used in our studies has been to incorporate oligomeric species whose chemistry contrasts to that of the metal alkoxide—the latter often based on silicon. In particular, we have utilized triethoxysilane (tri-EOS)-functionalized poly(tetramethyleneoxide) (PTMO) oligomers rather than the earlier discussed silanol-terminated PDMS oligomers. These functionalized PTMO systems have been prepared with a variety of molecular weights and then reacted with TEOS or TMOS [11, 12]. Indeed, the functionalized PTMO oligomers provide good reactivity with the hydrolysis products of the metal alkoxide, but at the same time tend to form a local phase separation or “microdomain structure” somewhat similar to the segmented or block polymers familiar to the polymer chemist [16]. A distinct indication of this local phase separation is provided by Fig. 39.3, which illustrates the SAXS intensity profiles. One notes that in these profiles, there is a distinct maxima (although somewhat broadened due to the nature of slit smearing) that strongly indicates a correlation distance over which somewhat periodic fluctuations in electron density occur. We have found that such a shoulder or pseudo-Bragg peak appears in the PTMO-based systems, whereas it is absent in the PDMS-containing hybrid materials discussed earlier.
Analysis of these SAXS profiles suggest that this correlation distance (ca. 1/s, see Fig. 39.3) or "average" periodicity in electron density fluctuations in on the order of 10 nm. This length is not unreasonable when the general chain or coil dimensions of the PTMO oligomers are taken into account along with the size of clusters that may form from the partially condensed hydrolysis products of TEOS [11]. An oversimplified model based on the interpretation of the mechanical data in conjunction with the SAXS results is provided in Fig. 39.4. This highly schematic model indicates that there are systematic compositional variations in the materials that occur over a correlation distance given approximately by the value 1/s, an indicator of a pseudo-Bragg spacing. It is viewed that the general matrix is richer in PTMO composition, although not in pure form due to its broadened and raised glass transition response, whereas the more dispersed regions have a higher composition of the condensation products of the TEOS species. Further details regarding the justification for this model can be found elsewhere [11].

An additional important point to note is that in contrast to the materials prepared using the dimethyl siloxane oligomers, the PTMO-containing materials typically provide a much more enhanced mechanical response [8, 11]. An indication of this is shown in Fig. 39.5, which illustrates three examples of the stress–strain behavior of materials prepared with various TEOS contents and functionalized PTMO (2000 g/mol) at constant water and acid contents. The strain to break ranges from several percent to over 100% whereas the tensile strength may be as high as 30 MPa. By contrast, under equivalent test conditions, the tensile strength measured for materials incorporating PDMS-
functionalyzed oligomers terminated with single silanol groups never exceeded 6 MPa with the strain at break typically being less than 20% [8]. This indicates that the additional links provided by the tri-EQS groups result in a considerable enhancement in mechanical properties at least from a structural point of view.

The PTMO-containing materials, we have noted, tend to display a glass transition dispersion that is greatly broadened and raised above that of the pure PTMO component (pure PTMO of reasonable molecular weight displays a...
MULTIFUNCTIONAL HYBRID MATERIALS

glass transition temperature of about \(-75^\circ\mathrm{C}\) [17]). Figures 39.6a and b show the dynamic mechanical behavior \(E'\) and \(\tan\delta\) for a series of PTMO-containing materials as a function of TEOS content. The data in Fig. 39.6a particularly give an indication of the systematic change in mechanical behavior as restrictions on the mobility of the PTMO oligomers occurs as the result of a greater metal alkoxide content. As either Fig. 39.6a or b indicates, the glass transition dispersion behavior of the PTMO oligomers and the general overall modulus temperature response varies quite dramatically with changing TEOS content. Indeed, one notes that at 10\%TEOS addition, the general softening or glass transition response of the network prepared by the sol–gel approach is rather typical of pure PTMO. In fact, there is even an enhancement of modulus in the range of \(-50^\circ\mathrm{C}\). This rise is caused by partial crystallization of the oligomers, a common response of PTMO oligomers in this molecular weight range [11]. Subsequent melting of these crystals occurs at about \(-25^\circ\mathrm{C}\). However, as the TEOS content increases above 30\%, not only is the glass transition dispersion broadened and shifted to higher temperatures, but the inducement of crystallizability (indicated by a rise in modulus following the glass transition) is completely eliminated. This lack of crystallizability is without doubt due to restrictions caused by the presence of the TEOS-based components interacting with the PTMO oligomers.

39.4. MULTIFUNCTIONAL PTMO-CONTAINING HYBRID MATERIALS

Another hybrid system that was prepared and studied in our laboratory has been based on TEOS and PTMO possessing multiple functional groups. Unlike the previous systems in which PTMO was endcapped with tri-EOS groups, these higher molecular weight oligomers possess various numbers of tri-EOS groups along the backbone of the chain. The procedure of synthesizing these multifunctional compounds is discussed elsewhere [13]. The additional functional groups were expected to help the incorporation of these organic species into orthosilicate network and assist compatibility during the sol–gel reaction. Most importantly, if this approach of multiple functional groups was successful, other higher-molecular-weight species could be considered in the future. This would significantly raise the versatility of this organic modified sol–gel route.

To illustrate the effectiveness of this addition of functional groups, the stress–strain curves for a series of samples made with PTMO possessing two to five tri-EOS groups are shown in Fig. 39.7. One notes that the range of elongation at break is considerably higher than those shown by the endcapped PTMO(2000) materials (recall Fig. 39.5), which seems reasonable, because the molecular weight is higher in this case. The elongation at break decreases as the average number of tri-EOS groups decreases. The tensile strength is also much higher for these materials than for the analogous PTMO(2000) systems. In fact, it reaches 150 MPa for the sample with only two tri-EOS groups (i.e., tri-EOS terminated).
Figure 39.6. Effect of TEOS content \( X \) on the dynamic mechanical behavior of a series of TEOS(\( X \))-PTMO(2000)-100-0.04-RT materials: (a) storage modulus, and (b) tan \( \delta \).
This relatively high strength along with high strain at break makes these materials more attractive in terms of practical applications. The initial modulus of these materials increases with the number of tri-EOS groups on PTMO. In fact, the value of Young's modulus reaches $10^9$ Pa for the sample made with five functional groups. Another important feature to note is that as the average number of tri-EOS groups increases to four and higher, a yield point is clearly shown, and the yield stress increases with the number of tri-EOS groups. This observation of a yield point and increasing modulus strongly suggests that the material has become more glasslike as the concentration of the tri-EOS group increases. This point was further justified by the dynamic mechanical experiments (data not given), which shows that the glass transition temperature for the PTMO species was much higher than ambient temperature [13]. This suggests that the polymer chains are basically in the glassy state while deformed, and this explained the high modulus values observed. It is also important to mention that from the SAXS results, the general structure for these new systems may still be interpreted by the morphological model suggested above (see Fig. 39.4).

**39.5. TITANIUM-CONTAINING HYBRID MATERIALS**

Mixed metal alkoxide systems are also of interest as a means of creating additional hybrid systems. However, recognition of the large differences in their hydrolysis/condensation rates is crucial. One way to overcome large differences in the reactivity of two metal alkoxide species is to employ a chemically
controlled condensation (CCC) procedure first proposed by Schmidt et al. [4].
In this method the hydrolysis of the fast reacting alkoxide species is slowly
initiated by the controlled release of water from the esterification of an organic
acid with an alcohol. The starting reaction mixture contains only the reacting
alkoxides and the chosen acid/alcohol system—no water. Once the fast-reacting
alkoxide has been partially hydrolyzed and condensed, water is added to
complete the overall reaction and incorporate the slower-reacting alkoxide
(such as TEOS).

A different method has been used by Parkhurst et al. to incorporate
titanium ethoxide into TEOS-based silica gels [18]. In this procedure the TEOS
species is allowed to partially hydrolyze and condense in the presence of an acid
catalyst and water before the fast-reacting titanium ethoxide is added. Once
introduced, the titanium ethoxide quickly hydrolyzes and condenses into the
preexisting “immature” TEOS-based network rather than precipitating as
titanium dioxide.

In our laboratory, we have developed a hybrid procedure that employs
aspects of both of these methods in order to incorporate titanium isopropoxide
into TEOS-based gels that contain functionalized oligomeric species of either
PTMO or PDMS. In our approach, the TEOS moiety as well as the tri-EOS-
endcapped PTMO or silanol-terminated PDMS species are partially hydro-
lyzed and condensed using a CCC system of glacial acetic acid and
isopropanol—no water. The titanium isopropoxide is added at a later time; the
entire system is, thereafter, gently heated (refluxed) to facilitate the completion of
the hydrolysis and condensation reactions. We have found, using this method,
that very transparent materials can be produced [11, 14]. This indicates a good
dispersion of the titanium species, at least on a size scale distinctly smaller than
the wavelength of light.

From the SAXS and dynamic mechanical measurements, the general
structure of these titanium-containing materials is similar to those of the
TEOS/PTMO systems. However, the modulus tends to be higher for these
mixed alkoxide systems. This may be partially due to the fact that titanium tends
to catalyze the condensation reaction and produce a network with a somewhat
higher degree of reaction [11]. Currently, work is being undertaken to explore
other types of alkoxide mixtures; the results will be reported in the near future.

39.6. OTHER NEW APPROACHES

Besides all the systems just discussed, several other approaches have been taken
to produce new hybrid systems. The first one to mention is the TEOS-poly(ether
ketone) (PEK) systems. Although detail is not to be discussed here, it is
important to point out that oligomeric species that are glassy in pure form at
ambient conditions can also be incorporated into sol–gel network systems in
addition to those possessing a more rubberlike backbone such as PDMS or the
PTMO components discussed earlier. Indeed, materials incorporating tri-EOS-
OTHER NEW APPROACHES

Functionalized PEK oligomers (which possess a "pure" $T_g$ of the order of 180°C) have been successfully made through a sol–gel reaction with TEOS. The limitations on the extent of reaction (crosslinking) in such a system due to the more glasslike or stiffer oligomer are clearly much greater than those imposed by the broadened $T_g$ behavior of the PTMO discussed earlier. The level of network development can be extremely restricted as vitrification is approached through molecular weight buildup in a similar fashion as has been explained by Gillham for common glassy network systems, such as epoxies [19]. A thermal treatment of such materials allows further curing, which results in network enhancement thereby raising mechanical integrity and glass transition behavior accordingly. Studies concerning materials made by the incorporation of tri-EOS-functionalized PEK oligomers with TEOS have been reported elsewhere [15]. In brief, their structure is of a similar microdomain type morphology as occurs in the PTMO-functionalized oligomers addressed earlier.

Another approach that is currently being undertaken in our laboratory is to use a polymeric acid as the catalyst for the modified sol–gel reactions, as reported in the literature, the sol–gel reaction can be catalyzed by any number of acids or bases. There are numerous polymers that have been modified, or exist naturally, with specific groups that impart an acidic or basic functionality. The use of this type of polymer in the sol–gel reaction would hopefully impart a means of controlling the rheology of the system. This should enhance the processing of these hybrid materials in terms of fiber drawing, dip coating, and so on.

The first polymer-based catalyst investigated for the “ceramer” in our laboratory is poly(styrene sulfonic acid) (PSS). The dynamic mechanical properties of these hybrid materials catalyzed with PSS, as a function of the initial concentration of TEOS, are shown in Fig. 39.8. The observed behavior follows the same trends as the HCl-catalyzed hybrid materials in terms of showing both an increase in $T_g$ and an increase in the rubbery modulus with higher concentrations of TEOS. These data demonstrate the feasibility of using a polymeric acid for the sol–gel reactions. Other polymeric acids are currently being evaluated by the authors.

All the systems discussed above were cured under ambient conditions. To further investigate the processing aspect of these new hybrid materials, microwave curing was also considered. Microwaved samples were prepared in a manner identical with that of their oven-cured counterparts; the chief exception being that they were placed in a carefully designed cylindrical microwave cavity and heated due to the microwave absorption of the materials. These microwave-cured samples were stiff and transparent.

Two days after the samples were prepared by microwave curing, the stress–strain properties were measured. The results are shown in Fig. 39.9. Samples cured to 70°C using both oven and microwaves show very low modulus, stress at break, but very high extensions at break. The attainment of a high extent of reaction is hindered by the rapid evaporation of solvent from the reaction mixture thereby constraining the molecules and trapping them in an unreacted
Figure 39.8. Dynamic mechanical behavior of hybrid materials catalyzed with poly(styrene sulfonic acid) as a function of TEOS content. The initial composition is TEOS(X)-PTMO(2000)-100-0.0143 poly(styrene sulfonic acid).

Figure 39.9. Stress–strain behavior of hybrid materials of TEOS(60)-PTMO(2000)-100-0.048 cured under various conditions.
The manifestation of this kinetic effect limits diffusion and the resulting mixture of a relatively unreacted glass phase and entrapped polymer gives a highly elastomeric final product. This diffusion limitation can be overcome by elevating the temperature, and the additional molecular mobility gained when cured at 120°C helps further the extent of reaction. Samples reacted at the higher temperature show a higher modulus. However, there is now a tremendous difference between the moduli of the oven cured and the microwaved sample. This effect can be explained partly in terms of the coupling that occurs between microwaves and the polar reactants and partly by the above-mentioned phenomenon of additional energy necessary to overcome diffusion limitations. Also shown in Fig. 39.9 is a stress–strain curve for a room temperature-cured sample. The higher modulus may be attributed to a higher extent of reaction due to slow solvent evaporation and, therefore, higher mobility of the reactive groups. More work in this novel area of sol–gel processing is currently undergoing in our laboratory.

39.7. CONCLUSIONS

It has been demonstrated in our laboratory that by utilizing the sol–gel reaction scheme hybrid systems can be prepared with a potentially wide range of properties depending on the choice of metal alkoxide and functionalized oligomer accordingly. The authors believe this approach to prepare new and novel materials is in its stages of infancy and will, with time, lead to useful applications of such systems whether they be for structural, electronic-related materials, new catalyst supports, or porous supports for chromatographic applications. Many of these topics have not been discussed here, but with a little forethought, one should realize that the range of chemistry available for producing such hybrid organic/inorganic-related systems is immense. It is hoped that the novel approach will stimulate new research and, eventually, lead to the development of some new materials.
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STRUCTURE–PROPERTY INVESTIGATIONS IN HEAT-TREATED POLYQUINOLINE FIBERS


40.1. INTRODUCTION

Macromolecular composites, that is, polymeric materials where rigid rod molecules reinforce flexible coil or semiflexible coil molecules, have generated a considerable amount of interest as future aerospace materials. Such composites have been processed to date by two principal means: blending of the individual polymers in a common solvent followed by extrusion and coagulation to prevent any form of phase separation and synthesizing a block copolymer composed of flexible coil and rigid rod block segments [1]. As in conventional composite materials, it is essential to have a high aspect ratio of the reinforcing polymer chains in order to achieve optimum mechanical properties. It has been demonstrated that substantial improvements in mechanical properties can be obtained by heat treatment of the molecular composites [2–6]. In the present study, fibers and films of a molecular composite of two polyquinolines, one of which is a rigid rod (a) and the other more flexible (b), were processed as both blends and blocks and were subjected to heat treatment procedures under different temperature and tension conditions. Changes in mechanical properties
and morphological features due to heat treatment are presented in subsections that follow.

40.2. EXPERIMENTAL PROCEDURES

The high-molecular-weight rigid rod (a) and flexible coil (b) polyquinolines were synthesized by the solution polymerization of bis(ketomethylene) and bis(o-aminoketones) monomers [1]. The following types of fibers were obtained by dry-jet wet spinning techniques utilizing equipment at the Materials Laboratory, Wright Patterson Air Force Base:

1. Pure rigid rod (a).
2. 45/55 blend of rigid rod (a) to flexible coil (b) (by weight).
3. DP50 block copolymer (50/50 by weight of a to b).

The fibers were heat-treated under conditions listed in Tables 40.1 to 40.3 in a three-zone tube furnace using an inert argon atmosphere. The fibers were heat-treated for either a short duration of 5 min (implying that the procedure was terminated immediately following the initial burst of fiber elongation) or for a long duration (12 hr). The short treatment was to prevent any form of fiber degradation due to prolonged exposure to high temperatures.

<table>
<thead>
<tr>
<th>TABLE 40.1. Rigid Rod Polyquinoline Fibers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat Treatment Parameters</td>
</tr>
<tr>
<td>Temperature (°C)</td>
</tr>
<tr>
<td>As spun</td>
</tr>
<tr>
<td>445</td>
</tr>
<tr>
<td>445</td>
</tr>
<tr>
<td>475</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE 40.2. 45/55 Blend Fibers of Rigid Rod/Flexible Coil Polyquinolines</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat Treatment Parameters</td>
</tr>
<tr>
<td>Temperature (°C)</td>
</tr>
<tr>
<td>As spun</td>
</tr>
<tr>
<td>240</td>
</tr>
<tr>
<td>290</td>
</tr>
</tbody>
</table>
RESULTS AND DISCUSSION

TABLE 40.3. Polyquinoline DP50 Block Copolymer Fibers (50/50 by Weight)

<table>
<thead>
<tr>
<th>Heat Treatment Parameters</th>
<th>Mechanical Properties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°C)</td>
<td>Time (min)</td>
</tr>
<tr>
<td>As spun</td>
<td>5.5</td>
</tr>
<tr>
<td>290</td>
<td>720</td>
</tr>
<tr>
<td>290</td>
<td>720</td>
</tr>
<tr>
<td>290</td>
<td>5</td>
</tr>
<tr>
<td>420</td>
<td>720</td>
</tr>
</tbody>
</table>

Tensile mechanical properties of the different heat-treated fibers were evaluated using procedures outlined in ASTM-D3379 [7]. To determine the effect of the heat treatment on the lateral coherence size, typical 2θ equitorial scans were carried out using a conventional X-ray diffractometer. Freeze-fractured surfaces of the heat-treated fibers were compared to those of the as-spun fibers by scanning electron microscopy (SEM) to determine orientation effects. Results of the various studies will be discussed.

40.3. RESULTS AND DISCUSSION

40.3.1. Rigid Rod Polyquinoline Fibers (a)

Fibers of a were heat-treated at a temperature above the suggested $T_s$ of 420°C. Fibers heat-treated for the longer duration degraded to a severe extent and were quite brittle. On the other hand, fibers subjected to the short-term treatment showed good improvement in mechanical properties as a function of tension during heat treatment with approximate increases in the tensile modulus and strength by factors of 4 and 2, respectively. A fiber of a was also heat-treated at close to its melting point (about 480°C) to determine if melting and drawing caused substantial orientation. Table 40.1 illustrates the results for the rigid rod fibers.

Whereas the short-term treatment at 445°C resulted in no fiber degradation, degradation (as shown by fiber shattering during tensile testing) was observed in a few of the fiber segments heat-treated at 475°C.

40.3.2. 45/55 Blend Fibers of (a) to (b)

The as-spun blend fibers were brittle in the transverse direction (as during bending) and, hence, were difficult to handle during the heat treatment.
procedures. Heat treatment of the fibers at a temperature below the $T_g$ of the flexible coil (b) resulted in modest improvements in mechanical properties. Heat treatment at a temperature above the $T_g$ of b caused more substantial property improvements. Table 40.2 illustrates the results of the mechanical tests for the blend fibers.

It is possible that further improvements in properties of the blend fibers could be obtained under higher tension conditions by heat treatment at temperatures above the $T_g$ of b, causing better orientation of the elements of a. Higher tensions during heat treatment were not possible due to the brittle nature of these fibers.

### 40.3.3. DP50 Block Copolymer Fibers

Long-term heat treatment of the block copolymer fibers at fairly low temperatures and high-tension conditions leads to substantial improvements in properties without fiber degradation. This is shown by improvements in the tensile modulus and strength by factors of about 6 and 3, respectively. This indicates that reorientation of the reinforcing elements is obtained at temperatures only modestly above the $T_g$ of b. Short-term heat treatments under higher tensions, however, does not appear to be as beneficial for improved mechanical properties. Higher-temperature treatments, close to the supposed $T_g$ of a, for long durations causes the block copolymer fibers to become brittle. Results from the heat treatment studies are summarized in Table 40.3.

Results from the equitorial X-ray diffraction studies to determine the effect of heat treatment on the lateral coherence sizes of the different fibers are summarized in Table 40.4. Corrections for instrumental broadening for the operating conditions used were made using hexamethylenetetramine (with its 4.968-Å spacing diffraction peak at $2\theta = 17.84^\circ$) as a standard. The crystallite sizes as a function of heat treatment temperature and the values of the $d$-spacings for the different fibers are presented in Table 40.4.

#### TABLE 40.4. Lattice Spacing and Apparent Crystallite Sizes Estimated from X-ray Diffraction Data

<table>
<thead>
<tr>
<th>Fiber</th>
<th>$d$-spacing (Å)</th>
<th>Processing Condition</th>
<th>Crystallite Size (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rigid rod (a)</td>
<td>7.396, 3.375</td>
<td>As spun</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HT 445°C</td>
<td>26</td>
</tr>
<tr>
<td>45/55 blend</td>
<td>7.369, 4.037</td>
<td>As spun</td>
<td>12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HT 290°C</td>
<td>23</td>
</tr>
<tr>
<td>DP50</td>
<td>7.557, 4.037</td>
<td>As spun</td>
<td>16</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HT 290°C</td>
<td>21</td>
</tr>
<tr>
<td></td>
<td></td>
<td>HT 420°C</td>
<td>30</td>
</tr>
</tbody>
</table>
CONCLUSIONS

It can be observed that heat treatment of the different fibers at elevated temperatures leads to marginal increases in the lateral coherence size. The ratio of $d_1/d_2$ for the three fibers is also approximately equal to $\sqrt{3}$, indicating that these fibers consist of hexagonally packed cylinders [8]. Further X-ray diffraction data are necessary for confirming the molecular structure of these polyquinoline fibers.

SEM of the heat-treated fibers showed considerable alignment in the fibers, as indicated by the freeze-fractured surface of a DP50 block copolymer fiber in Fig. 40.1. This micrograph also shows a significant void content in the fibers. It is expected that the mechanical properties of these fibers would have been substantially higher if the fibers had been free of voids.

40.4. CONCLUSIONS

The heat treatment processing of as-spun fibers of rigid rod, blend, and block copolymer polyquinoline fibers shows significant enhancement of tensile mechanical properties due to considerable improvement in alignment of the fibers, as well as an improvement in the lateral molecular order of the molecules. Comparison of the values in Tables 40.2 and 40.3 clearly indicates that the improvement in properties in the block fibers obtained by the heat treatment processing is significantly better than in the blend fibers. This result could be attributed to the lack of phase separation in the block copolymer fibers. Higher heat treatment temperatures and longer heating schedules lead to obvious degradation of the fibers.
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RECENT OPTICAL STUDIES OF THE LOCAL ENVIRONMENT OF RARE EARTH IONS IN GLASS

MARVIN J. WEBER

41.1. INTRODUCTION

Rare earths may be present in a glass as a major component, playing the role of a network modifier cation or being important for glass formation, or they may be present as dilute impurities, constituting a minor defect in an otherwise normal continuous random network. In either case knowledge of the local environment of the rare earth is of both scientific and technological interest. The symmetry and bonding at the rare earth site and how they vary with the chemical composition of the glass and from site to site throughout the glass are essential to a detailed understanding of the atomic-scale structure of glass. In addition, because rare earths are used for many luminescence and quantum electronic applications, such knowledge can also lead to the ability to tailor glass compositions to optimize specific optical properties.

Optical spectroscopy is an excellent tool to investigate the local fields and interactions at rare earth sites in glass. In general a spectroscopist can measure the frequency (wavelength), intensity (average or time dependent), polarization, and phase of the radiation. All of these have been exploited in the study of rare earths in glass. The advent of laser techniques—fluorescence line narrowing, spectral hole burning, and coherent optical transients—has greatly expanded...
our arsenal of steady-state and transient spectroscopic tools and has led to
unique site selective capabilities. These techniques are applicable to many
fluorescing species (e.g., transition metal ions, post-transition group ions, and
organic dyes) and to many materials (e.g., inorganic and organic crystals and
glasses, glass ceramics, and insulating phases of high-temperature supercon-
ductors), but nowhere have they been more successfully exploited than for rare
earths in glasses.

Although optical studies of rare earths in glass go back many decades [1],
their application to new glasses and the development of new laser techniques
continue to demonstrate the value and versatility of such studies [2–5]. Several
reviews of laser spectroscopy applied to the investigation of the local structure of
rare earths in glass have been published in the past few years [6–9]. Here we
survey some selected examples of recent advances involving both conventional
and laser spectroscopy to illustrate the continued usefulness and possible future
directions of optical studies.

41.2. SPECTROSCOPIC PROPERTIES OF RARE EARTHS

Optical spectra of trivalent rare earths arise from transitions between energy
levels within the ground $4f^1$ electronic configuration and between levels of the $4f$
and higher-lying $5d$ configurations. The Hamiltonian for the $4f$ electrons is

$$H = H_{el} + H_{so} + V$$

(1)

where $H_{el}$ is the electrostatic interaction of the electrons, $H_{so}$ is the spin–orbit
interaction, and $V$ is the crystal field potential at the rare earth due to its
environment [10]. The outer $5s$ and $5p$ electrons of the rare earth reduce the
field acting on the $4f$ electrons. Thus, for trivalent rare earth ions, $H_{el} \gg H_{so} \gg V$.
The strengths of the electrostatic repulsion and spin–orbit terms are given by the
Slater integrals or Racah parameters and the spin–orbit constant, re-
spectively. These terms cause large energy level separations of $\sim 10^3–10^4$ cm$^{-1}$.

When a rare earth is in a solid, the Racah and spin–orbit parameters are
reduced from their free-ion values because of the nephelauxetic (cloud expand-
ing) effect on the $4f$ shell electrons. The observed shift of energy levels from their
free-ion values is a measure of the degree of covalent bonding between the rare
earth and its ligands.

The local field at a rare earth site in a glass is described by expanding the
potential $V$ in terms of tensor operator components $C^{ij}_{kl}$ that transform as
spherical harmonics. Thus,

$$V = \sum_{k,l,i} B^i_k [C^{kl}]_i$$

(2)

where the $B^i_k$ are crystal-field parameters involving products of geometric factors
and radial integrals, and the summation $i$ is over all electrons of interest. The
different crystal-field components are a measure of the symmetry and strength of
the local field. The number and type of terms in the above summation are
determined by the site group symmetry. There is no symmetry at the rare earth
in a glass, hence, the site symmetry is \( C_1 \), therefore, all terms are allowed.
Because d electrons have angular momentum \( l = 3 \), \( k \) is limited to values \( \leq 6 \) by
a triangle rule for allowed matrix elements. The even-\( k \) terms in the above sum
remove the degeneracy of the free-ion \( J \) states and cause crystalline Stark
splittings of \( \sim 10^2 \text{ cm}^{-1} \). The odd-\( k \) terms admix states of different parity and
make normally forbidden electric-dipole transitions between states of the 4f\( ^n \)
configuration possible. Because of the small natural (homogeneous) linewidth of
rare earth f–f transitions, lines corresponding to transitions between individual
Stark levels can usually be resolved for crystalline materials at room temper-
"ture. For a disordered medium such as a glass, however, site-to-site variations
in the local field result in a distribution of energy level splittings and of radiative
and nonradiative transition probabilities. This is evident from the large,
inhomogeneously broadened optical line widths and non-single-exponential
excited state decays observed in rare earth spectroscopy.

41.3. OPTICAL SPECTROSCOPY

A distinguishing feature of the optical spectra of rare earths in glasses compared
to crystals is inhomogeneous line broadening. Figure 41.1 shows the
\( ^4F_{3/2} \rightarrow ^4I_{11/2} \) fluorescence spectra of Nd\(^{3+} \) impurities at room temperature in
four oxide hosts. At the left are spectra for two crystals of the \( \text{Y}_2\text{O}_3–\text{Al}_2\text{O}_3 \)
system, the 1:1 perovskite and the 3:5 garnet compounds. Although the two
crystals are composed of the same chemical elements, different arrangements of
ions about Nd\(^{3+} \) produce different crystal-field splittings and resulting 12-line
Stark spectra. In a random glass network containing \( N \) Nd\(^{3+} \) ions, there will be
\( N \) physically different environments. The superposition of spectra from these
sites yields an inhomogeneously broadened spectrum, usually with little
evidence of the underlying Stark splitting. This is illustrated for the phosphate
and silicate glasses at the right in Fig. 41.1. There are small differences in the
shape and effective width and in the peak position of the fluorescence bands for
the two glasses. These reflect differences in the overall extent and distribution of
Stark splittings, in radiative transition probabilities, and in the degree of
covalent bonding of the rare earth.

How the above properties are affected by changing the glass composition,
either the glass network former or network modifier ions, can be observed more
clearly by examining transitions between a single pair of energy levels.
Particularly useful absorption lines are the \( ^7F_0 \rightarrow ^5D_0 \) transition of Eu\(^{3+} \) and
the \( ^4I_{9/2} \rightarrow ^2P_{1/2} \) transition of Nd\(^{3+} \) at liquid He temperatures, where only the
lowest Stark level of the \( ^4I_{9/2} \) state is populated. The latter transition for several
oxide (silicate, borate, and phosphate), fluoride, and oxyfluoride glasses shows,
for example, a near-Gaussian or slightly skewed spectral distribution in all cases,
however, the peaks of the distributions are shifted to longer wavelengths for the more covalently bonded borate and silicate glasses [11]. In addition, the widths of the distribution are narrower for the phosphate and fluoroberyllate glasses, indicating a weaker or less varied crystal field, but is very wide for a fluorophosphate glass, suggesting a mixed-anion coordination.

Recently Soga and co-workers [12] examined the effects of densification on the fluorescence spectra and local structure of Eu$^{3+}$ in borate glasses. Hydrostatic pressures up to 6 GPa were applied at various temperatures from 250 to 900°C and the peak position and inhomogeneous linewidth of the $^5$D$_0 \rightarrow ^7$F$_0$ fluorescence were monitored. The results indicate that the role of hydrostatic pressure is first to eliminate atomic scale voids usually appearing when glasses are quenched from high temperatures and then to increase the fluctuation of local fields around Eu$^{3+}$ due to the distortion of the glass network accompanied by larger variations of bond length and angle in the densified glass. The latter features were also evident from changes in the Eu–O pair distribution functions for normal and densified glass structures simulated using molecular dynamics.
Spectral intensities can also be used to detect changes in local structure. Because the line strength involves radial integrals of the 4f wave functions, it is a measure of the covalency of the rare earth bond. Trivalent europium is a particular convenient ion to study because the $^7F_1 \rightarrow ^5D_0$ transition is magnetic-dipole allowed and therefore is independent of the local field (except for possible small $J$-state mixing), whereas the $^7F_0 \rightarrow ^5D_2$ and $^5D_0 \rightarrow ^7F_2$ transitions are electric-dipole allowed by crystal-field admixing of opposite parity states and therefore strongly dependent on the $\mu^{k\text{odd}}$ terms in the local field. Because only the low-order $k = 1$ and $k = 3$ terms of Eq. 2 enter into transitions between $J = 0$ and $J = 2$ states, these transitions are very sensitive to site asymmetries. An earlier study of Eu$^{3+}$ in simple BeF$_2$ glass and in a NaF–BeF$_2$ glass showed that the electric-dipole intensities were greatly reduced in the latter glass indicating a weaker and or more symmetric local field. The reduced spectral intensities correlated with reductions in the second-order (axial) crystal-field parameters determined from the splitting of the $^4F_{3/2}$ state of Nd$^{3+}$ in the same glass [13].

In contrast to the behavior in the beryllium fluoride glasses, the $^5D_0 \rightarrow ^7F_2/^5D_0 \rightarrow ^7F_1$ intensity ratio for a series of Eu$^{3+}$-doped $(100-x)$B$_2$O$_3$-xNa$_2$O glasses grew as the Na$_2$O content was increased to ~25 mol % [14]. This was interpreted as an increase in the asymmetry of the Eu$^{3+}$ site. At higher Na$_2$O concentrations, the intensity ratio was almost independent of composition; this was attributed to an increased Eu–O bond covalency accompanied by a higher site symmetry. Qualitatively, these effects are a consequence of the two-dimensional versus three-dimensional character of the BO$_3$ and BO$_4$ network formers, which change with increasing Na content.

### 41.3.1. Glass Ceramics and Crystallization

As shown in Fig. 41.1, there is a striking difference between the optical spectra of a rare earth in a crystal and in a glass. The presence or absence of Stark structure and inhomogeneous broadening can be used as a simple indicator of an ordered or disordered environment and of which phase or phases of a glass ceramic the rare earth resides. More than 15 years ago Nd$^{3+}$ laser action was reported in glass ceramics [15]. The emission spectra, however, was similar to that of the silicate glass in Fig. 41.1 indicating that the rare earth was in a glassy phase. This is reasonable because the crystalline phase of, for example, a lithium alumino-silicate glass ceramics does not have an appropriate site for incorporating a large, trivalent rare earth. This is not the case for europium-containing phosphotungstate glass ceramic where both inhomogeneously broadened glass-like and sharp crystalline Eu$^{3+}$ fluorescence lines have been observed [16, 17]. The latter spectra was identical to that of crystalline EuPO$_4$. A more complicated Na$_2$O–CaO–Al$_2$O$_3$–TiO$_2$–SiO$_2$ glass ceramic has been studied by Capobianco et al. [18]. By carefully comparing the Eu$^{3+}$ fluorescence spectrum with that for a sphene ceramic (CaTiSiO$_5$), they established that the majority of Eu$^{3+}$ ions resided in two sites of microcrystalline sphene embedded in a sodium
aluminosilicate glass and that about 12% of the ions were present in the glassy phase. Additional studies of Eu\(^{3+}\) partitioning in sphene glass ceramics has been made by Belliveau et al. [19].

Crystallization in zirconium–barium–lanthanum–aluminum fluoride glass has been investigated using Ho\(^{3+}\) and Er\(^{3+}\) as optical probes [20]. From observed changes in the spectra, the glass was found to undergo rapid devitrification around 640 K. A temperature-dependent incubation time for the crystallization was also found. After devitrification, Er\(^{3+}\) exhibits a single exponential fluorescence decay (compared to a slightly nonexponential decay before), another indication of a single site symmetry and field strength. Additional studies of crystallization in fluorozirconate glasses have been made using the \(^{1}\text{D}_2 \rightarrow ^{5}\text{H}_4\) fluorescence of Pr\(^{3+}\) as a probe. In these studies two different types of microcrystals were found corresponding to two different structural arrangements. Measurements of Pr–Pr crossrelaxation were also made and fitted to a model for a fractal distribution of fluorescing ions. Heat treatment at a temperature slightly higher than \(T_g\) decreased the dimensionality governing the crossrelaxation [21].

41.3.2. Silica

Because of its many attractive physical and chemical properties, people have been adding rare earths to silica for more than a half-century [22]. It is difficult, however, to incorporate large quantities of lanthanide ions into the rigid, covalently bonded tetrahedral SiO\(_2\) glass network homogeneously. In melted fused silica, for example, crystallization occurs at lanthanide concentrations of \(\geq 0.1\ \text{mol}\%\) [23]. At higher concentrations, Nd is not accepted homogeneously, but rather as some type of Nd-silicate cluster embedded in a glass matrix. Thus the early demonstrations of laser action in silica [24] were done with Nd\(^{3+}\) concentrations much lower than those used in silicate laser glasses (typically \(\sim 1\ \text{mol}\%\)).

To the rare earth glass spectroscopist, the optical absorption and emission spectra of isolated Nd\(^{3+}\) ions in silica are extraordinary. Compared to the emission spectra in Fig. 41.1, the fluorescence of Nd-doped SiO\(_2\) glass is shifted to longer wavelengths and is much broader [25]. The first feature indicates a greater degree of covalent bonding in simple SiO\(_2\) compared to multicomponent silicate, phosphate, or other oxide glasses; the second feature indicates a stronger local field strength and or more site-to-site variations in the field. In addition, the Judd–Ofelt spectral intensity parameters for Nd\(^{3+}\) show that the lower-order terms in the local field expansion are larger for SiO\(_2\) than for silicate glasses indicating a more asymmetric coordination environment [26]. A similar behavior is observed for rare earths in simple BeF\(_2\) vis-a-vis multicomponent fluoroberyllate glass [13].

It is possible to incorporate greater quantities of rare earths into SiO\(_2\) without phase separation if another component such as Al\(_2\)O\(_3\) or P\(_2\)O\(_5\) is added.
simultaneously [23, 27]. When the ratio of additive to rare earth is > 1, optical transitions are shifted to shorter wavelengths and have narrower effective linewidths more typical of those for an oxide glass. The Nd$^{3+}$ and codopant ions must therefore be in close proximity with the codopants providing a modified environment and a less disordered coordination shell. The spectra are inhomogeneously broadened, thus although there is not a random distribution of rare earths and codopants, there are still site-to-site variations.

Similar behavior has been observed from studies of f–d transitions of Ce$^{3+}$. For phosphorus codoping, the spectra were shifted to shorter wavelengths [28]. In contrast, codoping with fluorine, had no effect on the spectra from which it was concluded that fluorine neither becomes incorporated into nor influences the coordination of anions around cerium ions [29].

In Nd-doped silica prepared by plasma-torch chemical vapor deposition, it was found that some of the Nd ions cluster, thereby providing their own modified environment and a shifted, narrowed optical spectrum. That Nd clustering occurred was evident from the very fast fluorescence decay times of the shifted spectrum [30]. [When two Nd$^{3+}$ ions become close together (< 1 nm), they can interact by an electric multipole process resulting in pairs of nonradiative transitions that shorten the $4F_{3/2}$ lifetime.] The clustered spectra were inhomogeneously broadened with no evidence of order. In contrast, Ainslie et al. [31] observed Nd$^{3+}$ emission consisting of a superposition of glasslike and crystallike spectra for Nd concentrations approaching 1 mol % in phosphorus codoped silica. Thus the relative number of isolated and modified Nd environments in silica depends upon both the rare earth and codopant ion concentrations.

There has been several efforts in recent years to incorporate rare earths into SiO$_2$ prepared by sol-gel techniques. This synthesis method presents additional variations in local environments that can be probed by rare earth spectroscopy. The fluorescence from Eu$^{3+}$ in silica gel glass has been used as a probe for cation binding and for changes in cage symmetry during gel dehydration [32]. Structural modifications occurring during the gel-to-glass transformation were readily apparent from changes in the relative intensities of the $^5D_0 \rightarrow ^7F_1$ and $^5D_0 \rightarrow ^7F_2$ emission bands. From the optical spectra one can follow the release of trapped solvents as the drying proceeds upon heating and the participation of europium cations in the continuous polymerization-condensation reaction.

Neodymium has been incorporated into sol–gel SiO$_2$ at concentrations up to 5 wt % without crystallization [33]. Comparative studies of the spectra of sol–gel and melted silica containing 0.5 wt % Nd$_2$O$_3$ show that they can be identical [34]. The Nd fluorescence decay shows no fast component due to clustering, however, the lifetime may be shortened if the water content is not reduced to very low concentrations during the drying and densification process. Comparing absorption spectra for a dried porous gel and a fully densified silica glass showed that the presence of large quantities of OH or other solvents in the Nd$^{3+}$ coordination environment shifts the optical spectra from that observed for
isolated Nd ions [33]. Clustering or crystallization occurring during the sol–gel process has also been detected from the appearance of sharp lines in the absorption spectra [34]. Measurements of the location, shape, and width of optical spectra and of excited state lifetimes provide evidence of rare earth clustering, the presence of water and other additives in the immediate vicinity of rare earths, and how these properties vary with silica preparation and processing. While this information is interesting and useful, we do not have a detailed picture of the near neighbor coordination environments of rare earth ions in silica nor how they differ from those in silicate glasses. Thus many intriguing questions remain.

41.4. LASER SPECTROSCOPY

41.4.1. Fluorescence Line Narrowing

If a broadband optical source is used to excite fluorescence, all ions are subject to being excited, and an inhomogeneously broadened emission line such as shown at the top of Fig. 41.2 is obtained. If, instead, a laser is used for excitation, only those ions resonant with the laser frequency are excited. The fluorescence from this subset of ions, if observed in a time short compared to any spectral crossrelaxation of excitation to other ions, will be narrowed as shown at the bottom of Fig. 41.2. Using a tunable laser, isochromats throughout the entire energy distribution can be probed selectively. The number of spectroscopically different isochromats that can be observed depends upon the ratio of the homogeneous to inhomogeneous linewidths. For rare earths, because of their narrow homogeneous linewidths at low temperatures, this number can easily be $>10^6$.

Fluorescence line narrowing (FLN) has been used to investigate site-to-site variations in rare earth energy levels, linewidths, radiative and nonradiative transition probabilities, and energy transfer between ions in different environments. These results have been the subject of several reviews [6–9]. Brecher and Riseberg [35], in their pioneering FLN studies of Eu$^{3+}$ in oxide and fluoride [36] glasses, determined for the first time the even-order crystal-field parameters $b^2$ and their variations throughout the glass. They then related these results to geometric distortions of the nearest-neighbor oxygen coordination shell using simple point charges to calculate the local field strengths. Different structural models were needed to account for the different FLN spectra observed for silicate and fluoroberyllate glasses. Although these studies are instructive in eliminating many structures from consideration, there is no uniqueness theorem to prove that the proposed structures are the only ones that can explain the observed spectra.

Recently Belliveau and Simkin [37] have performed similar measurements and crystal-field parameter determinations for Eu$^{3+}$ in sodium aluminosilicate and titanosilicate glasses. From the similarity of the FLN spectra for various
oxide glasses, they suggest that the rare earth forms a quasi-molecular complex with the oxygen in glass network. Because in all cases the optical spectra are inhomogeneously broadened, there must be a distribution of local fields associated with these complexes.

FLN spectra has also been recorded for Eu\(^{3+}\) in fluorozirconate glasses [38]. Based on the appearance of more than the three Stark components expected for the \(^5\text{D}_0 \rightarrow ^7\text{F}_1\) transition and other evidence, the authors propose that there are two major types of sites in these glasses which overlap within the total inhomogeneous band profile. (Durville et al. [39] have reported a secondary peak in the \(^7\text{F}_0 \rightarrow ^5\text{D}_0\) absorption band for Eu\(^{3+}\) in a lithium aluminosilicate glass, again suggesting two major types of sites. A corresponding feature, however, is not observed in the \(^4\text{I}_{9/2}(1) \rightarrow ^2\text{P}_{1/2}\) absorption band of Nd\(^{3+}\) [11].) Extra peaks and a continuum fluorescence background are frequently observed in the FLN spectra of Eu\(^{3+}\). Belliveau and Simkin [37] have analyzed this problem and concluded that phonon-assisted transitions occurring on the high energy side of the asymmetric Eu\(^{3+}\) \(^7\text{F}_0 \rightarrow ^5\text{D}_0\) excitation band account for the observed extra peaks and intensity in their spectra. The coincidence of excitation wavelengths for phonon-assisted transitions of one group of sites and for zero-phonon transitions of another group of sites is one of a number of accidental degeneracies that can give rise to residual inhomogeneous broadening observed in nonresonant FLN spectra [6]. Strictly speaking, laser spectroscopy is energy selective rather than site selective.
As discussed in previous reviews [6, 7], FLN spectroscopy of Eu$^{3+}$-doped alkali borate glasses reveals structural changes that occur with increasing alkali content. Recent studies [40] of the site-to-site variations of the $^7F_1$ splitting and the $^5D_0$ lifetime show continuous variations of these parameters for low (<25 mol %) alkali content. This was attributed to the flexibility of the two-dimensional character of the B-O sublattice at these alkali concentrations. At higher alkali content, the parameters become almost composition independent which was taken as evidence for a more pronounced three-dimensional character of the B-O network. Phase separation in $(100-x)B_2O_3$-$xNa_2O$ glasses was also investigated. Thermal treatment led to a narrowing of the $^5D_0$ → $^7F_1$ splitting implying that Eu$^{3+}$ ions segregated in the sodium-poor phase.

The detailed information about crystal field parameters that can be obtained from FLN spectroscopy provides a critical test of local structures for rare earths predicted by Monte Carlo [41] and molecular dynamics [42] methods. Computer-simulated structures are dependent on the adequacy of the interionic potentials used and are subject to artificial structural disorder introduced because of the extremely fast effective cooling rates employed. Nevertheless, many general features of observed optical spectra are in reasonable agreement with simulated structures [13]. Hirao and Soga [43] have simulated Eu$^{3+}$-doped sodium borate glasses and found that the inhomogeneous linewidth of the $^5D_0$ → $^7F_2$ emission peak varied with sodium content with a maximum at 18 mol % Na$_2$O. This result agreed well with their laser-induced fluorescence data, thereby further validating the meaningfulness of simulated structures. Another prediction of molecular dynamics simulations, an increased average rare earth coordination number when alkali ions are added to fluoroberyllate glasses [42], has recently been confirmed by extended X-ray absorption fine structure measurements [44].

41.4.2. Homogeneous Optical Linewidths

As shown in Fig. 41.2, the homogeneous linewidth of rare earth transitions in glass can be measured using resonant fluorescence line narrowing. One of the earliest discoveries of FLN spectroscopy was that the magnitude and temperature dependence of rare earth linewidths in glasses at low temperatures differed significantly from those of the same ion in a crystal. Similar observations have been made for fluorescing molecules in organic glass. The phenomenon has now been observed for a large number of fluorescing species in a wide variety of inorganic and organic glasses using FLN and spectral hole burning in the frequency domain and optical dephasing in the time domain (coherent transients and photon echoes). The homogeneous linewidths of rare earths in glass also vary with excitation energy [39]. All of these experiments are reviewed in a special issue of the Journal of Luminescence [45].

After the initial observation of anomalous low-temperature optical linewidths in glass, the question immediately arose whether this was related to two-
level systems (TLS) and atomic tunneling modes and, if so, how. The existence of TLS, in which two quasi-equilibrium structural configurations of ions are separated by small energy barriers of varying heights, had been invoked a few years earlier to account phenomenologically for the anomalous heat capacity and conductivity of amorphous systems at very low temperatures. Because in optical studies one usually measures electronic transitions of centers that have been deliberately introduced into the solid, it is not always clear whether one is probing intrinsic two-level systems, some perturbation thereof, or TLS associated with the dopant. Experimental evidence for specific TLS structures has been obtained from studies of several model disordered systems (see Ref. 45, p. iv). Thus far, however, no really cogent explanation for the microscopic structure of TLS and the nature of the low-frequency excitations thought to be responsible for the anomalous thermal properties and optical linewidths of amorphous solids has yet emerged.

41.4.3. Hole Burning and Refractive Index Gratings

Two additional rare earth optical phenomena in glass arising from the use of lasers and attributed to some as yet not well-defined local structural change or modification are the creation of long-lived spectral holes and laser-induced refractive index gratings. A common feature of spectral hole burning is photostimulation of some process that depletes or displaces in frequency the optical absorption or emission associated with those sites in an inhomogeneous spectral distribution that are in resonance with an irradiating laser. Saturation, photochemical, and photophysical processes can cause hole burning [8]. In photophysical hole burning the photo product is redistributed within the inhomogeneous absorption band profile and appears as a decrease (hole) at the frequency of the laser and as an increase (antihole) at frequencies off resonance. Holes in the spectra of rare earth ions in silicate glasses have been burned with continuous wave dye lasers having intensities of \( \sim 1 \text{ W/cm}^2 \) [46]. Exposure times ranged from 10 sec to 10 min for samples at liquid helium temperatures with hole depths growing to \( \sim 10\% \) of the total absorption. There was also clearly a distribution of hole burning efficiencies [47]. If the glasses were kept in the dark at low temperatures, holes persisted many hours after cessation of irradiation with no profile change. The hole was attributed to an optically induced rearrangement of the local glass structure resulting in a decrease of the number of ions resonant with the laser and corresponding increase elsewhere within the inhomogeneously broadened band. The nature of the structural rearrangement of the rare earth environment has not been defined.

Laser-induced refractive index changes have been observed in various glasses under varying experimental conditions and the results attributed to bond rearrangements associated with trapped exciton effects [48]. When Eu\(^{3+}\)-doped glasses are resonantly excited, two types of laser-induced gratings are formed: a transient population grating associated with excited Eu\(^{3+}\) ions and a holo-
graphic grating that is permanent at room temperature, but can be erased either thermally or optically [49]. Studies using four-wave mixing processes have shown that whereas silicate and phosphate glass hosts produce permanent gratings very efficiently, no gratings have yet been observed for borate, germanate, or fluoride glasses [50]. Changing the network modifier ions can vary the grating signal intensity. The strength of the grating is also proportional to the rare earth concentration, however saturation can occur [51]. A two-level model involving an asymmetric double-minima potential well has been used to describe the formation of permanent, laser-induced grating. In this model the rare earth ions play a major role by providing the high-energy local modes phonons required to produce a structural modification of the glass host.

41.5. DILUTION NARROWED SPECTROSCOPY

Thus far the optical properties of rare earths in different sites in glass have been resolved spectrally by selective excitation. By sufficient dilution of the rare earth impurities and the use of laser excitation and sensitive detection, it may also be possible to resolve different sites spatially. The possibility of performing optical experiments with only a few (one to ten) fluorescing atoms was demonstrated recently for a CaF$_2$ crystal doped with 10$^{-9}$ mol % Sm$^{3+}$ [51]. The laser was focused into an excitation volume of $\sim$ 20 $\mu$m$^3$ containing, for the most dilute sample studied, an average of only five Sm atoms.

Yen [53] has applied this approach to glass using a single-mode silica fiber very lightly doped with Nd$^{3+}$. A ring laser excited the fiber perpendicular to the fiber axis and the $^4F_3/2$ fluorescence emerging at the end of the fiber was monitored. At low temperatures the fluorescence excitation spectra exhibited many narrowed features that were attributed to a random sampling of a small distribution of glass sites. Shifting the excitation to another region of the fiber yielded a spectra with different narrowed features. This technique opens the prospect of isolating a single ion in a glass and providing detailed information about site-to-site variations in local environments without the complications of accidental degeneracies. Improvements in detection sensitivity and the technique are needed to realize this possibility, however, at higher doping levels, spatial compositional variations on a more macroscopic scale (volumes with dimensions $\geq \mu$m$^3$) could easily be investigated using this technique.
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NONLINEAR OPTICAL PROCESSES IN POLYMERS AND SOL–GEL GLASS COMPOSITES

PARAS N. PRASAD

42.1. INTRODUCTION

Nonlinear optical processes will play an important role in the newly emerging technology of photonics. The area of photonics is a new frontier of science and technology that is capturing the imagination of scientists and engineers worldwide because of its potential applications to many areas of present and future technologies. Photonics is the analog of electronics where photons instead of electrons are used to carry information. Applications range from fiber-optic communication and link to optical computing and other optical processing of information and images [1, 2]. In addition, the photonics technology can also be used for new applications not provided by electronics. One example is sensor protection (or even eye protection) against laser threats. To emphasize the importance of photonics, other terms such as light wave technology and optical circuitry have also been used. Nonlinear optical processes provide important functions of frequency conversion (like frequency doubling to increase the density of data storage), light control by electric field, and even all optical processes such as light control by light.

Utilizing these manifestations of optical nonlinearities, one can build devices such as frequency converters, light modulators, all optical switches, optical logic,
optical memory storage, and optical limiters. The technology of photonics with devices using nonlinear optical processes offer many advantages; among them the most important ones are

1. The gain in speed of signal processing.
2. Three-dimensional connectivity (optical neural network) to produce smaller integrated optical chips.
3. No electrical and magnetic interference.
4. Compatibility with fiber-optics link.

42.2. BACKGROUND

Nonlinear optical processes can conveniently be viewed as dielectric phenomena. For a linear dielectric, application of an electric field polarizes the medium to produce a polarization \( P \), which is linearly proportional to the applied field, the proportionality constant \( \chi^{(1)} \) being the linear susceptibility. The response is also described by a dielectric constant \( \varepsilon \).

If the electric field is due to an optical field, then the response is also described by a refractive index \( n \). For a plane wave propagation

\[
E = E_0 \cos(kz - \omega t) \quad \text{or} \quad \frac{1}{2} \int E_0 e^{i(kz - \omega t)} + cc \quad (1)
\]

The refractive index \( n \), the wave vector \( k = n\omega / c \), and the phase velocity \( v = c / n \) are all independent of the field strength \( E \).

For a nonlinear dielectric one has the polarization \[ P = \chi^{(1)} E + \chi^{(2)} E E + \chi^{(3)} E E E + \text{higher order terms}
= \chi_{\text{eff}} E \quad (2) \]

\( \chi_{\text{eff}} \), the effective susceptibility, now depends on the field strength \( E \). Therefore at optical frequencies, \( n, k \), and \( v \) are all dependent on \( E \). \( \chi^{(2)} \) and \( \chi^{(3)} \) are the second- and third-order nonlinear optical susceptibilities. Two important manifestations of optical nonlinearities are harmonic generation and refractive index modulation by electric and optical fields. Their origin can conveniently be explained by considering a plane wave propagation through the nonlinear medium. The polarization is then given by

\[
P = \chi^{(1)} E_0 \cos \alpha + \chi^{(2)} E_0^2 \cos^2 \alpha + \chi^{(3)} E_0^3 \cos^3 \alpha
= \chi^{(1)} E_0 \cos \alpha + \frac{1}{2} \chi^{(2)} E_0^2 \cos 2\alpha + \frac{1}{4} \chi^{(3)} E_0^3 \cos 3\alpha \quad (3)
\]

where \( \alpha = (kz - \omega t) \). Equation 3 shows that due to nonlinear optical effects, higher frequency components (2\( \alpha \) and 3\( \alpha \) terms) are generated that describe higher harmonic generation; examples being second-harmonic generation due to \( \chi^{(2)} \) terms and third-harmonic generation due to \( \chi^{(3)} \) terms. In addition, the
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$\chi^{(3)}$ terms leads to a term with $\cos \alpha$ that describes the intensity dependence of refractive index. The dependence of refractive index on the electric field actually consists of two terms: (1) one derived from $\chi^{(2)}$ that is linearly dependent on $E$ and describes the electrooptic effect, also known as Pockels effect, in which the application of electric field modulates the refractive index and (2) that derived from $\chi^{(3)}$, which is quadratically dependent on $E$ and hence linearly dependent on $I$, which describes the Kerr effect. It is the latter that provides a mechanism for light control by light because an intense beam can be used to change the refractive index of the medium and influence either its own propagation or propagation of another beam of different or same frequency.

Nonlinear optical materials can be classified in two different categories:

1. Molecular materials that consist of chemically bonded molecular units interacting in the bulk through weak van der Waals interactions. For these classes of materials, the optical nonlinearity is primarily derived from the molecular structure. One can define microscopic nonlinear coefficients $\beta$ and $\gamma$, which are the molecular equivalents of the bulk susceptibilities $\chi^{(2)}$ and $\chi^{(3)}$. Examples of molecular materials are organic crystals and polymers [4].

2. Covalent and ionic bulk materials, where the optical nonlinearity is a bulk effect. The examples of this class of materials are most inorganic systems, multiple quantum well semiconductors, and inorganic photorefractive crystals [5].

The molecular materials are emerging as an important class of materials because they provide flexibility to tailor their molecular structure and use molecular engineering to maximize the optical nonlinearity [4].

Although potential technological opportunities have provided the main impetus for the development of this area, there are also tremendous challenges for fundamental research in this field. A basic understanding of relationship between molecular structure and microscopic optical nonlinearity is still very limited. This understanding has to be sufficiently developed before one can take full advantage of the tailorability of molecular structures to enhance optical nonlinearity. Then problems involving cooperative effects, intermolecular charge transfer, and the nature of local fields are key issues in understanding the relation between microscopic and bulk nonlinearities. The dynamics of excitations and resonance effects on optical nonlinearity; the effect of quantum confinements of excitations, and the role of some excitations such as solitons, polarons, and bipolarons in polymeric structures are other relevant topics that need to be investigated.

42.3. STRUCTURAL REQUIREMENTS FOR SECOND- AND THIRD-ORDER OPTICAL NONLINEARITIES

Although our theoretical understanding of the relationship between the structure and the microscopic optical nonlinearity is rather limited, some features of structural requirements for nonlinear optical molecular materials
have been identified [4, 6]. Because $\chi^{(2)}$ and the corresponding microscopic coefficient $\beta$ are third-rank tensors, in order for them to be nonvanishing the molecular structure must be noncentrosymmetric. An asymmetric charge distribution in a molecular structure is found to enhance $\beta$.

In the above structure, $D$ and $A$ represent the electron-donating and accepting groups, respectively, which are separated by a $\pi$ structure (aromatic ring in the above example). Even with a nonzero $\beta$ structure, one needs to have a noncentrosymmetric bulk structure to achieve $\chi^{(2)} \neq 0$. To recognize inadequacies in our understanding of optical nonlinearities, it is to be noted that we are investigating several systems in our laboratory that do not conform to the above structure, but exhibit $\chi^{(2)}$. Examples are CH$_3$I:sulfur and CH$_3$I:hexamethylenetetramine complexes that do not have $\pi$ electrons or typical electron donor and acceptor groups.

The $\chi^{(2)}$ organic systems do not necessarily require polymeric structures. Consequently, an important group of organic materials for $\chi^{(2)}$ processes are organic crystals of relatively small molecules. It should be pointed out that one does not need crystallinity in order to have nonvanishing $\chi^{(2)}$. Simply a noncentrosymmetric ordering of dipoles in an otherwise noncrystalline medium (such as a glass, an amorphous polymer, or a Langmuir–Blodgett film) is sufficient to produce nonvanishing $\chi^{(2)}$, provided $\beta \neq 0$. In Langmuir–Blodgett multilayer films such a noncentrosymmetric ordering can be generated by so-called X- or Z-type depositions or by using an alternate layer structure. In a glassy medium or a polymer, a noncentrosymmetric ordering of dipoles can be created by electric field poling of the medium in a more fluid state (e.g., before gelation in a sol–gel-processed glass or by heating a polymer to near its glass temperature). Among the polymeric structures, side-chain liquid crystalline polymers are becoming recognized as an important group of $\chi^{(2)}$ materials where a nonlinear optically active group (with $\beta \neq 0$) is attached to the polymer backbone through flexible spacers [4]. Such polymers are easier to pole and also offer considerable flexibility for molecular engineering. In addition, we have found that some liquid crystalline polymers can also be deposited as Langmuir–Blodgett films, which may be useful for some device structures [7].

Structural requirements for $\chi^{(3)}$ systems are different from that for $\chi^{(2)}$ materials [4]. Organic structures with extensive $\pi$ conjugation exhibit large $\gamma$ (the molecular analog of $\chi^{(3)}$). These structures do not have to be noncentrosymmetric, because $\gamma$ is a fourth-rank tensor. Conjugated polymers provide a molecular frame for extensive conjugation and have, therefore, emerged as the dominant group of $\chi^{(3)}$ organic materials [4]. Examples of conjugated polymers are polydiacetylenes, poly-p-phenylene vinylene (PPV), and polythiophenes. Our work has revealed that all conjugated polymers do not show the same effective delocalization in relation to optical nonlinearity. Therefore, in addition...
to being a conjugated polymeric structure, it must provide effective delocalization. In a sequentially built structure, we have found that the π-delocalization effect on ɣ is more effective for the thiophene oligomers than it is for the benzene oligomers [8]. The largest component of the ɣ tensor is along the conjugation direction. Therefore, even though no order in the bulk is required for \( \chi^{(3)} \neq 0 \), a uniaxially oriented bulk in which all conjugated polymeric chains align in the same direction will have a large \( \chi^{(3)} \) value compared to that in a truly amorphous form of the same polymer. Our study of \( \chi^{(3)} \) measurements in stretch-oriented polymers as discussed below confirms this prediction. Finally, to increase the number density, these polymeric chains must pack closely so that \( \chi^{(3)} \) is maximized.

From the above discussion, it is apparent that amorphous polymeric or glassy structures are more suitable as media for third-order nonlinear optical processes. Interest recently has shifted considerably to the third-order processes, because they provide mechanisms for all optical switching and all optical signal processing.

42.4. MEASUREMENT OF THIRD-ORDER OPTICAL NONLINEARITY

Our research program focuses heavily on the study of third-order nonlinear optical processes. We measure the third-order optical nonlinearity by a variety of methods. The method most frequently used in our laboratory is that of degenerate four-wave mixing (DFWM). In this method two beams \( I_1 \) and \( I_3 \) are crossed at an angle. The third beam \( I_2 \) is incident as counterpropagating to \( I_1 \), the nonlinear polarization generates a fourth beam \( I_4 \), the signal, which is produced in a direction counterpropagating to \( I_3 \). Because all waves are of the same optical frequency, this method utilizing the interaction of four waves is called degenerate four-wave mixing. The signal is proportional to the square of \( \chi^{(3)}(-\omega; \omega, -\omega, \omega) \). This notation for \( \chi^{(3)} \) simply represents the frequencies of the four waves, the negative sign implying the phase conjugate nature (counterpropagation). Because \( \chi^{(3)} \) shows a dispersion behavior the specification of frequencies of waves is appropriate. This value of \( \chi^{(3)} \) directly relates to the intensity-dependent refractive index coefficient \( n_2 \) at \( \omega \), which is an important device parameter. Furthermore, the DFWM arrangement also provides information on the time response of the optical nonlinearity \( n_2 \).

To conceptually understand this feature, one often uses a dynamic grating picture. In this picture, beams \( I_1 \) and \( I_3 \) interfere in a material to set up an intensity grating. The material’s nonlinear response leads to a refractive index grating. This index grating in the nonresonant case is due to the \( n_2 I \) term. In the resonant case, the refractive index change is due to excited state species or due to local heating (thermally induced refractive index change). Furthermore, this local periodic heating also leads to a corresponding density grating, setting up an ultrasonic (strain) wave grating. Now if beam \( I_2 \) is incident on this grating, it
is Bragg-diffracted from this grating to generate beam $I_4$ in the phase-matched direction. The delay of beam $I_2$ with respect to beams $I_1$ and $I_3$ can conveniently probe the dynamic behavior of this grating and provide information on the time response of the optical nonlinearity.

The ultrasonic phonon grating time behavior can be used to obtain information on the mechanical properties (elastic constants) of the medium, even though this time response is too slow for optical signal processing. Our work on stretch-oriented polymers has shown that the ultrasonic phonon grating provides a convenient method of obtaining both the longitudinal and shear components of the elastic constant tensor [9, 10].

In order to identify the mechanism of optical nonlinearity generating a four-wave mixing response, one should utilize the shortest laser pulse accessible because some resonant nonlinearities have a subpicosecond response time. In our laboratory, we use subpicosecond laser pulses. One laser system used for DFWM is shown in Fig. 42.1. A colliding pulse mode-locked (CPM) dye laser pumped by an argon ion laser is amplified in a multipass dye amplifier pumped by a copper vapor laser, which runs at 8 KHz. The amplified pulses are ~80 fsec with a pulse energy of ~10 pJ. The beam is split in three parts with an independently adjustable delay for each beam. Then a backward wave counterpropagating geometry is used in which the backward beam delay is scanned to obtain the time response.

Table 42.1 lists the nonresonant $\chi^{(3)}$ values of some of the polymers investigated in our laboratory. It should be emphasized that for conjugated polymers, it is difficult to define a truly nonresonant (optically transparent) wavelength region because there are always residual absorptions. A practical definition of the nonresonant region may be the wavelength at which the absorption coefficient $\alpha < 10 \text{cm}^{-1}$. A promising polymer is PPV. We have investigated the behavior of this polymer both in unoriented (as cast) films as well as in various stretch-oriented forms [11]. Figure 42.2 shows a representative plot of the DFWM signal as a function of orientation of the film with respect to the vertical polarization used for the laser beams. The $\chi^{(3)}$ value is highly anisotropic, being the largest along the draw direction in the uniaxially stretched film. This result confirms that the largest component of the $\chi^{(3)}$ tensor (and the $\gamma$ tensor) is along the chain direction, because in an uniaxially stretched film the polymer chains preferentially orient along the draw direction. The solid curve is a theoretical fit using a simple model of transformation of a fourth-rank tensor $[\chi^{(3)}]$ from a film-based coordinate system to a laboratory coordinate system, which defines the polarizations of the laser beams. The solid curve adequately describes the observed anisotropy and hence confirms the fourth-rank tensor property of $\chi^{(3)}$.

We have also investigated the behavior of resonant optical nonlinearities [12]. Here the excited state dynamics plays an important role in determining the optical nonlinearity and its time response. The resonant nonlinearity is sufficiently large in some cases like phthalocyanines so that the DFWM signal can
The response time varies from subpicoseconds to hundreds of picoseconds, determined by the excited state relaxation processes. However, compared to inorganic systems, such as multiple quantum well semiconductors, the resonance enhancement is not large in organic materials.
<table>
<thead>
<tr>
<th>Systems</th>
<th>Repeat Structures</th>
<th>$\chi^{(3)}_{1111}$ at $\lambda = 602$ nm (esu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LARC-TPI</td>
<td><img src="image" alt="LARC-TPI Structure" /></td>
<td>$-2 \times 10^{-12}$</td>
</tr>
<tr>
<td>PBT</td>
<td><img src="image" alt="PBT Structure" /></td>
<td>$-10^{-11}$</td>
</tr>
<tr>
<td>PBO</td>
<td><img src="image" alt="PBO Structure" /></td>
<td>$-10^{-11}$</td>
</tr>
<tr>
<td>Poly-$p$-phenylenepinylene</td>
<td><img src="image" alt="Poly-$p$-phenylenepinylene Structure" /></td>
<td>$-4 \times 10^{-10}$</td>
</tr>
<tr>
<td>Poly-phenyl acetylene</td>
<td><img src="image" alt="Poly-phenyl acetylene Structure" /></td>
<td>$5 \times 10^{-11}$</td>
</tr>
<tr>
<td>Poly-$n$-BCMU</td>
<td><img src="image" alt="Poly-$n$-BCMU Structure" /></td>
<td>$5 \times 10^{-11}$</td>
</tr>
<tr>
<td>Red</td>
<td><img src="image" alt="Red Structure" /></td>
<td></td>
</tr>
<tr>
<td>Yellow</td>
<td><img src="image" alt="Yellow Structure" /></td>
<td>$3 \times 10^{-10}$</td>
</tr>
<tr>
<td></td>
<td>$R=-(CH_2)_n-O-C-N-(CH_2)_3COO(CH_2)_3CH_3</td>
<td>$2.5 \times 10^{-11}$</td>
</tr>
</tbody>
</table>
Devices for all-optical switching are based on utilization of an intensity-dependent phase shift. This phase shift is derived from $n_2$, the nonlinear (intensity dependent) refractive index coefficient. Based on our measurements, a typical value for $n_2 = 10^{-7} \text{cm}^2/\text{MW}$. The phase shift is given as

$$\Delta \phi = \frac{n_2 P L}{\lambda}$$

If one needs a phase shift of $\pi$, the above value of $n_2$ for an intensity of 100 MW/cm$^2$ at $\lambda = 1 \mu\text{m}$ would require a path length of 1 cm. Due to diffraction effects, it is not possible to maintain high power density for this path length. Hence, one needs to use an optical waveguide structure [2]. For high optical throughput in the optical waveguide, one would need $aL \leq 1$, where $a$ is the waveguide loss and $L$ is the length of the nonlinear interaction region of the device. For $L = 1 \text{ cm}$, it yields $a \leq 1 \text{ cm}^{-1}$, which means that the medium should have a very low optical loss due to absorption and scattering, the latter derived from refractive index inhomogeneities. This stringent requirement clearly rules out resonant nonlinear processes for polymers. Furthermore, one

\[\text{Figure 42.2.} \quad \text{Polar plot of the degenerate four-wave mixing signal as a function of the film rotation in a 10:1 uniaxially stretch-oriented poly-p-phenylenevinylene film. The vertical axis is the draw direction.}\]
would be limited to waveguide devices of polymers that yield high optical quality (low \( \alpha \)) films and fibers. This is not easy to achieve in conjugated polymers due to the presence of defects, domain structures, and a distribution of conjugation lengths. After a great deal of effort on improving processing conditions, our first success was a waveguide of polyamic acid for which \( \alpha \leq 1 \text{ cm}^{-1} \), but \( \chi^{(3)} \) is only \( \sim 10^{-12} \text{ esu} \) which is low [14]. We have looked at nonlinear optical processes in this waveguide and observed that due to the change of refractive index induced by intensity changes, the coupling angle is different at low and high input intensities (a grating coupling arrangement was used). Suppose the coupling angle is kept as the one optimized at low power. Then as the input intensity increases, this angle detunes producing a limiter action behavior in the output-input relation. It also leads to a drop in the coupling efficiency defined by the ratio \( I_{out}/I_{in} \). This is what we observe.

We have investigated the waveguiding characteristics of the polymer PPV for which the \( \chi^{(3)} \) value is \( > 10^{-10} \text{ esu} \), more than two orders of magnitude larger than that for the polyamic acid. PPV is also a very unusual material because even in the as-cast film, the refractive indices for the TE and TM modes are different. The material is highly birefringent, because the chains due to their rigid structures prefer to lie in the plane of the film. The losses are high, being much higher for the TE mode, which limits the propagation to less than 1 mm.

Let us now examine the needs of a nonlinear optical device from the materials point of view. There are two components in a photonic material. One is the active component, which ideally should have the largest nonlinear coefficient. The other component is a photonic medium, the requirements for which (such as refractive index and optical losses) are determined by a specific device structure. The biggest materials research problem is to optimize both. An ideal situation, of course, is when the active components alone form the photonic medium. However, such situations are not always achievable. Hence, one looks for composite materials in which an active component of high optical nonlinearity is dispersed at the ultrastructure level within a photonic medium made of a component that provides excellent optical quality.

42.6. THEORETICAL AND EXPERIMENTAL STUDIES OF SEQUENTIALLY BUILT AND SYSTEMATICALLY DERIVATIZED COMPOUNDS

Recognizing the two important needs that are (1) to maximize optical nonlinearity of the active components and (2) to design photonic media of high optical throughput, we have developed a comprehensive program at SUNY at Buffalo in this area. To fulfill the need to understand what structures will allow enhancement of optical nonlinearity, we have coupled ab initio theoretical calculations of optical nonlinearity with synthesis of sequentially built and systematically derivatized model compounds and the measurement of their optical nonlinearities. For the second objective that is to optimize the photonic
media, we have worked on materials processing for devices and their needs. Hence, we are also involved in device physics. An advantage of having a comprehensive program is an interactive feedback that leads to optimization and cross-correlation at each stage.

Now I would like to discuss very briefly our efforts to understand microscopic optical nonlinearities. An expression similar to the expansion of the bulk polarization as a function of the applied field can be written for the induced dipole moment. Naturally, the nonlinear term \( \gamma \), for example, is the third derivative of the induced dipole moment with respect to the applied field. Also, using the Stark energy analyses one can write the nonlinear term \( \beta \) (and \( \gamma \)) as a sum over all excited terms involving transition dipoles and permanent dipoles, similar to what one does for polarizability. Consequently, the two theoretical approaches are (1) the derivative method and (2) the sum-over-states method. We have used the derivative method at the ab initio level [15]. We correlate the predictions of these calculations with measurements on systematically derivatized and sequentially built model compounds. Some conclusions of our theoretical computations are as follows:

1. The choice of basis functions, particularly the inclusion of diffuse polarization functions, is important in the calculation of \( \beta \) and \( \gamma \).
2. \( \pi \)-electron contribution to optical nonlinearity dominates.
3. \( \pi \)-electron delocalization (conjugation effect) increases \( \gamma \) significantly exhibiting a \( N^3 \) to \( N^4 \) power dependence with respect to the number of repeat units \( N \) in a sequentially built oligomeric structure.
4. For nonresonant cases, \( \gamma \) is positive.

One group of sequentially built structures is the thiophene oligomers and related derivatized structures that we have synthesized and experimentally investigated. The agreement with theoretical predictions appears to be satisfactory [16]. Another group of systematically derivatized model compounds that relate to rigid-rod aromatic heterocyclic polymers have been synthesized by Bruce Reinhardt of the Air Force Wright Aeronautical Laboratory, Polymer Branch. These measurements, when correlated with the structural variations, have provided us with useful insight into molecular engineering of new structures with large optical nonlinearity.

42.7. NONLINEAR OPTICAL DEVICE PROCESSES

In relation to devices our work focuses on the study of device processes of optical switching, optical bistability, optical limiter action, and light modulation. We have demonstrated the optical bistability behavior in a quasi-waveguide interferometric configuration [17]. We have also seen an optical limiter action behavior in an optical waveguide as discussed above [14]. Another device process we have been studying utilizes a hollow core fiber filled
with a nonlinear optical material [18]. Again one very serious limitation to device studies is the optical quality of materials.

42.8. A NOVEL POLYMER: SOL–GEL COMPOSITE FOR NONLINEAR OPTICS

Because of its low loss, a glass is an excellent photonic medium in the form of either fibers or films. Hence sol–gel processing can be expected to play an important role for fabrication of device structures for photonics. However, the glass by itself has very low optical nonlinearity. In order to use the sol–gel processing for developing nonlinear photonic media one can take two different approaches:

1. One can derivatize the sol–gel precursor to put a nonlinear functional group as a part of the structure. This approach is more useful for placing small molecular units and hence more suitable for second-order nonlinear functional groups.

2. One can use a sol–gel-processed composite material that consists of a sol–gel-processed glass doped with a nonlinear optical material. The nonlinear optical component can be a conjugated polymer.

A practical problem is miscibility of the two components. Generally, at higher concentrations phase separation occurs. We have been successful in producing a novel composite of the sol–gel-processed silica and the PPV polymer, which also forms promising waveguiding films with significantly improved optical quality [19]. The optical losses are so low that even for a TE mode one can achieve propagation distances of more than 2 cm at 1.06 μm. We have obtained the Raman spectra of the composite in a waveguide configuration. The observed Raman spectra in the C==C region shows two bands that are due to the aromatic ring mode and the olefinic double bond. The frequencies for these modes in the composite are the same as that seen for pure PPV. Hence, the effective π-conjugation for the polymer in the composite is quite comparable to what exists in the pure PPV material. We have conducted the DFWM study of this composite using ultrashort amplified pulses of < 100 fsec from the amplified CPM laser system discussed above. A response time limited by the laser pulse width is observed. The value of $\chi^{(3)}$ depends on the relative composition and is $\geq 5 \times 10^{-11}$ esu.

42.9. FUTURE DIRECTIONS OF RESEARCH

To conclude, a discussion of future direction of research is appropriate. In my opinion the following areas need to be developed:

1. Improvement of our microscopic understanding of optical nonlinearity.
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For this purpose theoretical and experimental studies of sequentially built, and systematically derivatized structures are needed.

2. Increase of database. Even though more studies are being reported on the measurement of third-order optical nonlinearities, the data base is still limited. We need input from syntheses of novel structures and measurements of optical nonlinearities on them.

3. Finally, materials research. This is a very important direction of future research. The work in this area will focus on developing new composites, designing processing schemes to improve optical quality, properly characterizing the ultrastructures of these materials, and fabricating various device structures.

This is a highly active and truly multidisciplinary area with exciting opportunities for materials scientists. One can expect significant developments to occur in the near future.
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PHASE CHANGE MATERIALS FOR OPTICAL DATA STORAGE

DUNBAR P. BIRNIE III

43.1. INTRODUCTION

The present review of the status of phase change optical memory concentrates on advances that have been made in the past 10 years. Because much of the research has involved laser melting of thin semiconductor films, this review will draw heavily from a related field: laser processing of semiconductor devices. Both fields have high-intensity laser beams incident on the surface of semiconductor materials. These sometimes cause melting or amorphization and are also used to heal damaged amorphous layers present from other processes (such as ion implantation). Much understanding has been achieved in this area, and it may be applicable to the present topic.

Optical memory systems have been under consideration for many years. This has resulted primarily from the much higher storage densities that can be achieved in comparison to magnetic storage systems. Optical memory systems are limited in their storage density by the diffraction of the laser light that is used for reading and writing. For lasers that are easily available, this translates to a bit size of about 1 μm in diameter.

These optical memory systems are of primary interest for the computer industry. In this application, memory implies that the system is erasable or cyclable. This is in contrast to the audio compact disks that store information digitally, but are read-only. For digital computer applications, two stable states must be available, and it must be possible to switch rapidly between the two states at will.
Three distinct different functions must be used for these optical memory systems: read, write, and erase. These three functions must be achievable optically. The read function is typically performed at lowest laser power, where it will have the least effect on the bit state. The write and erase functions are very similar; write implies causing a 1 to be marked on the disk, whereas erase implies causing a 0 to be marked on the disk. These are usually performed by having different power and laser duration, as discussed later.

Many types of materials systems have been investigated for use as optical memory. These range from the common magnetooptic (MO) memory [1–5] and phase change materials [most references] to semiconductor–metal transitions [6–9], ferroelectric [10], elastomeric [11], photodichroic [12–14], photochromic [14], optical hole burning [15], surface texture change [16], and possibly others [16–21]. Many of these systems are considered novelties, and only the first two systems are presently considered viable for reversible applications. The MO memory systems are advanced enough that they are now being marketed in Japan and will be included in the new Stephen Jobs computer, the NeXT [22]. The phase change memory systems under consideration must compete with these MO systems; the phase change systems have several specific advantages that can be utilized, such as optical path simplicity and media stability.

MO memory operates by sensing the polarization rotation of the incident beam through the Kerr effect. The amount of Kerr rotation is usually on the order of 1° only. This decreases signal-to-noise (S/N) ratio and makes for complex optics in the optical head design. (For more information on MO media refer to Refs. 1–5.)

Phase change systems rely on the intensity of reflected light to signal either a 0 or a 1. The intensity depends on the optical constants of the material phase of the film (either amorphous or crystalline). This type of system is attractive, because simpler optical head design is possible. For many systems, there is good optical contrast between the crystalline and the amorphous phases, yielding a good S/N.

In general, both the MO and the phase change media are more preferably designed in a reflective mode. This has two benefits. First, double-sided disks can be used. Second, the alignment of the optics is far simpler; transmission systems would require two heads that would both have to be servo-ed and aligned simultaneously.

The following section describes the typical design of phase change optical memory systems. Further sections describe more detail about experimental observation techniques and compositions that have been investigated.

**43.2. PHASE CHANGE OPTICAL MEMORY SYSTEMS**

A phase change system usually contains a multilayer, pregrooved disk. The laser used for the read–write–erase operations is a diode laser that runs in the range of 800 nm. Part of the reflected signal is used to sense both focus and tracking.
operations and thereby run servos. The remainder of the signal is interpreted as
data.

The multilayer disk usually contains many different components. There is the
active film, where most of the laser light is absorbed and the phase trans-
formation occurs. A thick substrate is used as a support for the multilayer above;
this is commonly glass or a polymer such as (poly)methylmethacrylate. Other
films can be utilized for a variety of different functions. Films may be placed
between the substrate and the active medium or as overcoating layers. These
may enhance reflectivity, change thermal conductivity, provide environmental
protection, or even provide more strongly absorbing layers. Often these different
layers are optimized in combination to achieve the largest contrast between the
amorphous and the crystalline phases [23–25]. This typically takes advantage
of optical interference effects that are disrupted when the optical constants
change.

The diode lasers used in these systems are attractive because the output
power can be easily controlled by monitoring the injection current into the
diode. Usually, systems are designed such that only one wavelength is used.
Otherwise, more than one laser would be required in a system; each of the lasers
would have to be independently focused onto the same area, a large undesirable
increase in complexity.

One constraint on the active phase change film is that it be strongly
absorbing at the wavelength that is generated by the diode laser. The energy that
is absorbed by the material is used to melt the material, controllably leaving
either amorphous or crystalline material. Large absorption coefficients are
usually obtained by band-to-band-type absorptions in a direct band gap-type
material (note that the band gap must be small enough to couple well with the
semiconductor diode laser output). Therefore small band gap semiconductors
are of interest for phase change optical data storage systems. With a strongly
absorbing material (having a small penetration depth), the disks are usually
designed with films that are also very thin. This means that melting usually
occurs completely through the material to the substrate. As discussed below, this
may have some advantages for controlling the potential phase transformation
processes that occur. Typical film thicknesses range from 300 to 1000 Å,
depending on the optical design of the multilayer.

43.3. PHASE TRANSFORMATION CONTROL

For an optical data storage system the only requirement is that there be two
easily distinguishable states that can be reversibly changed using the laser.
Literature observation generally shows that we want materials that have a
crystalline background so that the amorphous regions become Is [26]. This is
an indirect result of the laser having a Gaussian intensity profile. This radial
function of intensity translates directly into a Gaussian temperature distribution
deposited by the laser. This temperature distribution interacts with important
temperatures that describe the phase transformation processes in materials. The
temperatures of interest are the melting temperature ($T_m$), the crystallization temperature ($T_c$), and the glass transition temperature ($T_g$). $T_g$ is of somewhat less importance than the first two as described below.

The material in the active film must be raised above $T_m$ if the material is to be left in the amorphous state. $T_m$ is usually a smooth function of composition; alloy mixtures of elements can be used to tailor its $T_m$. This melting temperature must be significantly above room temperature because the written film must be stable over long periods of time between writing cycles. From the molten state, either crystalline or amorphous materials can result. This depends on a competition between heat removal and crystal nucleation and growth.

The crystallization temperature, $T_c$, is the temperature that an amorphous (or liquid) phase must be raised to cause crystallization. This is important because the amorphous spots must be erased back to the crystalline state. This temperature is related to the glass transition temperature, $T_g$. $T_g$ is the temperature, upon heating, where an amorphous material starts to become fluid and therefore able to rearrange its configuration (and potentially crystallize). Heating an amorphous material above $T_g$ is necessary, but not sufficient to cause crystallization. For crystallization to occur, often nucleation must occur. Nucleation events depend on local defects, such as interfaces that may serve as heterogeneous nucleation sites, and on thermodynamic properties of the materials, such as interfacial tensions and transformation energy. Heating to $T_m$ is not required for crystallization, but heating above the crystallization temperature is required.

As a general rule, materials that are good glass formers, such as silicate glasses, will have a ratio of $T_c$ to $T_m$ (in degrees Kelvin) of about 2 : 3. And, poor glass formers, such as most metals and elemental semiconductors, will have a ratio of about 1 : 2. One qualitative distinction is that the silicate glasses (usually good glass formers) must have rotation of SiO$_4$ tetrahedra for the crystallization front to advance. But, elemental materials (usually poor glass formers) only require an atom jump for attachment. This makes it more difficult to make these materials amorphous. For the optical memory application, the crystallization and amorphization are happening so rapidly that we must consider primarily poor glass formers as candidate materials.

For memory application, it will be necessary for both crystalline and amorphous regions to remain stable over long periods of time (10 years or so). To achieve this level of stability, it will be necessary to have a crystallization temperature of about 150°C. With this $T_c$ and using the ratio of 1 : 2, interesting materials will have a melting temperature of about 550 to 600°C [27].

The difference between the write and the erase cycle can be described as writing at high power with short durations and erasing with medium powers for medium durations. The first profile causes melting and then quenching into the amorphous state by rapid conduction of the heat into the substrate material. The second profile raises the amorphous material above its crystallization temperature and holds it there until crystallization occurs.

This format for using the crystallization temperature to erase and the melting
temperature to write seems more favorable than simply using two different pulse shapes that both raise the temperature above the melting temperature, but cool at different rates. The different cooling rates achievable are probably still within an order of magnitude of each other [28]. Therefore the ability to control crystallization would require much better overall control of the system.

The phase transformation must also happen in a very short period of time. To have the most control over the data storage process it is desirable to have direct-read-after-write (DRAW) type of behavior. This means that the crystallization or amorphization must occur while the spot is under the laser beam. Then the spot can be verified immediately; if a write error has occurred, then rewriting can be attempted. This means that the crystallization must occur within about 300 nsec. And, if the crystallization time were even less, then the disk rotation speed could be increased.

The amorphization occurs whenever the melted material cools fast enough to prevent crystal growth into the spot area. The crystal growth may or may not require nucleation events to occur depending on the type of background that the material retains. Reported cooling rates for amorphization are in the range of $10^9$ to $10^{10}$°/sec. At these cooling rates, the material remains hot for between 100 nsec and 1 μsec.

These cooling rates are obtained for two reasons. First, the active films are very thin, which sets up very steep temperature gradients. This drives the very rapid heat removal. The other reason for the rapid heat removal is that the absorption coefficient of typical materials is very large, usually larger than $10^5$ cm$^{-1}$. This means that the light is absorbed preferentially at the surface. This also gives a very steep temperature gradient that drives the heat flow. For an absorption coefficient of $10^5$ cm$^{-1}$, the laser power is absorbed to a $1/e$ depth of $1/\alpha = 10^{-5}$ cm or 1000 Å. The temperature gradient will be most enhanced at the interface with a nonabsorbing material (the substrate) that remains unaffected by the laser light.

Then, in the absence of nucleation, the very rapid cooling rate can cause the material to be frozen into an amorphous state. Usually nucleation sites are prevented in the area of the melted spot by having the melting proceed all the way through the film to the substrate material. Then the only sites for crystal growth are at the perimeter of the melted spot [29]. It may be possible that the interface between the melt and the substrate could be a preferred, heterogeneous, nucleation site. However, it is probably easier to freeze the melt if no nucleation occurs at that surface; the crystallization front would then have to move about 10 times as far across the thin disk-shaped spot, rather than just the thickness of the spot. Typical micrographs bear out this interpretation of the nucleation and crystal growth [25, 30–35]. Frequently, there is a radial appearance to the spot, and often there are only a few grains per spot. Differences in growth velocity with crystal direction may account for the texture. Fast growth directions will dominate, even though there may be many tiny nucleation sites at the perimeter.

Note that the liquid–solid interfacial velocity must be be large enough to
have the spot transform in the requisite amount of time. If the transformation must traverse the radius of a diffraction limited spot in 100 nsec, then the crystallization velocity must be about 5 m/sec. Observed crystallization velocities are about 2 m/sec for Te films [29] and 10 m/sec for Si [36]. These crystallization velocities are still much slower than ultimate physical limits. Usually, the most rapid crystallization velocity would be at the velocity of sound. For the Te-alloy-based materials, we are still about two orders of magnitude slower than this rate. If long-range diffusion is required for the interface to move, then the crystallization velocity will be reduced significantly.

For practical optical memory application, it will be desirable to have direct overwrite [37,38]. The writing process would be optimized if the writing worked equally well whether the starting material was previously written with 0 or 1. The two temperature profiles described above could have this behavior. The writing pulse that raises the temperature above \( T_m \) must melt both the amorphous and the crystalline phases. Then upon cooling, the melt will be quenched into the amorphous state. Also, the erasing pulse that raises the temperature to somewhere above \( T_c \), but below \( T_m \) will cause crystallization if the previous state was amorphous. However, if the previous state was crystalline, then nothing will happen, because the melting temperature has not been reached. Therefore, this type of system would yield the proper phases independent of the starting phase.

For fast, reversible optical memory, the phase transformation characteristics must be carefully controlled. Factors that may be used to control the phase transformation are film thickness, composition, substrate material (and therefore its thermal conductivity and other properties), and other multilayer component choices. The next section covers experimental techniques that have been very valuable in characterizing the phase transformation processes that are active in these materials.

### 43.4. CHARACTERIZATION TOOLS

Many different techniques have been used to increase the understanding of phase change optical memory materials. These include transmission electron microscopy (TEM), differential thermal analysis (DTA), reflectivity, conductivity, and thermal modeling. Some of these techniques will be briefly reviewed and discussed.

TEM has been very useful in determining the starting and resultant microstructures in these materials. Active films are typically on the order of 1000 Å thick, which makes them quite attractive for TEM observation, because they are already thin enough for electron transparency. Using this examination technique, it is difficult to differentiate features that vary as a function of depth through the quite thin film; all of the depth features are compressed into two dimensions. This makes it very difficult to assess different aspects of the phase transformation process, such as nucleation location or growth directions.
Alternately, with significant expertise, it is possible to make transsections that make a cross section through all layers of the optical memory stack [39–42]. This enables a closer view of the crystal morphology that exists in different written states of the film. Because the size of the written spot is on the order of 1 μm, it is difficult to make a cross section that goes through the center of a bit. This technique is more useful in looking at films that have had large area illumination or where tracks have been uniformly written as stripes. These different geometries of sample preparation necessitate different write profiles, it is not guaranteed that the morphology will be representative of the status in stored bits. The transsections have been useful in analyzing optical data storage materials and other related laser–material interactions, such as laser processing of implanted semiconductors.

The electron microscopy observations described above can only look at the morphology either before or after the interaction of the laser with the material. Other techniques can give information that describes the laser interaction with the disk as a function of time. These use rapid optical or electrical measurement of the relevant film during the illumination.

One of the most useful techniques is to monitor the reflected light from the surface as a function of time, light flux, beam size, and so on. Some parameters control the extent of the light profile. Other parameters are mediated by the materials properties, such as phase (liquid or solid), temperature, thermal conductivity, and heat of fusion.

Another transient measurement technique is to measure the lateral conductivity of a thin film under the influence of laser radiation [29, 34, 36, 43–45]. Parallel electrical contacts are deposited on the surface of the active thin film semiconductor. A rectangular area between the two contacts is illuminated with very high-intensity laser light. Because high total powers are required to melt rather large areas, excimer laser light can be used. Care must be taken that the illumination is very uniform across the rectangular area and zero beyond that area. The signal is the change in the resistance between the two leads.

The basic assumption is that there is uniform illumination. This causes a uniform thermal profile; when melting occurs, the solid–liquid interface moves parallel to the surface of the sample. During heating, the interface moves inward. Later, as heat is conducted away from the surface, material solidifies and the interface moves back out to the surface. Because the liquid and the solid have different electrical conductivity, the total conductivity will change as a function of the location of the solid–liquid interface. Another factor that must be considered is that the laser light has greater than the band gap energy (which is why it absorbs so strongly). This absorption creates electron-hole pairs. These, in turn create a significant amount of photoconductivity. The fraction of the signal due to photoconductive processes can easily be determined at lower laser fluences where no melting occurs. This can also be used to determine the intensity profile of the illuminating laser radiation [34, 43].

The melting and freezing velocities can be determined using the change in conductivity with time. These calculations should take into account the
changing properties of the three different phases (liquid, crystal, and solid amorphous) as a function of temperature. For Te, the melting velocity peaked at 8 m/sec and the freezing velocity peaked at about 2 m/sec [29, 34]. It should be noted that these peak interface velocities are functions of the geometry of the multilayer thin film stack; they also depend on the thermal conduction behavior of nearby layers of material.

This technique is best used when coupled with careful heat flow calculations. The above-mentioned materials properties as a function of temperature, the thermal conductivities, and the heat of melting of the solid should all be included in the analysis.

The above technique is by definition planar. This is only a crude approximation of the melting and freezing operation that occurs during writing a single bit of information. The written bit is a pancake shape and the typical beam profile is Gaussian, which causes nonplanar aspects of the melting and freezing profile. Radial heat conduction may be very important; this cannot be observed in the above planar melting experiment. Also, the previously cited observations of the microstructure seem to show that the crystallization front comes radially inward rather than from the bottom layer.

To complicate matters further, the system is not really completely radially symmetric. This is due to the rotation of the disk. Because heat is always flowing away from the currently illuminated region, some heat is conducted forward into the area that will be illuminated next. This creates a bow-wave effect. The extent of this effect depends on the rate of rotation and the thermal conductivity of the material, etc.

Realistic simulation of the operation of these memory materials can be achieved in both static and dynamic testers. These use focused laser illumination to melt and observe spots of the material. The static tester uses small "coupons" of simulated disk material and studies it with various illumination sequences. This can be used to evaluate cyclability. It can also be used to measure melting, crystallization, and amorphization thresholds in the material. Typically a static tester is accompanied by an X–Y stage so that new areas of material may be brought under the laser.

A dynamic tester is one that has an actual spinning disk. This is even more realistic. This can be used to make areal evaluations of the quality and uniformity of the deposited material. Various deposition techniques can exhibit nonuniformities, in thickness or composition. These nonuniformities and other deposition flaws can be mapped using a dynamic tester. The dynamic tester has an added level of complexity in that the focusing servo for the laser must be more complex to allow for the variations in height with disk rotation. The dynamic tester must also have a full optical head with the ability to seek particular tracks and must be able to follow that track around during disk revolution.

For both types of disk tester, it is necessary to be able to control the laser power and duration for read, write, and erase operations. Also, the reflected signal must be sensed to determine the final state of the material. Then, the write
and erase sensitivity and the cycling and phase transformation behavior can be
determined.

These disk testers give the only realistic measure of the phase transformation
kinetics of the system being measured. The results found in these measurements
can be plotted on a phase transformation kinetics (PTK) diagram [27, 32, 45,
46]. The PTK diagram is a map of what happens to the active film as a function
of laser power and pulse duration. Note that each graph is applicable for only
one specific stack geometry and active material. The PTK diagram must be
determined for a variety of conditions so that the stack parameters may be
optimized; active film thickness, dielectric thickness, and substrate thermal
conductivity all play integral roles in determining the kinetics that can be
achieved.

Several regions are found in typical PTK diagrams. At very low powers or
short durations, nothing happens to the film, independent of whether it starts
amorphous or crystalline. At very high powers and durations ablation will
occur. At high power and short duration melting and amorphization occur. At
low power and long duration crystallization occurs. The crystallization can
occur two ways, either with or without melting. The amorphous phase need not
be raised above the melting point to crystallize. However, for amorphization, the
material must be melted and then cooled rapidly.

The PTK diagram can be used to determine the minimum crystallization
speed of the material. This occurs as a “nose” of the crystallization region that
extends to the lowest values of laser duration that still achieve crystallization.
Typically, this single laser pulse duration can be used for all three operations by
only changing the laser power. The movement of this nose with Ge addition into
a Te–Ge alloy shows the change in crystallization rate [27, 32, 45]. As more Ge
is added, the nose moves to longer and longer times. This has been interpreted as
an increase in crosslinking of the amorphous and liquid structures. In this
particular case the addition of Ge makes the system too slow for reasonable
applicability. However, the Ge addition does achieve a different goal, increased
stability at room temperature. Continually, the stability and the sensitivity of
optical data storage materials must be weighed and countered to optimize
memory systems.

Two slow heating techniques can be used to determine the bulk melting and
crystallization behavior. These are DTA and hot-stage microscopy. Both of
these operate on large regions of material that are at room temperature. Upon
heating, DTA senses phase transformations such as melting or crystallization;
melting is endothermic, and crystallization is exothermic. These two tempera-
tures are of interest for determining the stability and longevity of the film, as
discussed above. The hot-stage microscopy can be used to actually observe the
crystallization or melting, in situ. Nucleation frequencies, growth rates, and
crystal morphologies can be determined. Unfortunately, the heating rate is not
comparable to that which is found under laser illumination. This makes it
difficult to extrapolate up to realistic laser melting or crystallization rates and
morphologies.
Another approach that has not been extensively utilized is to measure thermal effects using thin film thermocouples [47, 48]. Thin films of two dissimilar metals are deposited in contact with each other. This thermocouple can be placed at any interface in the optical memory stack. Any two different metals can be used; the specific choice will determine the temperature dependence of the voltage generated. Because the intersection of the metal layer changes the thermal properties of the stack, careful thermal modeling must usually be performed to back out the laser heating data [47, 49–51]. The new layer has its own heat capacity, thermal conductivity, and so on. Care must also be taken that the small size of the metal films does not change the voltage that is generated by the couple [52] or that the small geometry does not cause interfering impedance. In general, the thickness of the metal layers should be small in relation to the thickness of the other layers in the stack.

43.5. PHASE CHANGE MEDIA LIMITATIONS

Many different systems have been studied. These include Te, Te-alloyed with Ge, Sn, Se, Sb, and other elements [25, 46, 53, 54]; suboxides of Te, Ge, Sn, and so on [30, 55–57]; and semiconducting compounds such as GeTe [44, 58], InSb [59, 60], InP [59], GeSe [58], GaAs [59], GeSe₂ [61, 62], Sb₂Te₃ [24], Sb₂Se₃ [24, 57], Sb₂Se [63], and In₃SbTe₂ [46]. Each of these compositions has different drawbacks. Pure Te is unstable at room temperature; the amorphous phase crystallizes too easily. Tellurium alloys are typically too slow; once significant additions have been made to stabilize the Te these also make the crystallization more difficult. Many of these alloys and suboxides are found to not be cyclable. This cyclability problem is discussed below. Compound materials suffer from similar limitations. Some crystallize slowly as a result of the large viscosity of the amorphous phase [58]. Others have sensitivity or cyclability problems.

Current limitations can be summarized in three words: sensitivity, stability, and cyclability. Sensitivity refers to the need for very rapid phase transformation. Then only very short laser pulses are needed to write and erase. It would be desirable to have this be near 100 nsec. Stability implies that both amorphous and crystalline states remain fixed over long periods of time. Typical design shelf lives are 10 years at some elevated temperature like 50°C or so. To have the amorphous phase crystallize, the temperature must be raised above Tₓ. Therefore, good lifetimes can be obtained with Tₓ around 150°C. Cyclability pertains to the useful lifetime; for computer applications, it will be reasonable to have a million cycles without significant degradation of the optical and response properties.

The sensitivity of a material is determined by a variety of materials properties, some of which can be controlled by variations in composition. These variables are absorption coefficient (α), thermal conductivity, heat of fusion, heat capacity
(C_p, T_m, T_r, and T_g). Other factors, such as the multilayer stack geometry and coherent interference effects, can influence the sensitivity of a disk system. These factors can be interrelated: The sensitivity of a film is based on first melting it and then amorphizing it. The melting requires a certain amount of energy per unit volume. The amorphization requires a critical cooling rate to bypass crystallization. If a smaller volume of material is melted during the writing process, then the material can be considered more sensitive. This smaller volume is most likely to occur if the material has a very large absorption coefficient. Then the light cannot penetrate very far; the incident light is concentrated at the surface and causes only surface melting. The amount of energy required to melt depends on \( T_m, C_p \), and the heat of fusion. The temperature profile and cooling behavior can be quite complicated when the multilayer stack is considered. However, most of these properties are simple bulk materials; it may be possible to screen materials before actual testing occurs.

Media stability is determined by factors that control the change from the metastable amorphous state to the stable crystalline state. These include the diffusivity in the glass, \( T_g \), the free energy change on crystallization, and other factors. Usually there are already locations of crystalline material adjacent to the amorphous spot. Thus no nucleation events are required to drive the recrystallization process. Note that this is the same process that is operative during erasure, however, this crystallization occurs at higher temperature where the kinetics are more rapid. The classic example of a material that is not stable enough is Te, which is known to undergo recrystallization at room temperature. Many of the alloying elements that are added into Te are then thought to be "glass formers" and increase the amount of crosslinking in the amorphous phase.

Cyclability is determined by other factors, it may be related to chemical interactions, either within the active material itself or with protective dielectric layers. The discussion above has shown how it is useful to have a material with a relatively high \( (500-600^\circ C) \) melting temperature to ensure that the crystallization temperature is high enough. This means that to get amorphization, the entire spot must be melted and then quenched. But, the laser has a Gaussian intensity profile, which creates a Gaussian temperature profile in the material. For rapid pulses, this Gaussian injection is only partly mitigated by the thermal diffusivity in the active material [64]. This can generate temperatures in the molten spot that far exceed the melting temperature of the active film. This can cause chemical interactions between the active material and the adjacent materials. The interaction with one of the layers may be exacerbated by the fact that the energy is preferentially absorbed at one surface of the material (depending on which side the laser is on).

Another aspect of material interaction that can cause irreversible changes in the material with time is composition segregation. Many of the systems that have been investigated are ternary alloys that would be multiphasic at equilibrium [65, 66]. When crystallization occurs, it is often not of the same
composition as the amorphous matrix. Then, when crystallization occurs, some of the constituents can be rejected by the crystallization front, causing partitioning of species in the initially homogeneous system. One unsatisfactory aspect is that this requires long range diffusion for the solid–liquid interface to advance. This can make this transformation slower. It also means that care must be taken to rehomogenize the system when melting to amorphize. This aspect of chemical segregation has led some researchers to seek congruently melting stoichiometric compounds for optical memory media [58].

This chemical segregation with solid–liquid interface motion has been observed in the nonstoichiometric In–Sb system [60]. The published micrographs show peripheral crystallization of InSb only, followed by Sb and InSb crystallization in from edge. The Sb and InSb are each in rather large crystals; significant atomic diffusion was required to cause this separation.

This chemical segregation is related to the solute redistribution phenomena that are observed in semiconductor processing with lasers [49, 67, 68]. Supersaturated solute atoms are rejected by the growing interface and end up concentrated at the surface of the material. Studies in semiconductor processing have shown a variation in the segregation coefficient with interface velocity [67, 69]. This could be an important factor in most alloyed memory media, because the alloying elements are seldom below their solubility limits in the parent crystalline phase.

Other factors can play a role in cyclability problems. Crystal nuclei, or embryos, can exist after melting of the material. These can cause different crystallization cycles to occur with different speed [46, 54]. This can be partly dealt with by preannealing the disk above $T_g$ before use. Also, mechanical fatigue is known to be a problem because of the large change in volume on crystallization for some materials.

Another factor that affects media quality is the intrinsic media noise. This arises from reflectivity variations with location. This can arise due to differences in the composition, thickness, surface finish, and crystalline state. One contribution to media noise is differences in reflectivity with crystal orientation. All noncubic crystal symmetries exhibit differences in optical properties with orientation. Then, in the crystalline state, the reflectivity can change simply because the crystal morphology in the film has changed. This becomes a significant problem when the crystal size becomes close to the laser spot size. Below this limit many small crystallites with random orientations (if they indeed are random) then cause a homogenization of the signal. This observation has led to stronger interest in cubic materials for optical memory media [58]. These materials will have no reflectivity variation with orientation and hence also no variation with grain size.

Many of these problems are being addressed by various researchers. The current studies seem to indicate that favorable materials for optical data storage would be strongly absorbing, have a cubic crystal structure, and be a congruently melting stoichiometric compound that melts around 500°C. This is a difficult combination to achieve entirely, and materials may be found that work well without meeting this whole shopping list.
43.6. FUTURE RESEARCH DIRECTIONS

Many frontiers exist in this research area. Novel approaches exist that remain to be fully explored. These directions have the opportunity of revolutionizing optical data storage in many ways. New systems are possible that may address problems that exist with current systems. Also, there is abundant room for further exploration and improvement of the known systems.

New materials are currently being sought that can meet the design criteria described above [70]. Stoichiometric oxide materials are being investigated due to their superior environmental stability in comparison to present Te-based alloys. Several transition metal oxides seem to have favorable absorption, melting, and phase diagram characteristics.

New mechanisms for causing contrast should also be investigated. These may include nonthermal processes, such as photonucleation and crystallization [61, 71, 72], and light-driven oxidation reduction processes through electron-hole pair generation and separation [73–75]. Photonucleation studies to date have not separated thermal effects from the bond breaking or carrier creation aspects. Other mechanisms may still arise that can act without melting. These may be related to the spectral process of photochemical hole burning, which can now only be performed at cryogenic temperatures.

Another frontier is in the area of modeling and understanding of rapid nucleation and growth in these film systems. This modeling will include comparison between heterogeneous and homogeneous nucleation types. The nucleation will be influenced by the thin film geometry. This may lead to variations in the texture of resultant films. And, understanding of the crystal growth mechanisms must be advanced. This must be related to better understanding of the solid–liquid interface morphology and possible atomic attachment processes from the liquid. Another related area is to see whether explosive crystallization, which has been observed in some semiconductor systems [40, 76], can be utilized for causing rapid erasure of amorphous spots.

One final area that will certainly attract profuse activity is in thin film processing technology. This can lead to more uniform, higher quality, active, and passive layers in the optical memory stack. Better-quality films may be able to resist pinhole formation. It may also be possible to engineer layers that are more inert to chemical interactions with other layers and to make layers that are more impervious to penetration by moisture or oxygen [77]. For some of these materials, sol–gel processing may be useful in obtaining better quality films. This technique is ideal for preparation of films in the range of 1000 Å thick and can achieve very good levels of uniformity, both physically and chemically.

43.7. CONCLUSION

Phase change materials have great potential for application to the optical memory area. This Chapter has reviewed progress that has been made on these materials and has shown the wide range of directions that could bear fruit in
future research efforts. New materials systems and improved design and quality control can achieve a better optical memory system and allow the introduction of phase change optical memory into the marketplace.
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44.1. INTRODUCTION

Although there are many kinds of microstructures that can influence the optical properties of materials, this Chapter will concentrate primarily on microstructures involving semiconductors in composites formed with an insulating matrix. This class of materials offers great promise in the study of quantum-size effects on the electronic band structure and the related optical properties of isolated semiconductor crystallites. Cadmium sulfide crystals as small as 0.4 nm have been produced in a zeolite matrix [1], and a wide variety of II to VI semiconductors ranging in size from 1 to 100 nm have been crystallized from a glass matrix [2–7] or in a variety of solutions by arrested precipitation [8–10].

The fundamental process of interest is the modification of the semiconductor's bulk electronic structure and the eventual decomposition of the energy bands into discrete, localized states as the crystal size is reduced and the number of atoms contributing to the formation of the band structure drops. Briefly, as the semiconductor size is decreased, the wavefunctions of its carriers become limited to the borders of the crystal and undergo significant distortion from the boundary conditions imposed by this interface. Because optical characteristics
arise from the electronic band structure, they can be used to measure the resulting size-dependent changes in the allowed state energies. The presence of a large semiconductor–insulator interfacial area can also provide a greater proportion of trapping defect sites than found in the bulk semiconductor. This property could significantly influence excited state lifetimes.

Semiconductor–glass composites also have the potential to exhibit a strong third-order optical nonlinearity resulting from a wide variety of processes including electron-hole plasma, band filling, and absorption saturation. These mechanisms, to be described below, can be enhanced by some of the characteristics found in the semiconductor–glass composites. For example, confinement-induced band splitting into more localized states can reduce intraband scattering thus inhibiting renormalization effects and allowing more efficient filling of states to achieve transition blocking. An increased exciton binding energy observed in these structures could furnish a saturable level for third-order nonlinearities even at room temperature. The isolating properties of the glass matrix could also be used to reduce cross talk between adjacent nonlinear optical elements in a multidimensional array by limiting carrier diffusion.

44.2. PAST RESEARCH

44.2.1. Bulk Semiconductor Properties

The semiconductors of primary interest for glass composite applications are the II to VI compounds. Between ZnS and CdTe, they cover a band gap energy range from 3.8 down to 1.5 eV. Inclusion of Pb increases the range to 0.19 eV for PbTe.

Absorption and reflectivity measurements can be used to furnish valuable information about the electronic band structure of the semiconductors. Additional insight into the nature of exciton complexes and defect states existing in the band gap can be obtained using photoluminescence (PL) measurements [11]. At high incident radiation intensities, however, the properties measured by these techniques can be significantly altered in the bulk semiconductor. The accompanying third-order optical nonlinearities primarily result from absorption of the incident radiation and subsequent redistribution of occupied carrier states within the electronic band structure of the material.

High carrier densities in the conduction band (free carriers) can result in a number of effects, which may occur concurrently, each of which furnishes some sort of absorptive change and thus a refractive index variation over that observed under lower incident intensities. One major mechanism involves the excitation of carriers into the conduction band and their almost immediate relaxation to the band edge via phonon-assisted intraband scattering. This results in the eventual occupation of the lowest allowed states of the conduction band. This band filling effect blocks further optical transitions near the band
edge, reducing the absorption coefficient in that frequency range. A corresponding change in the refractive index is associated with the effect.

A second free carrier population-related mechanism is associated with Coulombic interactions occurring within the excited ensemble. Electrostatic screening of electron-hole interactions at high carrier densities can actually cause a decrease in energy of the single-particle states that compose the band continuum. This causes the band gap to narrow with increasing incident intensity and accompanying free carrier density. Again, the resulting renormalization effect leads to a variation in the absorption coefficient and refractive index seen at frequencies near the band gap of the material.

Transition saturation effects similar in nature to the band filling mechanism discussed above are also possible using the exciton state. Tests on bulk single crystals of CdS by Dagenais and Sharfin [12] have shown a high refractive index nonlinearity under very low incident powers (10–1000 W/m²) at 2 K by means of a resonant saturation of the \( I_1 \)-bound exciton. However, unlike the band edge effects, exciton resonance saturation effects require very low temperatures. This is due to the low binding energy of the exciton in comparison to the thermal energy of the free carriers. Quantum confinement effects, associated with a reduction of the semiconductor crystal to sizes below the exciton Bohr orbit, increase the exciton binding energy and the electronic band gap. It is this mechanism that may furnish the means to sufficiently increase the exciton binding energy, thus yielding optically nonlinear behavior based on the saturation of exciton resonances at elevated temperatures.

### 44.2.2. Quantum Confinement (QC) Effects

A theoretical analysis of the effect of size confinement on the electronic band structure of semiconductors has been presented by numerous authors. Efros and Efros [13], Brus [8], and Nair et al. [14] present analytical models for the effect of a shrinking infinite potential well on the exciton and band-edge energies and on the associated optical properties of isolated semiconductor crystals, or quantum dots, as they are popularly called. They show that exciton and band edge energies vary proportionally with the inverse square of the crystal size. The interband absorption threshold energy is calculated through an evaluation of transition probabilities at two extremes: crystal size, \( 2R \), smaller than the hole Bohr diameter, \( 2a_h \), and crystal size greater than the electron Bohr diameter, \( 2a_e \) [13].

\[
\hbar \omega_0 = E_s + \frac{\hbar^2 \pi^2}{2\mu R^2} \quad \text{where} \quad \frac{1}{\mu} = \frac{1}{m_e} - \frac{1}{m_h} \quad \text{and} \quad R < a_h < a_e
\]

\[
\hbar \omega_0 = E_s - E_{ex} + \frac{\hbar^2 \pi^2}{2MR^2} \quad \text{where} \quad M = m_e + m_h \quad \text{and} \quad R > a_e > a_h \quad (1)
\]
where \( m_{\text{eh}} \) = effective mass of the electron (hole)
\[ \mu = \text{exciton reduced mass} \]
\[ E_g = \text{bulk band gap energy} \]
\[ E_{\text{ex}} = \text{bulk exciton binding energy} \].

Therefore, in the extremes of small and large crystal sizes, the dependence of band gap and exciton energies on the inverse square crystal size follows a slope equal to an effective inverse mass, \( M_{\text{eff}} \). At large crystal sizes and near the exciton Bohr radius, \( a_0 \), the electron-hole Coulomb interaction dominates and only the translational motion of the exciton is actually confined with little if any distortion of the individual electron and hole orbits. In this case the effective mass is the exciton translational mass \( (M) \) and the quantum confinement effect is relatively weak. Results presented elsewhere \[7\] show that this process dominates from 0.8\( a_0 \) to 10.0\( a_0 \), corresponding to crystal radii of 2.0 to 25.0 nm in CdS, where \( a_0 \) is the exciton Bohr radius, at 2.6 nm. These sizes are well above the electronic Bohr radius (1.6 nm).

The treatment of crystal sizes between the asymptotic limit of the bulk and the hole Bohr radii incorporates both a variational calculus approach on the unperturbed wave function and a numerical integration of the various components of the exciton energy to take into account a partial shielding of the electron-hole Coulomb interaction by the potential well \[8, 13\]. The proposed variational calculus approach \[14\], however, gives a strong underestimate of the Coulomb coupling of the electron and hole ground state energy in CdS–glass composites at crystal sizes equal to and greater than the exciton diameter \[7\]. The numerical approach \[8\] could not be tested by following the size dependence in semiconductor–glass composites. However, it appears to describe well the quantum size effects for CdS crystallites 2.2 to 3.8 nm in size, precipitated in isopropanol and acetonitrile \[10\]. It should be noted at this point that the crystals formed in the semiconductor–glass composite appear rectangular in shape and show little structural distortion, whereas those from the CdS–isopropanol solution are spherical, indicating a strong interfacial tension and consequent surface distortion.

In the regime of sizes below the hole Bohr radius, Efros and Efros \[13\] show that the effective mass is the exciton reduced mass. This corresponds to an uncorrelated motion of the electron and hole and leads to a very strong quantum confinement effect. Studies of CdS crystals by Ekimov et al. \[5\] and Ekimov et al. \[4\] over the range 1.2 to 40 nm show an intermediate value of effective mass near the free-electron value. Studies with CuCl also produced an effective mass slope intermediate between the reduced mass (uncorrelated motion) and translational mass (rigid particle motion) of the excitons. A comparison of the size dependence of two asymptotic behaviors of quantum confinement calculated by Efros and Efros \[13\] with the variational approach of Nair et al. \[14\] and with the absorption threshold of a glass composite containing pure CdS crystallites of different sizes in the range 0.8\( a_0 \) to 10\( a_0 \) is shown in Fig. 44.1.
A comparison of these models with much of the existing measurements on semiconductor alloys, such as CdS<sub>x</sub>Se<sub>1-x</sub>, is not possible due to the difficulty of separating variations in band edge energies resulting from size confinement and those resulting from alloying changes during crystal growth. It seems reasonable to assume that since the sulfur ion is more mobile in the glass than selenium, the smaller crystals will be richer in sulfur and therefore have a larger shift in band gap energy due to stoichiometric considerations. This is often confused with quantum confinement effects. Moreover, measurements conducted on a commercial CdS<sub>x</sub>Se<sub>1-x</sub> filter glass [15] have shown a continuing shift in absorption threshold energy with increasing heat treatment time despite a lack of further growth in the crystal size as shown by microstructure studies.

Alloying effects should be expected between any components of the semiconductor–glass mixture. They are most pronounced between S, Se, and Te and between Zn and Cd. In both cases the ion with the greater diffusion coefficient in the glass will exhibit a larger band gap energy when present in the semiconductor. Recent measurements have shown that under special circumstances alloying of CdS with CdO is a possibility that should be suspected [16].

Alloying effects would not present a problem in analysis if measurements of the actual exciton binding energy were available. These measurements, however, are difficult to obtain because of the need to specify the band edge energy accurately and independently from the exciton energies.

### 44.2.3. Nonlinear Optical Characteristics

Numerous studies have been conducted on the linear and nonlinear optical properties of both commercially available and experimental semiconductor–glass composites [17–25]. The results show that the mechanisms observed vary with experimental method, excitation source wavelength and time resolution of
the test. Degenerate four-wave mixing (DFWM) measurements on modified commercial CdS\textsubscript{2}Se\textsubscript{1-x} filter glasses have focused on phase conjugation characteristics and indicate the dominance of a band filling mechanism in the steady-state and dynamic optical nonlinear behavior of these materials.

Jain and Lind [17], Yao et al. [18], and Roussignol et al. [19–21] examined Corning and Schott glasses with a variety of cutoff wavelengths corresponding to $x$ values of 0.7 to 0.9 in CdS\textsubscript{2}Se\textsubscript{1-x}. DFWM reflectivity measurements just under the cutoff wavelength (530 nm) exhibited a significant saturation due to either higher-order susceptibility effects or the onset of free carrier absorption [17]. Time-resolved photoluminescence measurements using 30-ps pulses at 532 nm exhibited carrier recombination times ranging from 80 to 27 psec for incident powers of 5 to 40 MW/cm$^2$, respectively [18]. Longer pulse measurements (10 ns in the range 560–595 nm) exhibited a decrease in conjugate signal intensity with time above an apparent threshold energy fluence of about 0.5 mJ/cm$^2$ due to the formation of permanent volume gratings and eventual photochromiclike darkening of the glasses. The darkening effect appears to be necessary to produce carrier recombination times of the order seen (i.e., 50–100 psec), whereas fresh, undarkened samples exhibit transient grating decay times of tens of nanoseconds. The darkening process, more strongly evident in Schott glasses [21], is still the subject of investigation, although it seems to involve the saturation of trapping sites for photoexcited carriers, possibly at the glass–semiconductor interface.

A measurement of the frequency and intensity dependence of the third-order optical susceptibility ($\chi^{(3)}$) and absorption [20] and comparison with theoretical predictions by various nonlinear mechanisms [26, 27] confirmed agreement of data with the Boltzmann-distributed band filling model. An examination of the frequency dependence of $\chi^{(3)}$ through the band edge of the semiconductor–glass composite [21] showed no enhancement of the DFWM signal from the excitonic states. This result is somewhat consistent with the large size of crystallites present in these glasses and the relatively high temperature (300 K) of the measurements with respect to the exciton binding energies.

Pump-probe experiments and direct measurement of nonlinear index by Olbright et al. [22] revealed a sharpening of the band edge and an observable shift to higher energies indicative of a band filling effect in both conduction and valence band states that blocks further transitions in this frequency range. This is accompanied by a change in sign of the nonlinear refractive index from negative below the band gap to positive above it. An elegant measurement technique developed by Finlayson et al. [28] employs a Mach–Zehnder interferometric setup to simultaneously examine the absorption saturation and refractive index change in a waveguide geometry. Their results confirm the band filling interpretation.

Femtosecond carrier relaxation studies at relatively low pulse energies performed on undarkened Schott filter glasses [29] revealed electron-hole recombination times of 80–100 psec in contrast to the nanosecond times observed by Roussignol et al. [20]. Fluences used were well below the darkening
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thresholds defined by Roussignol et al. These differences indicate that the nature of trapping sites may vary between glasses or that several recombination processes may be possible with a sample-to-sample variation of the dominating processes.

To summarize, we have seen that the nonlinear optical studies of commercial semiconductor-glass composites appear to support a band filling interpretation of the microscopic mechanisms controlling the steady-state and dynamic optical nonlinear behavior. At high incident intensities, significant carrier densities modify the linear dielectric function through carrier thermalization and filling of near band edge states. Decay time constants of this population seem to vary with glass composition and past exposure to high dosages of radiant energy. Recombination times in the picosecond, nanosecond, and even microsecond [30] ranges have been reported. It appears most likely that shallow carrier traps, whose identity is not yet fully understood, play a major role in the recombination process and therefore degree of filling.

Because most of the measurements were conducted on relatively large crystallites with broad crystal size distributions and at room temperature, none of these studies appear to have addressed the exciton confinement effect most prevalent in these kinds of materials. In addition, speculation about the source of the rapid recombination mechanism leads one inexorably to the semiconductor–glass interface and its associated high density of defect traps. A simple test of this hypothesis would be to compare decay times and band filling effects in two samples of the same composition and different size, thus having different crystal surface-to-volume ratio.

44.3. CURRENT RESEARCH

44.3.1. Fabrication of Semiconductor–Glass Composites

The ideal semiconductor–glass composite would consist of a single-compound semiconductor whose size can be varied, but yet can maintain a very narrow distribution of crystal sizes. It should also have oriented crystals so as to yield narrow exciton absorption peaks and a large exciton absorption cross section. Finally, the average crystallite size should be sufficiently smaller than the 1s exciton Bohr radius to ensure that confinement-induced increases in exciton binding energy be at least 5 kT. Such shifts in the exciton energy would favor application of an absorption saturation mechanism at the exciton frequency to induce a nonlinear refractive index change at room temperature. GaAs multiple quantum well structures, for example, have exhibited distinct room temperature exciton-related absorption processes and nonlinearities [31].

For device applications, such as in nonlinear directional couplers, Stegeman et al. [32] have shown that a key material parameter is the ratio $W = |\Delta n_{\text{sat}}|/2\lambda_0 a_0$, where $\Delta n_{\text{sat}}$ is the saturated value of the nonlinear refractive index change, $\lambda_0$, the free space wavelength of the incident light; and $a_0$, the
linear absorption coefficient of the material. Wright et al. [33], using coupled-mode theory and a two-level saturable nonlinearity, showed that the figure of merit parameter for incident light below the band gap energy favors semiconductors with low gap energies.

Different approaches have been followed to fabricate semiconductor–glass composites. Commercially available crown glass compositions are susceptible to phase separation. They generally contain zinc and cadmium and sufficient iron to form permanent defect traps. The sulfur, selenium, and tellurium ions oxidize easily to compounds with low sublimation temperatures, therefore, it is difficult to keep them in solution in the glass at high concentrations (i.e., greater than 0.1 to 0.5 vol %). It is generally believed that crystal concentrations can best be raised by alloying several of the anions. Single anion semiconductors are thus more difficult to form.

We were able to obtain single-anion compound semiconductors in zinc-free calcium-crown glasses from Lee Cook at Schott Technologies [34]. An investigation of this material showed that because of the high-temperature precipitation of CdS, it was difficult to fabricate a homogeneous glass without precipitated crystals. The heat treatments conducted led to crystal growth by a classical diffusion-controlled ripening process [7]. This guaranteed that the size distributions thus obtained had a 35% width at half maximum about the average size. Measurements of critical nucleus size yielded 20 Å as the minimum obtainable radius [7].

Borelli and Luong [35] used a gas-phase reaction of thiourea and selenourea with metal chlorides (CdCl₂ and ZnCl₂) deposited within the pores of unconsolidated Vycor to produce semiconductor deposits within the glass. CdS crystals were thus formed, measured by electron microscopy to be 4–5 nm, yet they showed no shift in absorption edge. CdSe crystals by contrast showed a 0.3-eV edge shift for crystals presumed to be less than 2 nm. PbS and PbSe crystals exhibited considerably larger shifts.

Wang and Mahler [36] synthesized CdS crystallites 5 nm in diameter in Nafion polymer films and PbS clusters from single molecule to 15 nm in an ethylene methacrylic acid copolymer. Absorption bleaching of the excitonic transition resulted from interface-trapped carriers. Bleaching efficiencies were sufficiently high that a single electron-hole trapped pair could bleach the excitonic absorption of the entire CdS cluster.

(CdS)₄ clusters were produced in a zeolite matrix [1]. These were found to interact in groups to form superclusters. Room temperature optical absorption data showed the largest shift in band edge absorption observed in such materials, with a band edge near 300 nm for the (CdS)₄ clusters and near 400 nm for the superclusters.

Clausen and Simmons [16] used an RF sputtering method to develop thin films of CdS–glass composites with 2–50 wt % CdS and crystal sizes ranging from 2 to 40 nm. Pure CdS films were also formed to test the fabrication technique. Structures could be varied from amorphous to columnar to epitaxial character. Annealed films showed a stoichiometric CdS composition with a high
degree of epitaxial orientation. A comparison of optical properties with single crystal platelets is shown in the subsequent section.

More complex porous glass fabrication techniques and sol-gel processing techniques are currently under study.

44.3.2. Effect of Crystal Size

Let us now examine the effect of crystal size on the optical properties of semiconductor-glass composites. Our research has concentrated on studies of a calcium-crown glass containing pure cadmium sulfide crystallites and a more typical commercial crown glass containing zinc and CdS$_x$Se$_{1-x}$ crystals. Microstructure size measurements on the alloy as a function of heat treatment time revealed that the S:Se stoichiometry of the precipitated crystals varies during the heat treatment by increasing Se content at longer times.

Measurements of optical absorption and PL of the pure CdS-containing glasses are shown in Figs. 44.2 and 44.3 for samples with different crystal sizes at 10 K. The absorption measurements clearly show the presence of an exciton absorption feature and an absorption shelf going into the band edge absorption for the material. The PL spectra show a sharper peak in the blue followed by a lower frequency broad recombination band. The sharp peak shows a clear decrease in frequency for longer heat treatments. The peak position for the sharp PL feature and the energy of the absorption shelf (AS) are plotted against inverse square microstructure size in Fig. 44.4 for the CdS glasses.

The data show a linear dependence of both properties on the inverse square crystal size for the CdS-doped glasses. The PL peak from these composites has often been interpreted as band-edge luminescence, however, an examination of

Figure 44.2. Optical absorption spectra, taken at an ambient temperature of 10 K, of CdS-glass composites heat-treated at 800°C for varying time durations.
resonant Raman scattering in these glasses strongly suggests that the PL peak corresponds to an exciton recombination. Figure 44.5 shows a comparison of PL data from the CdS-glass composite at 9.8 and 104.7 K. The sharp peaks visible on top of the broader luminescence peak correspond to the fundamental and higher harmonics of the LO-phonon Raman scattering spectrum from the CdS-glass composite at 800°C for 10, 20, and 30 min.

Figure 44.3. Low-temperature (10 K) PL spectra collected from CdS-glass composites heat-treated at 800°C for 10, 20, and 30 min.

Figure 44.4. Energy positions of the PL and absorption peaks observed at 10 K for the CdS-glass composites as a function of inverse average crystallite radius squared.
CdS crystallites. A comparison of the relative intensities of the overtone peaks reveals a large enhancement in scattering amplitude when a particular overtone overlaps the PL peak. Figure 44.5 shows how the enhancement of the various overtones shifts from the third to the fourth harmonic as the luminescence band moves to a lower energy with increasing temperature. This resonant process suggests the presence of underlying exciton luminescence processes in the PL peak, which serve as intermediate states in the resonant Raman process [37].

Figure 44.6 shows a comparison of the absorption behavior from a single crystal platelet of CdS with that from an RF-sputtered epitaxial CdS film grown on a silica substrate. Both exhibit the excitonic features corresponding to the A, B, and C excitons. This result demonstrates that the RF sputtering technique used is able to yield high quality CdS crystals. As described earlier, the same procedure was used to deposit CdS–glass composites containing from 5 to 50 wt% CdS. Figure 44.7 shows the absorption spectra for three films with
5 wt.% CdS in a glass matrix deposited under similar conditions, two with subsequent heat treatment. The as-deposited film is denoted by curve 1. Curves 2 and 3 correspond to heat treatments of 10 min and 8 hr at 650°C, respectively. The crystal sizes range from 0.4 to 5.0 to 40 nm, respectively, for curves 1 to 3. An examination of the change in threshold absorption energy with the inverse average crystal size squared shows that QC effects again appear as translational confinement of a highly correlated electron-hole pair down to crystal sizes of 0.4a₀.

Figure 44.6. Absorption and reflectance spectra taken at low temperature for (a) an RF-sputtered CdS thin film on silica and (b) a CdS bulk platelet, respectively.
44.3.3. Discussion

The optical behavior of quantum confined semiconductors, as shown in the Introduction, may be delineated into two main regimes leading to the asymptotic behavior modeled by Efros and Efros [13]. It is instructive to remember that in these regimes, the quantum well boundary serves to reduce the apparent Coulomb interaction between the electron and hole due to a more rapid increase in their individual kinetic energies with crystal size reduction. Therefore the two regimes are differentiated by the degree of correlated motion of the individual components of the exciton. Previous results on CdS–glass composites [7], discussed above showed that in the size range 0.4a₀ to 10a₀, where a₀ is the exciton ground state Bohr radius, the quantum confinement effect on the exciton acts through the translational mass and the electron-hole motion remains strongly correlated.

Schmitt-Rink et al. [38] have examined the effect of size on the nonlinear optical properties of confined semiconductors which they call quantum dots (QD). These are defined as structures smaller than the exciton Bohr diameter yet large enough to ensure the validity of the effective mass approximation, that is, they restrict themselves to the range of sizes where the bulk crystal structure is not effectively distorted, therefore, the minimum size QD must cover at least several lattice constants. This requirement disqualifies most of the commercial filter glasses, because the isolated crystallites are too large. Wang’s doped...
zeolites, in the other extreme, fail to satisfy the criteria, because the crystals are too small.

Schmitt-Rink's treatment assumes that in the selected size range, the Coulomb interaction between electrons and holes may be either neglected or treated as a perturbation since the confinement effects scale as $R^{-2}$, whereas the Coulomb interaction scales as $R^{-1}$. The electronic structure of QD's undergo a split of conduction and valence bands into discrete energy levels. This splitting leads to the disappearance of temperature-dependent, phonon-assisted absorption processes due to a reduced availability of states whose energy separation is less than the energy of a phonon. The only nonlinear absorption mechanism remaining is state filling, and the observed effect is that of nonlinear absorption saturation of the lowest QD transition, as in a two-level system.

From our CdS-glass studies, it seems that neglecting the Coulomb interaction requires a reduction of the upper limit of the crystal size range well below the exciton ground state Bohr radius. A fit of Borrelli's CdSe data [2] to the Efros-Efros treatment (Fig. 44.8) shows that even at crystal sizes $0.3a_0$ the coulomb interaction dominates the exciton's electronic structure. This severely restricts the applicable range of treatments based on uncorrelated motion of carriers.

Banyai and Koch [39] treated the case of larger semiconductor crystallites ($3a_0$ to $7a_0$). They find this in this size range, the screening of the Coulomb interaction due to free carriers leads to an increase in the exciton Bohr radius. This, in turn, changes the size difference between the exciton and the crystallites, which changes the degree of confinement and thus achieves the same effect as a reduction in average crystallite size, that is a confinement-related blue shift. High free carrier densities therefore can lead to an additional blue-shift in the exciton energy beyond that of spatial confinement. This blue shift results in a nonlinear decrease in absorption below the band edge within the frequency range of the linear exciton absorption. The critical electron-hole density necessary to achieve a significant blue shift in the exciton resonance of CdS is predicted to be about 60% of the Mott density of the bulk material [39]. At the Mott density, there exists a large probability of exciton wavefunction overlap due to the high density of electron-hole pairs present. This destabilizes the excitons with respect to an electron-hole plasma allowing band gap renormalization effects to reduce the band gap an amount sufficient to annihilate exciton absorption transitions. An estimate of the necessary power required to reach 60% of Mott density in the CdS crystallites of the composites, based on their measured absorption [7], is found to be about 20 kW/cm². Thus, following this treatment, saturation mechanisms may only be observed at incident powers below that value if excitation-dependent blue shifts of the exciton resonance are to be avoided.

Although we have had well-characterized CdS-glass composite samples, which clearly exhibited quantum confinement effects, it has not been possible, so far, to conduct exciton saturation measurements due to the scarcity
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Hall and Borrelli Data
CdSe–Glass Composites

![Graph showing predicted quantum-confinement shift in absorption threshold energy as a function of the inverse square crystallite size.](image)

**Figure 44.8.** The predicted quantum-confinement shift in absorption threshold energy as a function of the inverse square crystallite size is presented for the extreme crystal size regimes given by Efros and Efros [13] and data of Hall and Borrelli [40] for CdSe–glass composites.

of tunable laser sources at the high energies corresponding to low-temperature, quantum-confined, CdS excitons (2.57 to 2.65 eV). However, Hall and Borrelli conducted room temperature absorption measurements at wavelengths roughly equal to an apparent excitonic feature in the absorption spectrum of quantum confined CdSe crystals [40]. Measurements of absorption on glasses with crystal radii from below 0.3\(a_0\) to 0.5\(a_0\) showed a measurable saturation for the larger crystal size only (near 0.5\(a_0\)) and no noticeable saturation for the smaller crystallites (less than 0.3\(a_0\)). The authors speculate that the observed decrease in nonlinear absorption with increased quantum confinement may result from a reduced electron-hole recombination time at these sizes. Thus, although, a potential enhancement of the spectral weight of the quantumly confined state is anticipated [38], the increased rate of recombination makes band filling much more difficult. Recombination time measurements are promised. However, the authors note that the powers used reached as high as 2 GW/cm². At these levels, it seems reasonable to also consider the effect of free carrier plasma as discussed above.

In closing it seems instructive to examine various reported QC effects by means of the observed shift in absorption threshold, according to the treatment of Efros and Efros [13]. An examination of the shift in absorption threshold against inverse square microstructure size for data from CdS- and CdSe-containing glasses reveals that, except for the CdS measurements of Ekimov et al. [4], all threshold energy shifts follow closely a QC effect only on the
translational motion of the exciton. This is indicative of a dominating electron-hole coulomb interaction and a weak confinement process. These results suggest that the composites made to date with crystal size-to-exciton Bohr diameter ratios as low as 0.3 do not satisfy the Schmitt-Rink et al. [138] requirement for a QD where electron-hole Coulomb interactions may be neglected. This means that optical measurements on these materials should not be expected to exhibit a splitting of bands or optical transitions between essentially single-particle eigenstates. For these effects and the expected high nonlinear optical coefficients accompanying them, additional fabrication studies will be required to more precisely control the microstructure of semiconductor–glass composites.
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GRADIENT-INDEX MATERIALS
BY THE SOL–GEL PROCESS

MASAYUKI YAMANE

45.1. INTRODUCTION

A gradient-index (GRIN) glass having a continuous variation in refractive index has attracted great interest. Its application to a wide variety of optical and optoelectronic devices, such as the element for lens array of a photocopier, connector, attenuator, directional coupler, switch, or isolator in optical communication systems, is rapidly spreading [1–4].

The most popular GRIN lens used in these fields is a rod-shaped microlens of a few millimeters in diameter with the radial refractive index profile, which is given by

\[
[n(r)]^2 = n_0^2[1 - (gr)^2 + h_4(gr)^4 + h_6(gr)^6 + \ldots] \\
\approx n_0^2[1 - g^2 r^2] 
\]  

where \( n_0 \) is the refractive index at the center axis; \( r \) is the radial distance from the rod center axis; and \( g, h_4, \) and \( h_6 \) are constants. The factor \( g \) is sometimes called the focusing factor [5, 6].

Using a GRIN lens of this type called a \( r \)-GRIN lens, a collimated light can be focused, and a diverging light can be collimated like a concave lens even with flat surfaces.
One of the important parameters for the r-GRIN lens is the $\Delta n$, the difference in the refractive index between the center and perimeter of the rod. The $\Delta n$ is related to a numerical aperture ($NA$) by Eq. 2:

$$NA = (n_0)^{1/2}gR = (2n_0\Delta n)^{1/2}$$

where $R$ is the radius of the lens.

The brightness of the lens system is proportional to the square of the numerical aperture. The resolving power of the lens is proportional to the inverse of the numerical aperture. The values of the numerical aperture required for the GRIN lenses for various applications are shown in Table 45.1 along with other requirements [7].

The use of r-GRIN lenses in optical systems for cameras, binoculars, and so on provide many advantages over homogeneous glass. These advantages include greater simplicity by reduction of the total number of optical elements in a system and improved performance [8]. At the present time, however, the lack of suitable materials limits the development and application of gradient-index optics. The drawbacks of currently available materials include small size and a limited variety of optical characteristics, such as index profile dispersion and base index of refraction.

The sol–gel process is potentially advantageous over conventional methods in the production of large-size GRIN lens with a broad variety of index-modifying cations, although the techniques have not yet been established.

In this Chapter two important routes by the sol–gel process to the GRIN lens, which begin with the formation of precursor gels by introducing the index-modifying cations in the form of (1) metal alkoxide and (2) aqueous metal salt solution, will be reviewed along with the conventional methods.

**Table 45.1. Characteristics Required of GRIN Rod Lenses for Various Applications**

<table>
<thead>
<tr>
<th>Application</th>
<th>Numerical Aperture</th>
<th>Index Profile</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pickup for Video disk</td>
<td>0.5 – 0.6</td>
<td>Extremely low aberration</td>
<td>Large diameter</td>
</tr>
<tr>
<td>Digital audio disk</td>
<td>0.3 – 0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Imaging system Endoscope</td>
<td>0.3</td>
<td>Low aberration</td>
<td></td>
</tr>
<tr>
<td>Lens array</td>
<td>0.1 – 0.3</td>
<td>Low aberration</td>
<td>Low cost</td>
</tr>
<tr>
<td>Fiber system</td>
<td>0.2 – 0.5</td>
<td>Low loss</td>
<td></td>
</tr>
</tbody>
</table>
45.2. CONVENTIONAL METHODS OF FABRICATION OF GRIN ROD LENS

45.2.1. The Ion-Exchange Method

Most of the currently available r-GRIN lenses are manufactured by the ion-exchange method in which Tl⁺ or Cs⁺ contained in a glass rod as an index-modifying ion is exchanged with K⁺ by immersing the glass in a K⁺-containing fused salt bath [9]. This method is good for the precise control of the profile of refractive index and gives material of large Δn. However, the maximum diameter of the rod lens produced by this method has been only a few millimeters or even less due to the small diffusion coefficient of Tl⁺ or Cs⁺ in a glass, that is, about $5 \times 10^{-14}$ m²/sec.

45.2.2. The Molecular Stuffing Method

The molecular stuffing method, which was developed by J. H. Simmons et al. [10], in principle includes the stuffing of aqueous solution of TINO₃ or CsNO₃ in a Vycor-type porous glass, subsequent partial unstufing of dopant ion, and sintering the rod into a pore-free glass. This method is good for the preparation of the lens with a large diameter. However, the process to form a porous glass rod of a uniform pore distribution is very complicated. Moreover, the maximum value of Δn is limited due to the limited amount of index-modifying cation that can be introduced in the pores of the glass.

45.2.3. The Double-Ion-Exchange Method

The double-ion-exchange, or ion-stuffing, method, which was recently developed by Ohmi et al. [11], includes the total replacement of Na⁺ ions in a Na-containing glass rod with Ag⁺ ions in a fused salt bath of AgNO₃ and the partial exchange of Ag⁺ ions with Na⁺ ions in a fused salt bath containing NaNO₃. The method is good for the preparation of GRIN rods with diameters larger than 10 mm. However, it still takes long time, about 2 months for 10-mm-diameter rods. Moreover, the reduction of Δn with the increase in lens diameter is inevitable. Therefore, the production of GRIN rods with large diameters and large Δn's may not be expected.

45.3. FABRICATION OF GRIN ROD LENS BY SOL–GEL PROCESS

45.3.1. The GRIN Rod from Metal Alkoxide as the Source of the Index-Modifying Cation

A method for making a GRIN rod lens was developed by Shingyouchi et al. [12]. It was done by preparing a wet gel using tetramethylorthosilicate (TMOS)
and tetraethylorthogermanate [Ge(OEt)₄] as starting materials and subsequently leaching a part of the Ge component out of the gel followed by drying and sintering the gel.

This method was extended to the titanium–silica system by the same researchers [13] and later to ternary and quaternary systems by the group at the University of Rochester [14]. The process in this method is relatively simple as shown in Fig. 45.1 and good for the preparation of large-sized lens with a precisely controlled profile of refractive index, although the conditions to produce materials of large Δn must be elaborated.

First, TMOS is combined with Ge(OEt)₄, ethanol, EtOH, water, and hydrochloric acid. The mixture forms a gel in which germanium was incorporated in the network structure building up the gel particle along with silicon. The gel is placed in water to leach out some of the germanium component. The gel then is washed in methanol to fix the germanium concentration gradient and then is dried and sintered into gradient index glass [12].

Shingyouchi et al. also used titanium to replace germanium as index-modifying cation and leached out some of the titanium with 10 wt% HCl aqueous solution. Typical molar ratio compositions of the precursor solutions were 0.7TMOS/0.3Ge(OEt)₄/2H₂O/4EtOH for the GeO₂–SiO₂ system and 0.85TMOS/0.15Ti(O-n-Bu)₄/4H₂O/4.5n-PrOH for the TiO₂–SiO₂ system [12–13].

In both germanium- and titanium-containing gels, the leaching was considered to proceed, in principle, by a diffusion-controlled process rather than a

![Flow chart for the GRIN preparation by the partial leaching of the index-modifying cation from a gel.](image)

**Figure 45.1.** Flow chart for the GRIN preparation by the partial leaching of the index-modifying cation from a gel.
reaction-controlled one. Only germanium or titanium was detected in the solution after leaching [15–17].

The resulting glass of TiO$_2$–SiO$_2$ system obtained from a wet gel of about 6 mm in diameter and 30 mm in length by leaching for 20 hr and sintering the dry gel at 1200°C was a rod of about 2 mm in diameter with the refractive index at the center axis of 1.491 and a $\Delta n$ of 0.013, $NA = 0.197$ [13, 16, 17].

The concentrations of TiO$_2$ at the center axis and the perimeter were about 7 mol% and 3 mol%, respectively, whereas the concentration of TiO$_2$ in the original gel was 15 mol% [16]. This suggests that the concentration of the index-modifying cation decreased noticeably during leaching not only at the perimeter, but also at the center.

Caldwell [14] extensively studied the preparation of GRIN glass rods from gels of ternary and quaternary systems using techniques similar to that of Shingyouchi et al. The systems investigated were TiO$_2$–Al$_2$O$_3$–SiO$_2$, TiO$_2$–B$_2$O$_3$–SiO$_2$, TiO$_2$–Al$_2$O$_3$–B$_2$O$_3$–SiO$_2$, TiO$_2$–GeO$_2$–Al$_2$O$_3$–SiO$_2$, ZrO$_2$–B$_2$O$_3$–SiO$_2$, ZrO$_2$–GeO$_2$–SiO$_2$, and ZrO$_2$–B$_2$O$_3$–Al$_2$O$_3$–SiO$_2$.

Zr$^{4+}$ and Ti$^{4+}$ were the index-modifying cations. Al$_2$O$_3$, B$_2$O$_3$, or GeO$_2$ was introduced as a gel modifier to eliminate the problems inherent in a binary system, such as bloating and/or crystallization during sintering.

Typical molar ratio compositions studied of TiO$_2$–Al$_2$O$_3$–SiO$_2$ system were the following: TiO$_2$–Al$_2$O$_3$–SiO$_2$ = 0.10:0.09:0.81, 0.10:0.10:0.80, 0.10:0.20:0.70, 0.05:0.20:0.75, 0.05:0.15:0.80, 0.05:0.10:0.85, 0.10:0.15:0.75, 0.10:0.05:0.85, 0.15:0.10:0.75, 0.15:0.05:0.80, 0.20:0.05:0.75. Titanium, aluminum, and silicon were introduced in the form of titanium isopropoxide, (Ti(O-i-Pr)$_4$), Al chelate, and TMOS, respectively.

Most of the GRIN glass rods reported were about 4.5 mm in diameter with a $\Delta n$ of about 0.013. Some of the rods had $\Delta n$'s of about 0.03 with a similar diameter, and some had $\Delta n$'s of 0.007, but those diameters were as large as 8 mm. The time necessary to fabricate the GRIN rod was 5 to 7 days.

Caldwell [14] investigated the effect of leaching time on the index profile on the 15-mm-diameter TiO$_2$–Al$_2$O$_3$–SiO$_2$ gel soaked in 3 mol/liter H$_2$SO$_4$ aqueous solution. The index profile of the eventual GRIN rod became close to parabolic after 4–5 hr, and thereafter, $\Delta n$ decreased as the leaching time continued. The change in $\Delta n$ with leaching time is shown in Fig. 45.2.

Taking this result and the fact reported by Shingyouchi et al. [16] that the concentration of TiO$_2$ at the center remarkably decreased during leaching into consideration, the elaboration of the minimum leaching time to attain the parabolic concentration profile for a gel of given composition and size is essential in this method in order to produce the GRIN rod with a large $\Delta n$. The other factors to be taken into consideration for the purpose of GRIN manufacture by this method include

1. The gel composition from the point of maximum amount of index-modifying cation and gel-modifying cations (if any) that can be introduced without fracture and/or devitrification during sintering.
2. The kind and concentration of acid to be used for leaching.

The gel composition is also related to the fracturing of eventual glass due to stress attributed to the difference in thermal expansion coefficients at the center and perimeter.

45.3.2. The Method to Use a Metal Salt Aqueous Solution as the Source for Index-Modifying Cation

A method for making a GRIN rod lens from a wet gel prepared by using lead acetate as the source for index-modifying cation was developed by this author's group [18, 19]. The method includes

1. Gel formation by the introduction of aqueous solution of lead into an alkoxy-derived silica sol.
2. Interdiffusion of $\text{Pb}^{2+}$ with $\text{K}^+$ in aqueous solution of potassium nitrate.
3. Drying and sintering of the gel, as shown in Fig. 45.3.

The potential advantage of this method over others include:

1. The ability to introduce a large amount of index-modifying cation, such as lead, thus enabling the production of a GRIN rod with a large $\Delta n$.
2. The ability to introduce a broad variety of index-modifying cations.
3. The ability to prepare a material of uniform thermal expansion coefficient through the center axis to the perimeter of the rod, thus avoiding the stress buildup.
The biggest drawback of this method is the complicated procedure to control the index profile. In this method, the index-modifying cation that is introduced in the form of metal salt aqueous solution is not incorporated in the network structure of the gel, but stays in the liquid phase of the wet gel and easily migrates toward the gel surface upon removal of water, which is the main component of the liquid filling the micropores of the gel [20].

One of the ways to reduce the migration of the cation is to replace water in the pores with an organic solvent to which the cation salt can dissolve only slightly. These organic solvents include acetone and iso-propanol in the case of lead acetate.

Figure 45.4 demonstrates the effect of the replacement of water with organic solvent in the gel of 20PbO/5B₂O₃/75SiO₂ (mol %). The curves in Fig. 45.4 show the profile of refractive index of GRIN glasses obtained from gels dried (1) without replacement of water, (2) after the replacement with iso-propanol, and (3) after the replacement with acetone, respectively. It is obvious from these curves that the migration of Pb²⁺ is remarkably reduced by the replacement of water with acetone.

Both the Δn in Fig. 45.4c and the NA, estimated by assuming the refractive index at the center axis, n₀, to be 1.5, are compared with those of GRIN rod
lenses of other methods in Table 45.2. It is shown in the table that the gel formation using aqueous Pb-acetate solution is advantageous over the method starting with Ti- or Ge-alkoxide in order to manufacture GRIN rods of large numerical aperture, although the value is much smaller than that expected from the composition of the precursor sol. The improvement of the Δn and numerical aperture will be possible if the mixture of iso-propanol and water is used for the KNO₃ bath for the interdiffusion of Pb²⁺ and K⁺.

One of the important factors to be taken into consideration in the manufacture of GRIN by the sol–gel process starting with an aqueous metal salt solution is the maximum size of the gel that can be handled without deformation or fracturing throughout the process. The preparation of GRIN rods with both large diameters and length is obviously favorable from an economical viewpoint. However, a wet gel of multicomponent system is often very soft and easily deforms during drying by its own weight, resulting in the distortion of the concentration profile of the index-modifying cation.

Although a detailed investigation has not been made yet, the maximum size of the Pb-containing GRIN rod that can be obtained by natural drying is expected to be 7 to 8 mm in diameter and 20 to 25 mm in length. The diameter of 7 to 8 mm is large enough for the application in the fields shown in Table 45.1, but is far from satisfactory for the application to an optical system, such as cameras and binoculars. Therefore, the establishment of the drying conditions of a large wet gel by a hypercritical evacuation technique is the urgent necessity in this process.
### Table 45.2. Comparison of the Characteristics of GRIN Rod Lenses by Various Methods

<table>
<thead>
<tr>
<th>Method</th>
<th>Rod Diameter (mm)</th>
<th>Numerical Aperture</th>
<th>Manufacturing Time (approx. days)</th>
<th>Ref. No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion exchange</td>
<td>2</td>
<td>0.1</td>
<td>0.5</td>
<td>30</td>
</tr>
<tr>
<td>Molecular stuffing</td>
<td>3.2</td>
<td>0.021*</td>
<td>0.25</td>
<td>7</td>
</tr>
<tr>
<td>Double ion exchange</td>
<td>9.7</td>
<td>0.037</td>
<td>0.44</td>
<td>60</td>
</tr>
<tr>
<td>Sol-gel (leaching)</td>
<td>12.5</td>
<td>0.018</td>
<td>0.25</td>
<td>&gt;60</td>
</tr>
<tr>
<td>Sol-gel (aqueous solution)</td>
<td>4.7</td>
<td>0.014</td>
<td>0.2</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>8.1</td>
<td>0.007</td>
<td>0.15b</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>0.037</td>
<td>0.34b</td>
<td></td>
</tr>
</tbody>
</table>

*aEstimated from the curve in Ref. 5.
*bEstimated assuming $n_0$ to be 1.5.

### REFERENCES

There are numerous organic molecules available that possess desirable properties for laser and nonlinear optical applications. Finding suitable host materials for these organics is problematic, and in the case of laser dyes, devices have been primarily restricted to liquid-state applications. Attempts have been made to fabricate solid-state organic dye materials using polymeric hosts. These hosts, however, have been shown to be inherently lacking in mechanical and thermal properties, photostability, and refractive index uniformity. Inorganic glasses, on the other hand, do possess extremely good optical, thermal, and chemical stability. Unfortunately, typical melt glasses require processing temperatures that would cause the rapid decomposition of most organic species. Sol–gel processing offers a low-temperature alternative to the synthesis of oxide-based transparent materials. Sol–gel precursor solutions allow for room temperature dissolution of optically active organic molecules. This step is followed by low-temperature polymerization, which does not require strong redox conditions or reactive initiators. The sol–gel method has been previously proposed as a
technique for synthesizing optical materials [1], but relatively little work on the relevant optical properties has been reported.

The present Chapter reviews our recent results involving the use of the sol-gel process to prepare solid-state dye laser materials and thin films, that exhibit nonlinear optical effects. Two different host materials were investigated: silica gels based on the hydrolysis of tetraethoxysilane (TEOS) and composite silicacrylate gels based upon hydrolysis of tetramethoxysilane (TMOS) and an organically modified silicate (ORMOSIL). The latter approach incorporates an organic monomer and produces an organic-inorganic matrix with phase mixture occurring at the molecular level. Optical gain was determined during the sol-gel transition and subsequent aging of gels containing coumarin and rhodamine dyes. High-gain values were obtained, and laser oscillation was easily achieved with these materials. ORMOSIL gels appear to be a particularly promising host material as they exhibit high gain in the fully dried state and, when doped with an appropriate nonlinear organic molecule, demonstrate relatively efficient resonance enhanced third-order effects.

46.2. REVIEW OF RELATED PUBLICATIONS

Several researchers have explored the synthesis and fundamental properties of gels doped with organic molecules [1–8]. The work regarding optical properties seems to have developed in two different directions. One direction for this work has been to use the organic species as luminescent probes. This approach is based on the well-known characteristic of specific organics regarding alterations of their optical properties in response to changes in local chemical and structural environments. By adding these molecules to gels, the resulting spectroscopic investigations have provided substantial insight regarding selected aspects of gel chemistry such as polarity [3], pH [3, 7], and local water content [7, 9]. Other molecular probes were found to be responsive to the structural aspects of the gel including gel microstructure [3] and rigidity [10]. A second direction for the work has been to explore the prospects for using dye-doped gels for optical device applications. The approach involves adding specific molecules to the host material in order to produce particular optical effects. The work to date suggests that the resulting materials may possess a number of potential applications. Suitably doped gels have been shown to exhibit highly efficient luminescence [1], photochemical hole burning [4], photochromism [12], and tunable laser action [13–16]. The latter behavior has been reported with rhodamine 6G in bulk silica gels [13–15] and in alumina-based thin films [16]. The gel matrix possesses a number of other desirable features for optical materials including enhanced photostability and good matrix isolation characteristics [2]. The availability of solid-state tunable laser based on laser dyes incorporated into photochemically stable host materials is of substantial interest to the optical community.
46.3. EXPERIMENTAL METHODS

46.3.1. Measurement of Optical Gain Characteristics

Optical gain measurements are extremely useful because they represent a sensitive probe of the chemical environment as well as provide a definitive measure of the gain characteristics of the medium. It is well known that changes in local chemistry can have a substantial effect on the stable oscillation region of dye laser molecules that would cause the gain curve envelope to be shifted and the bandwidth to narrow or broaden. Thus, by determining the gain characteristics during the gelation and aging stages, there is an opportunity to establish how these processes influence optical gain. These results are of obvious importance regarding the development of solid-state tunable lasers.

Optical gain measurements were performed by inserting the sample of interest into the amplifier cell of a nitrogen pumped tunable dye laser. The system used was a PTI Model PL 202, having a pump pulse width of approximately 500 psec (full width at half-maximum, FWHM) at a repetition rate of 2 Hz. The primary oscillator cell held an ethanol solution of the same dye at the same concentration as in the gel sample. A reverse-biased pin photodiode was used to measure spectral variations in the amplitudes of each of the following: probe signal (S) generated by the primary oscillator cell, fluorescence emission from the amplifier cell (F), amplified spontaneous emission (ASE), and total signal gain (Gs).

The stimulated gain (Gs) due to the sample in the amplifier cell was calculated as follows:

\[ G_s = \frac{(G - F - ASE)}{S} \] (1)

The sample in the amplifier cell consisted of either a sol–gel-derived material or a reference ethanol solution. Both types of samples were contained in quartz cuvettes and could be readily substituted. In this way, the gain values for sol–gel-derived samples were accurately compared to those for reference solutions of the dye at the same concentration.

Laser oscillation bandwidths were determined by positioning the samples into a transversely pumped optical resonator. The experimental arrangement was analogous to that reported in earlier publications [14, 15]. Samples were pumped at the 308-nm output of a XeCl excimer laser at 0.1 to 2 mJ per 20-ns pulse and a repetition rate of 1 to 5 Hz. Spectral output was measured using an OMA detector array in conjunction with a one-third meter grating monochrometer. As with the gain measurements, the outputs obtained with dye-doped gel samples were compared to those of the same dye in ethanol solutions.

46.3.2. Synthesis and Chemistry

The silica matrix gels were derived using the sonogel method [17]. The initial sol was composed of a 3/1/0.01 molar ratio of water/TEOS/HCl catalyst. Dye was immediately dissolved into the resultant single-phase solution, which possessed
an initial pH of 3. Condensation and polymerization of the silica gels were carried out in covered transparent quartz cuvettes. The samples gelled in approximately 2 days and were then aged at room temperature for various periods of time. Solid rods were obtained from samples that were prepared and slowly dried in acrylic cuvettes. The dye concentrations ranged from $3.4 \times 10^{-3}$ to $5.9 \times 10^{-3}$ mol/liter.

Composite ORMOSIL gels were synthesized according to the methods described by Capozzi [18] and Schmidt [19]. The initial precursor solution was composed of a 1/1/1/3.5 molar ratio of TMOS/methylmethacrylate (MMA)/3-(trimethoxysilyl)propylmethacrylate (TMSPM)/0.04 N HCl in a homogeneous solution. After one day at room temperature, the dye was dissolved into the sol and the solution was placed into acrylic cuvettes. The dop-d ORMSIL was kept uncovered at room temperature for about 3 days, until approximately one-half of the initial volume had evaporated. A significant increase in the viscosity of the gel was apparent at that stage of the polymerization reaction. The lost volume is believed to be due to removal of methanol, which is formed as a product of the hydrolysis of TMOS. Starting dye concentrations in the ORMOSIL solutions were $1.7 \times 10^{-3}$ and $2 \times 10^{-3}$ mol/liter for coumarin 153 and rhodamine 6G, respectively. Following the 3-day prepolymerization step, the samples were placed in an oven at 55°C for 2 weeks. During the first week, the viscous sol became a rigid gel. The second week of heating promoted complete product formation and allowed residual solvent to volatilize.

46.4. RESULTS

46.4.1. Optical Gain Experiments

The spectral gain envelopes for coumarin 153 in an ethanol solution and in silica gels are shown in Fig. 46.1. The gel samples were aged for 1 day and for 11 days. The gel that was aged for 1 day is quite similar to that of the reference solution. At that stage, there was little apparent differences between the chemical environments of the ethanol solvent and the sonogel matrix despite the fact that gelation had occurred. Prior to gelation, the two gain curves were essentially indistinguishable. After 11 days of aging, however, the two spectra had become distinctly different. The gel had begun to shrink and to expel solvent. It is estimated that the gel had undergone a net volume shrinkage of 5%. Figure 46.1 shows that a sizeable 19-nm red shift had occurred in the peak of the gain curve. It is significant to note, however, that aging produced very little reduction in the peak gain of the system. Thus, it is possible to obtain high values of optical gain in a well-aged gel matrix. The red shift is consistent with what is expected from the local chemical changes that are known to occur in the solution-filled pores. During the aging process, condensation of the hydrolyzed species produces additional water that enters the solvent phase. Jones et al. [11] have shown that
RESULTS

Coumarin dyes in ethanol-water solutions exhibited red shifts of some 11 nm compared to pure ethanol. The rhodamine 6G samples exhibit somewhat similar results, although these materials are susceptible to dimerization of the dye molecule. Thus, the gelled rhodamine 6G materials exhibited reduced gain values as well as increased losses in the short wavelength portion of the spectrum.

The ORMOSIL composite matrix was found to possess good optical properties. Coumarin 153-doped ORMOSIL gel proved to have gain characteristics very similar to those of the ethanolic solution, as seen in Fig. 46.2. Although the peak gain value had diminished slightly, the overall spectral gain curve had become significantly broader. This result indicates the development of an enhancement in the broadband tunability of the solid-state laser material with respect to the reference liquid-phase laser medium. These gain characteristics for the coumarin-doped ORMOSIL are extremely promising for tunable laser applications. In contrast, the rhodamine-doped ORMOSIL gels showed no optical gain. At a final concentration of approximately $4 \times 10^{-3}$ mol/liter, dimerization of the active species appeared to be a major source of absorptive and scattering losses. Thus, the rhodamine 6G-doped ORMOSIL host exhibited only lossy behavior over the range of oscillation for the primary cell. Table 46.1 summarizes the spectral gain profile characteristics for both the reference and gel-derived samples.

Figure 46.1. Spectral gain envelope for coumarin 153 in ethanol and aged gels.
Figure 46.2. Spectral gain envelope for coumarin 153 in ethanol and in dried ORMOSIL gel.

<table>
<thead>
<tr>
<th>Dye</th>
<th>Medium</th>
<th>Maximum Gain (Gmax) (cm⁻¹)</th>
<th>Peak Wavelength (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coumarin 153</td>
<td>EtOH solution</td>
<td>47</td>
<td>535</td>
</tr>
<tr>
<td></td>
<td>Aged 1 day</td>
<td>43</td>
<td>534</td>
</tr>
<tr>
<td></td>
<td>Aged 4 days</td>
<td>40</td>
<td>550</td>
</tr>
<tr>
<td></td>
<td>Aged 11 days</td>
<td>41</td>
<td>554</td>
</tr>
<tr>
<td></td>
<td>Ormosil (14 days)</td>
<td>40</td>
<td>537</td>
</tr>
<tr>
<td>Rhodamine 6G</td>
<td>EtOH solution</td>
<td>45</td>
<td>585</td>
</tr>
<tr>
<td>(4.0 × 10⁻³ mol/liter)</td>
<td>Aged 1 day</td>
<td>40</td>
<td>585</td>
</tr>
<tr>
<td></td>
<td>Aged 4 days</td>
<td>31</td>
<td>587</td>
</tr>
<tr>
<td></td>
<td>Aged 11 days</td>
<td>10</td>
<td>590</td>
</tr>
<tr>
<td></td>
<td>Ormosil (14 days)</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

Abbreviation used: NA, not applicable.
Laser oscillation was obtained in several coumarin-doped gels. The data shown in Fig. 46.3 and in Table 46.2 are for gels that were aged for 1 week. The spectral output of the free running ethanol solution contains a great deal of structure, partially due to etalon effects at the cuvette wall interfaces. The peak emission is centered about 542 nm, having a FWHM oscillation band of 13 nm. The full spectral oscillation range was 25 nm, from 529 to 554 nm. Figure 46.3 also shows that there is a significant red shift in the fluorescence spectrum of aged silica gels containing coumarin 153. The doped sonogel, aged for 1 week, had a peak emission centered at 558 nm. FWHM bandwidth of 13 nm, and demonstrated fundamental oscillation from 545 to 572 nm in the free-running cavity. The primary amplitude structure seen in Fig. 46.3 is believed to be caused by hole burning in the inhomogeneously broadened gain profile, due to strong interactions with the charged silica matrix. Table 46.2 includes the results for silica gels made with all three coumarin dyes: 1, 102, and 153. The values reported for gels are for samples that were aged for 1 week at room temperature.

As in the gain experiment, all of the dye-doped gels exhibited a red shift in peak fluorescence. The reasons for this red shift are associated with the chemical changes during aging as discussed previously. In two of the three samples (coumarin 1 and coumarin 153), the total range of oscillation was increased in

Figure 46.3. Spectral output of free-running lasers; coumarin in ethanol and coumarin in aged silica gel.
TABLE 46.2. Spectral Output of Excimer-Pumped Laser Resonator

<table>
<thead>
<tr>
<th>Dye</th>
<th>Medium</th>
<th>Peak (nm)</th>
<th>Full Width at Half-Maximum (nm)</th>
<th>Oscillation Range (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coumarin 1</td>
<td>(4.0 x 10^-3 mol/liter)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EtOH solution</td>
<td></td>
<td>438</td>
<td>7</td>
<td>432–446</td>
</tr>
<tr>
<td>Gel, aged</td>
<td></td>
<td>444</td>
<td>10</td>
<td>433–457</td>
</tr>
<tr>
<td>Coumarin 102</td>
<td>(5.9 x 10^-3 mol/liter)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EtOH solution</td>
<td></td>
<td>475</td>
<td>8</td>
<td>468–483</td>
</tr>
<tr>
<td>Gel, aged</td>
<td></td>
<td>491</td>
<td>6</td>
<td>487–495</td>
</tr>
<tr>
<td>Coumarin 153</td>
<td>(3.4 x 10^-3 mol/liter)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EtOH solution</td>
<td></td>
<td>542</td>
<td>13</td>
<td>529–554</td>
</tr>
<tr>
<td>Gel, aged</td>
<td></td>
<td>558</td>
<td>13</td>
<td>545–572</td>
</tr>
<tr>
<td>Rhodamine B</td>
<td>(1 x 10^-3 mol/liter)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gel, fully dried</td>
<td></td>
<td>618</td>
<td>4</td>
<td>612–620</td>
</tr>
</tbody>
</table>

the gel even though peak amplitude was lower for all of the aged gel samples. This is indicative of strong-matrix interactions, demonstrating the importance of tailoring the local environment of matrix to suit the requirements of the optically active organic species.

Laser oscillation studies for partially dried and completely dried gels have also been performed. Coumarin 153, which had lost approximately 50% of its solvent continued to exhibit laser action, although its tuning range was more limited (13 nm). Partially dried silica gels containing coumarin dyes 1 and 102 also exhibited laser oscillation with reduced tuning ranges of 6 and 8 nm, respectively. Fully dried, solid samples of dye-doped gels show good to excellent luminescence. Achieving laser action from a xerogel rod, however, is difficult because of problems in obtaining optically polished surfaces. Despite the current limitation in obtaining polished samples, laser action from a solid rod of rhodamine B-doped silica gel was observed. The solventless silica rod had a peak laser emission wavelength of 618 nm and had a free running spectral range of 10 nm. In general, the prospects are very good for achieving laser oscillation with other solid, doped rods.

The question of photostability of entrapped dye molecules is an issue that has yet to be fully explored. Avnir et al. [1] found that dye-doped sol–gel materials exhibited enhanced photostability. The present results are qualitatively consistent with their findings. The aged, dye-doped silica and ormosil gels exhibited no visible bleaching subsequent to either the gain or oscillation measurements. The rhodamine B-doped xerogel, however, appeared to degrade somewhat with increasing ultraviolet excitation. Further studies are required in order to more completely establish the photostability characteristics of doped gel matrices.
46.4.3. Resonance-Enhanced Nonlinear Optical Properties

Films suitable for degenerate four-wave mixing (DFWM) experiments were modeled after the work published by Fujiwara and Nakagawa [20]. In our study, methyl red was dissolved into an ORMOSIL solution, as described in an earlier section. The starting concentration of the dye in the sol was $2 \times 10^{-3}$ mol/liter. The solution was then coated onto glass slides by standard spinning techniques, forming a film approximately 5 $\mu$m thick. The films were prepolymerized uncovered at room temperature for 2 days. They were then baked, uncovered, in an oven at 55°C for 5 days in order to drive the polymerization reaction to completion.

Resonance-enhanced DFWM can be measured in isotropic media using relatively low-power, continuous wave (CW), single-mode laser sources. For this reason, it is one of the more easily observed of the nonlinear optical phenomena. In materials such as methyl red-doped films, a thermal grating, formed by absorption of the pump signals by the dye, scatters the probe beam as a phase conjugate signal. Thus, the mixing of $\omega$, $\omega$, and $-\omega$ signals generates a third-order nonlinear response ($\omega$). Resonance-enhanced nonlinear optical characterization of dye-doped thin films was accomplished by positioning the sample in the DFWM system shown in Fig. 46.4. The pump/probe source used was a Spectra Physics Model 2020 CW argon ion laser with an internally housed etalon. The counterpropagating $k_1$ and $k_1'$ beams were generated by retroreflection from a high-reflection efficiency dielectric mirror. The beam splitters used were selected to give approximately 1:1:1 beam ratios between $k_1(\omega)$, $k_1'(-\omega)$, and $k_1(\omega)$. A portion of the diffracted-phase conjugate signal, $k_1'(\omega)$, was reflected into a detector by the beam splitter, BS2. The angle between the $k_1$ and $k_1'$ pump and probe beams was 9°, resulting in a transmission grating spacing of approximately 3 $\mu$m when constructed with a 514.5-nm source.

Scattering of the probe signals by the gratings developed in the ORMOSIL films produced a visible phase conjugate output signal. Peak diffraction

![Figure 46.4. Schematic of experimental arrangement for DFWM.](image)
efficiencies on the order of $1 \times 10^{-4}$ for CW-pumped methyl red were in good agreement with prior results [20]. A plot of the phase conjugate signal as a function of pump-probe intensity is given in Fig. 46.5. Sonogel-derived films containing a similar concentration of methyl red did not produce a detectable phase conjugate signal. The saturation behavior at higher pump levels in the ORMOSIL composite is indicative of the thermal nature of the grating, arising from methyl red's strong absorption at 514.5 nm.

**46.5. CONCLUSIONS AND SUMMARY**

Sol-gel-derived silica and organically modified silicate composite gels show considerable promise as media for optical gain and nonlinear optical effects. Although silica gels eventually cracked as they retracted from the quartz cuvette walls during drying, they exhibited very strong laser behavior in a standard optical resonator and even demonstrated broadened spectral oscillation bandwidth. The gain curves of dye-doped silica gels exhibited a red shift in the peak gain wavelength with aging, but with little loss in the peak gain of coumarin-doped materials. Rhodamine 6G-doped samples were limited by losses arising from dimerization of the active species. Dye-doped ORMOSILS exhibited particularly promising behavior. A completely dried ORMOSIL composite gel doped with coumarin 153 gave a spectral gain curve very similar to that of the ethanol control solution. It is believed that MMA monomer bound...
into the rigid backbone functionally solvates the organic dye molecules, while at the same time giving improved mechanical properties to the gel matrix. The ORMOSIL film containing methyl red dye demonstrated relatively efficient resonance-enhanced third-order effects. Phase conjugation via DFWM from a CW argon ion laser was observed at pump intensities as low as $1 \times 10^{-5}$ W/cm$^2$.
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OPTICAL PROPERTIES OF ARTIFICIALLY STRUCTURED METALS

CHARLES M. FALCO, J. M. SLAUGHTER, AND B. N. ENGEL

47.1. INTRODUCTION

Exploitation of modern vacuum technology and vapor deposition techniques for the synthesis of nearly flawless semiconductor superlattices has been highly successful [1]. The exponential growth in research on molecular beam epitaxy (MBE)-grown semiconductors can partially be attributed to the large number of practical devices arising from this research. Although research on metallic multilayers, superlattices, and other artificially structured metals dates back over 15 years, only recently has it reached the point where a number of emerging practical applications are beginning to drive the research in a similar fashion as is the case for semiconductors. Two examples of such applications for artificially structured metals are optics for soft X-rays [2, 3] and materials for magnetooptic data recording [4–6]. The emergence of additional such applications should continue to stimulate research in this field and should mean a strong future for both basic and applied research on metallic superlattices and other thin film structures.

In the case of artificially layered materials made partially or completely of metallic components, the absence of strong covalent bonding makes the growth of high-quality crystals more difficult than for semiconductors. However,
although highly perfect layers are required for semiconductors in order to exhibit phenomena of interest, it is important to realize that metals can tolerate greater levels of structural and chemical imperfections and still exhibit useful properties. Many physical properties of metals are not strongly affected by a less than perfect material, whereas semiconductor properties are seriously degraded by defects, impurities, and so on.

Although it is more difficult to grow a "perfect" metal crystal than it is a perfect semiconductor crystal, at the same time it is usually less important. For example, the multilayer mirrors for soft X-rays produced to date have polycrystalline and amorphous layers. Sputtering and evaporation techniques have been successful in producing these mirrors with precisely controlled layer thicknesses. Such mirrors can have very high reflectances for wavelengths greater than 100 Å [7]. Multilayers with desirable magnetooptic properties have been successfully produced by the same techniques.

However, for certain materials and physical properties great care must be taken in the fabrication of the metallic film. For example, the superconducting properties of Nb-containing superlattices are degraded by oxygen contamination. Because Nb is a strong oxygen getter, UHV and/or high deposition rates are required to keep oxygen contamination negligible in the growing film. In the case of X-ray mirrors designed for wavelengths λ < 80 Å, the interfacial roughness inherent in amorphous and polycrystalline layers reduces the reflectance to such a degree that the mirrors often are not useful. It is for this wavelength region that MBE growth of X-ray multilayers may prove essential in the future.

47.2. MULTILAYER OPTICS FOR SOFT X-RAYS

47.2.1. Introduction

As discussed earlier, advances in microfabrication technology have made possible the development of multilayer thin films with near-atomic perfection. Coupled with the increasing availability of synchrotron light sources, this has generated a revival of interest in reflective X-ray optics, in particular for the soft X-ray regime [8]. The soft X-ray spectral region can be considered to lie between the "hard" X rays (λ < 10 Å), conventionally used for materials analysis and medical radiology, and the vacuum ultraviolet (λ > 500 Å).

Multilayer-based soft X-ray imaging devices can be extremely useful in many areas, such as astronomy, plasma diagnostics, and synchrotron optics. The high spatial resolution that can be expected is also of much interest in microelectronics fabrication. It has been estimated that by 1997 there will be 175 commercial synchrotron radiation sources dedicated to producing integrated circuits by X-ray lithography [9]. The high resolution is also important for microscopy with the additional advantage that live cells are observable with soft X-rays without the need for staining or processing. Mirrors and beam splitters
are needed for soft X-ray laser resonator cavities. Development of such lasers would generate a large number of additional applications requiring optical elements. Unfortunately, at X-ray wavelengths the refractive index approaches unity for every material. As a consequence, very little reflection or refraction occurs at any surface, as Röntgen himself found. In addition, absorption of X-rays by all materials is significant. Thus, conventional lenses or mirrors are not possible at these wavelengths.

Because of the small normal-incidence reflectivity of all materials in the soft X-ray and X-UV regions of the electromagnetic spectrum, optical systems must be either grazing-incidence or based on interference or diffraction phenomena (multilayers or Fresnel zone plates [10]). Unlike grazing-incidence optics, these later two phenomena allow for normal-incidence use. This geometry makes possible larger apertures for a given size device plus the avoidance of the severe aberrations, astigmatism in particular, associated with grazing incidence optics. Crystals have been used for a long time as optical elements for hard X-rays.

Many attempts to fabricate artificial crystals as Bragg reflectors for soft X-rays have been made throughout this century [11]. More recently, and from a different perspective, multilayer structures were suggested by Spiller [12] with the specific aim of producing near-normal-incidence optical elements. Positive results were obtained soon thereafter [13].

Multilayers for this spectral region consist of layers of high-absorption materials separated by spacer layers of low-absorption materials. The nodes of the standing wave that result from interference of the incident and reflected waves are located within the high-absorption material. In accordance with an analog of Bragg's condition, for a many-period structure of this type, at a given incidence angle a particular wavelength will be selectively reflected and transmitted through the structure.

Because of the very small thicknesses of the layers required (<100 Å), very fine deposition control is necessary. Also, information about the microstructure of the films has to be taken into account, since the optical constants depend strongly on it in the X-UV region [14].

The choice of the pair of materials in a reflecting multilayer is primarily a compromise between pairs with the greatest difference in refractive indices and materials with the lowest absorptances [15]. However, other factors also must be taken into account. For example, the difficulty with which the materials can be deposited in the very thin layers required and the interfacial stability and microroughness that will result for the given pair of materials. The latter is often not known in advance.

Very high reflectances can be predicted for ideal multilayer structures in the soft X-ray region [16]. However, actual structures can deviate strongly from the ideal model. Film materials are not generally homogeneous, but can contain impurities and microvoids. The microstructure of the films depends on growth conditions. Oxidation and compound formation also can occur. The most important deviation from ideal multilayers is caused by interfaces that are not atomically sharp, but show diffusion and microroughness. All of these film
characteristics will affect the optical properties of the materials. Diffusion enhances transmission at the interfaces, reducing reflection, while (due to absorption) there is no compensating increase in the effective number of layers contributing to reflection.

Microroughness at the interfaces causes scattering losses. Such losses in multilayers for soft X rays are usually included in an *ad hoc* manner during the recursive calculation of reflectance [17]. This is accomplished by multiplying the reflectance amplitude coefficient for a given interface by the square root of the exponential decay factor

\[
\exp \left[ -\frac{4\pi \sigma \sin \theta}{\lambda} \right]^2
\]

where \( \sigma \) is the root mean square roughness value, and \( \theta \) is the glancing angle. This factor appears in diffraction theory of X-rays or neutrons by crystals when accounting for the effects of thermal motion of atoms in the lattice [18]. The same factor appears in the scalar treatment of electromagnetic wave scattering by single rough surfaces [19]. The computational scheme used to account for scattering losses in multilayers also can be modified to account for reflectance losses due to interdiffusion [20].

Any fabrication method for soft X-ray multilayers must meet rather demanding criteria, because layer thicknesses range from approximately 200 Å to a few angstroms. Angstrom-level constant deviations from the design thicknesses will displace the wavelength of peak reflectance. Random thickness errors of each layer of the order of 1% will produce nonnegligible reduction in reflectance.

In general, it is desirable to keep contamination and oxidation of the layers as low as possible. Damage to the sample surface during fabrication must be avoided, because it will increase microroughness. To date, multilayer reflectors for soft X-rays have been fabricated by electron-beam evaporation [21], sputtering [22], and laser evaporation [23]. These techniques can produce amorphous or polycrystalline layers with precisely controlled thicknesses and very low impurity levels. The major problem, particularly for small-layer thicknesses, is the lack of control over the interface roughness and microstructural properties.

### 47.2.2. Fabry-Perot Interferometer for Soft X-Rays

We describe in this section preliminary results obtained with a Mo/Si Fabry-Perot etalon designed to work at near-normal incidence with 125-Å radiation. This spectral region is of interest, because it corresponds to the L-shell absorption edge of the spacer material (Si). For photon energies just below this L-edge, Si exhibits low absorptance, making it a suitable candidate as a spacer.

A Fabry-Perot interferometer is basically a pair of face-to-face semitransparent coatings separated by a transparent spacer. If the coatings are of high reflectivity, sharp interference lines will be observed at the output. The
sharpening of the lines is due to multiple-beam interference. If the spacer has a thickness that cannot be changed, then the interferometer is referred to as an etalon [24].

One of the samples was studied with grazing-incidence X-ray diffraction using 1.54-Å radiation. Fitting these data yields an interfacial roughness parameter for all interior layers of 6.25 Å. Similar Mo/Si samples produced in our sputtering system have been studied by transmission electron microscopy (TEM) [25]. The TEM images indicate that the Mo layers are polycrystalline with grains 100 to 300 Å wide and 30 Å thick with evidence for twinning in some grains. The Si is amorphous.

A plot of reflectivity as a function of photon energy (in eV) for an etalon sample deposited on float glass is shown in Fig. 47.1 [25]. Interference effects between the two reflectors, through the spacer, are clearly demonstrated. Using information obtained from characterization results, we have calculated theoretical curves. The theoretical curve corresponding to Fig. 47.1 is shown in Fig. 47.2. There is a good qualitative agreement between the calculated and measured results, but quantitative deviations exist. While characterization efforts on these samples are not completed, we do not expect dramatic changes of the calculated curves. We also have calculated the reflectivity of a 15-layer Mo/Si reflector with identical characteristics to those of the end mirrors assumed for Fig. 47.2. Figure 47.3 shows plot of the single mirror results

![Figure 47.1. Measured reflectance at 10° from normal. The peak at 100 eV corresponds to λ = 124 Å.](image-url)
Figure 47.2. Calculated reflectance at 10° from normal. The calculation includes the effect of interfacial roughness.

Figure 47.3. Calculated reflectance at 10° from normal for a 15-layer stack multiplied by 2. The calculation includes the effect of interfacial roughness. Note that this curve forms a rough envelope for Fig. 47.2.
multiplied by a factor of 2. This curve forms an approximate envelope for Fig. 47.2. After comparing Figs. 47.2 and 47.3, it is possible to appreciate interference minima and maxima more clearly.

It is apparent that the asymmetry of the reflectance maximum at 100 eV is the result of the coincidence of an interference maximum with a sharp feature in the behavior of the refractive index of Si. The resulting measured full width at half maximum (FWHM) of this peak is 6 Å; however, due to the effect of the absorption edge this result is not a simple property of the etalon. The intrinsic FWHM of the structure for energies below the Si L-edge may be as small as 2 Å. The measured peak reflectance at a 10° angle of incidence from the normal was 27%. Because the mirror was designed for normal incidence, this represents a lower limit on the actual value of the reflectance.

47.2.3. Molecular Beam Epitaxy

MBE is a promising fabrication technique that has not previously been applied to multilayer X-ray optical coatings. This technique could allow the fabrication of essentially roughness-free interfaces in soft X-ray multilayers, substantially improving reflectances. With state-of-the-art MBE deposition methods, it is possible to reduce contamination and oxidation to negligible levels. In addition, the possibility of fabricating thousands of layers with the required tolerances would allow structures designed for the most difficult part of the soft X-ray spectrum, \( \lambda < 40 \text{ Å} \).

MBE may make possible fabrication of fully crystalline multilayers. These could withstand the effects of high-intensity radiation much better than polycrystalline or amorphous ones, because recrystallization could not occur. Recrystallization can greatly increase surface roughness or even destroy the layered structure in a multilayer, as has recently been shown by Ziegler et al. [26] for carbon/metal multilayers.

The requirements for a MBE machine capable of producing such multilayers are different than for a GaAs machine. Some of the materials commonly used for X-ray optics are C or Si as the spacer and W, Mo, or another refractory metal as the high-absorption material. An MBE system for X-ray optics must be able to deposit these materials as well as a variety of other metals. Because the materials of interest have high melting points, MBE systems based on the new generation of Si MBE machines, such as the machine shown in Fig. 47.4, also are well suited to produce soft X-ray optics.

47.3. MAGNETOOPTICAL PROPERTIES OF ARTIFICIALLY LAYERED MATERIALS

47.3.1. Introduction

The study of the magnetooptical properties of artificially layered magnetic thin films has seen increased activity in recent years as a result of the economic and technological feasibility of data storage media produced from these materials.
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Figure 47.4. Schematic diagram of the silicon/metals MBE system used for epitaxial growth of silicon and refractory metals for X-ray optics (Perkin-Elmer Model 433S).

[27]. The emphasis of this section will be to discuss the differing effects and enhancements that these magnetic multilayers possess over those of bulk material and single-layer thin films.

Briefly, the term magnetooptical refers to the interaction of light with localized magnetic fields. One of the most commonly studied manifestations of this interaction is the Kerr effect. In the Kerr effect, linearly polarized light undergoes a rotation of its polarization upon reflection from a magnetic material. This rotation angle is proportional to the component of magnetization that is aligned with the direction of propagation. A parallel field yields a clockwise rotation, and conversely, an antiparallel field produces a counterclockwise rotation. It is therefore possible to determine the magnetic state of a material by optical means. Schemes for magnetic storage of data and subsequent readout using the Kerr effect have been devised [20].

47.3.2. Choice of Materials

From a technological standpoint, interest in magnetooptical multilayers has centered on two areas. Certain combinations of materials, such as Fe/Cu, exhibit [29] an enhanced Kerr rotation over certain optical frequencies when compared
to pure Fe films. This enhancement can increase the signal-to-noise ratio of any data storage device. The other area of interest, although not necessarily distinct from the previous, is the observation of perpendicular magnetic anisotropy in certain material combinations such as Pd/Co multilayered films [30]. For the majority of thin films, the shape anisotropy tends to drive the magnetic easy axis into the plane of the film. With these newly discovered multilayered systems, the easy axis is normal to the plane, giving the possibility of much higher densities for magnetooptical recording.

47.3.3. Kerr Effect

The variation of the Kerr effect in multilayered materials can be divided into two groups. First, the choice of materials and their adjacent proximity in the multilayer stack can alter the magnetic and electronic behavior relative to bulk or single thin films. This effect is independent of layer period as evidenced in bilayer films. Second, the multilayer period can affect the magnetooptical properties as a result of the previously discussed proximity effects at the interfaces and from purely interference effects. In many systems, constructive interference of the reflected light from the individual layer interfaces can enhance the Kerr rotation signal [31]. This easily can be distinguished from intrinsic effects by any dependence on the angle of incidence [32]. The noninterference effects show a layer period dependence of the Kerr response independent of the incident angle and thus can be treated in the context of a homogeneous medium with different effective optical and magnetooptical constants as in the first group.

In the search for enhanced Kerr effect materials, large rotations were found in UAs_xSe_1-x, TmS, TmSe, and Tm_{1-x}Eu_xSe [33]. A relation of this enhancement with the plasma edge splitting of the conduction electrons was studied by Reim et al. [34]. Recently, a model was introduced by Feil and Haas [35] that explained the Kerr enhancement as resulting from a change in the dielectric constant due to the plasma resonance of the free-charge carriers. In a recent experiment, Katayama et al. [29] performed Kerr rotation spectroscopic measurements on a series of Fe/Cu bilayers. A pronounced enhancement was found at 560 nm corresponding to the plasma frequency of the conduction electrons of the Cu. The peak in the Kerr rotation reaches a maximum at a Fe thickness of 13 nm and then moves toward the longer wavelength side and decreases with the increase of Fe layer thickness. At the maximum, the enhancement is as high as a factor of 2 over that of bulk Fe. The authors effectively model this behavior by numerical calculation with the optical constants of Fe and Cu. Figure 47.5 displays the wavelength dependence of the Kerr rotation in a series of Co/Cu multilayers. Slight enhancement can be seen at the plasma frequency of Cu as in the Fe/Cu experiment. Exploitation of this effect by the choice of appropriate nonmagnetic materials as spacers in the multilayer stack clearly can improve data storage media.

It was demonstrated in the previously described experiments that the change
in the optical constants near the plasma resonance strongly affects the Kerr rotation. It is not clear, however, that the concept of a changing effective optical constant is legitimate in the case of multilayers where interference effects could dominate. An experiment to test whether a series of Cu/Co multilayers could be treated as a homogeneous medium in the context of optical response was recently performed by Deeter et al. [36]. Both the effective optical and magneto-optical constants were measured at 633 nm. Analysis of optical constants using both a homogeneous medium and exact multilayer model gives reasonable agreement indicating a lack of interference effects (see Fig. 47.6). However, for periods less than about 2.5 nm, there appears to be a definite increase in the experimentally determined values of \( n \) and \( k \), which is not predicted by the theoretical calculations. One interesting result can be seen in Fig. 47.7 where both the real and imaginary effective magneto-optical constants are plotted versus the multilayer period. An enhancement in the overall magnitude of the constants above that predicted by theory is observed. In addition, the rate of increase with period is greater than that of the theory. An understanding of these phenomena not only provides for interesting physics, but technologically useful materials as well.
Figure 47.6. The dependence of the effective optical constants on the Cu/Co multilayer period. Theoretical values based on the bulk optical constants of Cu and Co are indicated by the solid lines.

Figure 47.7. The dependence of the effective real and imaginary parts of the magnetooptical constant (q) on the Cu/Co multilayer period. Theoretical values based on the bulk optical constants of Cu and Co are indicated by the solid lines. The dashed lines are linear least-squares fits to the experimental data.
This Chapter has described two very different and potentially useful areas of research on artificially structured metals. Modern techniques allow an impressive amount of control in the growth and characterization of these multilayered systems. In the development of X-ray optics, controlled growth on the atomic level using the techniques of MBE is crucial for the elimination of interface roughness, which is extremely detrimental to reflectivity. In the area of magneto-optics, the observed Kerr effect enhancement and interface-induced magnetic anisotropy are interesting fundamental physics problems with obvious commercial benefits. Artificially layered materials hold great promise for future developments and studies of interesting phenomena in unique materials under very controlled conditions.
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SOL–GEL SYNTHESIS OF PLANAR OPTICAL WAVEGUIDES AND INTEGRATED COMPONENTS

RONALD L. RONCONE, LAURA A. WELLER-BROPHY, AND BRIAN J. J. ZELINSKI

48.1. INTRODUCTION

The low-loss interconnection of optical fibers, planar waveguides, laser diodes, and optical detectors is a central issue in the successful development and routine implementation of fiber optic networks and integrated optic circuits. Surface corrugation waveguide gratings such as that illustrated schematically in Fig. 48.1 have been demonstrated successfully as efficient and rugged interconnects between planar waveguides and external optical components, sources, and detectors. In addition, waveguide gratings can provide very efficient coupling (near 100%) between guided-wave components, detectors, and diode lasers in planar integrated optic circuits, such as wavelength division multiplexers [1] and magnetooptic read/write heads [2].

The grating couplers required for the efficient interconnection of planar waveguides, laser sources, and optical fibers typically are written directly by electron beam into suitable waveguide or resist materials [3]. Such processes are quite time-consuming (greater than 1 hr of write time for each grating component) and typically are limited to the production of grating components with apertures no larger than 1 mm$^2$. Given these limitations of the electron-beam...
process, a number of other techniques have been proposed for the fabrication of waveguide gratings. These include standard lithographic and holographic methods, waveguide holography, and pattern embossing in sol–gel films. Of these various fabrication techniques, only the last encompasses both the deposition of the thin-film waveguide as well as the generation of complex grating patterns.

The application of the sol–gel process to the fabrication of step-index planar waveguides was first reported by Ulrich and Weber in 1972 [4]. Using a commercially available sol–gel solution, they fabricated lead–silica waveguiding films of refractive index 1.646 and thickness 0.9 μm. The attenuation of the guided TE_0 mode was measured to be 0.3 dB/cm at λ = 1.064 μm. The sol–gel process also has been used by Lukosz and Tiefenthaler [5] and Heuberger and Lukosz [6] in the fabrication of SiO_2–TiO_2 waveguiding films. The refractive indices of the resulting films were readily varied between 1.6 and 1.9 through adjustment of the relative amounts of the liquid precursors used. The waveguides were reported to have losses of less than 1 dB/cm in the visible portion of the spectrum. Similar results have been obtained in our laboratories using premixed SiO_2–TiO_2 solutions manufactured by Emulsitone [7].

The introduction of a surface deformation at the sol–gel film/air interface typically is done prior to heat treatment. At this stage, it is likely that the porous structure of the film allows the surface to be deformed simply by embossing. Investigations of this technique have been reported by Lukosz and Tiefenthaler.
FABRICATION AND EMBOSsing PROCEDURES

in 1983 [5] and Heuberger and Lukosz in 1986 [6]. Surface-relief gratings having 1200, 2400, and 3600 lines/mm were fabricated on SiO₂–TiO₂ waveguides using the sol–gel process in combination with an embossing technique. Following heat treatment of the embossed films, it was found that the gratings experienced a shrinkage of approximately 75% in depth with no lateral shrinkage noted. Final peak-to-trough grating depths were on the order of 5 nm.

The shrinkage of surface-relief patterns embossed into B₂O₃–SiO₂ sol–gel films more recently has been addressed by Tohge et al. [8]. Through the addition of varying amounts of polyethylene glycol (PEG), it was possible to control the degree of film shrinkage to between 30 and 70% of the original thickness. Gratings were fabricated having 500 lines/mm with final peak-to-trough depths on the order of 50 nm.

In this Chapter, we report on the experimental characterization of the shrinkage of surface-relief gratings embossed in SiO₂–TiO₂ thin film waveguides as a function of heat treatment. In the work reported here, we focus our attention on premixed SiO₂–TiO₂ solutions available from Emulsitone. We have found that such solutions, although not developed for use as optical waveguides, can successfully produce low-loss (<1 dB/cm) planar waveguides incorporating embossed surface-relief features. The procedures used in the fabrication of the planar waveguides and embossed surface-corrugation gratings are described in section 48.2.

The shrinkage of the embossed features is measured optically by monitoring the diffraction efficiency of the surface-corrugation gratings at various stages throughout the heat treatment. As described in sections 48.3 and 48.4, we found the lateral dimension of the grating to remain constant after heating to 500°C, with the grating depth shrinking to approximately 57% of its pre-heat-treatment depth. Embossed surface-relief gratings of 625 lines/mm with final peak-to-trough depths ranging from 13 to 20 nm were successfully fabricated on densified SiO₂–TiO₂ planar waveguides.

48.2. WAVEGUIDE FABRICATION AND EMBossing PROCEDURES

Sol–gel thin films are deposited using a static-flood, spin-coat technique. Standard microscope slide substrates are carefully cleaned prior to solution–deposition. The slides initially are rinsed in deionized (DI) water to remove gross particulates. Following this rinse, they are placed in a solution of DI water and Micro cleaner (International Products Corp., Trenton, N.J.); this removes most of the remaining particulates. Surface films are removed by gently rubbing the glass surfaces with a gloved finger and rinsing several times with fresh DI water. This surface film removal is completed with a 5-min sonic cleaning in a mixture of DI water and Micro. After several thorough rinses with DI water, the slides again are sonic cleaned in a 95% ethanol solution for an additional 5 min. The final step in the cleaning process is a bake at 200°C for 30 min to remove all
residual traces of water and ethanol. After cooling to room temperature, the substrates are ready for sol–gel film deposition. The microscope slides are mounted into a customized chuck (Headway Research Corp.), consisting of a 4-in.-diameter plate with a depression into which the slide is inserted. In this position, the surface of the slide and chuck are coplanar. Approximately 2 ml of sol–gel solution (Emulsitone type A titaniumsilica film) is deposited onto the stationary slide, flooding the slide/chuck surface. The chuck is ramped immediately to between 1000 and 1500 rpm, with the piece spun for 1 to 4 min. This spin-coat procedure is carried out in a Class 1000 environment and a typical relative humidity of 25%. Coatings deposited in this environment usually demonstrate unwanted adhesion of the master grating during the subsequent emboss procedure. It was found that the addition of approximately 1 in. of water in the base of the spin bowl raises the relative humidity during the spin-coat deposition and significantly reduces the adhesion of the master to the film surface. It is possible that this increase in relative humidity increases crosslinking in the film, reducing the reactivity of the sol–gel interface with the aluminized grating master. The use of this spin-coat procedure produces thin-film layers with final densified thicknesses of approximately 120 nm, with a refractive index of 1.80 ± 0.03 at λ = 632.8 nm. Such thin-film waveguides support the lowest-order TE- and TM-guided modes, with losses on the order of 1 dB/cm [7].

Immediately following spin-coating, the porous films are placed in the embossing apparatus, illustrated schematically in Fig. 48.2. The master grating, a commercially available aluminized blazed grating with a 1.66-µm period, is lowered into contact with the film surface. A piezoelectric disc sandwiched
between the master grating and the translation stage senses the pressure with which the grating is pressed into the planar waveguide. This disc produces a voltage that is proportional to the pressure applied over the 3 × 3-mm$^2$ surface area of the grating master. The voltage is converted easily to pressure given the physical and materials parameters of the piezoelectric element; the actual pressures used during the embossing procedure ranged from $2 \times 10^6$ to $5 \times 10^6$ N/m$^2$. Embossing times ranged from 1 to 6 min, producing no reproducible difference in the final depth of the embossed surface-relief pattern.

Following the embossing procedure, the depth and periodicity of surface-relief grating pattern imparted to the film are evaluated optically through measurement of the grating diffraction efficiencies with the gratings used in transmission. This measurement procedure is described in section 48.3. After evaluation, the patterned films are placed into a Transtemp muffle furnace with the temperature ramped at $5.7^\circ$C/min to a final soak temperature of 200$^\circ$C. The slides are baked at this temperature for 60 min and allowed to cool in the furnace at a rate of 3.8$^\circ$C/min. The grating depth and period are remeasured optically at this point to monitor the degree of pattern shrinkage following the low-temperature bake. The films are returned to the cool furnace with the temperature ramped at 12$^\circ$C/min to a soak temperature of 500$^\circ$C. The films are baked at this temperature for 25 min and left in the furnace to cool to room temperature at a ramp rate of 8$^\circ$C/min. After cooling the grating period and depth are measured one final time to assess total pattern shrinkage.

48.3. OPTICAL EVALUATION

The modulation depths and periods of the embossed surface-relief gratings were monitored through measurements of the grating diffraction efficiencies with the samples used in transmission. These measurements were made as illustrated in Fig. 48.3. The collimated, $p$-polarized beam of a 488-nm Ar laser source, normally incident to the substrate and slightly underfilling the grating region, is diffracted by the surface corrugation grating into a number of orders. The

![Figure 48.3. Diagram of the experimental setup used to measure grating period and diffraction efficiency. A collimated Ar laser beam, incident normal to the substrate, fills the grating region and is diffracted into a number of orders. The angular separation of the zero-order and the plus and minus first orders is represented by $\theta_{+1}$ and $\theta_{-1}$.](image)
grating period is determined by measuring the angular distribution of the
diffracted light. With $\lambda = 488$ nm, and first-order diffraction lobes measured at
$\theta_{+1} = 17.49^\circ$ and $\theta_{-1} = 16.72^\circ$, the average grating period is found to be
1.66 $\mu$m using the grating equation $\Lambda \sin \theta = m\lambda$. It was found that the grating
period remained unchanged throughout the fabrication procedure with no
measurable lateral shrinkage.

Shrinkage in the depth of the grating was monitored through the measure-
ment of grating diffraction efficiencies at various stages of heat treatment.
Diffraction efficiencies are determined by dividing the measured optical power
in the plus and minus diffracted orders by the power incident on the grating in
the film layer. The incident power in the film layer is approximated as
$P_i = P_o(1 - R_1)(1 - R_2)$, where $P_o$ is the power incident at the substrate, and $R_1$
and $R_2$ are the intensity reflection coefficients of the substrate/air and
substrate/film interfaces. This approximation neglects coherent interactions
between multiple reflections in the substrate material and film layer. With the
refractive indices of the substrate and film measured to be $n_s = 1.51$ and $n_f = 1.8$
at $\lambda = 632.8$ nm, the power incident in the film layer is approximated by
$P_i = 0.951P_o$.

By assuming an approximately sinusoidal grating modulation, the peak-to-
through grating modulation depth can be calculated from

$$d = \frac{\sqrt{\eta_{+1} \lambda \sqrt{2}}}{|d_{+1}|(n_f - n_s)2\pi}$$

where $d$ is the grating modulation depth, $n_f$ and $n_s$ are the film and cover indices,
$\lambda$ is the wavelength, $\eta$ is the diffraction efficiency of the first diffracted orders, and
$|d_{+1}|$ is the first-order Fourier coefficient describing the surface corrugation [6].
For sinusoidal corrugations this factor is equal to 0.5.

As the master grating consisted of blazed rather than sinusoidal corrugations,
the plus and minus first-order diffraction efficiencies were not equal, with the
ratio $\eta_{+1}/\eta_{-1}$ varying from 0.59 to 0.77. Rather than calculate the grating
modulation depth corresponding to each diffracted order, we have used the
average of the two first-order diffraction efficiencies in this calculation. This is
done in order to average the influence of the grating shape on the calculation of
the grating depth. In later studies, the influence of grating shape will be more
closely monitored.

### 48.4. EXPERIMENTAL RESULTS AND DISCUSSION

Table 48.1 displays the spin-coating and embossing times, average diffraction
 efficiencies, and peak-to-trough grating modulations depths for 10 samples.
The grating period remained fixed at 1.6 $\mu$m throughout all stages of heat
treatment. All 10 samples were embossed using pressures from $2 \times 10^6$
to $5 \times 10^6$ N/m$^2$. Although the measured data indicate that embossing times may
influence the grating diffraction efficiencies, more data are needed to formulate a reliable correlation. The embossing pressures, which were not accurately recorded for each sample, and the spin time may also influence the quality of the grating replication and thus the grating efficiencies. Future work will investigate each of these factors.

The measured data in Table 48.1 are used to calculate peak-to-trough grating depths using Eq. 1. Uncertainties of ±0.0003 in the average diffraction efficiencies (arising from measurement of optical powers) correspond to uncertainties of ±0.75 nm in the calculated grating depths. The rather large range of grating depths over the 10 samples may be due to the variations in embossing times, embossing pressures, and the spin times, as noted above. The shrinkage factors simply are ratios of the grating depths at the various stages of heat processing with \( SF_{ab} = d_a/d_b \). The calculated results are shown in Table 48.2. The average shrinkage factors for the last five samples are \( SF_{200/0} = 0.680 \), \( SF_{500/200} = 0.843 \), and \( SF_{200/0} = 0.573 \). These values provide an indication of the shrinkage rates occurring during each phase of the heat processing.

In addition to the gratings embossed in Emulsitone sol–gel films, one grating was fabricated in an SiO\(_2\)–TiO\(_2\) solution developed by Dale et al. from the Department of Materials Science and Engineering, University of Arizona [9]. The sol–gel material was filtered to 0.2 μm and spin-coated onto a glass substrate at 1000 rpm. The same aluminized grating used in the previous embossing trials was again employed as the master with a 3-min embossing time. Heat treatments were the same as described above. The first-order diffraction efficiencies of the fully heat-processed gratings/films were \( \eta_{+1} = 1.92\% \) and \( \eta_{-1} = 2.16\% \) with the average value of 2.04%. These initial data indicate that the final embossed grating had a peak-to-trough depth of

---

**TABLE 48.1. Averaged Diffraction Efficiencies Measured Prior to Heat Treatment (\( \eta_0 \)), After the 200°C Bake (\( \eta_{200} \)), and After the Full Heat Treatment (\( \eta_{500} \))**

<table>
<thead>
<tr>
<th>Sample</th>
<th>Spin Time (min)</th>
<th>Emboss Time (min)</th>
<th>( \eta_0 )</th>
<th>( \eta_{200} )</th>
<th>( \eta_{500} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>a</td>
<td>0.00255</td>
<td>0.00152</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>a</td>
<td>0.00195</td>
<td>0.00156</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>a</td>
<td>0.00354</td>
<td>0.00263</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>6</td>
<td>a</td>
<td>0.00353</td>
<td>0.00281</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>1</td>
<td>a</td>
<td>0.00229</td>
<td>0.00145</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>3</td>
<td>0.00615</td>
<td>0.00283</td>
<td>0.00206</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>2</td>
<td>0.00610</td>
<td>0.00265</td>
<td>0.00203</td>
</tr>
<tr>
<td>8</td>
<td>4</td>
<td>1</td>
<td>0.00355</td>
<td>0.00177</td>
<td>0.00118</td>
</tr>
<tr>
<td>9</td>
<td>4</td>
<td>3</td>
<td>0.00503</td>
<td>0.00230</td>
<td>0.00177</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>0.00415</td>
<td>0.00194</td>
<td>0.00123</td>
</tr>
</tbody>
</table>

*Quantities correspond to diffraction efficiency measurements taken in the presence of spurious room light. These measurements are not included here.*
TABLE 48.2. Calculated Peak-to-Trough Grating Depths Using the Data from Table 48.1

<table>
<thead>
<tr>
<th>Sample</th>
<th>(d_0) (nm)</th>
<th>(d_{200}) (nm)</th>
<th>(d_{500}) (nm)</th>
<th>(SF_{200/0})</th>
<th>(SF_{500/200})</th>
<th>(SF_{100/0})</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(b)</td>
<td>19.37</td>
<td>14.95</td>
<td>(b)</td>
<td>0.772</td>
<td>(b)</td>
</tr>
<tr>
<td>2</td>
<td>(b)</td>
<td>16.92</td>
<td>15.15</td>
<td>(b)</td>
<td>0.895</td>
<td>(b)</td>
</tr>
<tr>
<td>3</td>
<td>(b)</td>
<td>22.82</td>
<td>19.65</td>
<td>(b)</td>
<td>0.861</td>
<td>(b)</td>
</tr>
<tr>
<td>4</td>
<td>(b)</td>
<td>22.77</td>
<td>20.31</td>
<td>(b)</td>
<td>0.892</td>
<td>(b)</td>
</tr>
<tr>
<td>5</td>
<td>(b)</td>
<td>18.35</td>
<td>14.60</td>
<td>(b)</td>
<td>0.796</td>
<td>(b)</td>
</tr>
<tr>
<td>6</td>
<td>30.08</td>
<td>20.39</td>
<td>17.41</td>
<td>0.678</td>
<td>0.854</td>
<td>0.579</td>
</tr>
<tr>
<td>7</td>
<td>29.96</td>
<td>19.74</td>
<td>17.26</td>
<td>0.659</td>
<td>0.874</td>
<td>0.576</td>
</tr>
<tr>
<td>8</td>
<td>22.85</td>
<td>16.11</td>
<td>13.18</td>
<td>0.705</td>
<td>0.818</td>
<td>0.577</td>
</tr>
<tr>
<td>9</td>
<td>27.26</td>
<td>18.39</td>
<td>16.11</td>
<td>0.675</td>
<td>0.876</td>
<td>0.591</td>
</tr>
<tr>
<td>10</td>
<td>24.71</td>
<td>16.87</td>
<td>13.42</td>
<td>0.683</td>
<td>0.795</td>
<td>0.543</td>
</tr>
</tbody>
</table>

\(b\) Quantities correspond to diffraction efficiency measurements taken in the presence of spurious room light. These measurements are not included here.

approximately 39 nm. The synthesis of this sol–gel solution is currently being modified to produce very low-loss waveguiding films while preserving the film embossibility.

48.5. CONCLUSION

This Chapter has described the embossing of surface-relief gratings of 625 lines/mm into SiO\(_2\)–TiO\(_2\) dielectric, step-index, planar optical waveguides through the use of a sol–gel process. The fully heat-processed gratings exhibit peak-to-trough depths ranging from 13 to 20 nm, with approximately 57% shrinkage relative to the grating depths prior to heat treatment. The grating period remains constant through heat processing.

Although the bulk of the data presented here is for a commercially available sol–gel solution, we have obtained very encouraging preliminary results on waveguides and embossed gratings fabricated using solutions synthesized on site. These customized solutions promise the control over refractive index, chemical purity, film losses, and embossibility that cannot be achieved using commercially available solutions. Although much remains to be done in understanding and optimizing waveguide losses, film embossibility, and the mechanisms driving them, the sol–gel process offers a flexible and economically attractive alternative to conventional techniques for the fabrication of optical waveguides incorporating surface-relief integrated optic components.
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CHEMICAL SYNTHESIS OF LANTHANUM SESQUISULFIDE POWDERS FOR INFRARED OPTICAL APPLICATIONS

PRASHANT N. KUMTA AND SUBHASH H. RISBUD

49.1. INTRODUCTION

The application of infrared radiation for detection of low-temperature objects is the basis for the need for optical windows that can transmit all the way into the far infrared region. The spectral emittance curves from a black body follow the familiar Wien's displacement law and show that to detect objects at room temperature the 8 to 14-μm infrared window is most suitable [1]. These requirements are the foundation for the major interest in the fabrication of materials that transmit in the infrared wavelength range and thus play a major role in the development of future target acquisition and weapon aiming devices, surveillance equipment, alerting devices, and missile homing seekers [2]. Materials for these applications require erosion resistance, high hardness and strength with good thermal shock resistance. Oxides possess the required mechanical properties because of the strong M–O bond, but are limited in infrared transmission due to the high fundamental vibration frequencies (especially when M is a light element) giving rise to absorption in the range of 8–12 μm. A massive anion is desirable to promote infrared transmission.
requiring a search for nonoxide ceramics \[3,4\]. Table 49.1 lists the currently interesting infrared materials.

A materials study to find an advanced optical window material better than ZnS for the 8 to 12-\(\mu\)m airborne application led to the understanding that the alkaline earth–rare earth ternary compounds of the formula \(\text{AB}_2\text{S}_4\) (particularly \(\text{CaLa}_2\text{S}_4\)) would be ideal candidate materials for far infrared applications. Preliminary studies had indicated materials in this group had good transmission up to 14\(\mu\)m, low free-electron absorption, and high melting point and formed in the cubic symmetry (\(\text{Th}_3\text{P}_4\) type). The large coefficient of thermal expansion of \(\text{CaLa}_2\text{S}_4\) (14.7 \(\times 10^{-6}/°C\)) makes this material inferior compared to ZnS, although its hardness and Young's modulus are better than those of ZnS, suggesting a better performance in rain erosion environments (see Table 49.1). Savage et al. \[5\] worked on the solid solution region in the phase diagram between \(\text{CaLa}_2\text{S}_3\) and \(\text{La}_2\text{S}_3\) with the hope of finding other infrared-transmitting compositions. In their work, they found that increasing the amount of \(\text{La}_2\text{S}_3\) the materials gave the same infrared transmission with a lower thermal expansion coefficient material. Table 49.1 shows the properties reported for \(\beta\)-\(\text{La}_2\text{S}_3\). As can be seen, the \(\beta\)-\(\text{La}_2\text{S}_3\) transmits only up to 10\(\mu\)m being an oxysulfide. These data suggest that \(\text{La}_2\text{S}_3\) has the potential to be an infrared material if the cubic (\(\gamma\)) form can be obtained as shown in our recent work \[6\]. Takeshita et al. \[7\] have also shown that \(\gamma\)-phase lanthanum sulfide solid solution alloys can be made by direct combination of stoichiometric amounts of lanthanum metal and elemental sulfur in a quartz ampoule at low temperatures (<800°C). The reaction product thus obtained was the low-temperature \(\alpha\) phase. This \(\alpha\)-phase powder was then ground and mixed with \(\text{LaH}_3\) prepared by hydriding the lanthanum metal. The mixture of \(\text{LaH}_3\) and \(\text{La}_2\text{S}_3\) was then heated under a pressure of 6000 psi at 1450°C for 2 hr to give the desired \(\gamma\) phase.

<table>
<thead>
<tr>
<th>Material</th>
<th>Transmission Range ((\mu)m)</th>
<th>Thermal Expansion ((10^{-6}/°C))</th>
<th>Melting Point (°C)</th>
<th>Hardness (kg/mm(^2))</th>
<th>Young's Modulus (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZnS(^a)</td>
<td>0.5–12</td>
<td>7.5</td>
<td>1700</td>
<td>250</td>
<td>75</td>
</tr>
<tr>
<td>ZnSe(^a)</td>
<td>0.6–14</td>
<td>7.6</td>
<td>1520</td>
<td>100</td>
<td>60</td>
</tr>
<tr>
<td>Ge(^a)</td>
<td>2–16</td>
<td>6.0</td>
<td>936</td>
<td>700</td>
<td>100</td>
</tr>
<tr>
<td>Si(^a)</td>
<td>1–10</td>
<td>4.0</td>
<td>1420</td>
<td>1150</td>
<td>190</td>
</tr>
<tr>
<td>GaAs(^a)</td>
<td>1–16</td>
<td>5.7</td>
<td>1240</td>
<td>750</td>
<td>85</td>
</tr>
<tr>
<td>(\beta)-\text{La}_2\text{S}_3(^a)</td>
<td>0.5–14</td>
<td>15.0</td>
<td>1800</td>
<td>600</td>
<td>96</td>
</tr>
<tr>
<td>(\gamma)-\text{La}_2\text{S}_3|^b</td>
<td>0.5–10</td>
<td>10.0</td>
<td>2100</td>
<td>670</td>
<td>—</td>
</tr>
</tbody>
</table>

\(^a\)Values from Ref. 13.

\(^b\)Value from Ref. 14.
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in a densification method known as the pressure-assisted reaction sintering. The optical properties of dense ceramics pressed from these powders were not reported in the work of Takeshita et al. In the present work various synthesis routes for the preparation of binary lanthanum sesquisulfides are presented. The focus is primarily on low-temperature synthesis of cubic $\gamma$-La$_2$S$_3$ powders for eventual fabrication of optically transmitting infrared material.

49.2. EXPERIMENTAL PROCEDURE

Three different processing routes were attempted in the preparation of single-phase lanthanum sulfide. All the three routes consisted of first precipitating the amorphous precursor either at room temperature or at 130°C followed by heat treatment in hydrogen sulfide at 1000°C. The procedures followed for the three powders are labeled type 1, type 2, and type 3, respectively, in the following.

Type 1. This procedure consisted of preparing a 0.02 M solution of lanthanum alkoxide (Alfa Products, Mass.) in dry benzene obtained using standard analytical distillation procedures. Sulfidization of the resultant clear solution was carried out at room temperature by bubbling hydrogen sulfide into the alkoxide solution. The effect of hydrogen sulfide is seen immediately when the clear solution becomes turbid. The reaction was allowed to proceed for about 2 hr to ensure complete precipitation. The resultant powders, pale yellow in color, were washed repeatedly in benzene and carbon disulfide and then dried in a nitrogen atmosphere to ensure evaporation of the solvents. Figure 49.1 shows the schematic of the processing steps.

Type 2. In this procedure lanthanum nitrate hexahydrate (Alfa Products) was dissolved in propylene carbonate, followed by the addition of tert-butyl sulfide as the sulfidizing agent. Refluxing of the entire solution at a temperature of 130°C for about 2.5 hr resulted in the formation of pale yellow powders that were filtered and collected.

Type 3. In this process, lanthanum alkoxide (Strem Chemicals, Dexter Industrial Park, Mass.) was obtained in solution in dry toluene obtained by following standard distillation procedures. To this solution tert-butyl sulfide was added as the sulfidizing agent, and the entire reaction was allowed to proceed for 24 hr. Precipitation occurs at a temperature of 130°C, the product appearing light brown in color. The resultant powder was collected by filtering. Figure 49.2 shows the schematic of these two processes.

Heat treatment of the as-prepared powders was performed in an atmosphere of H$_2$S. Chemical analyses of the as-prepared type 1 powders conducted by Galbraith Laboratories (Knoxville, Tenn.) indicated the presence of La, S, and hydrocarbons and oxygen was estimated as the balance. Types 2 and 3 precursor powders were not analyzed chemically and were directly subjected to
Figure 49.1. Schematic flow chart for type 1 powders.

Figure 49.2. Schematic flow chart for types 2 and 3 powders.
heat treatment in order to study the phase development. Sulfidization of the as-prepared precursors was conducted in a horizontal tube furnace, following the procedure outlined by Schevciw and White [8], by heating for 8 hr in flowing \( \text{H}_2\text{S} \). At the end of the \( \text{H}_2\text{S} \) treatment, the powders were characterized by X-ray diffraction (XRD), scanning electron microscopy, and bulk chemical analyses.

49.3. RESULTS AND DISCUSSION

After sulfidization for 8 hr, the type 1 powders resulted in the formation of single-phase \( \gamma\text{-La}_2\text{S}_3 \), the cubic phase of lanthanum sulfide. When sulfidized for a period of only 3 hr, the powders consisted of \( \text{La}_2\text{O}_3\text{S} \) and \( \gamma\text{-La}_2\text{S}_3 \). On further heat treatment, single-phase \( \gamma\text{-La}_2\text{S}_3 \) was obtained as shown by the XRD pattern [9]. Figure 49.3 shows the XRD patterns showing the phase transformation occurring during heat treatment for type 1 powders.

The as-prepared powders in all three cases were amorphous. The formation of mixed phases on initial heat treatment for 3 hr could be speculated to be due to three possible reaction mechanisms: (1) formation of a mixture of oxysulfide and \( \gamma\text{-La}_2\text{S}_3 \) (2) conversion of the oxysulfide to \( \gamma\text{-La}_2\text{S}_3 \) in the presence of \( \text{H}_2\text{S} \) catalyzed by the amorphous precursor, or (3) reaction of the oxysulfide and \( \gamma\text{-La}_2\text{S}_3 \) with unreacted precursor to form cubic lanthanum sulfide.

Figure 49.3. XRD patterns showing the phase transformation of type 1 precursor after heat-treating in \( \text{H}_2\text{S} \). Patterns c and d are identical to those in Ref. 9.
The morphology of the transformed $\gamma$-$\text{La}_2\text{S}_3$ powders was studied by observing the particles under the scanning electron microscope. Figures 49.4a and b are micrographs of the heat-treated, transformed $\gamma$-$\text{La}_2\text{S}_3$ powders. The figures show the powders to be clusters of particles with a size of the order of 1–3 $\mu$m. It is interesting to observe that some of the particles exhibit rounded edges, and in Fig. 49.4b a distinct roundedness is seen at the neck of the two particles. This suggests that during heat treatment there is an amorphous to
RESULTS AND DISCUSSION

crystalline transition, leading to a possible occurrence of viscous flow of the amorphous precursor particles. The presence of such viscous flow would play a major role in the sinterability of these particles. Chemical analyses of the heat-treated powders are shown in Table 49.2, which shows the analysis obtained on the heat-treated powder and the theoretical analyses for lanthanum sulfide. Good agreement is seen for the metal and sulfur analysis with theoretical weight contents. There is also a substantial reduction in the hydrocarbon content after heat treatment.

In the case of the types 2 and 3 powders, XRD of the heat-treated powders did not result in the formation of \( \gamma \)-La\(_2\)S\(_3\); instead a polymorph of lanthanum sulfide whose XRD pattern matched the powder diffraction file [10] was formed. This may be the intermediate \( \beta \) form of La\(_2\)S\(_3\). Lanthanum sulfide exists in three different polymorphs: \( \alpha \), \( \beta \), and \( \gamma \). \( \alpha \)-La\(_2\)S\(_3\) is the low-temperature form possessing the orthorhombic structure that transforms reversibly to the \( \beta \), the tetragonal form at 900°C, which in turn transforms to \( \gamma \), the cubic form at 1300°C. The intermediate \( \beta \) phase of La\(_2\)S\(_3\) is essentially an oxysulfide of the form \( \text{La}_{10}S_{14}O_{x}S_{1-x} \) [11].

Thus, we see that the nature of the precursor seems to play a major role in the transformations of the lanthanum sulfide or oxysulfide powders to the cubic form. Also, the nature of the starting chemical compound, the environment in which it is in solution, and the sulfidizing agent all seem to play a significant role in the formation of the desired cubic phase for infrared transmission. \( \beta \)-La\(_2\)S\(_3\) being an oxysulfide only transmits to 10 \( \mu \)m. Further, it is interesting to note that the nature of the alkoxide also seems to affect the initial sulfidization. Experiments involving room temperature precipitation using the alkoxide obtained from Strem Chemicals did not result in a powder similar to the one obtained using the alkoxide obtained from Alfa even though all the experimental conditions were identical. Furthermore, heat treatment of this precursor

<table>
<thead>
<tr>
<th>Element</th>
<th>Type 1(^{a})</th>
<th>Type 2(^{b})</th>
<th>La(_2)S(_3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>La</td>
<td>50.0±2</td>
<td>50.77±2</td>
<td>74.31±2</td>
</tr>
<tr>
<td>S</td>
<td>8.50±0.5</td>
<td>5.36±0.5</td>
<td>25.71±0.5</td>
</tr>
<tr>
<td>C</td>
<td>5.96±0.01</td>
<td>6.54±0.01</td>
<td>0.05±0.01</td>
</tr>
<tr>
<td>H</td>
<td>1.79±0.01</td>
<td>2.56±0.01</td>
<td>&lt;0.02±0.01</td>
</tr>
<tr>
<td>O</td>
<td>33.7(^{c})</td>
<td>34.77(^{c})</td>
<td>Not analyzed</td>
</tr>
</tbody>
</table>

\(^{a}\)Precursor obtained using alkoxide from Alfa Products.

\(^{b}\)Precursor obtained using alkoxide from Strem Chemicals.

\(^{c}\)By difference.

TABLE 49.2. Chemical Analysis of As-Prepared Precursor and La\(_2\)S\(_3\) from the Heat-Treated Precursor
in H₂S resulted in a pattern identical to types 2 and 3 powders. This, therefore, leads us to believe that the starting chemicals, the purity, and the actual metal–oxygen–hydrocarbon ratio of the alkoxide seem to have an important bearing on the formation of the cubic phase (γ-La₂S₃). The hydrocarbon content of the initial alkoxide affects the amount of hydrocarbon retained in the precursor as well as in the final transformed powders. This can be clearly seen in the precursor obtained by precipitation at room temperature using the alkoxide from Strem Chemicals. The chemical analysis for the precursor is shown in Table 49.2. The analysis clearly shows a larger percentage of hydrocarbon compared to the precursor obtained using the alkoxide purchased from Alfa Products. There is also less sulfur in the precursor, which may be attributed to the probable prehydrolysis of the alkoxide. The subsequent sulfidization with hydrogen sulfide assisting the completion of the hydrolysis reaction of the alkoxide and consequently limited the amount of sulfur in the precursor [12].

As a result, there is the formation of some amounts of the corresponding oxide in addition to the oxysulfide, which is seen upon heat-treating the precursor in an argon atmosphere. Thus, it can be said that the nature of the alkoxide plays an important role in the formation of the desired precursor. Nevertheless, the success of the type 1 powder offers several advantages in comparison with the existing EDS process. The amorphous state and the final size of the precursor increases the reactivity of the powders, thereby leading to reduction in the sulfidization times [6]. This would also reduce the subsequent grain growth in densified ceramics prepared from these powders.

49.4. CONCLUSION

Sulfide compounds form an important class of materials that can be used for infrared windows. Rare earth sesquisulfide powders having the cubic (Th₃P₄) structure show promise as potential infrared materials better than CaLa₂S₄. Low-temperature processing and structure control require a careful choice of reagents and the starting materials. The nature of the material and the nature of the precursor have an important bearing on the phase formation of lanthanum sulfide ceramic powders.
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FABRICATION OF SUPERCONDUCTING OXIDE-COATING FILMS AND FIBERS BY THE SOL–GEL METHOD

SUMIO SAKKA AND HIROMITSU KOZUKA

501. INTRODUCTION

Since the discovery of (La, Ba)CuO$_4$ high-temperature superconducting oxide by Bednorz and Müller [1], many efforts have been made to study the physics of high-$T_c$ superconducting oxides, the development of new high-$T_c$ materials, and the manufacture of high-$T_c$ ceramics. The high-$T_c$ materials do not necessarily best demonstrate the potential properties when they are fabricated in practical shapes, and therefore many improvements are required.

From the application point of view, wires that may consist of a thick fiber or a bundle of fibers and wirelike substrates coated with superconducting oxides are important. People are trying to fabricate such wires through deposition via gas phase and extrusion of ceramics into wires. The sol–gel process may be one of the candidates for wire formation.

In this Chapter, a review has been made on the present state of the art in the field of sol–gel preparation of superconducting fibers and coating films. It will be shown that at present there are many serious problems to be solved in order to obtain satisfactory coating films and fibers by the sol–gel method.
There are a number of superconducting oxides [1-8] as shown in Table 50.1. Among them, superconductors of the systems Y-Ba-Cu-O [4], Bi-Sr-Ca-Cu-O [5], and Tl-Ba-Ca-Cu-O [6] are promising candidates for applications at present.

It is known [9-11] that generally the sol-gel method is suitable for making shapes from oxides, because this method is usually based on the hydrolysis and polycondensation of starting substances. When this method is applied to superconducting oxides, however, the problems particular to superconducting oxide ceramics have to be discussed. Table 50.2 shows such problems with an example of YBa₂Cu₃O₇₋ₓ ceramics. In order to achieve better superconducting properties, that is, higher $T_c$ (end) and $J_c$, the ceramics must be well sintered with the single superconducting phase. This requires higher sintering temperatures. However, the sintering temperature available is limited by the decomposition of the crystalline phase. Also, oxidation of Cu²⁺ ions to Cu³⁺ ions requires lower heating temperatures. In short, superconducting ceramics should be fabricated at temperatures as low as possible.

Bearing this in mind, the significance of sol-gel method as applied to high-$T_c$ ceramics is considered. Fine particles formed in the solution would lead to lower sintering temperatures, which are favorable for avoiding decomposition and preserving the oxidized state. Homogeneous mixing at the start would lead to the precipitation of pure, uniform crystals, which should be important for the occurrence of superconductivity. Another important advantage of the sol-gel method is possibility of forming fibers and coating films from the solution at low temperatures near room temperature. This is very important because such forming may not be easy with other methods than the sol-gel method.

Two examples showing the above advantage of the sol-gel method will be

**TABLE 50.1. Superconducting Oxides**

<table>
<thead>
<tr>
<th>Oxide</th>
<th>$T_c$ (K)</th>
<th>Year</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiTi₂O₄</td>
<td>13.7</td>
<td>1973</td>
<td>Johnson et al. [2]</td>
</tr>
<tr>
<td>BaPb₀.₇₅Bi₀.₂₅O₃</td>
<td>13</td>
<td>1975</td>
<td>Sleight et al. [3]</td>
</tr>
<tr>
<td>(La, Ba)₂CuO₄</td>
<td>30</td>
<td>1986</td>
<td>Bednorz and Müller [1]</td>
</tr>
<tr>
<td>(La₀.₉Sr₀.₀₁)₂CuO₄</td>
<td>37</td>
<td>1986</td>
<td>Uchida et al. [4]</td>
</tr>
<tr>
<td>YBa₂Cu₃O₇₋ₓ</td>
<td>94</td>
<td>1987</td>
<td>Wu et al. [5]</td>
</tr>
<tr>
<td>Bi₂Sr₂Ca₂Cu₃O₁₀</td>
<td>104</td>
<td>1988</td>
<td>Maeda et al. [6]</td>
</tr>
<tr>
<td>Tl₁Ba₂Ca₂Cu₃O₁₀</td>
<td>120, 80</td>
<td>1988</td>
<td>Sheng and Hermann [7]</td>
</tr>
<tr>
<td>Ba₀.₇K₀.₃BiO₂.₉₁</td>
<td>30</td>
<td>1988</td>
<td>Cava et al. [8]</td>
</tr>
</tbody>
</table>

*Y can be replaced by rare earths.*
TABLE 50.2. Problems in Developing Superconducting Ceramics of $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$

<table>
<thead>
<tr>
<th>Problem</th>
<th>Requirement</th>
<th>Method for Solving Problems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crystalline phase for occurrence of superconductivity</td>
<td>Single superconducting phase</td>
<td>Lower heating temperature than that of decomposition of the phase</td>
</tr>
<tr>
<td>Sintering for better superconducting properties*</td>
<td>Well-sintered ceramics</td>
<td>High sintering temperature</td>
</tr>
<tr>
<td>Crystal growth for occurrence of superconductivity</td>
<td>Larger sizes of crystal</td>
<td>High heating temperature</td>
</tr>
<tr>
<td>Oxidation of $\text{Cu}^{2+}$ to $\text{Cu}^{3+}$</td>
<td>$\delta &lt; 0.5$</td>
<td>Heating in oxidizing atmosphere at lower temperatures</td>
</tr>
</tbody>
</table>

*Higher $T_c$ (end), critical temperature for zero resistivity. Higher $J_c$, critical current.

cited. Comparison of the X-ray diffraction patterns of Y–Ba–Cu–O materials derived from gels consisting of metal acetates heated at a rate of 5°C/min to 750, 800, and 910°C, respectively, and kept at each temperature for 19 h [13] with that of the material made by solid-state reaction of conventional raw materials indicates that the sol–gel method gives $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ crystalline phase at 750°C, whereas the solid-state reaction does not give $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ phase.

Shibata et al. [14] made superconducting $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ ceramics from the pellet consisting of fine particles precipitated from the butanol solution of alkoxides $\text{Y(n-OCH}_3\text{H}_2\text{O)}_3$, $\text{Ba(n-OCH}_3\text{H}_2\text{O)}_2$, and $\text{Cu(n-OCH}_3\text{H}_2\text{O)}_2$. They indicate that the sintering temperature decreases from 950°C for the conventional powder mixture to 800 to 900°C for the alkoxo-derived powder. The decrease in formation and sintering temperatures can be attributed to homogeneous, fine-natured particles in the sol–gel processing. It should be noted that Sakka [13] and Shibata et al. [14] obtained a $T_c$ (end) of about 90 K for bulk $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ ceramics.

Hirano et al. [15] obtained a single-phase $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ crystalline phase at 750 °C, while the solid-state reaction does not form $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ phase at this temperature.

50.3. SUPERCONDUCTING COATING FILMS PREPARED BY THE SOL–GEL METHOD

50.3.1. Sol–Gel Coating Films Reported

In a sol–gel coating, a substrate is coated with solutions at near room temperature and heated to 700 to 950°C so that the film might show superconducting properties.
Table 50.3 summarizes coating films prepared by the sol–gel method. It is seen that organic salts, metal alkoxides, and inorganic salts can be used as starting substances. The chemical composition of a substrate has to be selected, so that the reaction between the film and the substrate might be minimized. Yttria-stabilized zirconia (YSZ) ceramics and MgO single crystals are suitable as substrates. Heating up to 900 to 950°C will generally give the coating films that have $T_c(\text{end})$ at 56 to 90 K.

Here, consideration will be given to the thickness of the film. It has been shown [12] for SiO$_2$ [29], TiO$_2$ [11], and BaTiO$_3$ [30], which are brittle throughout the process from near room temperature to a maximum heating temperature, the thickness for one application should be very thin, approximately 0.1 μm. On the other hand, for the films listed in Table 50.3, the thickness for one application can be as thick as more than 1 μm. This larger thickness is achieved by softening of the coating film at about 200 to 500°C, which makes it possible to cover the surface of the substrate without much stress.

Table 50.3 shows that Bi–Sr–Ca–Cu–O coating films are also prepared by the sol–gel method.

50.3.2. An Example of the $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ Coating Film

A detailed explanation will be given of example No. 7 in Table 50.3, which is the present authors’ route [22, 31]. The starting solution consists of Ba-, Y-, and Cu-alkoxides. Ba(OCH$_3$)$_2$ is made by putting pieces of Ba metal into methanol. Y(n-OC$_4$H$_9$)$_3$ in xylene is dissolved in methanol–triethanolamine. Triethanolamine is added for dissolving Cu-alkoxide, which is not soluble in alcohol–water solvents. A homogeneous, dark-blue-colored starting solution containing the three kinds of alkoxides is dropped on a YSZ substrate. After drying, the coating film is heated at 800°C for 5 min. This coating procedure consisting of dipping, drying, and heating at 800°C is repeated 5 to 10 times to increase the film thickness so that the superconductivity may appear. One coating procedure gives about a 1.5-μm thick film. When the film thickness is smaller than 5 μm, superconductivity is not observed after annealing. This is attributed to the deviation of the composition of the film near the surface of the substrate. Thicker films might not be affected by the composition deviation.

Finally, the ceramic film is annealed in O$_2$ at 800°C for 60 to 80 hr and cooled in the furnace. The annealing and slow cooling induce superconductivity by providing the film with oxygen, which is required for producing pertinent superconducting $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ crystals, where $\delta$ is small.

The resistivity–temperature relationship for a 7-μm-thick film prepared by the sol–gel method shows $T_c(\text{onset})$ and $T_c(\text{end})$ at 98 K and 56 K, respectively. The grain size of $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ crystals in the film is about 1 μm in diameter, and the film displays a pretty well-sintered microstructure.

The observation of the heating process indicates that the film is formed during heating at 200 to 500°C, which means that the softened materials cover the substrate after decomposition of the constituent and volatilization of gases,
### TABLE 50.3. Superconducting Coating Films Prepared by the Sol-Gel Method

<table>
<thead>
<tr>
<th>Superconductor</th>
<th>Starting Substances</th>
<th>Solvent</th>
<th>Method of Application</th>
<th>Substrate</th>
<th>Film Thickness (µm)</th>
<th>Heating (°C)</th>
<th>Tc (K)</th>
<th>Orientation</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>YBa2Cu3O7−δ</td>
<td>Metal carboxylates</td>
<td>n-Butanol</td>
<td>Dripping</td>
<td>YSZ</td>
<td>1.3</td>
<td>800</td>
<td>90</td>
<td>60</td>
<td>Kumagai et al. [16]</td>
</tr>
<tr>
<td></td>
<td>Y-stearate, Ba- and Cu-naphthates</td>
<td>Toluene</td>
<td>Dripping</td>
<td>YSZ</td>
<td>10</td>
<td>900</td>
<td>100</td>
<td>80</td>
<td>Nasu et al. [17]</td>
</tr>
<tr>
<td></td>
<td>2-Ethylhexanoates</td>
<td>Chloroform</td>
<td>Spin coat</td>
<td>MgO</td>
<td>1.4</td>
<td>990</td>
<td>80</td>
<td>77</td>
<td>Cross et al. [18]</td>
</tr>
<tr>
<td></td>
<td>3-Ethylhexanoates</td>
<td>Xylene</td>
<td>Spin coat</td>
<td>Si wafer</td>
<td>0.1–1</td>
<td>800</td>
<td>98</td>
<td>80</td>
<td>Davison et al. [19]</td>
</tr>
<tr>
<td></td>
<td>4-Nenodecanoates, octanoates</td>
<td>Water</td>
<td>Spin coat</td>
<td>MgO</td>
<td>0.16</td>
<td>900</td>
<td>80</td>
<td>58</td>
<td>Rice et al. [20]</td>
</tr>
<tr>
<td></td>
<td>Acetates</td>
<td>Ethylene glycol</td>
<td>Spin coat</td>
<td>SiTiO2</td>
<td>0.5</td>
<td>800–900</td>
<td>60</td>
<td>(001)</td>
<td>Chiang et al. [21]</td>
</tr>
<tr>
<td></td>
<td>Citrates</td>
<td>Methanol, triethanolamine methoxyethanol, toluene</td>
<td>Dripping</td>
<td>YSZ</td>
<td>1.5–7</td>
<td>800</td>
<td>98</td>
<td>56</td>
<td>Monde et al. [22]</td>
</tr>
<tr>
<td></td>
<td>Metal alkoxide</td>
<td>Methanol, triethanolamine methoxyethanol, toluene</td>
<td>Dip coat</td>
<td>Si (single)</td>
<td>0.15–1.0</td>
<td>700</td>
<td>(40)</td>
<td></td>
<td>Kramer et al. [23]</td>
</tr>
<tr>
<td></td>
<td>Y-n-butoxide, Ba- and Cu-methoxides</td>
<td>Methanol, triethanolamine methoxyethanol, toluene</td>
<td>Dripping</td>
<td>YSZ</td>
<td>1.5–7</td>
<td>800</td>
<td>98</td>
<td>56</td>
<td>Monde et al. [22]</td>
</tr>
<tr>
<td></td>
<td>8-Y- and Ba-merhoxethoxides, Cu-ethoxide</td>
<td>Methanol, triethanolamine methoxyethanol, toluene</td>
<td>Dip coat</td>
<td>Si (single)</td>
<td>0.15–1.0</td>
<td>700</td>
<td>(40)</td>
<td></td>
<td>Kramer et al. [23]</td>
</tr>
<tr>
<td></td>
<td>9-n-Butoxide</td>
<td>n-Butanol, water Organic solvents</td>
<td>Pasting</td>
<td>YSZ</td>
<td>5–10</td>
<td>920–950</td>
<td>90</td>
<td></td>
<td>Shibata et al. [15]</td>
</tr>
<tr>
<td></td>
<td>10. Ethoxides</td>
<td>Organic solvents</td>
<td>Dip coat</td>
<td>YSZ</td>
<td>5–10</td>
<td>950</td>
<td>96</td>
<td></td>
<td>Tatsumisago et al. [24]</td>
</tr>
<tr>
<td></td>
<td>Inorganic salt</td>
<td>Nitric acid, water, ethanol</td>
<td>Spray</td>
<td>YSZ</td>
<td>930–950</td>
<td>95</td>
<td>95</td>
<td>89</td>
<td>Cooper et al. [25]</td>
</tr>
<tr>
<td></td>
<td>Nitrates</td>
<td>Toluene</td>
<td>Dripping</td>
<td>YSZ</td>
<td>900</td>
<td>93</td>
<td>93</td>
<td>63</td>
<td>Nasu et al. [26]</td>
</tr>
<tr>
<td></td>
<td>Bi2Sr2CaCu2O8+δ</td>
<td>Organic solvents</td>
<td>Spin coat</td>
<td>MgO (single)</td>
<td>2</td>
<td>800–900</td>
<td>100</td>
<td>84 c axis</td>
<td>Agostoni et al. [27]</td>
</tr>
<tr>
<td></td>
<td>Bi-2-ethylhexanoate, Sr-cyclohexanebutyrate, Ca- and Cu-2-ethylhexanoates</td>
<td>Toluene</td>
<td>Dripping</td>
<td>YSZ</td>
<td>10</td>
<td>950–980</td>
<td>97</td>
<td>70</td>
<td>Nasu et al. [28]</td>
</tr>
</tbody>
</table>

**Abbreviation used:** YSZ, yttria-stabilized zirconia.
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in contrast with the films SiO₂, BaTiO₃, and TiO₂, which stay brittle during heating. It is assumed that the softening would cause adherence of a thicker film to the substrate, because there is no large shrinkage at solidification of the film.

50.4. SUPERCONDUCTING FIBERS PREPARED BY THE SOL-GEL METHOD

There are several ways for preparing wires or fibers of superconducting ceramics. Extruding a pipe containing sintered ceramics into a wire [32, 33] is extensively studied, and the result is not satisfactory yet. One thinks of formation of glass fibers from a glass-forming melt of the superconducting oxide compositions and crystallization of the fibers [34]. This is possible only when fibers can be drawn from the melt. If drawing from the melt is not possible, one has to use a special method of forming wires, for example, pumping up the melt into silica tubes [35]. Another way of forming fibers is to utilize the sol-gel method in which gel fibers are drawn from a sol changed into superconducting ceramic fibers by heating, which will be discussed here.

50.4.1. Sol-gel Fibers Reported

Attempts to make superconducting ceramic fibers by the sol-gel method are summarized in Table 50.4. In general, a viscous solution is prepared by dissolving viscosity-increasing agents, such as polyvinylalcohol (No. 2 in Table 50.4) and methacrylic acid (No. 5) into solutions of pertinent metals or by reacting homogeneous solutions containing pertinent metals such as acetates or alkoxides, into viscous drawable solutions (Nos. 2–4 and 6–8).

The superconducting ceramic fibers obtained so far are mechanically brittle and characterized by relatively low \( T_c(\text{end}) \) at present. This might result from the use of organic method compounds as starting substances, which are not decomposed by hydrolysis into oxide skeletons in the solution, but give out gases when heated at temperatures higher than 200°C, resulting in porous ceramic fibers with rough surface.

It is expected that metal alkoxides are hydrolyzed and polycondensed into oxide skeletons if water is used as solvent. The alkoxides of copper that is required for preparing \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) and \( \text{Bi-Sr-Ca-Cu-O} \) superconducting oxides, however, are not usually dissolved in an alcohol-water solution. Therefore, alcanolamines that dissolve copper alkoxides are used. It is suspected that in such cases metal alkoxides dissolved in alcanolamine–alcohol solutions may not be decomposed into oxides in solutions.

50.4.2. An Example of a \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) Fiber

Our experience in fabrication of \( \text{YBa}_2\text{Cu}_3\text{O}_{7-\delta} \) will be described [37–39]. The first requirement for preparation of ceramic fibers is to find starting solutions
### TABLE 50.4. Superconducting Fibers Prepared by the Sol–Gel Method

<table>
<thead>
<tr>
<th>Superconductor</th>
<th>Starting Substances</th>
<th>Solvent</th>
<th>Diameter of fiber</th>
<th>Heating</th>
<th>$T_c$(K)</th>
<th>Onset</th>
<th>End</th>
<th>Author</th>
</tr>
</thead>
<tbody>
<tr>
<td>YBa₂Cu₃O₇₋₄</td>
<td>1. Y₂O₃, BaCO₃, CuO</td>
<td>Water,*</td>
<td>20 μm</td>
<td>950°C, 5 h</td>
<td></td>
<td></td>
<td></td>
<td>Goto et al. [36]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2. Y-, Ba-, and Cu-acetates</td>
<td>Water</td>
<td></td>
<td>950°C, 5 h</td>
<td></td>
<td></td>
<td></td>
<td>Goto et al. [36]</td>
</tr>
<tr>
<td></td>
<td>3. Y-, Ba-, and Cu-acetates</td>
<td>Water</td>
<td>10 μm-1 mm</td>
<td>900°C, 950°C</td>
<td></td>
<td>90</td>
<td>73</td>
<td>Sakka et al. [37—39]</td>
</tr>
<tr>
<td></td>
<td>4. Y-, Ba-, and Cu-acetates</td>
<td>Diethylenetriamine</td>
<td>100 μm</td>
<td>950°C</td>
<td></td>
<td>90</td>
<td>80</td>
<td>Uchikawa et al. [40]</td>
</tr>
<tr>
<td></td>
<td>5. Nitrates, reaction with methacrylic acid</td>
<td>Water (Wire)</td>
<td>900°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pope and Mackenzie [41]</td>
</tr>
<tr>
<td></td>
<td>6. Y-, Ba- and Cu-isopropoxides</td>
<td>Isopropanol</td>
<td>950°C, 3 hr</td>
<td></td>
<td></td>
<td>90</td>
<td></td>
<td>Zheng et al. [42]</td>
</tr>
<tr>
<td></td>
<td>7. Y-, Ba-alkoxides, Cu-acetate</td>
<td>2-Propanol, dimethylformamide</td>
<td>10 μm-1 mm</td>
<td>900-950°C</td>
<td></td>
<td>92*</td>
<td></td>
<td>Masuda and Tateishi [43]</td>
</tr>
<tr>
<td>Bi–Ca–Sr–Cu–O</td>
<td>8. Bi-, Ca-, Sr-, and Cu-system</td>
<td>Water, tartaric acid</td>
<td>835-845°C</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Zhuang et al. [44]</td>
</tr>
</tbody>
</table>

*Extrusion.

*Magnetic susceptibility measurement.
that become drawable after reactions of the compounds in the solution. Not all viscous solutions are spinnable.

In view of successful fiber drawing from metal alkoxide solutions, one would think of a triethanolamine-methanol solution [22] of Y-, Ba-, and Cu-alkoxides as candidates for fiber drawing. It has turned out that this solution that was used in coating does not exhibit spinnability during reaction. Thus, metal acetates have been found to work as starting substances.

An aqueous solution of the composition Y:Ba:Cu equal to 1:2:3 in moles is prepared by dissolving $\text{Y(CH}_3\text{COO)}_4\text{H}_2\text{O}$, $\text{Ba(CH}_3\text{COO)}_2$, and $\text{Cu(CH}_3\text{COO)}_2$ in distilled water. The solution remains homogeneous even after concentration when the pH of the solution is adjusted to 6 ± 0.1 with the addition of ammonia water. The solution is kept in a beaker without a cover at 60 to 80°C to concentrate. The solution remains transparent upon concentrating and becomes viscous in about 3 days, when the volume of the solution decreases to about 10% of the initial one. Drawing from the viscous solution by putting a glass rod and drawing it up gives gel fibers more than 50 cm long as shown in Fig. 50.1.

Gel fibers are converted to ceramic fibers by heating in air from room temperature to 900 to 950°C at a rate of 5°C/min, keeping there for 5 hr and cooling down to room temperature in the furnace. Figure 50.2 shows the fine and black ceramic fibers thus obtained. The fibers are hollow and rough on the surface, and accordingly, they are fragile. The ceramic fibers of about 1 mm diameter thus obtained have a $T_c$(end) at 60 to 75 K depending on the heating temperature. It is noticed that the value of $T_c$(end) is not sufficiently high compared with $T_c$(end) = 90 K found for well-sintered, oxidized $\text{YBa}_2\text{Cu}_3\text{O}_{7-\delta}$ ceramics.

Figure 50.1. A scanning electron micrograph of the Y–Ba–Cu–O gel fibers [39].
The mechanically fragile nature and lower $T_c$ values of the resultant ceramics may be attributed to the decomposition of components of gel fibers during their heating. It is assumed from the infrared spectra that gel skeletons consist of associated metal acetates and not of metal oxide. Accordingly, the decomposition of acetate skeletons to metal and oxide fine particles occurs when the gel is heated to 200 to 400°C, as shown in thermal analysis curves in Fig. 50.3. This indicates that a large volume of gases is given out around 200 to 400°C where the gel is softened. This will result in formation of small and large pores, a part of which remains at high temperatures for sintering, giving a coarse surface and porous microstructure. These may be the cause for fragility and a lower $T_c$.

Masuda and Tateishi [43] partially improved this situation by replacing $Y(CH_3COO)_3$ by $Y(O-i-C_3H_7)_3$ and $Ba(CH_3COO)_2$ by $Ba(OC_2H_5)_2$ and
increasing the oxide concentration of the solution. Because Cu(CH₃COO)₂ could not be replaced by copper alkoxide, however, problems due to the decomposition of acetate were not completely solved.

50.5. FUTURE WORKS ON THE APPLICATION OF THE SOL–GEL METHOD TO SUPERCONDUCTORS

It has been shown that coating films and fibers of superconducting oxides can be made by the sol–gel method. Much improvement is required, however, for developing better materials. Problems specific to coating films and fibers will be discussed in 50.5.1 and 50.5.2, respectively.

50.5.1. The Future of Superconducting Coating Film

Many attempts have been made to prepare YBa₂Cu₃O₇₋ₓ coating films by the sol–gel methods as shown in Table 50.3. However, sol–gel-derived coating films show relatively low Tc and Jc compared with those prepared by vapor-phase deposition [45]. These serious problems may arise from the difficulty in sintering films at lower temperatures. High-temperature sintering causes the reaction of components, especially BaO, with the substrate in the case of YBa₂Cu₃O₇₋ₓ [46], resulting in the deviation of the film composition from the desired one. This reaction may be partially removed by the discovery of nonreactive substrates.

Low-temperature sintering may be suppressed by (1) the formation of pores due to gases produced by the decomposition of starting compounds around 200 to 400°C and (2) the formation of BaCO₃, which persists at high temperatures. In order to avoid these, the starting compounds have to be found, that may form oxide skeletons in solutions and gels before heating, and/or the heating conditions have to be modified.

The formation of BaCO₃ is inevitable in the case of YBa₂Cu₃O₇₋ₓ, when organic compounds (Table 50.3) are used as starting compounds, because they contain a CO source. Even with nitrates, carbon dioxide comes into the reaction system from air if the sol–gel reaction is carried out in air. Bi–Ca–Sr–Cu–O superconductors may be free from the formation of BaCO₃.

Another method of improvement may come from the formation of superconducting oxide film with appropriate orientation [47]. With those improvements, coating films with better superconducting properties will be made by the sol–gel method in the future.

50.5.2. The Future of Superconducting Fibers

Most of the problems encountered in superconducting coating films of YBa₂Cu₃O₇₋ₓ are shared by superconducting fibers, and one can refer to section 50.5.1 for the solution of the problems.
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The most serious problems particular to fibers are softening and bloating at around 200 to 400°C during heating of gel fibers, due to melting and decomposition, respectively, of organic materials composing gel fibers. The softening makes it difficult to keep the shape of the gel fibers during heating. The bloating causes rough surfaces and the hollow nature of the fibers and very much lowers the mechanical strength of the fibers. Modification of the heat treatment condition or findings of new drawable solutions is required for the fabrication of better superconducting fibers.

Attempts are being made to draw fibers of the Bi–Ca–Sr–Cu–O system using the sol–gel method.

50.6. CONCLUSION

It has been shown that the sol–gel method is suitable for preparing superconducting oxide-coating films and fibers, but has many serious problems. A large effort has to be made in order to solve the problems for fabricating high-performance coating films and fibers.
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SUPERCONDUCTIVITY AND MICROSTRUCTURE IN LEAD-SUBSTITUTED Bi–Sr–Ca–Cu–O CERAMICS

HUNG C. LING

51.1. INTRODUCTION

Since the discovery of high-\(T_c\) superconductors in the layered perovskite system of (La, Ba)\(_2\)CuO\(_4\) [1] with \(T_c\) about 40 K, three other perovskite systems have been synthesized with \(T_c\) above the liquid nitrogen temperature of 77 K. They are YBa\(_2\)Cu\(_3\)O\(_{7-x}\) [2, 3], Bi–(Sr, Ca)–Cu–O [4, 5], and Tl–(Ba, Ca)–Cu–O [6–8]. YBa\(_2\)Cu\(_3\)O\(_{7-x}\) has a \(T_c\) of about 90 to 95 K. A number of superconducting phases have been identified in the Bi and Tl systems, one of which has a \(T_c\) exceeding 100 K. In this Chapter, I shall focus the discussion on the Bi–(Sr, Cu)–Cu–O system.

Maeda et al. [4] reported that a nominal composition of BiSrCaCu\(_2\)O\(_y\), (1112) exhibited a drop in electrical resistance at about 105 K, but with a low-temperature resistance "tail." The zero resistance temperature was between 70 and 80 K. A superconducting phase having a composition of Bi\(_4\)(Sr, Ca)\(_6\)Cu\(_4\)O\(_{16+y}\) and a \(T_c\) of 85 K was reported by Tarascon et al. [9]. When heated for a long time near the melting temperature, the 85 K material produced a phase with a zero-resistance \(T_c\) above 100 K, sometimes as high as...
107 K [10]. Hazen et al. [11] also studied the crystal structures of multiphase samples in the Bi–Sr–Ca–Cu–O system and concluded that the 90 K phase has a composition near Bi$_2$Sr$_2$Ca$_1$Cu$_2$O$_y$. The 105 K phase has been identified as having a composition of Bi$_4$Sr$_2$Ca$_3$Cu$_4$O$_y$ (abbreviated as 2223).

From the crystal chemistry point of view, the Bi–Sr–Ca–Cu–O and the Tl–Ba–Ca–Cu–O systems conform to the same layered perovskite structure. The compositions have a general formula of A$_m$B$_2$Ca$_n$Cu$_2$O$_y$, where A = Bi or Tl; B = Sr or Ba; m = 1 or 2; and n = 1, 2, and 3. The majority of work reported in the literature so far is on compositions with m = 2. The approximate $T_c$'s associated with these structures and the simplified stacking sequence are listed in Table 51.1. With the same number of stacking layers, the Tl system shows a higher $T_c$ than the corresponding Bi system. The highest $T_c$ of 125 K was observed in the Tl$_2$Ba$_2$Ca$_2$Cu$_3$O$_y$ system [7].

Although a substantial volume of work has been published on the Bi system [4, 5, 9–18], it is equally clear that there is not a single optimum processing method to achieve 100% transition at the higher $T_c$. Many researchers were not able to achieve a resistance drop at the 105 K transition in their samples, even following the “recipe” processing used by other groups. Furthermore, the low $T_c$

<table>
<thead>
<tr>
<th>Table 51.1. $T_c$ in the Bi and Tl Systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi: Sr: Ca: Cu</td>
</tr>
<tr>
<td>----------------</td>
</tr>
<tr>
<td>2 2 0 1</td>
</tr>
<tr>
<td>2 2 1 2</td>
</tr>
<tr>
<td>2 2 2 3</td>
</tr>
<tr>
<td>2 2 0 1</td>
</tr>
<tr>
<td>Bi$_2$O$_2$</td>
</tr>
<tr>
<td>SrO</td>
</tr>
<tr>
<td>CuO$_2$</td>
</tr>
<tr>
<td>SrO</td>
</tr>
<tr>
<td>Bi$_2$O$_2$</td>
</tr>
<tr>
<td>SrO</td>
</tr>
</tbody>
</table>

†We have to be careful about the use of a $T_c$ temperature to describe the low $T_c$ transition in the Bi system, because it depends on how individuals defined $T_c$ and whether any resistance tail was taken into account. Therefore, we shall treat any reported 50 K < $T_c$ < 90 K as referring to the low $T_c$ transition.
transition at 85 K may have a resistance tail that only reaches zero resistance at temperatures far below 80 K. Thus, both the proportion of high \( T_c \) transition to low \( T_c \) transition and the \( T(R = 0) \) point are very sensitive to the starting compositions and the heat treatment conditions. A summary of the compositions, processing conditions, and major results from “earlier” publications are listed in Table 51.2. In view of the output of papers, this table is by no means inclusive of all the studies that have been performed. From this table, it is obvious that attempts to synthesize a single high \( T_c \) phase have involved large variations in the starting compositions and the processing conditions (calcination, sintering, and atmospheres).

One common route to produce some drop in the resistance near 105 K has been to perform prolonged sintering or annealing of several hundred hours near the melting temperature. Some researchers also reported that excess Ca and Cu enhanced the formation of the high \( T_c \) phase, with the disadvantage of forming CuO- or Ca-rich impurity phases. A second method is to partially substitute Bi by Pb. Some degree of solid solution is to be expected, since BaPb\(_{1-x}\)Bi\(_x\)O\(_3\) is a superconducting oxide with a \( T_c \) of 12 K \[19\]. Sunshine et al. \[20\] measured 10\% Meissner effect starting at 107 K in a multiphase sample, but the Pb concentration was not reported. Since then, other reports have indicated that the addition of Pb to the Bi system increased the volume fraction of the high \( T_c \) phase \[21-24\]. Table 51.3 lists the compositions, processing conditions, and the results of some published papers. With the further addition of a lanthanide, such as Y or La, a new family of cuprate superconductors with a \( T_c \) < 68 K was found \[25\], with a formula of Pb\(_2\)Sr\(_2\)ACu\(_3\)O\(_{8+d}\), where A is the lanthanide.

In order to understand the effect of Pb substitution and sintering conditions on the superconducting transitions in the Bi system, systematic variation in the controlling parameters becomes necessary. This Chapter discusses the results obtained from starting compositions of BiSrCaCu\(_2\)O\(_y\) and Bi\(_2\)Sr\(_2\)CaCu\(_3\)O\(_y\).

### 51.2. EXPERIMENTAL

We used a base composition of either BiSrCaCu\(_2\)O\(_y\) or Bi\(_2\)Sr\(_2\)CaCu\(_3\)O\(_y\). In addition, Pb was substituted for Bi in atomic percents between 2 and 75 to form a series of compositions Bi\(_{1-x}\)Pb\(_x\)SrCaCu\(_2\)O\(_y\) or (Bi\(_{1-x}\)Pb\(_x\))\(_2\)Sr\(_2\)CaCu\(_3\)O\(_y\). Ceramic powders were mixed from Bi\(_2\)O\(_3\), PbO, SrCO\(_3\), and CuO in the appropriate ratios and milled in 1-liter polyethylene bottles with ZrO\(_2\) balls and de-ionized water for 4 hr. The slurry was filtered and dried at 110°C for 16 hr. The dried mix was granulated through 20-mesh screen and calcined in open ZrO\(_2\) boats at 850°C for 4 hr (or at 800°C for 16 hr). After crushing the calcined powders with a mortar and pestle, rectangular bar samples (1.27 cm long and 0.318 cm wide) were pressed under a pressure of 165.4 MN (24,000 psi). Sintering was between 875°C and 890°C in a flowing oxygen atmosphere or at 840°C in air. The heating and cooling rates were maintained constant at 400°C/hr.

Electrical resistance versus temperature was measured using a four-point
<table>
<thead>
<tr>
<th>References</th>
<th>Bi: Sr: Ca: Cu</th>
<th>Conditions</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maeda et al. [4]</td>
<td>1:1:1:2</td>
<td>880°C, 20 min + 872°C, 9 hr, air or O2</td>
<td>$T_c$ (extrapolated) = 105 K</td>
</tr>
<tr>
<td>Togano et al. [13]</td>
<td>1:1:1:2</td>
<td>800°C, 12 hr, calcined 820–870°C air</td>
<td>Multiphase with high and low $T_c$ for thinner samples, optimum temp was lower</td>
</tr>
<tr>
<td>Takayama-Muromachi et al. [14]</td>
<td>Various</td>
<td>800°C, 24 hr, 850°C several days, 880°C several days</td>
<td>High $T_c$ peak at 20°C = 4.8°</td>
</tr>
<tr>
<td>Tanaka et al. [12]</td>
<td>1:u:v:w</td>
<td>800–890°C, 10–12 hr</td>
<td>High resistive state if rapid cooled, low $T_c$ state affected by heat treatment and composition, optimum temperature 865–880°C, air</td>
</tr>
<tr>
<td>Endo et al. [15]</td>
<td>1:1:3:4</td>
<td>870°C, air 870°C, 0.02 atm O2 870°C, 0.1 atm O2</td>
<td>$C_a_2CuO_3 + CuO 2201 + Ca_2CuO_3 + CuO decreased 2212 disappeared</td>
</tr>
<tr>
<td>Mizuno, et al. [25]</td>
<td>2:2:6:8</td>
<td>800°C, 24 hr + 870°C, 24–120 hr</td>
<td>More high $T_c$ phase</td>
</tr>
<tr>
<td>Hazen et al. [11]</td>
<td>1:1:1:1</td>
<td>Multiphase, $T_c$ phase near 2122 structure</td>
<td>Cell 5.41 x 5.44 x 30.78 A Single phase at 865 ± 10°C, easier to get 4334 from 4336, multiphase phase if $x &gt; \pm 0.5$, low $T_c$ has 2212 structure, argon anneal lowers $T_c$</td>
</tr>
<tr>
<td>Tarascon et al. [10]</td>
<td>4:3:3:4</td>
<td>800–900°C, O2 ground</td>
<td>$T(R = 0) = 90 K$</td>
</tr>
<tr>
<td>Sunshine et al. [20]</td>
<td>2:2:0.8:2</td>
<td>Annealing near melting temperature Single crystal</td>
<td>$T(R = 0) = 84 K$, susceptibility began at 84 K</td>
</tr>
<tr>
<td>Subramanian et al. [8]</td>
<td>Various</td>
<td>700–900°C, 12–36 hr air</td>
<td>$T(R = 0) &lt; 95 K$, slow cool and quench similar $T(R = 0) = 90 K$</td>
</tr>
<tr>
<td>Grader et al. [18]</td>
<td>2:3–x:x:2:8+δ</td>
<td>Single crystal From 2:2:1:3 mixture, 850–900°C, 3h hr 840–885°C</td>
<td>$T(R = 0) &lt; 2.0$, low $T_c$ onset near 70–89 K</td>
</tr>
<tr>
<td>Honda et al. [27]</td>
<td>1:1–x:1–x:2</td>
<td>$K_{2x}$ 845–880°C, 36 hr, air</td>
<td>Grain growth</td>
</tr>
</tbody>
</table>
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51.3. RESULTS AND DISCUSSION

51.3.1. X-Ray Diffraction

In the 1112 or 2223 compositions, the X-ray diffraction patterns of the sintered samples can be indexed to the 2212 structure given by the powder X-ray diffraction patterns in Onoda et al. [17] and Hazen et al. [11]. There was no unknown peaks with intensity greater than 2% of the highest intensity peak. In the 50% Pb-modified 1112 and 2223 compositions, there was a peak at 20 = 17.7° (d = 5.1 A), which can be attributed to Ca₃PbO₄. It is interesting to note that when the calcination was at 800°C for 16 hr, the intensity of this peak was one-half to two-thirds lower than when the calcination was at 850°C for 4 hr. Some optimization of the calcination condition, such as prereaction of certain starting materials, may be helpful in decreasing further the formation of

<table>
<thead>
<tr>
<th>Reference</th>
<th>Bi: Pb: Sr: Ca: Cu</th>
<th>Conditions</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Endo et al. [16]</td>
<td>0.8:0.2:0.8:1:1.4</td>
<td>828°C, 36 hr, low O₂ (1/13 atm)</td>
<td>Single-phase high Tc (from nitrates)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>842°C, 84 hr, low O₂</td>
<td></td>
</tr>
<tr>
<td>Koyama et al. [24]</td>
<td>Various</td>
<td>830–843°C, low O₂</td>
<td>Pure 110 K, phase near 2223</td>
</tr>
<tr>
<td></td>
<td>1:84:0.34:191:2.03:3.06</td>
<td>best composition</td>
<td></td>
</tr>
<tr>
<td>Yamada et al. [22]</td>
<td>(1-x:x)2:2:2:3</td>
<td>850°C, 10 hr, calcined</td>
<td>Tc &gt; 100 K, porous samples</td>
</tr>
<tr>
<td></td>
<td>x=0, 0.3, 0.5</td>
<td>850°C, 165, 200, 300 hr</td>
<td>Multiple phase, weak pinning at 77 K and 4 K</td>
</tr>
<tr>
<td>Mizuno et al. [21]</td>
<td>2:x:2:2:3</td>
<td>800°C, 24 hr +855°C, air</td>
<td>Multiphase, Pb lowers optimum temp</td>
</tr>
<tr>
<td></td>
<td>x=0.2–0.6</td>
<td>Slow cool</td>
<td></td>
</tr>
<tr>
<td>Mizuno et al. [25]</td>
<td>2:x:2:2:3</td>
<td>855°C, 120 hr</td>
<td>More high Tc at x = 0.6 sharper peaks</td>
</tr>
<tr>
<td></td>
<td>x=0.2, 0.4, 0.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kijima, et al. [23]</td>
<td>2:y:2:x-1:x</td>
<td>800°C, 24 hr, calcined</td>
<td>Ca₃CuO₄ + CuO + Ca₃PbO₄</td>
</tr>
<tr>
<td></td>
<td>x = 2 – 8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>y = 0 – 1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

technique, with a constant current of 100 mA. We adopted R < 10⁻⁶ Ω as the criterion of zero resistance. The Meissner effect (magnetic susceptibility) was measured at 13 Hz under a bias field of 1 G. Scanning electron microscopy (SEM) and energy dispersive X-ray analysis (EDX) of fractured samples were performed on AMRAY 1000 SEM and a Tracor-Northern TN2000 EDX system. Powder X-ray diffraction was performed on an automated Phillips Diffractometer.
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the Ca$_2$PbO$_4$ phase. This technique has been found to be useful in eliminating the pyrochlore phase from the relaxor dielectrics.

Other than the existence of all the X-ray diffraction peaks, there are some significant differences in the X-ray patterns from the as-sintered surfaces due to the two calcination conditions used. In general, calcination at 850°C (condition A) resulted in samples with preferred (001) orientation on the surface. For example, the ratio of $I_{(008)}/I_{(115)}$ was 2.70 in 1112A and 2.24 in 2223A, compared to 0.47 in 1112B and 0.44 in 2223B. The ratio was 0.48 in the reference powder X-ray pattern [17]. Similar differences were observed in the (0 0 1 0 0) and (0 0 1 2 0) intensities. The enhancement in the preferred orientation was still present in the 50% Pb-modified compositions, although to a smaller degree. For example, the ratio of $I_{(0 0 8 0 0)}/I_{(1 1 1 5)}$ was 0.55 in 1112A (50% Pb) and 1.21 in 2223A (50% Pb) compared to 0.37 in 1112B (50% Pb) and 0.31 in 2223B (50% Pb).

Because current transport in the superconducting phase is largest in the $a-b$ plane in the layered perovskite structure, single-crystal or preferred orientation with the (001) axis normal to the current carrying direction will increase the critical current density. In our experiments, it was found that calcination at 850°C resulted in sintered samples with fourfold to sixfold enhancement ($I_{(0 0 8 0 0)}/I_{(1 1 1 5)}$) in the (001) orientation on the sample surfaces in the 1112 and 2223 compositions. The enhancement was two to three times in the 50% Pb-modified 2223 composition. It is likely that such an effect will persist when very thin layers of the appropriate powders, prepared by thick film techniques, are sintered on various substrates. Although the underlying reasons for the preferred orientation effect is not clear, our results show that small changes in the processing conditions can lead to interesting and potentially useful fabrication techniques for making oriented superconducting films.

51.3.2. Electrical Resistance and the Meissner Effect

The room temperature resistivity as a function of the Pb concentration is shown in Table 51.4. The resistivity of the nominal composition of 2223 was 2 to 6 x 10^{-3} Ω-cm in the entire sintering temperature range investigated. After substituting Bi with Pb, the resistivity did not vary between 0 and 25% Pb, but increased to 16 x 10^{-3} Ω-cm at 50% Pb if sintering was below the liquidus/solidus line, such as at 875°C. Just above this line, such as at 890°C, the resistivity increased from 3–4 x 10^{-3} Ω-cm at 0–5% Pb to 10.7 x 10^{-3} Ω-cm at 10% Pb, to 15.9 x 10^{-3} Ω-cm at 15% Pb, and to 20–26 x 10^{-3} Ω-cm at 50% Pb. The increase in the resistivity with Pb concentration when sintered above the liquidus line is probably due to the greater distribution of Pb-containing insulating phase in the grain boundaries. As shall be discussed later, a large value of the room temperature resistivity is correlated with a "semiconducting" normal state resistance behavior, which is consistent with the existence of an insulating layer.

Prolonged annealing of the samples after sintering at 890°C reduced the resistivity in the 50% Pb composition, from 16–22 x 10^{-3} to 5–10 x 10^{-3} Ω-cm.
### Table 51.4: Room Temperature Resistivity as a Function of Sintering Condition in Oxygen

<table>
<thead>
<tr>
<th>Firing No.</th>
<th>Condition</th>
<th>0% Pb</th>
<th>2% Pb</th>
<th>5% Pb</th>
<th>10% Pb</th>
<th>15% Pb</th>
<th>25% Pb</th>
<th>50% Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>639A</td>
<td>925°C, 4 hr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>51.9</td>
<td></td>
</tr>
<tr>
<td>643A/644A</td>
<td>910°C, 4 hr</td>
<td>12.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>19.8</td>
<td></td>
</tr>
<tr>
<td>642A</td>
<td>900°C, 4 hr</td>
<td>3.42</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>32.4</td>
<td></td>
</tr>
<tr>
<td>632B</td>
<td>890°C, 48 hr</td>
<td>3.7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>674A/649A</td>
<td>890°C, 12 hr</td>
<td>4.67</td>
<td>3.13</td>
<td>3.38</td>
<td>10.7</td>
<td>15.9</td>
<td>20.5</td>
<td>26.0</td>
</tr>
<tr>
<td>652A</td>
<td>890°C, 12 hr</td>
<td>4.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>21.3</td>
<td>22.1</td>
</tr>
<tr>
<td>637B</td>
<td>890°C, 12 hr</td>
<td>2.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.90</td>
<td>20.5</td>
</tr>
<tr>
<td>651B</td>
<td>890°C, 12 hr</td>
<td>3.25</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.69</td>
<td>9.93</td>
</tr>
<tr>
<td></td>
<td>+ 880°C, 80 hr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>657A</td>
<td>890°C, 12 hr</td>
<td>3.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.09</td>
<td>5.42</td>
</tr>
<tr>
<td></td>
<td>+ 875°C, 120 hr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>655A</td>
<td>890°C, 12 hr</td>
<td>2.87</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>8.97</td>
<td>7.31</td>
</tr>
<tr>
<td></td>
<td>+ 850°C, 80 hr</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>653A</td>
<td>890°C, 12 hr, quenched</td>
<td>8.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>200.2</td>
<td>176.0</td>
</tr>
<tr>
<td>654A</td>
<td>875°C, 12 hr</td>
<td>4.79</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>6.00</td>
<td>16.10</td>
</tr>
<tr>
<td>647/648/650A</td>
<td>875°C, 2 hr</td>
<td>6.07</td>
<td>4.03</td>
<td>6.1</td>
<td>4.4</td>
<td>5.1</td>
<td>N/A</td>
<td>19.7</td>
</tr>
</tbody>
</table>

*2223 compositions $\rho \times 10^{-3} \Omega \cdot \text{cm}$. 

This reduction in the resistivity is likely linked to the elimination of excess Pb from the grain boundaries. Further, this excess Pb may diffuse into the superconducting grains in the sintered compact and partially substitute for Bi. The compositional change in the superconducting phase could produce changes in the normal state property, such as the resistance change with temperature, and in the superconducting property, such as $T(R=0)$.

Figure 51.1 shows the resistance-versus-temperature curves for samples sintered at 875°C for 2 hr. Samples containing 0 to 25% Pb exhibited the metallic behavior of linearly decreasing resistance with temperature in the normal state. The slope was determined to be $2.72 \times 10^{-3}$ per degree K. The onset of resistance drop occurred between 80 and 74 K, with $T(R=0)$ between 61 and 46 K. For the nominal 2223 composition, $T(R=0)$ was 57.7 K, and there was a slight change in slope beginning at 120 K (indicated by the arrow). However, there was not a noticeable drop in $R$ in this temperature range. The 50% Pb composition had a high room temperature resistivity of $20 \times 10^{-3}$ Ω-cm and showed a semiconducting normal state resistance. The onset of resistance drop was estimated from the zero slope of the curve to be 95 K. Although an extrapolation of the resistance drop would indicate 60 K as the zero resistance temperature, there was a tail at lower temperature and the $R = 0$ temperature was reached only at $T = 46$ K. The 75% Pb composition did not have the superconducting transition and was semiconducting down to 4 K. Increasing the sintering time to 12 hr did not alter the $R$ vs $T$ curves nor $T(R=0)$. Figure 51.2 shows the data for three compositions: 0, 25, and 50% Pb. Both the 0 and 25% Pb compositions had “metallic” normal state resistivity behavior, whereas the 50% Pb was semiconducting. The change in slope at 120 K was more apparent in the 2223 composition, but the other compositions still did not show this change.

At a higher sintering temperature of 890°C for 12 hr, there was a gradual
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Figure 5.1.2. Relative change of resistance with temperature for 0%, 25% and 50% Pb composition (samples sintered at 875°C, 12 hr in oxygen).

change in the normal state resistance behavior with composition. The 0 to 5% Pb compositions were metallic while the 75% Pb composition was still semiconducting down to 4 K. At 10, 15, 25, and 50% Pb concentration, the normal state resistance was almost independent of temperature. This is shown in Fig. 5.1.3. Each curve was comprised of two regions: a metallic behavior with a positive slope (1.7 × 10⁻⁴/K) in the high-temperature region (>240 K) and a semiconducting region with a negative slope between 200 K and Tc. The positive and negative slopes nearly canceled each other, resulting in a flat region between 240 and 200 K. In this series of Pb-substituted compositions, the classification of the normal state behavior coincided with the room temperature resistivity behavior described earlier. It is reasonable to assume that at temperatures slightly higher than the liquidus/solidus line, a low-melting Pb compound(s) may have formed as an insulating grain boundary layer, increasing the room

Figure 5.1.3. Relative change of resistance with temperature as a function of % Pb (samples sintered at 890°C, 12 hr in oxygen).
temperature resistivity and giving rise to the semiconducting behavior. The $T(R = 0)$ temperatures occurred between 65 and 55 K and the slope change at 105 K was only noticed in the 2223 composition.

Because it was reported in the literature that long annealing times were beneficial in establishing the higher-temperature superconducting transition, we performed three annealing schedules after the 12-hr sintering at 890°C: (1) 850°C for 80 hr, (2) 875°C for 120 hr, and (3) 880°C for 80 hr, and the data for (2) and (3) are shown in Figs. 51.4 and 51.5, respectively. Two important features are immediately noted. The slope change at 105 K in the 2223 composition has developed into a step decrease in the 50% Pb composition in Fig. 51.4. A bigger drop in $R$ was observed after annealing at 880°C (Fig. 51.5), with the percentage decrease in $R$, $\Delta R/R(105 K)$, determined to be 8.8% in 2223, 13.2% in the 25% Pb composition, and 13.4% in the 50% Pb composition. The results associated with the 105 K transition are summarized in Table 51.5. The second feature was the shifting of the low $T_c$ transition from 57.5 K in the pure 2223 system to 78.2 K in 25% Pb and to 78.3 K in the 50% Pb-substituted composition. The differences in $\Delta R/R(105 K)$ and $T(0)$ between 25 and 50% Pb concentration is within the experimental accuracy.

The increase in the low $T_c$ transition with the addition of 25 and 50% Pb was observed at several sintering and annealing conditions. There was only a small change from 55–60 K in the 2223 to 62–65 K in the 25 and 50% Pb composition after sintering at 890°C for 12 hr. However, subsequent annealing increased $T(R = 0)$ significantly (Table 51.5). Although annealing did not change the $T(R = 0)$ in the 2223 composition, the increase was about 10 K at 880°C for 80 hr and 15–20 K at the higher annealing temperatures and longer times. It could be that long annealing resulted in more Pb substitution and/or better ordering in the lattice positions of the superconducting phase, leading to the higher $T(R = 0)$ point.

![Graph](image)

**Figure 51.4.** Relative change of resistance with temperature for 0%, 25%, and 50% Pb compositions (samples sintered at 890°C, 12h + 875°C, 120 hr in oxygen) to show the step decrease in $R$ near 105 K in the 50% Pb composition and the increase in $T(R = 0)$ with Pb concentration.
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Figure 51.5. Relative change in resistance with temperature for 0%, 25%, and 50% Pb compositions (samples sintered at 890°C, 12 hr + 880°C, 80 hr in oxygen) to show the step decrease in R near 105 K in three compositions and the increase in T(R = 0) with Pb concentration.

<table>
<thead>
<tr>
<th>Firing No.</th>
<th>Condition</th>
<th>0% Pb</th>
<th>25% Pb</th>
<th>50% Pb</th>
</tr>
</thead>
<tbody>
<tr>
<td>639A</td>
<td>925°C, 4 hr</td>
<td>&lt;39</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>643/644A</td>
<td>910°C, 4 hr</td>
<td>70</td>
<td>69.5</td>
<td></td>
</tr>
<tr>
<td>642A</td>
<td>900°C, 4 hr</td>
<td>65.8</td>
<td>67.1</td>
<td></td>
</tr>
<tr>
<td>638B</td>
<td>890°C, 48 hr</td>
<td>55.3</td>
<td>62.7</td>
<td></td>
</tr>
<tr>
<td>674A</td>
<td>890°C, 12 hr</td>
<td>55.0</td>
<td>63.5</td>
<td>63</td>
</tr>
<tr>
<td>652A</td>
<td>890°C, 12 hr</td>
<td>60.4</td>
<td>63</td>
<td>65</td>
</tr>
<tr>
<td>637B</td>
<td>890°C, 12 hr</td>
<td>54.2</td>
<td>61.8</td>
<td>63.0</td>
</tr>
<tr>
<td>651B</td>
<td>890°C, 12 hr</td>
<td>57.5</td>
<td>78.2</td>
<td>78.3</td>
</tr>
<tr>
<td></td>
<td>+880°C, 80 hr</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>657A</td>
<td>890°C, 12 hr</td>
<td>62.3</td>
<td>76.6</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>+875°C, 120 hr</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>655A</td>
<td>890°C, 12 hr</td>
<td>59.1</td>
<td>69.8</td>
<td>70</td>
</tr>
<tr>
<td></td>
<td>+850°C, 80 hr</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>653A</td>
<td>890°C, 12 hr, quenched</td>
<td>54.5</td>
<td>&lt;4</td>
<td>&lt;4</td>
</tr>
<tr>
<td>654A</td>
<td>875°C, 12 hr</td>
<td>58.4</td>
<td>62.2</td>
<td>46.0</td>
</tr>
<tr>
<td>647/648A</td>
<td>875°C, 2 hr</td>
<td>57.7</td>
<td>N/A</td>
<td>46.0</td>
</tr>
</tbody>
</table>

Abbreviation used: N/A, not applicable.
The samples exhibiting the largest $\Delta R/R$ at 105 K were measured for their Meissner effect. Figure 51.6 shows the susceptibility of two samples of the 50% Pb concentration from the same sintering run: 890°C, 12 hr + 880°C, 80 hr. There was no discernable drop in susceptibility near 105 K, although a change in slope with temperature can be noted. Both samples began to display the susceptibility drop at 93 K, which continued to decrease to 77 K, the lower temperature limit of measurement. Therefore, the low $T_c$ transition in our samples is a bulk superconductivity effect.

Although the samples sintered in oxygen did not exhibit a large resistance decrease near 105 K, sintering in air at lower temperatures have produced a $\Delta R/R$ of greater than 60% near 105 K and a Meissner effect was measured, in addition to the Meissner effect associated with the low $T_c$ transition. Figures 51.7a and b show the resistance-versus-temperature curves for powders calcined at 850°C 4 hr (condition A) and 800°C 16 hr (condition B), respectively. The sintering condition was at 840°C for 10, 80, 120, or 180 hr. In both cases, the resistance decrease near the high $T_c$ transition increased with the sintering time between 10 and 120 hr, with a maximum decrease of about 60%. At a longer sintering time of 180 hr, the normal state resistance became semiconducting. However, the high $T_c$ phase was still present, as evidenced by the step decrease in resistance near 120 K. Figure 51.8 shows the magnetic susceptibility measurements, with an onset temperature of 115 K. The magnitude of the susceptibility signal, normalized by the sample weight, increased with the sintering time from 10 to 120 hr. This is in accordance with the trend observed in the electrical resistance. However, the magnitude of the susceptibility signal near the high $T_c$ transition was small compared to the low $T_c$ transition. Thus, the high $T_c$ phase was still a minor portion in our samples.

Figure 51.6. Magnetic susceptibility (normalized to sample weight) versus temperature in two samples sintered at 890°C, 12 hr + 880°C, 80 hr in oxygen.
Figure 51.7. Relative change in resistance with temperature for 50% Pb composition (a) calcined at 850°C 4 hr and (b) calcined at 800°C 16 hr. Samples were sintered at 840°C for 10, 80, 120, or 180 hr in air.

Figure 51.8. Magnetic susceptibility (normalized to sample weight) versus temperature in a 50% Pb composition calcined at 850°C 4 hr and sintered at 840°C in air for 10, 80, and 120 hrs.
51.3.3. Microstructures

Figure 51.9 shows a low magnification view of the fracture surfaces of 0, 25, and 50% Pb compositions sintered at 890°C, 12 hr + 880°C, 80 hr in O₂. The 0% Pb composition exhibited an uniform microstructure, with many voids dispersed throughout the matrix (Fig. 51.9a). There was much less porosity in the 25 and
RESULTS AND DISCUSSION

50% Pb compositions, due to a lower melting temperature in these two compositions (Figs. 51.9b and c). An outstanding feature in these micrographs was the large plates, which formed winglike or starlike shapes in some areas.

At higher magnification, the 0% Pb composition consisted of an aggregate of small, thin platelets (Fig. 51.10a) generally described as “mica”-like. The platelets were about 5 μm in one dimension and less than 0.6 μm thick. The poor
Superconductivity and Microstructure

packing of these platelets resulted in no densification of this composition even when sintered within 5° of the melting temperature. At the 25% Pb composition, the plates were much larger in size, with a dimension of about 50 μm and thickness reaching 3–4 μm. Figure 51.10b shows a mixture of plate edges and flat surfaces. The “wing” shape cluster of plates suggests a cooperative growth mechanism that may minimize the total strain of the cluster during the growth process. Figure 51.10c shows that somewhat larger plate size was attained in the 50% Pb composition. There was also more areas of small grains, which was identified to be Pb-rich by EDX.

A region in Fig. 51.10b (25% Pb) was further magnified in Fig. 51.11, and qualitative measurements by EDX were carried out to determine the elemental concentration in the small-grain area, the flat surface, and the edge of the plates. In the small-grain area (a), approximate equal intensities of Pb and Bi were measured. On the flat surface (b) and along the edge (c) of the plates, the Pb intensity was about one-half to one-quarter of the Bi intensity, respectively. Because these areas constituted the superconducting phase, the data demonstrated that a substantial concentration of Pb had substituted for Bi in this phase. The compositional modification by Pb increased the T(R = 0) temperature, which was observed after long annealing.

51.4. CONCLUSIONS

1. In the nominal 1112 and 2223 compositions that we had prepared, the normal state behavior was “metallic.” A maximum drop in resistance of 8.8% was observed near the 105 K transition in samples after long annealing. The zero-resistance temperature varied between 54 and 62 K if the sintering temperature was close to or below the liquidus/solidus line (≤ 890°C) in oxygen. The addition of Pb, up to 50% of the Bi concentration, enhanced the formation of the 105 K superconducting phase in an oxygen-sintering atmosphere such that a resistance decrease of 14% was measured near 105 K. However, the volume fraction of the 105 K phase was still too small to be detectable by the Meissner measurement.

2. In the Pb-containing compositions, the T(R = 0) temperature was increased by 10–20 K after long annealing from 57–62 K to 70–86 K. We suggest that this was due to the incorporation of substantial amount of Pb into the superconducting phase, as the EDX data showed.

3. The Pb addition also enhanced the growth of the superconducting plates and improved the packing of these plates to produce a more dense compact after sintering. The size of the plates increased from 5 × 5 × 0.6 μm³ in the nominal 2223 composition to 50 × 50 × 4 μm³ in the 25–50% Pb compositions. To avoid excess Pb-containing phases being retained in the matrix, our data suggest a maximum Pb concentration of 25% in the starting composition.
CONCLUSIONS

4. Sintering in air at a lower temperature of 840°C, just below the melting temperature, increased the volume fraction of the high $T_c$ phase to a maximum at a sintering time of about 120 hr. Longer sintering times (180 hr) produced a semiconducting normal state and decreased the fraction of the high $T_c$ phase.

Figure 51.11. High-magnification SEM micrograph of a region in Fig. 10(b) and the corresponding EDX spectrum of (a) a small-grain area, (b) a flat surface, and (c) an edge of the plates.
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ULTRASTRUCTURE PROCESSING OF CERAMICS IN ELECTRONICS PACKAGING

H. T. SAWHILL

52.1. INTRODUCTION

The trend toward microcircuits with higher electrical densities that operate at faster speeds with higher-wattage IC chips is placing increased demands on ceramic thick-film and tape dielectric systems. These pastes and tapes are mixtures of inorganic powders with organic vehicles formulated for required rheological properties. Multilayer interconnects are fabricated using a sequential print/fire process or by cofiring a prelaminated assembly. The control and reproducibility of microstructural development in these ceramic system components is central to providing the desired performance and reliability.

This Chapter focuses on the processing modifications and microstructural and materials issues involved in designing ceramic systems for more stringent performance and reliability. The Chapter is divided into three sections: thick-film and tape dielectrics, thick-film resistors, and multilayer fabrication. For each case, general performance and reliability trends are described followed by discussions of structure property relations in these systems. Each section ends with some anticipated processing modifications in response to changing performance and reliability needs.
Dielectrics function as insulators to isolate signal lines, ground planes, and passive and active components. Hermeticity and resistance to electrochemical migration is paramount for reliability in environments encompassing a range of humidity, temperature, and electrical bias conditions. Trends continue toward longer-term operation under more severe environments. Common industry standards for reliability include high-humidity bias (85°C, 85% relative humidity, 5 V direct current,) and high bias and temperature testing (150°C, 200 V dc) [1].

Low-transmission delay times needed for high switching speeds require a combination of high conductivity metallization for signal lines and low dielectric constant for the dielectrics. Thermal expansion values of the dielectric are typically matched closely to 96% alumina to allow thick-film processing on these substrates or utilization of alumina-based chip carriers. A trend toward direct Si chip attachment to multilayers is prompting designs of tape dielectrics with thermal coefficient of expansion (TCE) values close to Si. Higher-wattage chips are requiring more sophisticated thermal management of packages to dissipate the added heat.

52.2.1. Structure–Property Relations in Dielectrics

Thick-film technology and tape dielectric systems designed for use with high conductivity metallizations (viz., Au, Ag, Cu) utilize processing temperatures of 850 to 1050°C. Dielectrics designed for this temperature range typically have microstructure comprizing both crystalline and noncrystalline phases. Two general approaches are used: crystalline filler powders added to glass powders in the formulation or crystalline phases precipitated during the firing process. Physical properties of the dielectric are related to the distribution of the different phases in the composite.

Dielectric constant \( (k) \), TCE, and thermal conductivity \( (k_{th}) \) of a dielectric composite can be considered volume average quantities. The composite values for each can be approximated as follows:

\[
K^m = \sum v_i K_i^m
\]

where \( v_i \) is the weighted volume fraction of phase \( i \), \( K_i \) is the specific property of this phase, and \( m \) is an exponent that depends on the spatial distribution of the different phases [2]. Thus the overall bulk property of the composite is a sum of the weighted volume fraction properties of the constituent phases. Limiting cases of \( m = -1 \) for parallel, \( m = +1 \) for series behavior, and \( m = 0 \) for log mixing rules are commonly cited examples. Weighting factors include elastic constant for TCEs, as an example. The exponent \( m \) depends on the distribution of phases, their relative sizes, and so on. Variations of this general form can
provide improved second-order approximations, but the point is that these properties can be predicted fairly accurately if the phase distribution in the fired composite is known. With these algebraic structure–property relations, it is possible to generate diagrams such as Fig. 52.1, which shows a map of dielectric constant and TCE values for a three-component system [3]. A similar graph for thermal conductivity (in plane) versus dielectric constant (out of plane) is shown in Fig. 52.2; typical property ranges provided by different material systems are indicated [4].

The precision of the prediction depends on how well phase relations in the fired microstructure correspond to parameters chosen for the model. Take, for example, a 50/50 v/o quartz/glass composite with a TCE of 7.0 that is properly TCE matched with the substrate to be nonbowing. If the quartz particles are 1 μm in radius, and 500 Å of the outer surface dissolves in the glass during processing, the overall composite TCE will change from 7.0 to 6.4. The bowing of a 25-μm dielectric on a substrate of 25 mil (635 μm) thickness with a 600°C temperature change (~ from Tg of glass to room temperature), is calculated to be 16 mils (406 μm) on a 4-in. (101 mm) substrate. The typical allowance for bowing is less than 10 mils (254 μm) for this size substrate under these conditions. Consequently, reactivity of fillers with the glass matrix is often an important issue for proper control of TCE of dielectrics. Similarly, for crystallizable glasses, consistency of crystallization endpoints is important to meet both dielectric constant and TCE specifications.

52.2.2. Reliability of Dielectrics

Leakage current is one method used to measure hermeticity of dielectrics layers [5]. A relation between the failure rate in thick-film dielectrics and leakage current is shown in Fig. 52.3. Porosity pathways or microcracks through the

![Image of a diagram showing dielectric constant map of mixtures of a-quartz, cordierite, and a borosilicate glass (Corning 7070). The band indicates compositions with a thermal expansion compatibility (TEC) with Al2O3. (Data from Ref. 3.)](image-url)
dielectric are common sources of high leakage currents. The microcracks can result from different TCEs of surrounding materials or thermal shock [6, 7], whereas porosity can result from pinholes during printing or casting or from incomplete sintering. For ceramic-filled glass systems, densification is largely controlled by glass viscosity and wetting behavior. Nonwettable fillers lead to considerable porosity in these composites as illustrated by the models shown in Fig. 52.4 [8].

For nonreactive systems with wettable fillers, the intermediate state of

![Graph](image)

**Figure 52.2.** A map of thermal conductivity (in plane) and dielectric constant (out of plane) for different electronic packaging materials. (Data from Ref. 4.)

![Graph](image)

**Figure 52.3.** Correlation of accelerated life test. Failure rate and electrolytic hermeticity test data. (Data from Ref. 5.)
Figure 52.4. Predicted porosity values of fired glass-filled composites as a function of volume fraction of filler. The effect of wetting angle of the glass on the particulate filler is indicated. (Data from Ref. 8.)

Sintering involves particle rearrangement and a balance between particles pulled into liquid regions and particles pulled into pore spaces [9]. Porosity remaining in the final stage of sintering is removed at rates related to the composite viscosity, which can be orders of magnitude higher than the viscosity of the glass alone. Calculations of the largest pores that can be removed during a 1-hr firing cycle at 850°C in the final-stage sintering of glass-filled composites versus \( \text{Al}_2\text{O}_3 \) filler loading are shown in Fig. 52.5 [10]. The kinetics of wetting have been shown to depend on glass viscosity and geometric factors as well [11].

Figure 52.5. The largest pore size that can be removed during a 1-hr firing cycle at 850°C is indicated as a function of slurry viscosity. The influence of volume percent \( \text{Al}_2\text{O}_3 \) filler on the slurry viscosity is indicated on the second axis. (Data from Ref. 10.)
The least well-understood factor at this time is the reactivity of glass with fillers. An example is shown in Fig. 52.6 where densification is a strong function of the filler used [12]. Other more extreme examples of filler reactivity have also been reported [13]. Quartz filler is a common example where wetting angles $>90^\circ$C are measured, but full composite densification is possible due to reactivity with the glass matrix. For crystallizable glass systems, the densification must precede crystallization to assure reproducible and hermetic microstructures. Assuring reproducibility of these densification and crystallization processes poses a considerable challenge to materials designers.

52.2.3. Future Trends in Dielectric Materials

There is a clear trend toward more demanding hermeticity and reliability requirements, lower dielectric constants, TCE control, and greater processing latitude. These trends are fueling efforts to provide improved materials, processes, and fundamental understanding of controlling microstructural factors. New glass chemistries with greater resistance to electrochemical migration, crystallizable glasses with designed densification/crystallization behavior, particle size optimization, and surface modification of powders are likely to be part of development efforts for thick-film and tape dielectrics. Improvements in process modeling will come with better understanding of the electrochemical migration, sintering, and crystallization processes and better-defined materials, reactions, and interactions during firing and aging.

52.3. GENERAL TRENDS IN THICK-FILM RESISTORS

A general trend for thick-film resistors is higher tolerances, improved stability of a wide range of performance requirements, and expanded capabilities at very high and low resistance values. More demanding performance of resistance,
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temperature coefficient of resistance (TCR), short-term overload voltage (STOL), noise, and laser trim stability continue to pose challenges in materials design.

52.3.1. Structure–Property Relations in Thick-Film Resistors

Thick-film resistors consist of a conductive oxide phase and a glass phase to allow processing at temperatures in the 850°C range [14]. The general relationship between conductive phase loading and resistivity ($R$) is shown in Fig. 52.7 [15].

This percolative type behavior can be described using an equation of the following general form:

$$R = R_s (x - x_c)^\beta$$

where $x$ is the volume fraction of conductive oxide, $x_c$ is the critical volume fraction below which the resistor is effectively insulating, $R_s$ is a constant, and $\beta$ is the critical exponent. For the case of regular mixtures of identical-size conductive and nonconductive spheres, the critical volume fraction is 0.15 [16]. This critical volume fraction varies to some degree with the packing coordination of the chosen model, but neither cubic packing nor random packing models account for the low values of $x_c$ reported for thick-film resistors (viz., $0.02 \leq x_c \leq 0.1$) [15]. Recent work with different-sized, silver-coated glass spheres has shown that particle size differences of the order of 5 between nonconductive and conductive spheres led to $x_c$ values as low as 0.05 [17]. This particle size effect is supported by experimental findings [18] of $x_c$ values of
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0.149 and 0.0715 for RuO$_2$ particle size values of 10 and 300 nm, respectively, in combination with 1.6-μm size glass particles.

The significance of the critical exponent for thick-film resistors is not well understood. Values of $\beta$ between 1 and 2 are characteristic of percolative systems [15]. Some reports conclude that the critical exponent is independent of conductive particle size (for a given glass particle size) with values close to 2 [15]. Other reports [18] indicate differences of over 100% in this critical exponent with differences in conductive particle size, with values considerably higher than 2 ($3 < \beta < 7$ [19], $\beta = 4.5$ [20]).

The numerical value of $R$, can be thought of as a constant for a given resistor system, but in general, its relation to the intrinsic conductivity of the conducting oxide is not predictable on any a priori basis. Thus, in contrast to the volume average properties of dielectrics described in the previous section, a knowledge of the phase distribution for a thick-film resistor allows only a very coarse approximation of its properties; resistance values could easily be in error by an order of magnitude using volume average approximations. The reason for this lies in the nature of the conduction paths.

There are several experimental reports that suggest the conduction pathway in thick-film resistors are made of chains of conducting particles with insulating or semiconductive barriers between the conductive oxide particles: Samples of thick-film resistors that were etched to remove the glass and refired to consolidate conducting chains were observed to increase in conductivity by three or four orders of magnitude [21]. The sensitivity of resistance to strain is quite large [22]. The characteristic temperature coefficient of resistance (TCR) behavior can be modeled (see Fig. 52.8) in a first-order approximation by combining the temperature dependence of a metal and the temperature dependence of a semiconductor. In addition, the $R$ and TCR values are affected by processing parameters, such as heating rate, firing time, and firing temper-
There are varying beliefs concerning the specific details of the tunneling barriers. Several factors complicate the generalization of their behavior. First, there are competitive processes of sintering and wetting in operation during firing. Ostwald ripening of the conductive phase has been documented [24], and particle sizes, glass viscosity, and processing variables (time, heating rate, and temperature) can each strongly influence the resulting property of the resistor [25]. Second, small amounts of oxide modifiers (TCR drivers) are known to dramatically shift $R$ and $TCR$ values, and results depend strongly on the modifier route used (oxide particles vs oxide doping of the glass). It is generally believed these effects are the result from modifications of the electronic structure of the tunneling barrier and not from differences in tunneling distances. However, this has not been substantiated by critical experimentation at sufficiently high resolution levels to preclude the effects of special distribution of component phases.

52.3.2. Future Trends in Thick-Film Resistors

The trends discussed in thick-film resistors are fueling efforts to provide pastes with rheological properties with better print definition and improved dispersions to provide more reproducible microstructures and improved tolerance values. These improvements are especially important on the high-end resistivity members, because such a small amount of conducting oxide is present. Surface modification of powders and greater control of particle sizes should lead to advantages in improved reproducibility and increased process latitude. New conductive oxide, glass, and $TCR$ drivers could provide greater process latitude and product performance. An improved understanding of the variables governing the behavior of tunneling barriers would facilitate the development of thick-film resistors with higher voltage stability and lower noise properties.

52.4. GENERAL TRENDS IN MULTILAYER CERAMIC PACKAGING

Multilayer design allows dramatic increases in circuit density. Cofiring is being examined in fabrication of thick-film multilayers to reduce the number of processing steps. Cofired tape dielectric systems continue to grow with a trend toward larger areas and higher layer count multichip packages [26]. Low-temperature cofired material systems provide the opportunity for integration of buried passives in cofired packages. Examples of buried passives include resistors, capacitors, varistors, inductors, piezoelectrics, and thermistors. The flexibility of tape processing is providing opportunities to use tape materials as
structural components to design multiteared cavities and rims with internal circuitry.

52.4.1. Cosintering in Multilayers Ceramic Packages

Multilayer fabrication with tape systems requires sintering compatibility between dielectric, conductor, and passive components. In contrast to stress associated with mismatches in TCEs of these different materials, stresses associated with cosintering can be greater by orders of magnitude. An example is shown in Fig. 52.9 in which a metalized tape has undergone cosintering stresses that resulted in sufficient bowing to form a semicircle from the once-flat sample [27]. Calculations indicate that 0.035 in. (0.89 mm) of bowing would be predicted if all the TCE mismatch (15 ppm/°C) was accommodated through relief by bowing [28]. In contrast, a TCE mismatch of 170 ppm/°C would be required to cause the degree of bowing present in Fig. 52.9.

Sinter-forging studies have shown that sintering rate of filled glass dielectrics can be described using models based on viscous flow [29]. Independent activation energies measured from isothermal and nonisothermal sinter-forging studies are in good agreement [30]. The case for the metallic conductors is quite different. Poor agreement is found between activation energies obtained from isothermal and nonisothermal cases and the discrepancy is largely attributed to grain growth effects [30]. The shrinkage rate and overall shrinkage of the multilayer does not always lie between those of the dielectric and metal conductor, as illustrated in Fig. 52.10. Quantification of this behavior remains a topic of research.

Figure 52.9. Bowing of a cofired metallized dielectric tape as a result of cosintering stresses during firing. (Data from Ref. 27.)
Despite a lack of full quantitative modeling, material suppliers have been able to formulate materials for cosintering compatibility, largely by utilization of particle size control and sintering modifiers. Examples of cofired multilayer test circuits fabricated with three different conductor metallurgies are shown in Fig. 52.11.
Incorporation of passive components within multilayer packages poses additional complexity. The electrical performance of passives is considerably more sensitive to microstructure variations than conductors or dielectrics, for example, the large resistivity variations of thick-film resistors to process conditions and particle size effects described in the previous section. Buried resistors that sinter faster than the dielectric result in blisters, whereas those sintering slower, bow or delaminate [13]. Similar defects have been reported for buried capacitor materials [31]. Materials suppliers continue to formulate materials for cosintering compatibility, again largely by utilization of particle size control, glass viscosity control, and sintering modifiers.

52.4.2. Future Trends in Multilayer Ceramic Packaging
As the demand for larger layer area and higher layer count multilayers continues, cosintering compatibility among different component materials grows in importance. The development of more active powders, for example, by solution synthesis, will provide flexibility in accommodating the cosintering requirements. Finer lines and vias will likely result from integration of photoimageable technologies. The need for flexible processing and improved performance continues to drive research and development efforts in dispersion and particle size refinements.
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SYNTHESIS, CHARACTERIZATION, AND APPLICATIONS OF LEAD AND BARIUM TITANATE MATERIALS PREPARED BY THE SOL–GEL METHOD

M. A. AEGERTER, Y. CHARBOUILLOT, N. MOHALLEM, AND L. H. DE GODOY

53.1. INTRODUCTION

The fabrication of high-quality ceramic materials and devices has received much attention in the recent years. The chemical methods appear very attractive as they offer potential advantages over the traditional mixed-oxide routes. In particular, the purity, the chemical homogeneity, and particle size characteristics may be enhanced by adopting these processing techniques. These methods may also lower considerably the ceramic processing temperatures and therefore facilitate their integration with semiconductor devices, microelectronic packaging, integrated optics devices, and so on. This will include thin- or thick-layer devices and multilayer configuration. On the other hand, the preparation of submicron powders with well-defined and controlled granulation may lead to the obtention of better and more reliable ceramics with reproducible characteristics.
LEAD AND BARIUM TITANATE MATERIALS

In this Chapter we review the studies realized during the last decade using the sol–gel route for obtaining lead and barium titanate-derived materials in the form of gels, powders, and films. We first discuss the relative merits and problems of the different chemical processes used for the preparation of adequate precursors and for which two basic methods can be visualized:

1. A multicomponent alkoxide can be prepared by reacting a combination of single alkoxide. The reaction of a partially hydrolized alkoxide of species M with another alkoxide of species M' forms a double alkoxide and an alcohol:

\[
\begin{align*}
OR' - M' - OR + HO - M - OR & \rightarrow OR' - M' - O - M - OR + R'OH \\
\end{align*}
\]

This method requires alkoxides of both species and an understanding of their relative rates of hydrolysis and reaction products.

2. A soluble salt, such as a nitrate or acetate, can be added to a single or a complex alkoxide. An understanding of the solution and reaction chemistry of the species is important to determine the nature and the structure of these complex alkoxides and to obtain a stable sol.

We also discuss how to obtain specific sols from these precursors in order to prepare specific products such as gels, powders, and films. Finally, the physical properties of these materials obtained either in the amorphous or crystalline form are presented, and possible applications of high technological relevance are mentioned.

53.2. LEAD TITANATE-DERIVED MATERIALS

Pure lead titanate has not proved to be an important technological material when prepared via conventional processing procedures. However, it is the base constituent of important electrical ceramics, such as lead zirconium titanate and PLZT. Its synthesis in a thin-film form of high optical quality and high refraction index may be fundamental for the development of electronic and optical devices.

53.2.1. Precursors and Sols Preparations

The first preparation of PbTiO₃ precursor was made by Gurkovich and Blum [1] through the reaction of lead acetate, Pb(C₂H₃O₂)₂, dissolved in methox-yethanol, C₃H₆O₂ with titanium isopropoxide, Ti(OC₃H₇)₄. The synthesis process was rather complicated, and the final product highly viscous with high moisture reactivity. Sols were prepared by dissolving this complex in methox-yethanol (1:7 ratio volume), introducing the water of hydrolysis as a solution of
LEAD TITANATE-DERIVED MATERIALS

methoxyethanol and water (2:1 ratio) with 0.002 mol HNO₃/mol water added. Gelation occurred in a few minutes, and transparent gels were obtained after drying at 34°C for 2 to 3 weeks. Tetragonal PbTiO₃ was reported after firing at 600°C.

The precursor preparation process was later modified by Budd et al. [2, 3] who recognized, through gas chromatography analysis, the occurrence of an exchange reaction between the titanium alkoxide and the methoxyethanol:

\[ \text{Ti(OR')}₄ + 4(\text{ROH}) \rightarrow \text{Ti(OR)}₄ + 4\text{R'}OH \]  \hspace{1cm} (2)

where \( R' = i-C₃H₇ \) and \( R = \text{CH}_3\text{OCH}_2\text{CH}_3 \). The titanium methoxyethoxide prepared in this way at 125°C was then combined with a 2-methoxyethanol solution of dehydrated lead acetate, reacted and concentrated by repeated vacuum distillations. Sols for gel formation and thin-film preparation were prepared by combining equal volume of the stock solution with a solution of water–catalyst (acid or base)–methoxyethanol to give 0.5 M gel. Stable sols were obtained for a \([\text{H}_2\text{O}]/[\text{PbTiO}_3]\) ratio smaller than 1.5. For higher ratios, gelation occurred in a few minutes with a rate increasing with the water amount and pH.

We propose an easier method particularly useful to prepare precursor sol for obtaining dense material in film form. It is based on the chemical modification of titanium isopropoxide Ti(O–i–Pr)₄ by acetylacetone (AcacH), a rather strong chelating ligand and stabilizing agent [4–6]. The preparation of the complex alkoxide is described by the exothermic reaction [7]

\[ \text{Ti(O–i–Pr)}₄ + 2\text{AcacH} \rightarrow \text{Ti(O–i–Pr)}₂(\text{Acac})₂ + 2(i\text{PrOH}) \]  \hspace{1cm} (3)

The yellow and homogeneous solution is mixed for 30 min until its temperature lowers to 25°C. A solution of lead acetate, Pb(OAc)₂.3H₂O in acetic acid (concentration 720 g/liter) is then added under 30 min of stirring. This sol does not exhibit gelation or precipitation for at least 6 months. Its color, however, changes from clear yellow to orange in a few days indicating either an evolution of the Ti complexation or a change in the particles size. Both precursor sols can be mixed in any proportion to prepare lead titanate material of other compositions (Table 53.1).

<table>
<thead>
<tr>
<th>Table 53.1. Typical Composition for the Preparation of PbTiO₃ and TiO₂-0.25PbO</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Product</td>
<td>i–PrOH (ml)</td>
<td>Acetylacetone (ml)</td>
<td>Ti(O–i–Pr)₄ (ml)</td>
<td>Pb-Acetate Solution (ml)</td>
</tr>
<tr>
<td>PbTiO₃</td>
<td>40</td>
<td>3</td>
<td>4</td>
<td>7.24</td>
</tr>
<tr>
<td>TiO₂–0.25PbO</td>
<td>40</td>
<td>3</td>
<td>4</td>
<td>1.81</td>
</tr>
</tbody>
</table>
53.2.2. Gel to Ceramic Conversion

Whatever is the process of sol preparation, the dried gels are amorphous to X-rays up to ~400°C. Their structure shows, however, differences analogous to those found for SiO$_2$ gels: Acidic gels have fibrous morphology with entanglements of more linear and less crosslinked species capable after drying of polymeric rearrangement into microcrystalline regions. The spatial repartition of Pb and Ti was found homogeneous. On the contrary, basic gels have a coarse texture and a more highly condensed structure and inhomogeneous cations distribution [3, 8]. These materials crystallize directly into a PbTiO$_3$ perovskite structure with crystallite sizes of 225 to 450 Å; the transition temperature is lower than that found in conventional processes and depends on the time of the heat treatment (typically 425°C after 600 min) [9]. The heat of crystallization for the basic gel is higher than for acid gel, and the reaction rate is given by the Arrhenius law $K = \exp(-E_a/kT)$, with $E_a \sim 63$ kcal/mol and $v = 1.72 \times 10^9$ sec$^{-1}$ [9]. No structural and thermal characterizations are yet reported for films.

53.2.3. Properties and Applications

Some dielectric properties have been reported by Budd et al. [3] who found that partially ordered acid gels have a higher dielectric constant ($\varepsilon' \sim 36-40$) than base-catalyzed gels ($\varepsilon' \sim 28-32$) and that $\varepsilon'$ is smaller for the crystalline material. The most interesting characteristics are related to the optical properties of thin films. Figure 53.1 shows the evolution of the refractive index as a function of the processing conditions [3]. Acidic film heated to 300°C have a higher value than corresponding base-catalyzed film, consistent with the concept of polymeric rearrangement leading to a denser structure.

The amorphous films obtained by us by a dip-coating technique and densified in air at 460°C for 15 min have outstanding optical quality when withdrawn at a speed of 5 to 13 cm/min whatever is the ambient humidity. Their index of refraction, $n \approx 2.05$, is, however, slightly smaller. Due to the easiness and the long shelf life of the sol preparation, the PbTiO$_3$ and TiO$_2$-PbO amorphous films are perfect candidates for the preparation of reflective coating (up to 45%) with flat characteristics in the visible or near infrared region (Fig. 53.2). The films deposited on glass have a lower index of refraction because of the diffusion of Na ions from the substrate during the heat treatment.

The fabrication of passive optical devices using the sol–gel method is simple and inexpensive. It is advantageous as the method allows the choice of index of refraction and the thickness of the layers. Hermann and Wildmann [10] have shown the feasibility of the method by fabricating planar optical waveguides using SiO$_2$–TiO$_2$ Lipicoat Merck solution. Using a rutile prism coupler, a He–Ne laser beam was successfully coupled to a thin planar TiO$_2$–0.25PbO film 0.82 μm thick deposited on a common glass substrate. Figure 53.3 shows the schematic arrangement and the dispersion relation of the thickness versus the
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Figure 53.1. The refractive index for amorphous PbTiO₃ thin films prepared by the sol–gel process as a function of the processing conditions from Ref. 3.

effective mode numbers \( N_m = n_p \sin(c + \arcsin(\sin \alpha/n_p)) \) [11] for the TE modes only. The values measured experimentally are in good agreement (Table 53.2).

These results are extremely promising and open a new field of application as the layers were prepared without special substrate cleaning, solution filtration, and clean room facilities and confirm the high optical quality of these lead titanate-derived films.

Embossing techniques used in integrated optics to fabricate surface-relief gratings and channel waveguides would be another promising possibility. The technique was first developed for hard and resistant SiO₂–TiO₂ sol–gel film

<table>
<thead>
<tr>
<th>TEₘ</th>
<th>( \alpha )</th>
<th>( N_m )</th>
</tr>
</thead>
<tbody>
<tr>
<td>TE₀</td>
<td>18°38’</td>
<td>2.12</td>
</tr>
<tr>
<td>TE₁</td>
<td>11°12’</td>
<td>2.04</td>
</tr>
<tr>
<td>TE₂</td>
<td>-0°45’</td>
<td>1.89</td>
</tr>
<tr>
<td>TE₃</td>
<td>Not observed</td>
<td></td>
</tr>
</tbody>
</table>

*See also Fig. 53.3.
Figure 53.2. Transmission spectra of films deposited on both faces of common glass substrate. Each layer is heat treated at 460°C for 15 min. (Top) PbTiO₃: --, one layer; ---, two layers; ----, three layers; -- - - - , four layers. Each layer has a thickness \( t \approx 72 \text{ nm} \). (Bottom) TiO₂-0.25PbO: q, one layer on s-quartz, \( t = 51 \text{ nm} \), \( n = 2.19 \); g, one layer on glass, \( t = 55 \text{ nm} \), \( n = 2.10 \); -- , three layers, \( t = 170 \text{ nm} \), \( n = 2.13 \); -- , five layers, \( t = 280 \text{ nm} \), \( n = 2.17 \).

(Liquicoat ZLI 1686, Merck) by Lukosz et al. [12, 13] and more recently by Tohge et al. for SiO₂ film [14]. The technique involves the pressing of a dry film against an aluminized reflective grating or stamper followed by baking at 500°C. The replica may function as an input or output grating coupler, Bragg reflector, pregrooves of optical memory disk, or any other optical device that requires an engraved pattern. Recently, using a microprocessor-controlled dipping arm to withdraw a SiO₂-TiO₂ film from the solution with varying speeds, Hewak and Lit [15] fabricated tapered and lenslike waveguides. The successful and easier preparation of thin lead titanate film of high optical quality combined with their high refraction index is without any doubt a good candidate for future research and applications in this optical field.
Several compounds in the BaO–TiO$_2$ system are known to be technologically important electroceramics. BaTiO$_3$ is a dielectric ceramic widely used in the manufacture of capacitors. BaTi$_4$O$_9$ and Ba$_2$Ti$_9$O$_{20}$ have interesting properties for microwave applications (filters, etc). However, the conventional processing of these materials relies on relatively high temperature (1100–1300°C). It is therefore not surprising to find several sol–gel studies in the literature, because the use of organometallic compounds allows in principle a low-temperature preparation and processing of homogeneous thin films and powders without the undesirable impurities, such as Al$_2$O$_3$, SiO$_2$, S, and P, which have deleterious effects on the electrical properties of these ceramics.
In their pioneering work, Mazdiyasni et al. [16, 17] prepared BaTiO₃ powder by the simultaneous hydrolytic decomposition of high-purity titanium tertiary amylxide Ti(OCH₂CH₃)₄ and barium bisisopropyloxyde, Ba(OS₂CH₂)₃. The stoichiometric mixture of both alkoxides was refluxed for 24 hr. After adding dropwise water and isopropyl alcohol, they obtained a barium titanate hydroxide precipitate, which after washing and drying at 50°C gave a >99.98% pure BaTiO₃ power of 50- to 150-Å size. Doping with Sc, and Ln oxide was prepared by the addition of the respective isopropoxides. The powders were calcined at 500°C for 30 min, ground, and then cold pressed. Sintering of compact bodies was done in air at 1300 to 1500°C for 1 hr.

Thin films have been prepared by Yanovskaya et al. [18] by hydrolytic decomposition of alcoholic solution of Ba(OEt)₂ and Ti(OEt)₄. These solutions are highly sensitive to moisture and carbon dioxide; the formation of the amorphous product is thought to arise from the hydrolysis of the BaTi(OEt)₆ complex. Crystallization into BaTiO₃ occurred around 700°C, and several polyanionates such as Ba₂TiO₆, Ba₂Ti₂O₅, and Ba₂TiO₇, were observed at higher annealing temperatures.

Rehspringer [19] prepared BaTiO₃ powders by mixing the same ethoxides in the presence of a large excess of alcoholic water (400%). The reaction led to the formation of very fine amorphous powder (~30 nm) already aggregated. Crystallization occurred at ~700°C. Monolithic gels [19, 20] were obtained by controlling the chemical reactions of hydrolysis and polycondensation by working at lower temperatures (~−45 to 0°C). After drying, the gels can be transformed at 725°C into a glassy matrix containing small egg-shaped BaTiO₃ crystals.

Ritter et al. [21] proposed a novel and inexpensive technique that uses technical grade BaO to prepare a barium extract under argon atmosphere; this compound is thought to be a 1:1 mixture of Ba(OS₂CH₂)₂ and (CH₃COO)Ba₂O and has been used in the preparation of barium polyanionates by reaction with titanium isopropoxide, ethanol, and water. The powder that resulted was separated by centrifugation, washed, and finally dried. The method was used to prepare and characterize various polyanionates such as Ba₂TiO₄ (2:1), BaTiO₃ (1:1), Ba₆Ti₁₂O₄₀ (6:17), Ba₂Ti₁₃O₃₀ (4:13), Ba₆Ti₉O₉ (1:4), Ba₅Ti₅O₂₀ (2:9), Ba₃Ti₂O₁₁ (1:5), and Ba₆Ti₆O₁₃ (1:6).

Flaschen [22] proposed an aqueous synthesis of BaTiO₃ by the dropwise addition of tetrapropyl titanate into a degassed water solution of barium.
hydroxide (pH 11 to 14). This technique was found useful for introducing desirable impurities and for the partial substitution of barium. The process is simple and is summarized as follows:

\[
\text{Ba(OH)}_2 + \text{Ti(OC}_3\text{H}_7)_4 + \text{H}_2\text{O} \rightarrow \text{BaTiO}_3 + 4\text{C}_3\text{H}_7\text{OH} \quad (5)
\]

The same process was later used by Dosch [23] to prepare thin film on Si, Ni, and Ti substrates.

53.3.1.4. Preparation Using Ba-Carbonate and Ti-Alkoxide

Salze et al. [24] prepared powders with the following reaction: Titanium was introduced in the form of Ti-isopropoxide dissolved in ethylene glycol and citric acid at 80 to 100°C. The clear, and water-soluble complex is not yet known. Barium was introduced as a solution of carbonate dissolved in citric acid at 80°C. The final solution is clear, water soluble, and stable; a polymer can be obtained by heating at 160°C, which after elimination of the organic fractions is pyrolyzed in air. Crystalline BaTiO$_3$ is noted around 550°C together with BaCO$_3$ and other polytitanates. The powder is composed of small plates 10μm thick made up of clusters of BaTiO$_3$ (~0.5 μm) associated with very small crystallites (20–40 nm).

53.3.1.5. Preparation Using Ba-Acetate and Ti-Alkoxide

This novel method is quite interesting, because it allows the preparation of powders and thin films from simple chemical polymerization between inexpensive and moisture-insensitive materials. The process involves the mixing at room temperature of a solution of Ti-isopropoxide in isopropanol [25–27] or Ti-ethoxide [28, 29] with an aqueous solution of Ba-acetate (molar ratio 1:1). Acetic acid and/or acetylacetone are also added in order to avoid precipitation. These sols are relatively stable and gel in a few days. The white opaque gels transform into powder when dried at 100°C. Thin films can be prepared by the dip-coating technique at a withdrawal speed 6 to 20 cm/min for a sol viscosity of 2.5 to 4 cP. For both products, crystallization starts around 550 to 600°C. The evolution of the local structure of the Ba–Ti environment of the complex has been studied by Mosset et al. [28] by the large-angle X-ray scattering method. They showed that for $T < 250°C$, Ba$_4$(HC$_3$COO)$_6$ units are associated to Ti$_3$ and Ti$_6$ complex molecules. Pyrolysis of the organic ligands with Ba–O–Ti bonds breaking occurs between 250 and 400°C. The presence of BaCO$_3$ around 400°C and a theoretical analysis of the radial distribution function, which excludes BaO, BaTi$_4$O$_9$, and Ba$_2$TiO$_4$ as precursors, indicate that BaTiO$_3$ is probably formed by a BaCO$_3$–TiO$_2$ reaction. Gels dried hypercritically at 280°C, 200 bars, and analyzed by transmission electron microscopy (TEM) and X-ray diffraction showed a needle structure composed of crystalline barium acetate and titanium oxide. In this case, pure BaTiO$_3$ was only observed after heat treatment at 900°C [25].
53.3.1.6. Another Preparation

Ali et al. [30, 31] have recently developed a promising new route to synthesize titanate compound powders from catecholate complexes through the following reactions:

\[ \text{a. } \text{TiCl}_4 \rightarrow 3\text{C}_6\text{H}_4\text{OH}_{\text{dry toluene}} \xrightarrow{\text{H}_2\text{Ti(C}_6\text{H}_4\text{O}_2)_3] + 4\text{HCl}} \]

\[ \text{b. } \text{H}_2\text{Ti(C}_6\text{H}_4\text{O}_2)_3] + \text{BaCO}_3 \xrightarrow{\frac{\text{H}_2\text{O}}{100^\circ\text{C}}} \text{Ba}[\text{Ti(C}_6\text{H}_4\text{O}_2)_3] + \text{H}_2\text{O} + \text{CO}_2 \]

After removing the unreacted carbonate phases by filtration, this sol was freeze-dried to isolate the complex in solid form and transformed by calcination at 600°C, > 1 hr into a crystalline BaTiO₃ fine powder.

53.3.2. Gels, Powders, and Films Characterization

Most of the available characterization of the Ba-titanate-derived materials was obtained by X-ray diffraction and TEM studies. Differences in alkoxide precursor, hydrolysis and polycondensation conditions, and drying and calcination conditions have an important effect on the polymeric structure and subsequent ceramic microstructure. It is therefore difficult to synthesize the results.

Whatever is the precursor preparation the “BaTiO₃” initial product is amorphous, but the structure of the chemical complex is not well known; when calcined at 500 to 600°C, it transforms into crystalline BaTiO₃ with a tetragonal structure. Adapting the stoichiometry, it is possible to obtain other Ba–Ti compositions. At this stage the powders are usually composed of fine particles in the range of 5 to 10 nm agglomerated in < 1-μm clusters and are considered > 99.9% pure. Calcination at a higher temperature increases the grains size and the powder density, but no other polytitanates are observed. Figure 53.4 shows as an example TEM micrographies of BaTiO₃ powders prepared with the Ba-acetate–Ti-isopropoxide precursor method under different pH and drying conditions; the powders have been later calcined at 700°C during 4 hr. The figure illustrates the complexity and the dependence of the structure on the processing conditions that can have a definite influence on the sintered ceramics microstructure and physical properties.

Interesting dielectric characteristics are obtained after sintering at an elevated temperature, but no systematic study has been done yet to find out the best processing conditions. At this stage the density is close to the theoretical one [16, 17], and the ceramics structure presents virtually no internal and grain boundary porosity [16, 17]. Figure 53.5 shows typical results of \( \varepsilon ' \) and \( \tan \delta \) obtained by us, Mazdiyasni and Brown [17], and Martens [32]. The overall behavior is analogous for all systems. Our sintered material has the highest dielectric constant at room temperature, but the Curie point is not as sharp as
the other two and the maximum value of $\varepsilon'$ is lower than that found by Mazdiyasni and Brown. This broadening may be due to the presence of regions with a different $T_c$, defects that inhibit the domain wall movements, or grain size effects.

The highest Curie temperature of these materials agrees with the value found for a single crystal [33]. The lower value obtained for the Martens material is

Figure 53.4. BaTiO$_3$ powders structure obtained by the Ba-acetate-Ti-isopropoxide method (see section 53.3.1.5) and calcined at 700°C for 2 hr: (a) Sol prepared at pH 4.3 and dried at 100°C; (b) sol prepared at pH 9.4 and dried at 100°C; (c) sol prepared at pH 4.3 and hypercritically dried at 280°C, 200 bars.
Figure 53.5. The dielectric constant and dissipation factor measured as a function of temperature of pure \( \text{BaTiO}_3 \) ceramics prepared with \( a \) and \( a' \), powder obtained from the \( \text{Ba-acetate-Ti-isopropoxide} \) mixture (see Section 53.3.1.5) calcined at 700°C and sintered at 1350°C, 2 hr (\( a' \)) and 5 hr (\( a \)) (\( f = 10 \) KHz); \( b \), powder obtained from \( \text{Ba and Ti-alkoxide} \) mixture (see section 53.3.1.1), calcined at 50°C and sintered at 1350°C, 1 hr (data from [17]); \( c \), powder obtained by Martens [32] and sintered at 1325°C, 4 hr (precursor preparation and processing not available).

due to the high reported percentage of \( \text{SrO} \) impurity (2.3 wt % [32]). Above \( T_c \) our measurements are consistent with a Curie-Weiss behavior, \( \epsilon' = C/(T - T_0) \), where \( C = 5.3 \times 10^6 \)°C and \( T_0 = 88°C \). In all cases the \( \tan \delta \) behavior is normal with a small discontinuity at the Curie point. Phule and Risbud [27] have also reported that the powder calcined at 700°C and sintered at 1350°C for 6 hr have a dielectric constant of 4000.

Until now and in spite of its fundamental technological importance for the preparation of multilayer capacitors, \( \text{BaTiO}_3 \) obtained in thin-film form has been poorly characterized. A dense amorphous single layer 30 to 120 nm thick with an index of refraction \( n = 2.0 \) can be deposited by the dip-coating technique on glass, \( \alpha-\text{SiO}_2 \), and metallic substrates. Thick layers can be prepared by repeating the process. According to X-ray diffraction and differential thermal and thermogravimetric results, crystallization into tetragonal \( \text{BaTiO}_3 \) structure occurs in the temperature range 450 to 500°C [23, 25] or 700°C [18]. Annealing
CONCLUSION

at a higher temperature only increases the grain sizes, and no other titanates have been reported. Amorphous films have an electrical breakdown strength of the order of $9 \times 10^6$ V/cm, which is greater than that of crystalline films $\sim 10^5$ V/cm. The values, however, are dependent of the substrate material [18, 25]. Manifestation of ferroelectric properties have only been reported after a heat treatment at 800°C where sufficient a grain size of 0.1 μm has been obtained. Higher temperatures increase the grain size, but is accompanied by film cracking and the formation of cavities. The dielectric response is poor ($\epsilon' \sim 50–80$), $\tan \delta \sim 2–3$) and shows a broad Curie point at 118°C with little increase of the dielectric constant [18].

53.4. CONCLUSION

Sol–gel processing of lead and barium titanate materials is possible, and various precursor preparation recipes are now available and have been reviewed. These materials can be better obtained in the form of gels, powders, and films. Amorphous products are obtained at low temperatures, but their chemical compositions and their thermal evolution are usually not known with certainty. Basic and arduous work is still necessary in order to elucidate these processes.

All the materials crystallized at relatively low temperatures (500–700°C). The transition temperatures depend mainly of the precursor preparation and the processing conditions. However, interesting dielectric properties seem only obtainable at temperatures close to those used in conventional processes, but no detailed and systematic studies have yet been reported to optimize the processing conditions.

The sol–gel process definitively lowers the temperature of formation of pure lead and barium titanate-derived materials, but it is not proven at all that devices having physical characteristics similar or better to those obtained today by conventional processes can be prepared by this method.

The most interesting results are reported for amorphous thin films densified at low temperatures: BaTiO$_3$ films present good electric insulation properties, and lead titanate films are promising systems for optical applications and passive integrated-optical devices fabrication.

ACKNOWLEDGMENTS

Research was supported by FAPESP, FINEP, CNPq, and the Secretary for Science, Technology and Economic Development of the State of São Paulo, Brazil. One of us (Y.C.) is grateful to the Ministère des Affaires Étrangères for a VSNA scholarship.
REFERENCES


32. G. Martens, Solvay Co., private communication. The precursor fabrication process is not known.

A NOVEL PROCESS FOR FABRICATION OF Bi–Ca–Sr–Cu–O HIGH-\(T_c\) SUPERCONDUCTORS—A GLASS-TO-CERAMIC PROCESS

HAIXING ZHENG AND J. D. MACKENZIE

54.1. INTRODUCTION

The subsequent discoveries of high-\(T_c\) superconducting ceramics, La–Ba–Cu–O [1], Y–Ba–Cu–O [2, 3], Bi–Ca–Sr–Cu–O [4], and Tl–Ca–Cu–O [5], have opened an era of technology through the use of low-cost liquid nitrogen as a cooling agent. Since then, extensive research has been stimulated for the application of high-\(T_c\) superconductors. The practical application of the high-\(T_c\) superconducting ceramics mandates (1) the ceramics with high critical current density \(J_c\) at high magnetic field and (2) fabrication of specific shapes of the ceramics: wires, tapes, and films. Scientists have used various processes for fabrication of high-\(T_c\) superconducting ceramics. However, none of these processes work ideally for these high-\(T_c\) superconducting ceramics yet. The main reasons include:

1. Random distribution of the superconducting crystals, because these new crystals are anisotropic.
2. Impurities (nonsuperconducting phases and porosity) existing among the superconducting grains.
3. Difficulties in fabrication of specific shapes, for example, wires and fibers.

The Bi–Ca–Sr–Cu–O high-$T_c$ superconducting system possesses the high $T_c$ (110 K) and nontoxicity as compared to other high-$T_c$ superconducting systems, such as LnBa$_2$Cu$_3$O$_{7-\delta}$ ($T_c \approx 90$ K) and Tl–Ba–Ca–Cu–O ($T_c \approx 125$ K, but is toxic). There are three superconducting phases, 110 K (Bi$_2$Ca$_2$Sr$_2$Cu$_3$O$_{10}$), 75 K phase (Bi$_2$CaSr$_2$Cu$_2$O$_y$), and 20 K phase (Bi$_2$Sr$_2$CuO$_y$), which consist of three Cu–O layers, two Cu–O layers, and one Cu–O layer, respectively (Fig. 54.1). The intergrowth problem of the 110 K, 75 K, and 20 K phases [6], however, degrades the advantages of the Bi–Ca–Sr–Cu–O high-$T_c$ superconducting system. Much effort has been placed on this problem [7].

Last year, a novel and promising process for the fabrication of high-$T_c$ Bi–Ca–Sr–Cu–O superconductors—a glass-to-ceramic process—was investigated by several groups [8–11]. In this Chapter, the systematic experimental results on the glass-forming range, glass structure, crystallization, preferred orientation of superconducting crystals, mechanical strength, and the formation of 110 K superconducting phase will be reported. The potential of this process also will be discussed.

### 54.2. Bi$_4$Ca$_3$Sr$_3$Cu$_4$O$_{16}$ SUPERCONDUCTING CERAMICS BY THE GLASS-TO-CERAMIC ROUTE [8]

Bi$_4$Ca$_3$Sr$_3$Cu$_4$O$_{16}$ glass is prepared by melting Bi$_2$O$_3$, CaCO$_3$, SrCO$_3$, and CuO in an alumina or platinum crucible at 950 to 1100°C for 15 to 60 min and then quenching the melt between two brass plates. The X-ray diffraction pattern
of the quenched $\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}$ sample (Fig. 54.2a) shows a glass characteristic. The glass transition temperature ($T_g$), the crystallization temperature ($T_c$), and the liquidus temperature of $\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}$ glass (as shown in Fig. 54.3) are about 434°C, 478°C, and 833°C, respectively, and its density is 5.73 g/cm$^3$.

When $\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}$ glass is annealed at 800°C in air, it crystallizes (Figs. 54.2b and c). X-ray diffraction shows that the crystal phase, $\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}$
(\(T_c \approx 75\) K), is superconducting. The observed density of \(\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}\) glass ceramics is 6.25 g/cm\(^3\). Because the calculated density is 6.35 g/cm\(^3\) for \(\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}\) crystal, \(\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}\) glass ceramic is about 98.5% (= 6.25/6.35) dense.

Figure 54.4 is the photo of a \(\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}\) superconducting rod and ring fabricated by the glass-to-ceramic route. The compressive strength and the Vicker’s hardness of the superconductors by the glass-to-ceramic process are 2 x 10\(^4\) psi and 600 kg/mm\(^2\), respectively. The dependence of the relative resistance of \(\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}\) glass ceramic on temperature after the heat treatment at 750°C for 20 hr in air is shown in Fig. 54.5. \(\text{Bi}_4\text{Ca}_3\text{Sr}_3\text{Cu}_4\text{O}_{16}\) glass ceramic is superconducting with an onset transition temperature of about 100 K and zero resistivity at 75 K.

### 54.3. THE GLASS-FORMING RANGE AND GLASS STRUCTURE OF \(\text{BiO}_{1.5}-\text{CuO}-\text{Ca}_{0.5}\text{Sr}_{0.5}\text{O}\) SYSTEM [12]

The glass-forming region of \(\text{BiO}_{1.5}-\text{CuO}-\text{Ca}_{0.5}\text{Sr}_{0.5}\text{O}\) system has been determined by melting batches of 5 g and then quenching the melt between two brass plates (Fig. 54.6). The glass-forming range for each component is almost equal, that is, 20 mol % < \(\text{BiO}_{1.5}\), \(\text{CuO}\), \(\text{Ca}_{0.5}\text{Sr}_{0.5}\text{O}\) < 50 mol %. The area circled by a dash line in Fig. 54.6 comprises the composition that forms more stable glasses, because all these glasses have \((T_e - T_d) > 45°C\).

\(\text{Bi}_2\text{O}_3\) is a conditional glass-forming oxide, that is, in the presence of strong polarizing cations such as \(\text{Si}^{4+}\) ions, bismuth ions can reduce their coordination number (6) from \([\text{BiO}_6]\) octahedra and form glass network in the \([\text{BiO}_3]\) pyramidal units. The infrared spectra of \(\text{Bi}--\text{Ca}--\text{Sr}--\text{Cu}--\text{O}\) glasses (glass composition listed in Table 54.1) is shown in Fig. 54.7. There are four vibration bands, 840, 620, 500, and 300 cm\(^{-1}\) in SC1 and Bi4 glasses, which are assigned to
the vibrations of $[\text{BiO}_3]$ pyramidal units [13]. By decreasing the relative amount of $\text{Ca}^{2+}$ or $\text{Sr}^{2+}$ ions (or increasing $\text{Bi}^{3+}$ ions), the number of vibration bands of Bi1.0 and Sc2 glasses reduce to two (Fig. 54.7), which implies that $[\text{BiO}_3]$ pyramidal units transform to $[\text{BiO}_6]$ octahedra units, that is, $\text{Bi}^{3+}$ ions become glass network modifiers. This causes loosening or shortening of the glass network [12], therefore decreasing $T_g$ of glasses.
54.4. CRystallization of Bi-Ca-Sr-Cu-O Glases

The knowledge of crystallization of Bi-Ca-Sr-Cu-O glass plays a key role in the prepared high quality of Bi-Ca-Sr-Cu-O high-$T_c$ superconductors. Figure 54.8 is the X-ray diffraction patterns of Bi$_4$Ca$_3$Sr$_3$Cu$_4$O$_{16}$ glass heat treated at 475, 512 and 585°C for 1 hr. These temperatures correspond to the crystallization peaks of the differential scanning calorimetry run at 10°C/min of scan heating rate. The X-ray diffraction results show that the 75 K (Bi$_2$Ca$_2$Sr$_2$Cu$_2$O$_8$) crystallizes at above 550°C, and the nonsuperconducting phases crystallizes out at low temperature. These results agree with the neutron diffraction results, which show that the 75 K phase emerges at $>550°C$ [14].

Depending on the glass composition, the number of crystallization peaks ranges from one to four below 550°C (Table 54.1). The X-ray diffraction patterns of glasses heat treated at 450°C are similar to that of the Bi$_2$Sr$_2$CuO$_6$ phase, which has one copper layer with $T_c < 22$ K [15]. This implies that the glass structure is closer to the structure of the Bi$_2$Sr$_2$CuO$_6$ phase than that of the Bi$_2$CaSr$_2$Cu$_2$O$_y$ phase or Bi$_2$Ca$_2$Sr$_2$Cu$_3$O$_y$ phase.
TABLE 54.1. Glass Composition and Properties of the Bi-Ca-Sr-Cu-O System

<table>
<thead>
<tr>
<th>No.</th>
<th>BiO&lt;sub&gt;1.5&lt;/sub&gt;</th>
<th>CuO</th>
<th>Ca&lt;sub&gt;0.5&lt;/sub&gt;Sr&lt;sub&gt;0.5&lt;/sub&gt;O</th>
<th>Density (g/cm&lt;sup&gt;3&lt;/sup&gt;)</th>
<th>T&lt;sub&gt;x&lt;/sub&gt; (°C)</th>
<th>T&lt;sub&gt;y&lt;/sub&gt; (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi1</td>
<td>42.5</td>
<td>27.5</td>
<td>30.0</td>
<td>6.6045</td>
<td>370</td>
<td>430, 480, 508</td>
</tr>
<tr>
<td>Bi2</td>
<td>37.5</td>
<td>30.0</td>
<td>32.5</td>
<td>6.4839</td>
<td>385</td>
<td>441, 539</td>
</tr>
<tr>
<td>0</td>
<td>32.5</td>
<td>32.5</td>
<td>35.0</td>
<td>6.2875</td>
<td>396</td>
<td>450</td>
</tr>
<tr>
<td>Bi3</td>
<td>27.5</td>
<td>35.0</td>
<td>37.5</td>
<td>6.1372</td>
<td>402</td>
<td>457</td>
</tr>
<tr>
<td>Bi4</td>
<td>22.5</td>
<td>37.5</td>
<td>40.0</td>
<td>5.9474</td>
<td>401</td>
<td>450, 468, 500</td>
</tr>
<tr>
<td>Cu1</td>
<td>27.5</td>
<td>42.5</td>
<td>30.0</td>
<td>6.2884</td>
<td>386</td>
<td>435, 440, 474</td>
</tr>
<tr>
<td>Cu2</td>
<td>30.0</td>
<td>37.5</td>
<td>32.5</td>
<td>6.2756</td>
<td>390</td>
<td>443, 475</td>
</tr>
<tr>
<td>0</td>
<td>32.5</td>
<td>32.5</td>
<td>35.0</td>
<td>6.2875</td>
<td>396</td>
<td>450</td>
</tr>
<tr>
<td>Cu3</td>
<td>35.0</td>
<td>27.5</td>
<td>37.5</td>
<td>6.3312</td>
<td>400</td>
<td>453</td>
</tr>
<tr>
<td>Cu4</td>
<td>37.5</td>
<td>22.5</td>
<td>40.0</td>
<td>6.4039</td>
<td>408</td>
<td>456</td>
</tr>
<tr>
<td>SC1</td>
<td>28.6</td>
<td>28.6</td>
<td>42.8</td>
<td>5.7702</td>
<td>410</td>
<td>458, 476, 482, 509</td>
</tr>
<tr>
<td>0</td>
<td>32.5</td>
<td>32.5</td>
<td>35.0</td>
<td>6.2875</td>
<td>396</td>
<td>450</td>
</tr>
<tr>
<td>SC2</td>
<td>37.5</td>
<td>37.5</td>
<td>25.0</td>
<td>6.7726</td>
<td>361</td>
<td>402, 433, 445</td>
</tr>
</tbody>
</table>

Figure 54.8. (a) X-ray diffraction patterns of Bi<sub>4</sub>Ca<sub>3</sub>Sr<sub>2</sub>Cu<sub>4</sub>O<sub>16</sub> glasses heat treated at a different temperature for 1 hr. (b) A standard X-ray diffraction pattern of the high-T<sub>c</sub> superconducting Bi<sub>2</sub>CaSr<sub>2</sub>Cu<sub>2</sub>O<sub>4</sub> crystal phase.
54.5. PREFERRED ORIENTATION OF SUPERCONDUCTING CRYSTALS

Preparation of superconducting ceramics with highly preferred orientation is a basic element for obtaining high critical current density \( J_c \). Several techniques can be applied to orientate the crystal phases [16, 17]. Figure 54.2 shows the X-ray diffraction patterns of Bi\(_4\)Ca\(_3\)Sr\(_3\)Cu\(_4\)O\(_{16}\) glass ceramic bulk (c) and powder ground from the bulk (b). As shown, the X-ray diffraction peaks of the bulk solid at 20, 25\(^o\), 33\(^o\), 37\(^o\), 47\(^o\), 54\(^o\), 56\(^o\), and 58\(^o\), which correspond to (113), (200), (211), (220), (313), (315), and (317) crystal planes of the Bi\(_2\)(Ca, Sr)\(_3\)Cu\(_2\)O\(_x\) crystals, are enhanced, especially for the 33\(^o\) and 37\(^o\) peaks. Because all these enhanced peaks come from the atom planes parallel, or nearly parallel, to the c axis of Bi\(_4\)Ca\(_3\)Sr\(_3\)Cu\(_4\)O\(_{16}\) crystal, this enhancement of the diffraction peaks indicates c-axis preferred orientation of the Bi\(_4\)Ca\(_3\)Sr\(_3\)Cu\(_4\)O\(_{16}\) crystals in the bulk sample.

Figure 54.9 shows the microstructure of Bi-Ca-Sr-Cu-O superconducting ceramic rods derived from glasses. The microstructure of the top surface (polished and then etched) of the glass rods (Fig. 54.9a) consists of 75 K superconducting crystals with the c axis parallel to the surface. Therefore the microstructure of the side surface (polished and then etched) should be made of the crystal plane with the c axis perpendicular to the axis of the rods. A scanning electron micrograph (SEM) of the side surface section (Fig. 54.9b) illustrates exactly the same microstructure.

![Figure 54.9. A superconducting rod with highly preferred-orientation microstructure. (a) An SEM of the top surface. (b) An SEM of the side surface.](image-url)
In order to prepare high-quality Bi-Ca-Sr-Cu-O superconductors, chemical doping of 1.5 wt % PbO, P2O5, Al2O3, B2O3, Ga2O3, and SiO2 in Bi2Ca2Sr2Cu3O10 glass ceramics have been investigated. Table 54.2 lists the effects of doping on the superconductivity. Except for Ga2O3, Bi2Ca2Sr2Cu3O10 ceramics with all other dopants show the superconductivity.

Typical Bi-Ca-Sr-Cu-O superconducting ceramics (e.g., Bi2Ca2Sr2Cu3O10 ceramics) have three steps of resistance drop: the first small drop at 120 K, the second major drop at 85 K, and the last drop at 70 K (Fig. 54.10) due to the intergrowth of the three superconducting phases. With 1.5 wt % P2O5 doping in Bi2Ca2Sr2Cu3O10 ceramics derived from glasses, the sample only has one drop starting at 90 K and ending at 81 K. Overdoping of P2O5 lowers zero resistance temperature back to 60 K. The critical current density \( J_c \) of Bi2Ca2Sr2Cu3O10 with 1.5 wt % P2O5 doping is in excess of 500 A/cm\(^2\) at 77 K in a zero magnetic field. All these experimental results indicate that P2O5 doping helps the prevention of the intergrowth. The mechanism of P2O5 doping is being investigated.

The most effective doping is PbO. Research has shown that the substitution of PbO for Bi2O3 can dramatically increase the amount of 110 K phase [7]. The X-ray diffraction pattern of Bi1.84Pb0.16Ca2Sr2Cu3Oy glass tapes heat treated at 842°C for 5 days (Fig. 54.11) clearly shows that the main phase is the 110 K phase. The electrical resistivity measurement (Fig. 54.12) shows the zero resistance of Bi1.84Pb0.16Ca2Sr2Cu3Oy glass ceramic tapes at 100 K, which agree with the X-ray diffraction results. However, the critical current density \( J_c \) is only 20 A/cm\(^2\) at 77 K in zero magnetic field, which may be due to the existence of a major second phase in the sample. Further work on preparing pure 110 K phase is being carried on in our laboratory.

**TABLE 54.2. 1.5 wt % Dopants in Bi2Ca2Sr2Cu3O10 Glass Ceramics**

<table>
<thead>
<tr>
<th>Doping Oxide</th>
<th>Melting Temperature (°C)</th>
<th>Superconducting Transition Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Onset</td>
</tr>
<tr>
<td>PbO</td>
<td>1100</td>
<td>90</td>
</tr>
<tr>
<td>P2O5</td>
<td>1100</td>
<td>115</td>
</tr>
<tr>
<td>Al2O3</td>
<td>&gt;1300</td>
<td>100</td>
</tr>
<tr>
<td>Ga2O3</td>
<td>1100</td>
<td>100</td>
</tr>
<tr>
<td>B2O3</td>
<td>1100</td>
<td>100</td>
</tr>
<tr>
<td>SiO2</td>
<td>1100</td>
<td>90</td>
</tr>
</tbody>
</table>
54.7. SUMMARY AND FUTURE WORK

Preparation of high-$T_c$ Bi–Ca–Sr–Cu–O superconductors by the glass-to-ceramic route has been systematically investigated. The Bi–Ca–Sr–Cu–O system has a relatively large glass-forming region, but the formed glasses easily crystallize due to low-dimensional [BiO$_3$] glass network. The glass transition temperature ($T_g$) and the first crystallization temperature ($T_x$) of Bi–Ca–Sr–Cu–O glasses are about 390°C and 450°C, respectively. The 75 K superconducting phase only crystallizes at >550°C from the glasses. Because Bi–Ca–Sr–Cu–O superconducting ceramics prepared by the glass-to-ceramic process are pore-

![Graph showing the effect of $P_2O_5$ doping in Bi$_2$Ca$_3$Sr$_2$Cu$_3$O$_y$ glass-crystallized ceramics on superconductivity.](image)

**Figure 54.10.** The effect of $P_2O_5$ doping in Bi$_2$Ca$_3$Sr$_2$Cu$_3$O$_y$ glass-crystallized ceramics on superconductivity.

![X-ray diffraction pattern of Bi$_{4-x}$Pb$_x$Ca$_2$Sr$_2$Cu$_4$O$_y$ glass tapes fired at 842°C for 120 hr in the atmosphere of Ar + O$_2$.](image)

**Figure 54.11.** An X-ray diffraction pattern of Bi$_{4-x}$Pb$_x$Ca$_2$Sr$_2$Cu$_4$O$_y$ glass tapes fired at 842°C for 120 hr in the atmosphere of Ar + O$_2$. (hkl), 110 K phase. • 75 K phase.
free, they show superior mechanical properties having compressive strength of $2 \times 10^4$ psi and Vicker's hardness of 600 kg/cm$^2$.

By doping 1.5 wt % $P_2O_5$, $Bi_2Ca_3Sr_2Cu_3O_y$ ceramics have zero resistance at 81 K and the critical current density in excess of 500 A/cm$^2$ at 77 K in a zero magnetic field. By substitution of PbO for $Bi_2O_3$, the 110 K superconducting phase in the ceramics with starting a composition of $Bi_{1.84}Pb_{0.16}Ca_3Sr_2Cu_3O_y$ becomes primary and the ceramics show zero resistance at 100 K.

Because the ceramics transformed from glasses are 100% dense, microstructure controllable, and easily made into any shape, the fabrication of Bi–Ca–Sr–Cu–O high-$T_c$ superconductors by the glass-to-ceramic process is very promising. However, because of the intergrowth problem, the 110 K superconductors with high critical current density $J_c$ still have not been prepared; and because of the low viscosity of the Bi–Ca–Sr–Cu–O glass melts, various shapes of Bi–Ca–Sr–Cu–O high-$T_c$ superconductors are not so easily fabricated. Therefore, future work should be concentrated on (1) learning the way to prepare the superconducting ceramics with a single 110 K phase, and (2) inventing new techniques to fabricate the low viscosity of the glass melts into various useful forms.
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SOL–GEL GROWTH OF VANADIUM DIOXIDE PHASE TRANSITION MATERIALS


55.1. INTRODUCTION

Vanadium dioxide, VO₂, has been studied extensively over the past 30 years, because it undergoes a thermally induced semiconductor-to-metal phase transition near 68°C. Pronounced and reversible changes in the optical, electrical, and magnetic properties of VO₂ occur as it is cycled through the transition temperature [1–3].

Vanadium tetraalkoxides have been used to make VO₂ by the sol–gel process [4, 5]. As in other alkoxide systems, the formation of vanadium dioxide occurs through hydrolysis and condensation. The vanadium alkoxide first reacts with water from the solvent and the atmosphere (Eq. 1). Condensation proceeds by either a water-producing reaction (Eq. 2) or an alcohol-producing reaction (Eq. 3).

\[ V(OR)_4 + HOH \rightarrow (HO)VO(OR)_3 + ROH \uparrow \]  
\[ 2(HO)VO(OR)_3 \rightarrow (RO)_3VOV(OR) + HOH \uparrow \]  
\[ (RO)_3V(OH) + V(OR)_4 \rightarrow (RO)_3VOV(OR) + ROH \uparrow \]
These reactions may be monitored by various analytical techniques [6, 7]. Powders and films obtained by the sol–gel process are usually amorphous and highly porous and contain residual organics. These amorphous materials must be heated for crystallization and densification. Differential scanning calorimetry (DSC) was used to study the crystallization of gel-derived powder and to identify temperatures at which volatiles are lost. Thermogravimetric analysis (TGA) was used to monitor the removal of residual organics, the evolution of alkyl species not replaced during hydrolysis, and dehydration of the powder. The temperature at which organics and water are eliminated was also determined by Fourier transform infrared spectroscopy (FTIR). FTIR spectra were taken of VO₂ sol–gel films on silicon to identify the temperatures at which volatiles are liberated.

The sol–gel process has been used to deposit doped vanadium dioxide films [5, 8]. Substitutional impurity ions or dopants are known to have a large effect on the phase transition of VO₂ [3, 8]. Ions with a valence greater than the tetravalent vanadium (Nb⁵⁺, W⁶⁺, and Mo⁶⁺) cause the transition to occur at progressively lower temperatures as the impurity ion concentration increases, with tungsten having the largest effect per atomic percent added. Doping was effected by the addition of other transition metal alkoxides or salts, such as nitrates, oxalates, acetates, or chlorides, to the initial sol.

55.2. EXPERIMENTAL

Vanadium(IV) tetrakis(t-butoxide), V(O-t-Bu)₄, was originally synthesized by Bradley and Mehta [9] in a two-step reaction scheme (Eqs. 4 and 5), which involved the alcoholysis of vanadium tetrakis(diethylamide).

\[ \text{VCl}_4 + 4\text{LiNEt}_2 \rightarrow \text{V(NEt}_2)_4 + 4\text{LiCl} \tag{4} \]

\[ \text{V(NEt}_2)_4 + 4\text{t-BuOH} \rightarrow \text{V(Ot-Bu)}_4 + 4\text{Et}_2\text{NH} \tag{5} \]

Razuvaev et al. [10] employed a one-step synthesis of the tertiary butyl derivative, which involved reacting VCl₄ with LiO-t-Bu in petroleum ether.

We have recently reported [5] a new reaction scheme for the synthesis of vanadium tetrakis(t-butoxide) based on a variation of the Razuvaev procedure. Potassium t-butoxide was reacted with vanadium tetrachloride in methylene chloride (Eq. 6).

\[ \text{VCl}_4 + 4\text{KO-t-Bu} \rightarrow \text{V(O-t-Bu)}_4 + 4\text{KCl} \tag{6} \]

The reaction was performed in a moisture-free nitrogen atmosphere to prevent subsequent oxidation and hydrolysis. Methylene chloride was dried over activated alumina, then distilled from calcium hydride. A solution of vanadium tetrachloride (13.2 g) (Atomergic) dissolved in methylene chloride (50 ml) was
RESULTS

added dropwise to a suspension of potassium t-butoxide (50 g) (Aldrich) in CH2Cl2 (150 ml) while stirring at −78°C. Precipitated by-product KCl was then filtered off under N2. The methylene chloride was evaporated off in vacuo and ~3 g of the product was collected by vacuum distillation (12.8%).

The thermal analysis was done on a PerkinElmer DSC-4 and TGS-2. A small amount of water was added to a solution of the tetraalkoxide. A brown precipitate formed. The precipitate was placed into an aluminum pan and heated under flowing nitrogen. FTIR spectra of VO2 sol–gel films on n-type silicon wafers (Silicon Casting, Inc.) were taken on a Mattson Sirius 100 FTIR after each 10-min heat treatment of 100 to 600°C.

Vanadium dioxide sol–gel films were deposited from a solution of the vanadium tetraalkoxide in isopropanol (Aldrich, high-performance liquid chromatography grade). Solutions were adjusted to contain 2 to 5% vanadium dioxide by weight. Doped films were made by combining solutions of the vanadium alkoxide with solutions of tungsten or molybdenum(VI) tetrachloride oxide (Alfa). Films were deposited on Corning 7059 barium borosilicate glass slides and MRC superstrates alumina substrates by either dip coating or spin coating. The thickness of each individual layer of the dip-coated films was dependent on the concentration of the solution, the withdrawal rate (1 mm/sec), and the number of times the slide was dip-coated. Sol concentration and spinning rate (5000 rpm) controlled the thickness of spin-coated films. Thicker films were made by applying additional coatings. Each layer was dried at 200°C in air to remove organics and water from the film before recoating. The amorphous olive-green films were heated at 500°C for 10 min under nitrogen to achieve dehydration, residual solvent removal, and crystallization.

The electrical and optical properties of the gel-derived vanadium dioxide films were measured while they were heated through the transition temperature. The experimental setup was the same as previously described [4, 5], which allowed for the concurrent measurement of electrical resistance and optical transmission versus temperature. The thickness of each film was determined using a Sloan Dektak profilometer, and the microstructure was examined by a JEOL 840A SEM.

55.3. RESULTS

A typical DSC plot for a VO2 sol–gel is shown in Fig. 55.1. The initial weight of the sample was 3.4 mg. The heating rate was 20°C/min. Three exothermic peaks appeared, the first peak (below 100°C) was attributed to organic and solvent removal, and the second peak (between 100 to 200°C) was attributed to loss of H2O and other contaminants. Crystallization of the powder was seen as exothermic reaction in DSC (350°C and above).

The TGA plot in Fig. 55.2 shows three areas of weight loss. The first area (below 100°C) was attributed to alcohol evaporation. The second area (100 to 160°C) was most likely due to a combination of water evaporation along with
residual organic removal. Above 160°C, the slow process of –OH removal as water is evident. Weight loss did not appear to level off until 500°C. The initial weight of the sample was 0.9674 mg and the heating rate, 20°C/min.

The infrared spectra shown in Fig. 55.3 supports the thermal analysis. The top curve was taken directly after film deposition. The most noticeable features in the spectra are the wide O–H band centered at 3334 cm⁻¹ and the molecular water peak at 1624 cm⁻¹. The spectra also showed a –CH₃ band at 2976 cm⁻¹ and a C–O band at 981 cm⁻¹. After a 10-min heat treatment at 100°C in air, there was a noticeable decrease in each of these four peaks. The –CH₃, H₂O, and C–O bands became indistinguishable after the 200°C heat treatment in air. Heat
treatments above 200°C were done under nitrogen to prevent oxidation to 
V₂O₅. The O–H peak remained intense after the 600°C heat treatment.

The most interesting aspect of the infrared study was the increased definition of the peaks between 500 to 1000 cm⁻¹, which became more distinguished as VO₂ crystallization proceeds. The peak at 649 cm⁻¹ was assigned to V–O–V stretching, whereas a band at 523 cm⁻¹ was attributed to lattice vibrations [11]. At 200°C, a peak at 849 cm⁻¹ (V=O) became apparent, and its disappearance after the 500°C heat treatment indicated some V³⁺ in the untreated film.

Electrical and optical switching were observed in sol–gel-derived VO₂ films as they were cycled through the transition temperature. Electrical resistance decreased by two to three orders of magnitude at a switching temperature of 68°C. The resistive ratio and switching temperature observed was typical for VO₂ thin films prepared on glass and alumina substrates by other techniques [6, 12]. Switching occurred over a narrow range of temperatures, with a heating–cooling hysteresis of about 10°C being characteristic of these films. The results obtained for a V₀.⁹⁹W₀.₀₁O₂ are shown in Fig. 55.4. It was assumed that the concentration of the dopant in the film was the same as that in solution. The resistance decreased more than two orders of magnitude in this film. The transition temperature, taken as the inflection point of the heating curve, is near 50°C.

The transmission changes observed between 400 and 2500 nm are consistent with that reported for V₁–ₓMₓO₂ [2, 6]. The near-infrared transmission of VO₂ on glass abruptly decreased at the transition temperature. The transmission at 2400 nm versus temperature for a V₀.⁹⁹W₀.₀₁O₂ is shown in Fig. 55.5.
Figure 55.4. Temperature dependence of electrical resistance for a V_{0.99}W_{0.01}O_{2} film 100 nm thick on glass.

Figure 55.5. Temperature dependence of transmission at 2400 nm for a V_{0.99}W_{0.01}O_{2} film 100 nm thick on glass.

Figure 55.6. Transmission of V_{0.99}W_{0.01}O_{2} film 100 nm thick on glass above and below the transition temperature.
The switched and unswitched transmission spectra shown in Fig. 55.6 are typical for the 1% tungsten doped gel-derived films [6]. Although the dopant ions greatly influence the transition temperature, they have little effect on the observed spectral transmission of the film.

55.4. CONCLUSION

Vanadium dioxide films were deposited from vanadium tetrakis(t-butoxide) by the sol–gel process. The electrical and optical properties of these films are comparable to that observed in vanadium dioxide grown by other deposition techniques. The sol–gel process provides a versatile way of making doped vanadium dioxide-based devices. The technique permits mixing of the constituents in solution at the molecular level.
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Organometallic Precursors, Polymers, and Aerogels
TRANSITION METAL-CATALYZED ROUTES TO POLYSILANE POLYMERS

H.-G. WOO AND T. D. TILLEY

56.1. INTRODUCTION

Polysilane polymers, (−SiRR′−)_n, represent a class of inorganic polymers that have been known for some time, but their novel chemical properties and potential applications were not appreciated until rather recently. The first polysilane, (−SiMe₂−)_n, was described by Burkhard in 1949 as an intractable white solid [1]. More recent synthetic and physical studies, particularly by West and co-workers, have revealed that these polymers have unusual properties that suggest a number of technological applications [2]. A rather small HOMO-LUMO gap for the σ-bonding framework of the polysilanes results in interesting electronic properties. For example, ultraviolet (UV) radiation causes depolymerization reactions with Si–Si bond scission, allowing polysilanes to serve as photoinitiators for radical polymerizations [3]. This property also makes polysilanes attractive candidates for photoresist materials [2, 4]. Other applications for polysilanes as photoconductors [5], dopable semiconductors [6], and nonlinear optical materials [7] have been reported.

Much of the current interest in polysilanes stems from their ability to serve as preceramic polymers. In work pioneered by Yajima, it was shown that poly(dimethylsiloxylene) undergoes thermolysis to polycarbosilanes, which can be
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spun into fibers that are pyrolyzed at high temperature to a $\beta$-SiC (Eq. 1) [8].

$$(-\text{SiMe}_2-)_n \xrightarrow{400-470 \degree C} (-\text{Si-CH}_2-)_n \xrightarrow{1. \text{ air, 350} \degree C} \xrightarrow{2. \text{ N}_2, 1200-1300 \degree C} \beta\text{-SiC} + \text{H}_2 + \text{CH}_4 + \ldots \quad \text{Me}$$

The resulting high-strength silicon carbide fibers are now sold commercially. Further improvements in this technology can be made by modification of the polymer structure. West and Mazdiyasni have shown that copolymers of the type $(-\text{SiMe}_2-)_n(-\text{SiMePh})_m$, or polysilasttyrene, are more tractable and can be formed into fibers and films. These films can be crosslinked by UV irradiation and then converted directly to silicon carbide by thermolysis at higher temperature [2, 9, 10].

Development of polysilane chemistry would not be possible without a practical synthetic route to the polymers. Such a preparative method is provided by the Wurtz-type coupling of dichlorosilanes by sodium metal in a hydrocarbon solvent (Eq. 2) [2].

$$RR'\text{SiCl}_2 \xrightarrow{\text{Na, } \text{H}_2 \text{C}} (-\text{SiRR'-})_n \quad \text{(2)}$$

Although this method has served well for defining the applications mentioned above, it suffers from some important limitations that discourage commercial development. These include problems associated with handling large quantities of molten alkali metals and difficulties in controlling polymer molecular weights and molecular weight distributions. In addition, the highly reducing conditions for this reaction preclude direct introduction of many functional groups into the polymer chain. An alternative synthesis is based on a redistribution of chlorodisilanes to low-molecular-weight, cyclic polysilanes (Eq. 3) that can be converted to silicon carbide on thermolysis [11].

$$\text{Si}_2\text{Me}_x\text{Cl}_6 - x \xrightarrow{\text{Bu}_3\text{PCl, reflux}} \text{Si}_x\text{Me}_y\text{Cl}_2 + \text{SiMe}_x\text{Cl}_4 - x \quad \text{cyclic polymers} \quad \text{monomers} \quad \text{(3)}$$

Given the potential for polysilanes in a number of applications, it would be beneficial to have alternative routes that allow more flexibility with respect to the polymer structures that can be generated. An appealing approach that has appeared feasible for some time is a coordination polymerization route based on a transition metal catalyst. The advantages of such a polymerization reaction can be readily appreciated by considering the impact of Ziegler-Natta polymerizations on the polyolefins industry. Such a dehydrogenative condensation of hydroxilanes would theoretically provide a clean route to polysilanes with hydrogen as the only side product. Control of chemical factors at the reacting metal center could result in the ability to manipulate polymer properties such as
chain length and tacticity. Recent progress in development of this area has been reported, most notably by Harrod and co-workers in Canada [12]. Our group is generally interested in early transition metal silicon chemistry, and the use of this chemistry for obtaining novel ceramic precursors. Recently we have turned our attention to reaction chemistry relevant to catalytic pathways to polysilane polymers. This work has resulted in a new mechanistic model that could influence development of this area.

### 56.2. TRANSITION METAL-MEDIATED Si–Si BOND FORMATION

Organosilanes display a rich reaction chemistry toward transition metal species, and many types of metal-mediated Si–X bond-forming and bond-breaking processes have been identified [13, 14]. In particular, silane compounds with Si–H bonds undergo a number of transformations in the presence of transition metal complexes are active toward Si–Si bond-forming processes. The first therefore has the potential to provide more sophisticated approaches to synthetic methodology for silicon-based materials. Given the fact that Si–H and Si–Si bond activations by transition metal complexes are well known, it seems quite possible that this reaction chemistry could be productively channeled into formation of polysilane chains. Of course, this requires some knowledge of how metal complexes and silicon species interact at a mechanistic level, but despite the large number of known metal silyl derivatives, such detailed studies are for the most part unavailable.

For some time it has been known that certain platinum–metal (late transition metal) complexes are active toward Si–Si bond-forming processes. The first report of such a reaction appeared in 1970. This reaction, which corresponds to a Si–H/Si–Si redistribution process, utilizes a platinum catalyst at a slightly elevated temperature (Eq. 4) [15].

\[
\begin{align*}
R\text{Me}_2\text{SiSiMe}_2\text{H} & \xrightarrow{\text{PtCl}_2(\text{PE}_{12})_2} \sum_n R(\text{SiMe}_2)_n\text{H} & n = 1-6 \\
R & = \text{H or Me}
\end{align*}
\]

Later work by these authors involving trapping reactions with alkynes presented circumstantial evidence that implicated a Pt–SiMe₂ silylene intermediate in the above reaction [16]. Palladium complexes catalyze Si–Si/Si–Si redistribution reactions that also form new Si–Si bonds [17].

Wilkinson's catalyst, (PPh₃)₃RhCl, also appears to be reactive toward Si–Si bondforming redistribution reaction. The initial report of use of this catalyst by Ojima et al. [18] described low conversions of the monosilanes PhMeSiH₂, Ph₂SiH₂, and Et₂SiH₂ to mixtures of mono-, di-, and trisilanes. Again, a metal-bound silylene intermediate was proposed as the key species involved in Si–Si
bond formation, and it was suggested that this intermediate is formed by an α-abstraction process that eliminates hydrogen (Eq. 5) [18].

\[ R_2SiH_2 \xrightarrow{[Rh]} Rh-SiR_2-H \xrightarrow{H_2} Rh-SiR_2-R_2SiH_2 \xrightarrow{R_2SiH_2} R_2HSi-SiHR_2 \]

etc. \[ \xrightarrow{R_2HSiR_2SiHR_2} \] (5)

Corey et al. [19] found that \((PPh_3)_3RhCl\) also produced di- and trisilanes from the secondary silane 9,10-dihydro-9-silaanthracene, and Lappert and Maskell [20] has reported the catalytic conversion of \(Ph_2SiH_2\) to hydrogen and \(Ph_2HSiHPh_2\) with the rhodium carbene complex (cyclooctadiene)-ClRNCMeCH_2CH_2NMe as catalyst. Interestingly, Vaska’s complex \((PPh_3)_2(CO)IrCl\) catalyzed redistribution of \(PhMeSiH_2\), but only to other monosilanes [21]. Brown-Wensley [22] investigated a number of platinum metal catalysts for the dimerization of diethylsilane and found the following ordering of activities (with relative reactivities):

\[(PPh_3)_3RhCl > [Pd(allyl)Cl]_2 > [Rh(CO)_2Cl]_2 > \]

\[(PPh_3)_2Pt(C_2H_4), [Rh(cod)Cl]_2 > Pt(cod)Cl_2 > RhCl_3 > \]

\[CpRh(C_2H_4), [Ir(cod)Cl]_2 > H_2PtCl_6, (PPh_3)_2PtCl_2\]

In addition it was observed that, with respect to the monosilanes, reactivities follow the order \(R_3SiH > R_2SiH_2 > R_5SiH\) [22]. Generally tertiary silanes \(R_5SiH\) are unreactive, but a recent report by Tanaka et al. [2] describes the dehydrogenative condensation of \(Me_3PhSiH\) to the disilane \((Me_3PhSi)_2\) with platinum catalysts.

It is therefore well established that late transition metal complexes, particularly of rhodium, are active in dehydrogenative Si–Si bond formation from hydrosilanes. However, chain growth does not proceed beyond the small oligomer stage. It is difficult to evaluate the potential for this area, because the mechanisms by which these reactions operate are unknown. In some cases metal silylene intermediates are proposed, and this seems reasonable, because silylene units are being incorporated into a polysilane chain via activation by a metal. Such species would presumably participate in Si–Si bond formation via
migrations at the metal center or by direct addition to the $M=\text{Si}$ double bond (Eq. 6).

$$
\begin{align*}
\text{H}_2\text{SiR}_2 & \quad \text{M} = \text{SiR}_2 \\
\text{M} = \text{SiR}_2 & \quad \text{H}_2\text{SiR}_2
\end{align*}
$$

Recently the first few transition metal silylene complexes have been reported, but these species all have a Lewis base (usually a solvent molecule) coordinated to the metal-bound silicon [24–26]. Hopefully future work will produce base-free silylene complexes and evaluate their reactivity toward silanes. Note that for the coupling reaction reported by Tanaka et al. [23], silylene intermediates seem unlikely.

Although the research summarized above is not encouraging with respect to production of high polymers with transition metal catalysts, more recent work by Harrod and co-workers has produced an important breakthrough. This work showed that early transition metal metallocene derivatives of titanium and zirconium are active catalysts for the dehydrogenative coupling of primary silanes $\text{RSiH}_3$ to polysilanes (Eq. 7, $\text{Cp} = \eta^5$-$\text{C}_5\text{H}_5$) [12, 27–32].

$$
\begin{align*}
\text{RSiH}_3 & \quad \xrightarrow{\text{Cp}_2\text{TiMe}_2} \\
\text{H}(-\text{Si-})_n\text{H} + \text{H}_2
\end{align*}
$$

Polymers isolated from the titanium-catalyzed reactions are linear and atactic, with an average degree of polymerization of ca. 10 and narrow polydispersities. Analogous zirconium catalysts give chains with up to 20 Si atoms. Interestingly, the polymer mixtures obtained have bimodal molecular weight distributions, which may imply two polymerization processes. These coupling reactions are more selective than the rhodium-based ones, in that no side products from redistribution are formed. Although primary hydrosilanes are generally reactive toward this polymerization, secondary and tertiary hydrosilanes are not, and the polymerization rates are very sensitive to steric factors. In some cases coupling of secondary silanes to the corresponding disilanes has been observed. Addition of olefins suppresses the evolution of hydrogen and increases the polymerization rate.
There is complex, but interesting chemistry that accompanies these polymerization reactions. Induction periods lasting from a few seconds to a few hours are reported, and a number of species have been identified in solution. For the titanium-based catalyst, titanium species in solution appear to be undergoing monomer-dimer equilibria and redox reactions. The complexes $[\text{Cp}_2\text{TiH}]_2(\mu-H)$, $\text{Cp}_2\text{Ti}(\mu-H)(\mu-\text{SiHPh})\text{TiCp}_2$, and $\text{Cp}_2\text{Ti}(\mu-\text{SiHPh})_2\text{TiCp}_2$ have been isolated from solution, but these species do not appear to be directly involved in the catalysis [28]. Mechanistic proposals have focused on the intermediacy of a titanium silylene complex, formed via an $\alpha$-abstraction process analogous to the one shown in Eq. 5 [12, 28, 30, 32]. This proposal seemed reasonable since silylene-extrusion products are observed in the reaction mixtures, and since the metal centers are acting to add silylene units to a growing polymer chain. Such mechanisms also can account for the fact that secondary and tertiary silanes are much less reactive.

56.3. GROUP 4 SILYL COMPLEXES AS CATALYST PRECURSORS FOR THE DEHYDROGENATIVE POLYMERIZATION OF SILANES

Our group's interest in the chemistry of early transition metal M–Si bonds has led us to synthesize and study a number of Zr–Si- and Hf–Si-bonded compounds [33]. In light of Harrod's reports of silane polymerization chemistry with related species, we began an investigation into the interaction of our silyl complexes with silanes. A survey of this reaction chemistry quickly revealed that certain early metal silyl complexes were very efficient catalyst precursors for the dehydrogenative coupling of primary silanes such as $\text{PhSiH}_3$ to polysilanes [34]. In the best cases these reactions are extremely rapid and produce polysilanes that appear to be similar to those reported by Harrod, based on comparison of spectroscopic and gel permeation chromatography data. A representative reaction is shown in Eq. 8.

\[
\text{Cp}_2\text{Zr} \quad \begin{array}{c}
\text{SiMe}_3 \\
\text{Ph}
\end{array} \quad \rightarrow \quad \text{HSiMe}_3 + \text{HSi(SiMe}_3\text{)}_3 + (n - 1)\text{H}_2 + \text{H}(-\text{Si-})_n\text{H}
\]

Monitoring this reaction at low PhSiH$_3$ concentration by $^1$H nuclear magnetic resonance (NMR) spectroscopy showed that HSiMe$_3$ and then HSi(SiMe$_3$)$_3$ were produced sequentially before significant amounts of polymer were detected. Polymers obtained by such reactions show bimodal molecular weight distributions as reported by Harrod [12]. A typical gpc trace is shown in
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Fig. 56.1. Gel permeation chromatographic trace of \([\text{SiHPh}]_n\) polymer, obtained with \(\text{Cp}_2\text{Zr[Si(SiMe}_3)_3\text{SiMe}_3}\) catalyst and \(\text{PhSiH}_3\) monomer. Molecular weights on the graph are based on polystyrene standards.

Fig. 56.1. These preliminary experiments suggest that the polymer molecular weight distributions and polydispersities are to some degree a function of the catalyst used. Early transition metal silyl complexes therefore show promise as effective catalysts for this polymerization.

Some early transition metal silyl complexes exhibit low activities. For example, \(\text{Cp}^*\text{Zr[Si(SiMe}_3)_3\text{Cl}}_2\) (\(\text{Cp}^* = \eta^5\text{-C}_5\text{Me}_5\)) is totally inactive, and \(\text{Cp}_2\text{Ti(SiMe}_3\text{)Cl}\) only dimerizes \(\text{PhSiH}_3\) stoichiometrically. The tantalum silyl \(\text{Cp}^*\text{Ta(SiMe}_3\text{)Cl}_3\) also dimerizes phenylsilane, and this reaction is accompanied by clean formation of \(\text{HSiMe}_3\) and the hydride \([\text{Cp}^*\text{TaHCl}_3]\). Generally, we have observed that halide substituents at the metal inhibit silane coupling dramatically. Also, as expected, hafnium complexes react more sluggishly than analogous zirconium ones.

56.4. PROPOSAL OF A MECHANISM

A major goal of studies in this area is development of catalysts that will allow control of chain length and in particular production of high polymers. The key to advancement toward this goal is elucidation of the mechanism(s) by which the polymerization reaction operates. Our approach to this problem includes the study of slow catalysts that allow observation of reacting intermediates. This entails use of factors mentioned above, namely, chloro substitution at the metal center and the fact that hafnium derivatives react more slowly and yield more stable complexes. Initially our investigations concentrated on reactions that model initiation steps, and later we turned to reactivity designed to model propagation reactions.
A reasonable assumption is that the catalyst precursors initially interact with silane via a hydrogen-transfer reaction of the type shown in Eq. 9.

\[
M - R + R'SiH_3 \rightarrow M - SiH_2R' + RH
\]  

(9)

It seemed to us that such reactions probably occur via \(\sigma\)-bond methathesis reactions involving four-centered transition states [35]. Such reactions have recently been observed for related early transition metal, lanthanide, and actinide complexes in their reactions with hydrocarbons (Eq. 10) [35-40].

\[
L_nM - R + H - R' \rightarrow \left[ \begin{array}{c} \delta^- \\ R' \ldots H \\ \vdots \\ L_nM \ldots R \\ \delta+ \\ \delta^- \end{array} \right] \rightarrow L_nM - R' + H - R
\]  

(10)

R, R' = H, alkyl, alkenyl, aryl
L, M = Cp\(^2\)Sc, Cp\(^2\)Y, Cp\(^2\)Lu, [(Me\(_3\)Si)\(_2\)N]_3U, Cp\(^2\)(X)Th, Cp\(^2\)(X)U, etc.

A reaction of this type involving a metal silyl complex and a primary silane is shown in Eq. 11. This reaction proceeds cleanly to the Hf-SiH\(_2\)Ph species shown.

\[
\begin{array}{c}
CpCp*Hf(Si(SiMe\(_3\))\(_3\))Cl + PhSiH\(_3\) \rightarrow CpCp*Hf(Si(SiMe\(_3\))\(_3\))SiH\(_2\)Ph + HSi(SiMe\(_3\))\(_3\)
\end{array}
\]  

(11)

This yellow crystalline compound was isolated and completely characterized by elemental analysis and NMR and infrared spectroscopy. The reaction occurs in the dark, but it is greatly accelerated in the presence of fluorescent room light. A number of new hafnium silyl derivatives have been obtained by reaction of CpCp*Hf(Si(SiMe\(_3\))\(_3\))Cl with 1 equiv. of a primary or secondary silane (RSiH\(_3\), R = Ph, \(p\)-MeC\(_6\)H\(_4\), 2,4,6-Me\(_3\)C\(_6\)H\(_2\), CH\(_2\)Ph, and 2-C\(_6\)H\(_5\); Ph\(_2\)SiH\(_2\); PhMeSiH\(_2\)). These reactions are quantitative by \(^1\)H-NMR spectroscopy, and isolated yields range from 65 to 75\%. This appears to be the only general method for synthesis of \(d^0\) metal silyl complexes with Si–H bonds [41, 42]. A kinetic study demonstrated that the thermal (dark) reaction in Eq. 11 is a second-order process and first order in both hafnium complex and silane. Significantly, the activation parameters for this process [\(\Delta H^\ddagger = 16.4 (7)\) kcal/mol; \(\Delta S^\ddagger = -27(2)\) eu] and the kinetic isotope effect [\(k_H/k_D = 2.5 (1)\)] are in close agreement with values previously observed for \(\sigma\)-bond metathesis reactions [35–40]. A related
process was observed in the reaction of the hydride \([\text{CpCp}^*\text{HfCl}]_n\) with phenylsilane. This reaction slowly yields the silyl \(\text{CpCp}^*\text{Hf(SiH}_2\text{Ph)Cl}\) and hydrogen as major products, presumably via a four-center transition state.

Having obtained a stable monomeric derivative with a primary silyl group, we began to examine the chemistry of this compound for a clue as to how \(M-\text{SiH}_2R\) species react or rearrange to deliver \(R\text{SiH}\) silylene units to a polymer chain. The zirconium primary silyl complex \(\text{CpCp}^*\text{Zr(SiH}_2\text{Ph)Cl}\) may be generated clearly in solution by a reaction analogous to that shown in Eq. 11, but the product is unstable, decomposing to a zirconium hydride and polysilane (Eq. 12).

\[
\text{CpCp}^*\text{Zr} + \text{PhSiH}_3 \rightarrow \text{CpCp}^*\text{Zr} + \text{HSi(SiMe}_3\text{)}_3 \\
\text{Si(SiMe}_3\text{)}_3 \\
\downarrow \\
[\text{CpCp}^*\text{ZrCl}]_n + [\text{SiPh}]_n
\]  

(12)

To examine this process in more detail, we studied the kinetics of the thermal decomposition of \(\text{CpCp}^*\text{Hf(SiH}_2\text{Ph)Cl}\). This compound decomposes by a second-order rate law, \(\text{rate} = k[\text{CpCp}^*\text{Hf(SiH}_2\text{Ph)Cl}]^2\), with \(\Delta H^\ddagger = 19.5 (3)\) kcal/mol and \(\Delta S^\ddagger = -21 (1)\) eu, to the hafnium hydride and \((-\text{SiPhH})_n\) polymer. Again, a four-center transition state is implicated, and we propose that Si-Si bond formation occurs via the process shown in Eq. 13.

\[
2\text{M-SiH}_2\text{Ph} \rightarrow \begin{bmatrix} \text{M} & \text{Ph} \\ \text{H} & \text{Si} & \text{H} \\ \vdots & \vdots \\ \text{M} & \text{SiH}_2\text{Ph} \end{bmatrix} \rightarrow \text{M-H} + \text{M-Si-Si-Ph} \\
\vdots \\
\text{etc.} \quad \leftarrow \text{M-H} + \text{M(SiPhH)}_2\text{SiH}_2\text{Ph}
\]

(13)

This result was somewhat surprising, because related studies with analogous hydrocarbons indicated that there was a strong preference for hydrogen to be in the \(\beta\) position of the four-center transition state, because the orbital that it uses in bonding is more nondirectional [35]. Generally, results of our reactivity studies have shown that silicon readily participates in four-centered reactions, where \(M-\text{Si}, M-\text{H}, \text{Si}-\text{H}, \) and \(\text{Si-Si}\) bonds are involved [34]. To test for the possible intermediacy of silylene intermediates, the decomposition of
CpCp*Hf(SiH2Ph)Cl was carried out in the presence of good silylene traps: HSiEt3, (c-C6H11)SiH3, Ph2SiH2, and PhMeSiH2. The presence of these traps did not affect the rate of decomposition. A Si–Si bond forming reaction that we believe to be more relevant to the polymerization mechanism is shown in Eq. 14.

\[
\text{CpCp}^*\text{Hf} \rightarrow \text{PhSiH}_3 \rightarrow \text{[CpCp}^*\text{HfHCl]_n} + (-\text{SiPhH}_m)_m \quad (14)
\]

This reaction yields the same products observed in the thermal decomposition of CpCp*Hf(SiH2Ph)Cl, but it is significantly faster. Under pseudo-first-order conditions with excess PhSiH3, disappearance of CpCp*Hf(SiH2Ph)Cl is first order in both reactants. The isotope effect for this process at 70°C is 2.7(2) [34].

With the above observations, it is now straightforward to write a mechanism for chain propagation based on \(\sigma\)-bond metathesis processes (Fig. 56.2). We believe that the active species in the cycle is a metal hydride species that interacts predominately with the sterically less crowded \(-\text{SiHR}\) end group of a polymer chain. This introduces a polysilyl group into the metal coordination sphere. Chain growth then occurs via Si–Si bond-forming \(\sigma\)-bond metathesis. Note that the chain growth step releases polymer, regenerating the metal hydride. This mechanism explains the stringent steric requirements that are observed for catalysts and silane monomers, because the four-center transition states will be

![Figure 56.2. A mechanism for dehydrogenative silane polymerization by an early transition metal catalyst precursor.](image-url)
Figure 56.3. Concentrations of various silane species in the coupling of PhSiH₃ as catalyzed by Cp₂HfH₂. Monitored by ¹H-NMR in benzene-d₆.

inherently quite crowded. We believe that steric constraints are such that one of the reacting silanes in a cycle must be primary (n or m = 1), resulting in chain growths of only one Si per cycle.

Using model reactions, we have been able to detect the expected intermediates for the proposed mechanism. One such intermediate, CpCp*Hf(SiH₂PhSiH₂Ph)Cl, was prepared from CpCp*Hf[SiMe₃]₃Cl and PhH₂SiSiH₂Ph and isolated as a mixture of two diastereomers. This species was then identified (by ¹H-NMR spectroscopy) in the slow oligomerization of PhSiH₃ by CpCp*Hf(SiH₂Ph)Cl. The addition of 2 equiv of PhSiH₃ to CpCp*Hf(SiH₂Ph)Cl resulted in a slow reaction that after 24 hr (33% conversion) yielded [CpCp*HfHCl]₆, CpCp*Hf(SiH₂PhSiH₂Ph)Cl, PhH₂Si–SiH₂Ph, and PhH₂Si–SiHPh–SiH₂Ph. The latter three silicon-containing products were formed in a ratio of ca. 3:2:3. Free, oligomeric silanes have been observed in coupling reactions with Cp₃HfH₂ as catalyst. Presumably because of steric hindrance at the reacting metal center, this hafnium hydride couples Si–H bonds very slowly. This allows observation of the conversion of PhSiH₃ to disilane, which is more slowly followed by the appearance of trisilane and, finally, a species that we believe to be the tetrasilane (Fig. 56.3). Note that after
the relatively rapid appearance of disilane, monosilane and disilane are consumed at roughly the same rate. Figure 56.4, which gives the time dependence of silane concentrations in the reaction between excess disilane and hafnium catalyst, shows that Si–Si bond cleavage can be an important competing process. These reactions with Cp₂HfH₂ were carried out in a closed system (sealed NMR tubes) [34].

Some of our results are relevant to the possible intermediacy of a metal silylene complex, M=Si(R)H, in these polymerization reactions. First, the chloro complexes CpCp*M[Si(SiMe₃)₃]Cl are catalysts for dehydrogenative silane polymerizations, and the polymerization reaction quantitatively converts these complexes to the corresponding hydrides, [CpCp*MHCl]ₙ [34]. The polymerizations therefore appear to require use of only one σ bond at the metal center (note that formation and reactions of a silylene complex would require involvement of two σ bonds). Furthermore if silylene complexes are formed by an α abstraction, this should be observed in isolated complexes of the type M(SiHRR')R'' (R, R', R'' = alkyl, H). We have isolated a few mixed alkyl/silyl complexes with Si–H bonds, but have not observed decomposition reactions consistent with α abstraction from silicon. In fact in one case, decomposition was
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seen to proceed by abstraction of hydrogen from the alkyl group by the silyl ligand (Eq. 15, \( \text{Mes} = \text{2,4,6-Me}_3\text{C}_6\text{H}_2 \)).

\[
\begin{align*}
\text{Me} & \quad \xrightarrow{80^\circ \text{C}} \quad \text{Mes}_2\text{SiH}_2 + \left[ \text{Cp}^*\text{Zr} = \text{CH}_2 \right] \\
\text{SiHMes}_2 & \quad \uparrow \\
\text{decomposition}
\end{align*}
\]

The free silane is formed quantitatively in this reaction, along with unidentified zirconium products. Significantly, no methane was detected (by \(^1\text{H-NMR and gas chromatography}) [42]. Given our observations of chemistry relevant to the polymerization reaction and the lack of precedent for silylene complexes of the early transition metals, metal silylenes do not appear to be likely intermediates in these polymerization reactions.

56.5. CONCLUSIONS

The results described above present evidence for a mechanism for the transition metal-catalyzed dehydrogenative polymerization of silanes [34]. This mechanism explains many aspects of the polymerization reaction, including steric requirements of the catalyst and substrate. Basic features of the mechanism are that it (1) requires a coordinatively unsaturated metal hydride catalyst, (2) involves \(\sigma\)-bond metathesis reactions with four-center transition states, and (3) each catalytic cycle involves formation of a metal silyl derivative and free polymer. This appears to be a new polymerization mechanism and is unusual in that a transition metal complex mediates a step-polymerization reaction. This feature of the mechanism explains the relatively short chain lengths that are obtained and indicates that the chain lengths are limited only by the extent of reaction. Future investigations may therefore prove that it is possible to modify reaction conditions and/or catalyst to favor a greater extent of reaction and higher polymer molecular weight.

Our proposal of a mechanism for the polymerization reaction is based largely on the zirconium and hafnium metallocene systems that we have investigated. Clearly there are more mechanistic tests that need to be applied. Also, there are obvious differences between the reactions catalyzed by zirconium or hafnium silyl complexes and those catalyzed by titanium alkyl complexes. It is therefore by no means clear that the titanium catalyst is operating by the same mechanism. However, we suggest that the mechanism described here deserves serious consideration for all dehydrogenative silane coupling reactions involving early transition metal catalysts and that major differences between catalysts may be attributed primarily to differences in initiation and side reactions.

It is hoped that the mechanism presented here will aid in the development of
polysilane chemistry by providing new and useful synthetic pathways. This mechanism provides significant information that can be used in the design of new and better catalysts. We believe that the prognosis is very good and that this synthetic route may prove to be quite useful in the future. Silane coupling reactions can potentially lead to a number of new silicon-containing polymers that have useful properties as electronic and structural materials.
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57.1. INTRODUCTION

Since Yajima and his co-workers developed the first polymeric precursors for silicon carbide [1], there has been much interest in organosilicon polymers whose pyrolysis gives ceramic materials with a high content of silicon carbide [2]. Among known organosilicon polymers that might be considered as potentially useful SiC precursors, the linear polycarbosilane, [(CH₃)₂SiCH₂]ₙ, is of interest [3]. Polymers of this kind, of relatively low molecular weight, have been prepared by active metal condensation of CICH₂Si(CH₃)₂Cl [4], but material of considerably higher molecular weight could be prepared by transition metal complex-initiated ring-opening polymerization of 1,1,3,3-tetramethyl-1,3-disilacyclobutane, 1 [5]. Studies of the properties of such polycarbosilanes [5,6] did not result in any useful applications. In particular, they are not useful as SiC precursors, their pyrolysis in a stream of argon to 1000°C leaving little or no ceramic residue. In spite of this defect, the [(CH₃)₂SiCH₂]ₙ polymers have been of continued interest as SiC precursors, because they are the type of polymer, linear and, in part, of high molecular weight, that should serve well in the preparation of fibers. However, it is obvious that the [(CH₃)₂SiCH₂]ₙ polymers will have to be modified by appropriate
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chemistry so that their pyrolysis will give high ceramic yields. (Ceramic yield = weight of pyrolysis residue x 100/weight of material pyrolyzed.)

One approach to such chemical modification of the [(CH$_3$)$_2$SiCH$_2$]$_n$ polymers with this objective in mind was reported by Bacqué and co-workers [7]. Utilizing known Si–C bond cleavage chemistry, they treated a [(CH$_3$)$_2$SiCH$_2$]$_n$ polymer fraction of molecular weight 250,000 with the (CH$_3$)$_3$SiCl/AlCl$_3$ reagent. Their goal, the selective cleavage of one of the two methyl groups on silicon to give [CH$_3$(Cl)SiCH$_2$]$_n$, was realized. However, extensive Si–CH$_2$ cleavage occurred as well, and the molecular weight of their product was only 2300. Nevertheless, the [CH$_3$(Cl)SiCH$_2$]$_n$ polymer was reduced to [CH$_3$(H)SiCH$_2$]$_n$ material, which would, as a result of its reactive Si–H functionality, give SiC in high ceramic yield on pyrolysis. However, such was not the case: Thermal crosslinking via the Si–H functionality apparently did not occur, and pyrolysis of [CH$_3$(H)SiCH$_2$]$_n$, gave a ceramic residue in only 5% yield [8].

We have shown that catalyzed hydrosilylations involving organosilicon polymers containing a multiplicity of Si–H functions, including those containing [R(H)SiCH$_2$] as the major repeat unit, and organosilicon compounds, both cyclic and polymeric, containing Si–CH–CH$_2$ functionality would give useful preceramic polymers [9]. With a suitable choice of reactants, a crosslinked (and still soluble) polymer whose pyrolysis gives a high yield of a ceramic material with a Si/C ratio of close to unity could be obtained. However, we were interested in alternative approaches for the successful utilization of [(CH$_3$)$_2$SiCH$_2$]$_n$ polymers as preceramic materials. We report here one such approach.

57.2. RESULTS AND DISCUSSION

Although at first sight [(CH$_3$)$_2$SiCH$_2$]$_n$ polycarbosilanes contain no useful functionality for further chemical modification, one may make use of the fact that methylsilyl groups activate adjacent C–H bonds toward deprotonation by strong bases (Eq. 1) [10].

$$-\text{Si} - \text{C} - \text{H} \xrightarrow{\text{RM}} -\text{Si} - \text{C} - \text{M} + \text{RH}$$ (1)

Studies by Fritz and co-workers [11] and by Gröbel and Seebach [12] have shown that methylene bridges between two silicon atoms are more readily deprotonated by strong organometallic bases than are methyl groups bonded to a single silicon atom. Equations 2 and 3 give a few examples. In the case of the trisilacyclohexane further metalation did not occur at 20°C even when an excess
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of metalation reagent was used.

\[
\begin{align*}
\text{Li} & \quad \text{TMEDA} \\
\quad & \quad \text{H}
\end{align*}
\]

\[\text{Li}_n\text{BuLi} \quad \text{CH}_3 \quad \text{SiCH}_2\text{Si(CH}_3)_3 \quad \text{Li} \quad \text{TMEDA} \quad (\text{Ref. 12})
\]

(Ref. 12)

\[\text{H} \quad \text{TMEDA} \quad (\text{CH}_3)_2\text{NCH}_2\text{CH}_2\text{N(CH}_3)_2 \quad \text{CH}_2 \quad \text{Si(CH}_3)_2 \quad \text{Li} \quad \text{TMEDA} \quad (\text{Ref. 11})
\]

(3)

Our own model chemistry studies [13] of the metalation of \((\text{CH}_3)_3\text{SiCH}_2\text{Si(CH}_3)_3\), \((\text{CH}_3)_3\text{SiCH}_2\text{Si(CH}_2\text{Si(CH}_3)_2\text{CH}_2\text{Si(CH}_3)_3\), and cyclo-

\[\left[(\text{CH}_3)_2\text{SiCH}_2\right]_n\]

[(CH₃)₂SiCH₂]ₙ; using several organoalkali bases (t-BuLi·TMEDA, sec-

\[\text{BuLi·TMEDA, n-BuLi/t-BuOK})\]

showed the last of these to be especially effective in the metalation of \(\text{SiCH}_2\text{Si}\) groups. This reagent reacted rapidly with these carbosilanes even at \(-70^\circ\text{C}\) in tetrahydrofuran (THF) solution. Accordingly, we have studied the metalation of the \([(\text{CH}_3)_3\text{SiCH}_2]_n\) polymers by the \(n-\text{BuLi/t-BuOK}\) reagent.

The \([(\text{CH}_3)_3\text{SiCH}_2]_n\) polymer was prepared by \(\text{H}_2\text{PtCl}_6 \times 6\text{H}_2\text{O}\)-catalyzed ring-opening polymerization of 1,1,3,3-tetramethyl-1,3-disilacyclobutane using a procedure described by Levin and Carmichael [5]. It was isolated in the form of colorless, rubbery material that began to flow on standing. According to gel permeation chromatography (GPC) (in toluene solution, polystyrene standard), it contains three fractions: two in the 1000- to 3000-dalton range and one (very broad GPC peak) in the 50,000- to 200,000-dalton range, with the low-
molecular-weight components being the major ones by far. By cryoscopy in benzene, the "molecular weight" was 2018.

The metalations of the \([(\text{CH}_3)_3\text{SiCH}_2]_n\) polymer thus prepared were carried out as follows: The polymer was dissolved in THF, and the solution was cooled to \(-78^\circ\text{C}\). Potassium tert-butoxide then was added and subsequently the same molar quantity of \(n\)-butyllithium in pentane. An immediate color change to yellow/yellow-orange (due to the \(n-\text{BuLi/CH}_3\text{OK}\) interaction, according to a control experiment) occurred. After the reaction mixture had been allowed to warm to 0°C over the course of an hour, the chlorosilane \([(\text{CH}_3)_2\text{HSiCl, (CH}_3)_2(\text{CH}_2=\text{CH})\text{SiCl, etc.}])\) was added (Scheme 57.1). Ratios of base:\(\text{CH}_3\text{SiCH}_2\) of 1:6, 1:2, 1:1, 2:1, 3:1, and 5:1 were used in these experiments. There was no correspondence of these ratios with the degree of metalation. When the indicated base:\(\text{CH}_3\text{SiCH}_2\) ratio was 1:6, \(x\) in the formula of the silylated product (Scheme 57.1) was about 15. When it was 1:2, \(x\)
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\[
[(CH_3)_2SiCH_2]_n + m-nBuLi/(CH_3)_3COK
\]

\[\rightarrow 78\text{ to } 0\text{ C}\]

\[\text{tetrahydrofuran, } 1\text{ hr}\]

\[
\left\{[(CH_3)_2SiCH_2]_n[(CH_3)_2SiCHK]\right\}_n
\]

\[\rightarrow (CH_3)_2RSiCl, 25\text{ C, } 16\text{ hr}\]

\[
\left\{[(CH_3)_2SiCH_2]_n[(CH_3)_2SiCH]\right\}_n + (CH_3)_2RSiOC(CH_3)_3
\]

\[\text{Si(CH}_3)_2R\]

Scheme 57.1.

was about 9. A base: \( (CH_3)_2SiCH_2 \) ratio of 1 was optimum: About every fourth \( (CH_3)_2SiCH_2 \) unit was metalated \( (x = 3) \). Use of an excess of \( n-BuLi/(CH_3)_3COK \) base reagent, according to cryoscopic molecular weight measurements and complications in the product proton nuclear magnetic resonance \( (\text{NMR}) \) spectra, appears to lead to chain cleavage, most likely via nucleophilic attack by \( n-BuK \) at silicon \( (\text{Scheme 57.2}) \). Such a process will lower the average molecular weight \( (\text{as was observed}) \) and, through introduction of \( n \)-butyl groups and \( (CH_3)_2\)RSi groups on terminal sites, will result in more complicated NMR spectra in the aliphatic \( C-H \) region. Even in the case of \( 1:1 \) reactions there was some limited \( Si-C \) cleavage, based on these experimental criteria.

All further experiments were carried out using an \( n-BuLi/(CH_3)_3COK \) base-to-\( (CH_3)_2SiCH_2 \) ratio of 1. After reaction of the metalated polycarbosilane with the respective \( (CH_3)_2\)RSiCl, all volatiles were removed under high vacuum, and the residue was extracted with benzene/hexane mixtures. The silylation products were isolated by vacuum evaporation of the extracts as viscous oils (more

\[
[(CH_3)_2SiCH_2Si(CH_3)_2CH_2Si(CH_3)_2Si(CH_3)_2CH_2]_2
\]

\[\rightarrow n-BuLi/(CH_3)_3COK\]

\[
[(CH_3)_2SiCH_2]_2Si(CH_3)_2CH_2K + Bu(CH_3)_2SiCH_2[(CH_3)_2SiCH_2]_x
\]

\[\rightarrow (CH_3)_2RSiCl\]

\[
[(CH_3)_2SiCH_2]_2Si(CH_3)_2CH_2Si(CH_3)_2R + Bu(CH_3)_2SiCH_2[(CH_3)_2SiCH_2]_x
\]

Scheme 57.2.
RESULTS AND DISCUSSION

mobile than the starting polycarbosilane) that are soluble in benzene, toluene, dichloromethane, and chloroform. The yields of these products based on charged $[(\text{CH}_3)_2\text{SiCH}_2]^n$ were in the 92 to 98\% range.

That only every fourth $(\text{CH}_3)_2\text{SiCH}_2$ unit of the polycarbosilane is metalated can be understood in terms of charge dispersal from the metalated, negatively charged carbon atom along the $(\text{Si}--\text{C})_n$ chain (polarization and inductive effects), which becomes sufficiently attenuated by the time the fourth CH$_2$ group is reached.

Thermogravimetric analysis (TGA) of the starting $[(\text{CH}_3)_2\text{SiCH}_2]^n$ polycarbosilane and of $[(\text{CH}_3)_2\text{SiCH(SiCH}_3)_2\text{CH}--\text{CH}_2]^n$ was obtained (to 1000°C under argon). The starting polycarbosilane is thermally stable to about 350°C, at which point rapid decomposition, which is complete at around 675°C, begins. No ceramic residue remains. The TGA of the silyl-substituted polymer shows a two-stage decomposition process: an initial 25\% weight loss between 80°C and 240°C, followed by a rapid weight loss, which leaves about a 2\% ceramic residue weight between 450°C and 625°C. The silylated polymers obtained using (CH$_3)_2$HScI and (CH$_3)_3$SiCl gave a ceramic yield of zero (TGA to 1000°C, 10°C/min, under argon).

The introduction of $(\text{CH}_3)_2\text{HSi}$ and $(\text{CH}_3)_3(\text{CH}_2--\text{CH})\text{Si}$ groups into the polycarbosilane as subunits on the methylene carbon atoms provides the means for crosslinking reactions, which can result in an increase in the ceramic yield on pyrolysis. One might expect that a hydrosilylation reaction involving the $(\text{CH}_3)_2\text{HSi}$ groups on one polymer chain and the $(\text{CH}_3)_3(\text{CH}_2--\text{CH})\text{Si}$ groups on another might give a hybrid polymer whose pyrolysis would give a greatly enhanced ceramic yield (compared with the negligible ceramic yields obtained with the component polymers alone). This, however, was not the case. Such reactions of ca. 1.5 M-eq of the $(\text{CH}_3)_2\text{HSi}$-substituted polycarbosilane with 1 eq of the $(\text{CH}_3)_3(\text{CH}_2--\text{CH})\text{Si}$-substituted polycarbosilane, using either AIBN or H$_2$PtCl$_6$·6H$_2$O as a catalyst, did not proceed to high conversion, possibly as a result of steric factors, and the resulting materials isolated by removal of volatiles and column chromatography (silica gel) gave only very low ceramic yields on pyrolysis to 1000°C under argon.

If this interchain crosslinking by means of catalyzed hydrosilylation been successful, then the resulting polymer still would have presented problems: its pyrolysis (under argon) would be expected to give a ceramic residue containing a high content of elemental carbon in addition to the desired SiC.

These problems of low ceramic yield and the formation of elemental carbon in large amounts in the pyrolysis of the polycarbosilane were successfully addressed by another hybrid polymer approach. In earlier work, we [14] (and independently by Brown-Wensley and Sinclair [15]) had studied the sodium condensation of CH$_3$SiHCl$_2$. In THF solvent, this reaction gave a solid, THF-soluble polysilane of composition $[(\text{CH}_3\text{SiH})_0\text{d(}\text{CH}_3\text{SiH})_0\text{a}]_n$, that is about 60\% of the Si–H bonds had reacted with the sodium, generating crosslinking sites in which a silicon atom is bonded to three other silicon atoms. As a result of this extensive crosslinking, pyrolysis of this polysilane to 1000°C under argon gave a
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fairly good (ca. 60%) ceramic yield. However, this 40% weight loss includes loss of many, the methyl groups (such as CH₃), and the residue had a composition (by analysis) of 1.0 SiC + 0.5 Si on a molar basis (equivalent to 26 wt% of elemental Si). The liquid polysilane, [(CH₃SiH)ₓ(CH₃Si)ₓ]ₓ, (x = ~0.65 to 0.85; y = ~0.35 to 0.15) obtained by sodium condensation of CH₃SiHCl₂ when the solvent system used is about 6 vol of hexane + 1 vol of THF is less highly crosslinked and its pyrolysis gave a ceramic yield of only 15 to 20%, again of composition of about 1.0 SiC + 0.5 Si.

However, this defect of these polysilanes, the formation of free silicon on pyrolysis, can be used to good advantage. In the present instance, we can make use of their abundant Si–H functionality in a hydrosilylation reaction with the vinyl-substituted polycarbosilane, [[(CH₃)₂SiCH₂]ₓ[(CH₃)₂SiCH(Si(CH₃)₂-CH=CH₂)]ₓ, catalyzed by AIBN in refluxing benzene solution. A molar ratio of the polysilane to the vinyl-substituted polycarbosilane of 1.5 gave a new organosilicon polymer whose pyrolysis gave a 54% ceramic yield. When this molar ratio was 4.0, the ceramic yields obtained on pyrolysis to 1000°C under argon was 68%; the composition of the solid residue was 91%, by weight, SiC, 9% C. Increasing this molar ratio of the two polymers to 7.5 gave a new organosilicon polymer via the hydrosilylation crosslinking process whose pyrolysis gave by analysis a mixture containing 94% by weight of SiC and only 6 wt% of carbon. Such hybrid polymers thus are good candidates for further studies aimed at developing useful applications.

The Yajima (Nicalon) polycarbosilane is not a simple linear polymer, but appears to be a crosslinked material of complicated structure [16]. The main component repeat units are [CH₃(H)SiCH₂] and [(CH₃)₂SiCH₂] with the former predominating. Pyrolysis of the uncured polymer under argon generally gives a 55 to 60% yield of a ceramic material that contains substantial amounts of free carbon in addition to SiC. We have been able to upgrade the Nicalon polycarbosilane by means of the reaction sequence: metalation with the n-BuLi/(CH₃)₃COK reagent, reaction of the metalated polymer with (CH₃)₂Si(CH=CH₂)SiCl to produce a "vinyl-Nicalon," and, finally, hydrosilylation of the latter with the liquid polysilane, [(CH₃SiH)ₓ(CH₃Si)ₓ]ₓ, to give a new hybrid organosilicon polymer. In this way we have been able to obtain crosslinked polycarbosilanes whose pyrolysis under argon left a ceramic residue in good (65–85%) yield, which, if the right ratio of the two polymers is used, can be 98% by weight SiC, with only 2% excess carbon.

Because of the expense of the n-BuLi/(CH₃)₃COK reagent and its relative inefficiency in metalating [(CH₃)₂SiCH₂]ₓ, the approach described here may not be very practical. However, the results described here show very clearly that polymers that are at first sight useless as precursors for ceramics can be converted to useful preceramic materials by means of chemistry appropriate to their composition. However, attainment of high ceramic yield on pyrolysis and correct elemental composition represent only the beginning of what will be a long and, usually, difficult course of collaborative study by the chemist and the
ceramist if a ceramic precursor that will be useful in the real world is to be developed.
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PREPARATION OF ALUMINUM NITRIDE FIBERS

JOHN D. BOLT

58.1. INTRODUCTION

Aluminum nitride (AlN) has received considerable attention as a micro-electronic packaging substrate because of its high thermal conductivity, similar thermal expansion to silicon, and moderate dielectric constant. As fibers, AlN would be particularly attractive for enhancing the thermal conductivity of composites. Previously, we demonstrated the usefulness of alumina fibers in polymer matrices for electronics packaging (dielectric materials) to enhance thermal conductivity and lower thermal expansion while maintaining low dielectric constants [1]. Candidate materials for new fibers included diamond, cubic, and hexagonal BN, SiC, AlN, and BeO. Of these, AlN possessed a good combination of properties and feasibility of fiber preparation. In addition, aluminum nitride's high modulus, low CTE, creep resistance, and strength retention at high temperature make AlN fibers potentially useful in structural ceramic, metal, and glass matrix composites.
58.2. ALUMINUM NITRIDE FIBERS BY CARBOTHERMAL REDUCTION

AlN is prepared by several routes, direct nitridation of metal, carbothermal reduction of alumina in nitrogen, and various inorganic and organometallic reactions. The carbothermal reduction route, Eq. 1, is widely used in preparation of AlN powders [2–7].

\[
\text{Al}_2\text{O}_3 + 3\text{C} + \text{N}_2 \xrightarrow{1500^\circ \text{C}} 2\text{AlN} + 3\text{CO}
\]  

(1)

To prepare AlN fibers we wanted precursor fibers containing an intimate mixture of carbon and alumina or their precursors, which would transform to AlN fibers by Eq. 1. Patent references to such a process include spinning fibers containing aluminum dicarboxylates [8] or mixtures of Al₂(OH)₃Cl and polyvinyl alcohol [9, 10]. We prepared the carbon–alumina fibers by dispersing submicron alumina in two well-known precursors to carbon fibers, polyacrylonitrile (PAN) and petroleum pitch.

PAN–alumina slurries suitable for spinning fibers were prepared by ball milling alumina in dimethylformamide (DMF) containing small amounts of PAN as a dispersing aid and subsequently adding the bulk of the PAN. For wet spinning into 60:40 DMF: water, a typical slurry contained 74% DMF, 14.3% Al₂O₃, and 11.7% PAN by weight. For dry spinning a typical slurry contained 55.9% DMF, 24% Al₂O₃, 0.3% Y₂O₃, and 19.8% PAN by weight. In dry spinning, dispersions were extruded at 0.5 ml/min per hole at 90°C into a vertical column at 150°C (average), and fibers were wound up at 132 m/min. Fibers were further drawn five times in boiling water, then oxidatively stabilized in air by heating from 200 to 280°C at 1°C/min. Subsequently, fibers were carbonized and nitrided by heating in a graphite resistance furnace in nitrogen to 1650°C, then sintered by further heating to between 1700 and 1850°C.

Spinnable dispersions of alumina in petroleum pitch were prepared by ball milling alumina, Y₂O₃, and oleic acid in tetrahydrofuran, adding an isotropic pitch (Ashland Aerocarb), and evaporating the solvent. Addition of high-molecular-weight polystyrene enhanced spinnability. A dispersion containing 54.4% Al₂O₃, 35% pitch, 9.1% polystyrene (molecular weight, 250,000), 1% oleic acid, and 0.5% Y₂O₃ was melt spun at 210°C. Fibers were oxidatively stabilized in air by heating at 0.5°C/min to 265°C, then carbonized, nitrided, and sintered as for PAN–alumina fibers above.

Figure 58.1 is a series of micrographs at several stages in the conversion of PAN–alumina fibers to AlN fibers. The dog bone-shaped fiber cross section is typical of dry-spun PAN. In conversion of the PAN to carbon, fibers densified to a composite fiber of Al₂O₃ particles in a carbon matrix. After nitridation the microstructure consisted of uniform submicron particles, typical of carbothermally prepared AlN. These sintered to dense, polycrystalline fibers with grain sizes from 1 to 3 μm.

Sintering aids were essential in obtaining dense fibers; in their absence AlN particles did not sinter, but continued to coarsen at progressively greater
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Figure 58.1. (a) Dry-spun PAN-alumina fibers undrawn. (b) Carbon-alumina fibers. (c) AIN fibers after carbothermal reduction. (d) AIN fibers after carbon removal and sintering. All scale bars = 10 μm.

Control of the carbon-to-Al2O3 ratio was particularly important for reproducible sintered fibers. Carbon yield from PAN and pitch was determined thermogravimetrically. However, precise control of carbon was necessary to prevent excessive grain growth enhanced by oxide phases. With a deficiency of carbon, aluminum oxynitride (γ-Al27O33N5 [13]) formed above 1600°C. With excess carbon, fibers did not sinter, and Y2O3 was reduced to YN, as detected by X-ray diffraction. In preparation of AIN powder, it has been reported that an excess of carbon is necessary to completely convert Al2O3 to AIN optimally at a C:Al2O3 molar ratio of 4.2 [4,6]. However, we found a ratio of 3.3 was sufficient, perhaps due to the intimate mixture of C and Al2O3 and the easy exchange of gases within fiber bundles. Excess carbon was burned out in air at 600 to 650°C prior to sintering.

58.3. ORGANOMETALLIC ROUTES TO AIN FIBERS

Impurities such as O, Si, and some transition metals are known to degrade the thermal conductivity of AIN [14,15]. We pursued organometallic routes to AIN fibers based on our experience producing high-purity Al2O3 from triethylaluminum [16].
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58.3.1. Precursor Polymers from Alkylaluminums and Aromatic Amines

Initially we prepared a soluble, infusible polymer from triethylaluminum \((\text{Et}_3\text{Al})\) and \(p\)-phenylenediamine [17]. Highly viscous solutions were obtained in ratios of diamine to alkyl aluminum of 1:1 and 1:2. Yield, volume of gas evolved, elemental analysis, and \(^1\text{H}\) nuclear magnetic resonance (NMR) were consistent with the loss of one ethane from each \(\text{Et}_3\text{Al}\). These simplified polymer structures are proposed:

\[
\begin{align*}
\text{H}_2\text{N} & \quad \text{Et}_2\text{Al} \quad \text{NH} \quad \text{Et}_2\text{Al} \\
\text{C}_6\text{H}_4 & \quad \text{C}_6\text{H}_4
\end{align*}
\]

Polymers from a variety of aromatic di-, tri-, and tetraamines and alkyl aluminums were prepared. After pyrolysis in \(\text{N}_2\) or \(\text{Ar}\), residues of about 60% contained \(\text{Al}\) and \(\text{N}\) in stoichiometric amount, confirming \(\text{AlN}\) detected in X-ray powder patterns. However, substantial carbon remained, 38 to 60%. Fibers hand-pulled from concentrated solutions retained their shape when pyrolyzed. Pyrolysis in ammonia led to lower carbon contents, but tended to depolymerize the precursor.

58.3.2. Precursor Polymer from Diethylaluminum Amide

Tebbe found a simpler method that gave a thermoplastic organoaluminum precursor [18, 19]. Diethylaluminum amide polymerized in the presence of alkyl aluminums to give products with a typical empirical formula, \((\text{EtAINH})_{0.15}(\text{Et}_2\text{AlNH})_{0.85}\), based on ethane evolved and elemental analysis. \(^{15}\text{N}\)-NMR data suggested the presence of \(\text{AlN}\) groups in the polymer [20]. More detailed definition of the polymer structure is in progress.

The organoaluminum precursor could be melt spun above 100°C, cured, and pyrolyzed in ammonia, converting to a stoichiometric, high-surface-area, crystalline \(\text{AlN}\) by 400°C [21, 22]. At subsequently higher temperatures the microstructures evolved by particle coarsening and finally sintering to fully dense \(\text{AlN}\) with submicron grains. In contrast to fibers produced by carbothermal reduction or to conventional \(\text{AlN}\) ceramics, sintering aids were unnecessary. However, in attempts to prepare rigorously oxygen-free samples, we found that trace oxygen is necessary for sintering, although at substantially lower levels than in conventional powder processing of \(\text{AlN}\).

Properties of \(\text{AlN}\) fibers made from the thermoplastic organoaluminum precursor are summarized in Table 58.1. Thermal conductivity is three times that of the best available ceramic fibers from \(\alpha\)-alumina and ten times that of alumino-silicate fibers. Other properties are comparable to bulk \(\text{AlN}\).
### SUMMARY

#### TABLE 58.1. Properties of Aluminum Nitride Fibers: Comparisons to Literature Values for Monolithic AIN and to α-Alumina Fibers

<table>
<thead>
<tr>
<th></th>
<th>AIN Fibers</th>
<th>Bulk AIN (Literature Value)</th>
<th>α-A1203 Fibers (Fiber FP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity (W/m K) at room temperature (oxygen content, %)</td>
<td>82</td>
<td>40–285</td>
<td>27</td>
</tr>
<tr>
<td>Coefficient of thermal expansion (ppm/°C) (50–400°C)</td>
<td>4.6</td>
<td>4.5</td>
<td>7.3</td>
</tr>
<tr>
<td>Dielectric constant at 1 MHz</td>
<td>8.2</td>
<td>8.8</td>
<td>10.5</td>
</tr>
<tr>
<td>Tensile strength (MPa) (6.4 mm gauge)</td>
<td>340</td>
<td>(440)</td>
<td>1500</td>
</tr>
<tr>
<td>Density (g/cm³)</td>
<td>3.14–3.32</td>
<td>3.25</td>
<td>3.9</td>
</tr>
<tr>
<td>Grain size (μm)</td>
<td>0.3–0.8</td>
<td>3–5</td>
<td>0.4</td>
</tr>
<tr>
<td>Diameter (μm)</td>
<td>8–25</td>
<td>—</td>
<td>20</td>
</tr>
</tbody>
</table>

*Refs. 15, 25.

Ref. 26.

#### 58.4. OTHER ROUTES TO AIN FIBERS

AIN fibers by direct nitridation of short aluminum fibers have been reported [10], but no properties were given. Whiskers (acicular single crystals) of AIN have been prepared by numerous routes, all of which proceed through volatile intermediates [23]. Tensile strengths up to 7 GPa were reported [24], but no thermal conductivity data are available.

#### 58.5. SUMMARY

Two methods were demonstrated for preparing AIN fibers. Carbothermal reduction of carbon precursor fibers containing dispersed alumina produced AIN fibers from inexpensive raw materials. Sintering required mixed metal oxide liquid phases. Organoaluminum precursor polymers could be melt spun and converted to AIN. Sintering required oxygen, but additional metallic cations were unnecessary.
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STRUCTURE–REACTIVITY RELATIONSHIPS OF POLYSILAZANE PRECERAMICS

KAY A. YOUNGDAHL, JEFFREY A. RAHN, RICHARD M. LAINÉ, RICHARD A. KENNISH, AND GILBERT A. BALAVOINE

59.1. INTRODUCTION

Nonoxide ceramics, such as silicon nitride (\(\text{Si}_3\text{N}_4\)), boron nitride (BN), and silicon carbide (\(\text{SiC}\)), have much to offer in the way of high hardness and high structural stability. However, considerable expense is often associated with their preparation and transformation into finished products.

Coatings of \(\text{Si}_3\text{N}_4\), \(\text{SiC}\), and BN are currently produced by physical or chemical vapor deposition. These methods are both equipment and energy intensive; therefore, the development of inexpensive methods for the synthesis and fabrication of nonoxide ceramic coatings is needed. Fibers are also of interest because of their potential utility in ceramic and metal matrix composites.

Polysilazanes have received renewed interest since their discovery [1] in the 1920s as precursors to \(\text{Si}_3\text{N}_4\). However, little is known about their high temperature reaction chemistry. In order for polysilazanes to become useful precursors, questions need to be addressed and answers provided concerning the
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types of catalysts needed to provide controlled polymer structures. Also, one
must determine what chemical and microstructural changes occur in the
precursor during pyrolysis in the range of 200 to 900°C and at what temperature
intermediate (e.g., 400–600°C) products begin to resemble the target ceramic
products.

This Chapter will concentrate on the pyrolysis studies of the precursor
polysilazanes, $-[\text{H}_2\text{SiNMe}]_x$ and $-[\text{MeHSiNH}]_x$, and will show how ceramic
product selectivity is controlled by molecular structure. The experimental
details of the work reported here will be described in detail elsewhere [2].

59.2. DISCUSSION AND RESULTS

The two polysilazane oligomers, $-[\text{H}_2\text{SiNMe}]_x$ and $-[\text{MeHSiNH}]_x$, are
prepared by ammonolysis or aminolysis (reactions 1 and 2). The termini are
MeNH$-$ and NH$_2$–, respectively.

$$\text{H}_2\text{SiCl}_2 + 3\text{MeNH}_2 \xrightarrow{\text{Et}_2\text{O}, -78^\circ\text{C}} \text{MeNH} - [\text{H}_2\text{SiNMe}]_x - \text{H} + 2\text{MeNH}_3\text{Cl}$$

(1)

$$\text{MeHSiCl}_2 + 3\text{NH}_3 \xrightarrow{\text{Et}_2\text{O}, -78^\circ\text{C}} \text{NH}_2 - [\text{MeHSiNH}]_x - \text{H} + 2\text{NH}_4\text{Cl}$$

(2)

As we have previously shown [3–5], it is possible to treat these oligomers
with a ruthenium catalyst derived from Ru$_3$(CO)$_{12}$ to form higher-molecular-
weight oligomers and polymers (reaction 3).

$$\text{MeNH} - [\text{H}_2\text{SiNMe}]_x - \text{H} \xrightarrow{\text{Ru}_3\text{CO}_{12}, 60-90^\circ\text{C, 30-90hr}} \text{oligomers + polymers + H}_2 + \text{MeNH}_2$$

(3)

However, we would like to reduce or even eliminate the dependence on
ruthenium catalysts, as well as find catalysts that will increase the rate of the
current catalytic process and improve control of the polysilazane rheology. We
have succeeded in eliminating the need for ruthenium as shown in reaction 4:

$$19 - [\text{H}_2\text{SiNMe}]_x - + -[\text{MeHSiO}]_x - \xrightarrow{\text{Cp}_2\text{TiMe}_2} \text{crosslinked polymer}$$

(4)

Thermogravimetric analysis (TGA) and bulk pyrolysis studies on $-[\text{H}_2\text{SiNMe}]_x$ and $-[\text{MeHSiNH}]_x$ prepared via reaction 3 give the same
results under nitrogen or argon. Likewise, ceramic yields and products do not
change even when heating schedules are varied between 1 and 10°C/min. The
apparent ceramic products obtained from pyrolysis of $-[\text{H}_2\text{SiNMe}]_x$ are
silicon nitride and carbon, whereas pyrolysis of $-[\text{MeHSiNH}]_x$ leads to the
formation of SiC in addition to Si$_3$N$_4$ and carbon.

Figures 59.1 and 59.2 provide information about pyrolytic weight losses
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Figure 59.1. TGA and chemical analyses for $-[\text{MeHSiNH}]_2-$ at 25, 200, 400, 600, and 800 °C (pyrolyzed in nitrogen at a heating rate of 5 °C/min).

Figure 59.2. TGA and chemical analyses for $-[\text{H}_2\text{SiNMe}]_2-$ at 25, 200, 400, 600, and 800 °C (pyrolyzed in nitrogen at a heating rate of 5 °C/min).
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(TGA curves) for \(-[\text{H}_2\text{SiNMe}]_n\) and \(-[\text{MeHSiNH}]_n\) and the chemical compositions of the intermediate materials at selected temperatures. If considered together with Figures 59.3 and 59.4, one obtains a reasonable picture of the chemical changes that occur as each precursor first undergoes extensive crosslinking followed by decomposition into an amorphous ceramic product.

At temperatures up to 400°C, the chemical compositions of the two polymers evolve slowly; however, the diffuse reflectance infrared Fourier transform (DRIFT) spectra (Figs. 59.3 and 59.4) show that significant changes occur in the chemical structure. The bands due to Si–H bonds (~2200 cm\(^{-1}\)) in both polymers decrease relative to the bands of the fingerprint region (~1300 cm\(^{-1}\)) and broadening is observed in both the C–H (~3000 cm\(^{-1}\)) and N–H

![Figure 59.3. DRIFT spectra for \(-[\text{MeHSiNH}]_n\) at 25, 200, 400, 600 and 800 C (pyrolyzed in nitrogen at a heating rate of 5°C/min).]
Figure 59.4. DRIFT spectra for $-[\text{SiNMe}]_n$ at 25, 200, 400, 600, and 800°C (pyrolyzed in nitrogen at a heating rate of 5°C/min).

(3450 cm$^{-1}$) regions. These changes are most likely a result of crosslinking, which restricts the movement of the polymer chains, causing the infrared bands to broaden as various polymer segments are frozen in different conformations.

There is significant weight loss in both polymers over the temperature range from 200 to 400°C with little change in composition. Examination of the DRIFT spectra shows that the N–H band increases in intensity relative to C–H and Si–H bands, which suggests that either Si–N or C–N bonds are being broken and subsequent hydrogen abstraction is leading to formation of new N–H bonds. We suggest that this cleavage takes place during polymer fragmentation resulting in the observed weight loss.

At 400°C, both intermediates still retain structural and compositional
features resembling the precursors. However, by 600°C, the composition of both intermediates resembles the end product even though the hydrogen content is high. This temperature region is important in that the product obtained has qualities associated with the initial polymer (e.g., flexibility) as well as properties associated with the ceramic product (e.g., oxidation resistance).

59.3. CONCLUSIONS

Transition metal catalysts may be used to polymerize \(-[H_2SiNMe]_x-\) and \(-[MeHSiNH]_x-\) oligomeric silazanes, thereby increasing the molecular weight. The ceramic yield of the product is a function of the precursor molecular weight, whereas the ceramic composition of the product is influenced by the precursor structure.

The transformation into ceramic products can be monitored by FTIR, TGA, and chemical analysis. The 400 to 600°C temperature region may prove to be very important, because the intermediates produced at this stage have properties befitting both a polymer and a ceramic.
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MULTIFUNCTIONAL MACROMOLECULAR MATERIALS

A. BUCKLEY, G. W. CALUNDANN, L. F. CHARBONNEAU, AND A. J. EAST

60.1. INTRODUCTION

Multifunctional macromolecules are a new concept in polymeric materials. They are polymeric organic structures that combine desirable physical and mechanical properties with one or more functional properties such as electrical conductivity or novel optical properties. Historically, the evolution of synthetic organic molecules was concerned with their function long before polymers and their mechanical properties were recognized. The earliest use of processed organic molecules were probably soaps, alkali metal salts of long chain fatty acids derived by heating animal fats with crude alkali, such as potash. Turpentine was extracted from pine resin for use as a solvent, whereas other essential oils have been used as perfumes and fragrances since Biblical times. Technology existed for the extraction and processing of such materials long before their chemical natures were properly understood. Midway through the 19th century, the infant science of organic chemistry matured quickly along with rapid expansion of technology in areas such as dyestuffs and pigments, textile auxiliaries, pharmaceuticals, and photographic chemicals. In the 20th century this growth has accelerated as new drugs, insecticides, herbicides, and synthetic hormones have been developed.
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The history of structural polymeric organic molecules is briefer, but intensely varied. The discovery of nitrocellulose by Schobein in 1845 and its subsequent development into two widely differing commercial products, nitrocellulose silk for textiles by Chardonnet in 1889 and Xylonite for molding into billiard balls by the Hyatt brothers in 1872, were the harbingers of a flood of new synthetic materials: Bakelite, rayon, cellulose acetate, nylon, poly(vinylchloride), polyethylene, polyesters, polyacetals, polyimides, epoxies, polyurethanes, polysulfones, and so on right up to today’s latest polymers, PEEK and ordered polymers, such as Kevlar and Vectra. All these materials are characterized by specific mechanical and physical properties, and their usefulness depends on the correct balance of such properties. Until Staudinger and Carothers recognized and established on the concept of rigorous macromolecular structure in the 1920 to 1930 period, there was no hope of scientific understanding of the true relationship between mechanical property and molecular structure. However, over the last 50 years, great strides have been made in this direction, so that it is now possible to predict in advance, solely from its molecular structure, the mechanical properties of a new polymer with some degree of confidence. At the same time, as polymer science itself has developed, macromolecules have been synthesized able to withstand increasingly harsh physical environments (Fig. 60.1).

**60.2. FUNCTIONALITY IN POLYMERS**

For more than a century polymers have been regarded primarily as structural materials, but not there is growing awareness of their utility as functional materials in the same sense that small molecules are useful. Some examples of functionality in polymers are shown in Fig. 60.2.

Drug delivery systems are an area of great interest, and many different polymers have been used, all characterized by an ability to degrade or erode under physiological conditions so as to release a drug into the body at a controlled and predictable rate. Specialized polymers are used in semipermeable membranes of value in desalination, purification of peptides, and food processing. The electronics industry could not have reached its present state of reliability and miniaturization without the specialized photoresist resins employed in microlithography of integrated circuits. Electrically conductive polymers have been widely investigated: Several fairly satisfactory materials now exist, such as polyacetylene, polyaniline, and polypyrrole, although as yet none combine the conductivity, environmental stability, and ease of fabrication of metallic conductors. Certain polymers, notably poly(vinylidene fluoride) and copolymers of vinylidene dicyanide and vinyl acetate, show unique piezo and pyroelectrical properties. Thanks to sophisticated polymer engineering, optical data recording and storage on polymer discs or tapes are possible: One specialized area, compact disc digital sound recordings, have become widely popular consumer items because of their compact size and extraordinary quality.
of sound reproduction. The development of optical transmission of information with laser light has led recently to intense activity in the field of polymeric nonlinear optical (NLO) materials, which hold promise of ease of fabrication and rapid response speeds unobtainable with previously known inorganic crystal NLO materials.

### 60.2.1. Specific Functional Polymers

Three types of functional polymers are worth discussing in more detail. These are electrically conductive polymers, piezo/pyroelectric polymers, and NLO-active polymers. These properties are amenable to combination with desirable

#### Examples...
- Drug delivery
- Selective separation
- Microlithography
- Electrical conductivity
- Piezo/pyroelectricity
- Optical data storage
- Nonlinear optical activity

*Figure 60.2. Examples of functionality in polymers.*
structure/mechanical properties in ways that may lead to unique and valuable multifunctional macromolecules.

60.2.2. Conductive Polymers

Polymers in general are electrical insulators with resistivities in the range of $10^{-4}$ to $10^{18}$ $\Omega$-cms, but polymers with systems of conjugated double bonds behave more as semiconductors (resistivities around $10^1$ to $10^9$ $\Omega$-cm) and by suitable doping can be made to approach metals in conductivity. However, the dopants are frequently extremely strong acids, such as arsenic pentafluoride, or free alkali metals, and there are very few conductive polymer systems that are thermally and oxidatively stable and thus easily handled.

60.2.2.1. Polyacetylene

The most intensively investigated polymer is polyacetylene made by a Ziegler/Natta polymerization of acetylene gas according to Ito et al.'s [1] method. Both cis (Fig. 60.3) and trans (Fig. 60.4) forms are known and the all-trans form is the more thermodynamically stable and has a higher conductivity, $10^{-5}$ $S/cm$ compared with $10^{-9}$ $S/cm$ for the all-cis form [2]. Flexible films can be produced that are capable of being stretched two or three times by direct gas/solid polymerization, but because the polymer is insoluble and infusible, it is difficult to fabricate into shaped articles. By doping with $p$- or $n$-type dopants, high conductivity is obtained. $p$-type dopants are bromine, iodine, or AsF$_5$, whereas $n$-type dopants are metallic cations from lithium, sodium, or potassium usually applied as the naphthalide radical ion. $p$-type dopants give conductivities up to 3000 $S/cm$ (0.003 $\Omega$-cm), but all doped polyacetylene materials must be kept under anaerobic conditions [3].
60.2.2.2. Polypyrrole

This is the only polymeric conductor that is air stable. It is made by an electrochemical oxidative coupling of pyrrole in a special cell using noble metal electrodes and acetonitrile as an electrolyte [4]. Thin, bronze-colored films may be thus deposited on the platinum anode, which can be peeled off and are tough and flexible. The structure is shown in Fig. 60.5. As made, the film (which is amorphous) has a conductivity of 30 to 100 S/cm and is stable to air at ambient conditions. Thermogravimetric analysis shows it to be stable up to 300°C. The conductivity appears to be due to a cationic oxidized form: Reducing this electrochemically gives the neutral polypyrrole, which has a resistivity of 10^{10} \Omega \cdot \text{cm}. Reoxidation with silver or ferric ions or HF vapor generates a conductive film again, whereas treatment of the as-made film with AsF$_5$ has no effect on conductivity.

60.2.2.3. Polyaniline

The latest conductive polymer is polyaniline, first described by MacDiarmid [5] in 1984. Aniline has been known to give dark polymeric substances on oxidation for over a century. Recently the controlled oxidative coupling, either with persulfate in dilute hydrochloric acid or electrochemically using platinum electrodes in aqueous acid, such as HBF$_4$, has given a well-defined polymer whose structure (Fig. 60.6) is believed to be a polyquinone-imine salt.

The conductive cationic form is green, and electrochemical reduction gives the yellow nonconducting form, which is believed to be a poly(p-phenylene diamine). The conductive film can be cast from dimethyl sulfoxide solution as a film, but this is very brittle. Polyaniline has been used in lightweight rechargeable cells.
Piezoelectricity was discovered about 100 years ago by the Curies. Quartz crystals produce an electrical charge when deformed mechanically; shortly afterward they found the same crystals also generate a charge when heated, and this was called pyroelectricity. Some crystals possess ferroelectric properties, so-called by analogy with ferromagnetic materials, and have spontaneous permanent electric dipoles that may be aligned by an external field with hysteresis effects and a Curie temperature exactly like a magnet. All these materials are dielectrics, but although all ferroelectrics are also pyro and piezoelectrics, the converse is not true (see Fig. 60.7).

Only those crystals that have a noncentrosymmetric structure can show piezoelectricity. Those crystals that develop spontaneous polarization are...
ferroelectric. Piezoelectric crystal transducers are widely used in ultrasonic applications, but in the 1960s it was found that certain polymers that had polarizable bonds could be induced to show piezoelectric behavior if “poled” in a strong field. The best by far was poly(vinylidene fluoride) (PVDF) (see Fig. 60.8). Later, the regularly alternating copolymer of vinylidene cyanide and vinyl acetate (PVDCN-PVA) (Fig. 60.9) was shown by Miyata et al. [6] to show the same effect, while Newton and co-workers [7] have worked on films from odd-numbered nylon polymers, such as nylon-7 and nylon-11, which also have piezoelectric properties.

All these polymers can be induced to show piezoelectric effects, because they possess polarizable or dipolar units and exist in a noncentrosymmetric structure. That is why only odd-numbered nylons show the effect; the interchain hydrogen bonds in nylons place strong constraints on molecular conformation and while the even-numbered nylons effectively cancel out their dipoles, in the case of the odd-numbered series the dipoles tend to line up all in the same direction (Fig. 60.10).

PVDF is semicrystalline (50/50 crystalline/amorphous) and has strongly
dipolar carbon fluorine bonds. It exists in four crystalline forms, called I, II, III, and IIp forms. They are produced by different processing conditions and are intraconvertible. Form I is the most useful for piezoelectric films. The film is poled by subjecting the stretched film to a strong electrical field at 80 to 120°C and cooling the film in the applied field. Intense fields will pole the material at room temperature if applied in very short bursts: otherwise dielectric breakdown will occur.

60.2.4. Nonlinear Optical Polymers

The third type of novel functional polymers are those that show NLO properties. This is another function of a dielectric material possessing polarizable bonds and is concerned with their response to an intense electromagnetic field such as that produced by the intense light of a laser. The molecular polarization in an applied field is the sum of the permanent dipole moment, plus the polarizability factor $\alpha$ and higher terms involving $\beta$ and $\gamma$, which are called the second- and third-order hyperpolarizabilities.

$$M\mu = M\mu(\rho) + xE + \beta E^3 + \gamma E^3 + \ldots$$

At normal light intensities, the higher terms are negligible in importance, but this is not so at the intensities produced with laser light. Hence nonlinear
response, such as frequency doubling, are observable. The rapid growth in information transmission via optoelectronic devices and modulated laser light has given rise to great activity in the NLO field. As in the case of the piezoelectrics, the first NLO materials known were organic and inorganic crystals. For a specific second-order effect ($\beta$) the material must have a noncentrosymmetric structure. Because crystals are difficult to fabricate, Hoechst Celanese has been engaged in a program to develop NLO-active polymers that can be readily fabricated into useful NLO devices.

To obtain a high $\beta$ the first requisite is a long straight planar molecule with a conjugated system of double bonds and a large dipole moment, usually achieved by having electron-rich and electron-deficient molecular groupings at opposite ends of the conjugated system. A classical example is the molecule 2-methyl-4-nitroaniline (MNA) shown in Fig. 60.11.

However, the correct chromophore alone is not sufficient; there must be an absence of any centrosymmetric structure. Certain NLO-active organic molecules do in fact crystallize in a noncentrosymmetric structure; others that ought to be NLO active crystallize with a symmetrical structure. Organic crystals are seriously lacking in mechanical properties and do not lend themselves to fabrication techniques. One way of making a polymeric NLO material is to dissolve a suitable chromophoric molecule in a glassy polymer matrix. However, the usefulness of this approach is limited by the concentration of the chromophore obtainable without phase separation and subsequent loss of optical clarity. At Hoechst Celanese Science and Technology Company we have used side-chain liquid crystal polymers (LCP) to obtain the desired balance of properties. The molecular requirements for NLO-active chromophores are similar in many respects (for example, molecular shape) with those for mesogenic units. Hence, it was argued that a side-chain LCP (SCLCP) with NLO-active mesogens ought to give a high concentration of active chromophores, which would tend to spontaneously adopt preferred alignment due to their mesogenic nature.
whereas external poling would further enhance the perfection of this alignment.

The generalized schematic structure is due to Finkelmann and Rehage [8] and
Ringsdorf et al. [9]. It has a flexible polymer backbone with pendant mesogens
hanging from it, which, in turn, are molecularly decoupled from the polymer
backbone by a flexible spacer group (Fig. 60.12).

SC LCPs can exist in most of the mesophase states that molecule mesogens
exhibit and nematic, smectic-A, smectic-C, and cholesteric phases have all been
observed. Typical examples of NLO-active polymers emerging from these

<table>
<thead>
<tr>
<th>n</th>
<th>Phase</th>
<th>TG(°C)</th>
<th>TC(°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>l</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>N</td>
<td>85</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>N</td>
<td>45</td>
<td>72</td>
</tr>
<tr>
<td>6</td>
<td>N</td>
<td>40</td>
<td>64</td>
</tr>
<tr>
<td>8</td>
<td>N</td>
<td>35</td>
<td>75</td>
</tr>
<tr>
<td>11</td>
<td>SA</td>
<td>20</td>
<td>95</td>
</tr>
<tr>
<td>12</td>
<td>SA</td>
<td>10</td>
<td>20</td>
</tr>
</tbody>
</table>

I = Isotropic  
N = Nematic  
S = Smectic  
TG = Glass Temperature  
TC = Clearing Temperature (LC → Isotropic)

Figure 60.13. The structure of an NLO polymer.
studies [10] are the polymethacrylates from 4-(hydroxy-alkoxy)-4'-nitro-

biphenyls (Fig. 60.13) with varying lengths of side chains from C2–C12.

By systematic variation of the structure shown in Fig. 60.13, the type of
mesophase structure produced can be manipulated. Thus short side chains (C2 to C3) give isotropic polymers: There is not enough molecular decoupling from
the backbone to allow mesophase order to develop, and the polymer is glassy. Medium-length side chains (e.g., C6) give nematic polymers, whereas longer chains still, C8 to C12, exhibit smectic structures. Each of these phase structures
has specific optical properties and molecular order that are capable of
exploitation in devices.

By comparing the NLO activity of the polymer with model compounds
having the same electronic structure (i.e., the same chromophore), it has been
shown that attaching the chromophore to a polymer backbone makes little
difference to its NLO activity. For NLO-active polymers it is the electronic
structure of the individual units that gives rise to the NLO effect; the polymer
backbone simply adds the important attributes of ease of fabrication and
dimensional stability, factors notably lacking in organic crystals. This is in sharp
contrast to the situation extant in piezoelectric and pyroelectric polymers, where
the desired effect is only observed in a macromolecular structure.

60.2.5. Multifunctional Combinations

There are a number of scale levels at which functionalities can be combined,
ranging from discrete layers through compatible polymer blends to specific
copolymers that combine the functionalities in one molecule. This is shown
schematically in Fig. 60.14. All of these structures have potential depending on
the degree of interaction desirable. Multilayer Langmuir-Blodgett films, where
alternate layers exhibit different functional response, should also be considered
in this context.
60.3. CONCLUSIONS

It has been shown that many functionalities can be incorporated individually into macromolecular structures and that the thermomechanical properties and ease of fabrication of these materials can be used to advantage. It should now be possible to incorporate a multiplicity of functionalities into a macromolecular structure either by attaching different functional units onto one polymer backbone or by using techniques of polymer blending and alloying to combine separate functional polymers into one macromolecular assembly. Because the three types of functionality discussed here all involve polar groupings and movement of polar groupings generates electronic interactions, novel "cross-talk" effects should be detectable in such mixed-functionality polymers. The blending of multifunctional units whichever way it is accomplished will lead to significant weight savings in active systems, and it is reasonable to extrapolate the concept to structural materials with added functionalities for a variety of novel end uses.
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THE MICROSTRUCTURE OF AEROGELS AND ITS EFFECT ON PROPERTIES

J. FRICKE

61.1. INTRODUCTION

Aerogels [1] are sol–gel-derived, supercritically dried materials with densities between about 50 and 500 kg/m$^3$, corresponding to porosities of 98 to 80%. The pore structure extends from the range of 1 to 100 nm [2] and thus displays micro-, meso-, and macroporosity. As many solid-state properties drastically change with porosity, aerogels can be expected to be quite unusual materials: Most striking are,

The clear transparency of properly made SiO$_2$ aerogels, even if their porosity is as high as 98%.
The extremely low sound velocity, which can be as small as 100 m/sec [3].
The low thermal conductivity, which is reduced by a factor of several hundred, compared to nonporous silica glass [4].
The exceptionally large specific heat at low temperatures [5], which is caused by the high vibrational density of states in the frequency range of 1 to 1000 GHz [6].
The large specific surface area in the order of about 500 to 1000 m$^2$/g [7].
Aerogels were first made by S. S. Kistler [8] in 1931. Progress in the gelation and drying procedures was stimulated by efforts to use aerogels as catalytic substrates [9] and in Čerenkov counters [10–12]. More recently aerogels were recognized as valuable materials for transparent thermal insulations in windows and modified Trombe wall systems [4, 13].

In the following overview I want to discuss some of the exceptional properties of SiO$_2$ aerogels and analyze correlations between properties and mass density as well as structural characteristics.

### 61.2. OPTICAL PROPERTIES

High-quality aerogel tiles made from tetramethyloorthosilicate (TMOS) are mainly Rayleigh scatterers and therefore show a more or less isotropic scattering pattern if probed with visible light. Systematic scattering investigations using light [14] and X-rays [15] show that the correlation length, which is a measure of the largest building units in the SiO$_2$ network,

Increases with decreasing density for aerogels made under the same conditions, for example, pH value (Fig. 61.1).

Is larger for acid- than for base-catalyzed aerogels for a given density (Fig. 61.1). Base-catalyzed aerogels thus are preferable for optical applications, where high transparency is required.

The index of refraction $n$ of aerogels is basically a function of density $\delta$:

$$n - 1 = b \cdot \delta,$$

where the constant $b$ somehow depends on the size of the network-forming particles $d$, the number $z$ of OH groups per Si atom of the inner surface of the network, and the wavelength $\lambda$ [16]. For $\lambda = 663$ nm, $d = 4$ nm and $z = 2$ (0) one expects $b = 2.05 \times 10^{-4}$ (1.9 \times 10^{-4}) m$^3$/kg; experimentally one derives $b = 2.1 \times 10^{-1}$ m$^3$/kg for base-catalyzed aerogels [16].

The small value of $n$ and its variation with density promoted the fabrication and use of monolithic aerogels in Čerenkov counters [10–12]. If sintered, aerogels can cover the range $n - 1 = 8 \times 10^{-3} \cdots 0.4$ and thus allow the determination of particle energies $E$ in the relativistic range $E/m_0 = 1 \cdots 8$, where $m_0$ is the rest mass (Fig. 61.2). A modern application is the use of aerogel counters in balloon flights, which are performed for the detection of stratospheric particle showers [17].

### 61.3. MECHANICAL PROPERTIES

Longitudinal sound velocities $v_l$ in the order of 100 m/sec (Fig. 61.3) and a Young's modulus $Y$ (Fig. 61.4) as low as $5 \times 10^5$ N/m$^2$ are the consequences of the extremely tenuous structure of low-density aerogels. Sound propagation occurs along the skeleton, as can be demonstrated by evacuation. The influence
MECHANICAL PROPERTIES

Figure 61.1. Variation of density $\delta$ with scale length $L$ schematically; this double-log plot shows that upon an increase of $L$, the density drops from the skeletal density $\delta_o$ toward the macroscopic density $\delta_m$. The straight slopes, used for reasons of simplicity, do not imply that aerogels are necessarily fractals. (a) Aerogels with smaller densities display larger correlation length $\xi$ than those with higher densities. (b) Acid-catalyzed aerogels tend to have a larger correlation length $\xi$ than base-catalyzed aerogels of equal density $\delta_b$.

of the enclosed air on the elastic constants is in the percentage range [8]. If the density is varied, approximate scaling of elastic properties is observed; the derived scaling exponent $\alpha$ ranges from 2.9 to 3.6, depending on the density range analyzed. Surprising is the decrease of elastic constants by nearly 20% upon external uniaxial stress with loads of $6 \times 10^4$ N/m$^2$. This effect was explained by a "knee-bending" deformation of the microstructure [19].

Another unusual consequence of external stress is creeping. A constant stress of $3 \times 10^3$ N/m$^2$ leads to creeping with exponential decrease in velocity; larger stress ($6 \times 10^4$ N/m$^2$) causes runaway creeping with relative shrinkages in length of about $10^{-4}$ h$^{-1}$ [19]. This phenomenon possibly can be explained in terms of water-induced glass cracking. Sintering allows densification of the aerogel
Figure 61.2. Excess of index of refraction over 1 versus reduced energy \( E/m_0 \) of relativistic elementary particles, where \( m_0 \) is the rest mass. The full line is the Čerenkov threshold. Aerogels and sintered aerogels cover a \( E/m_0 \) range not covered by other solid materials [16].

Figure 61.3. Longitudinal and transverse sound velocity \( v_l \) and \( v_t \), respectively, versus density \( \delta \) of aerogels [18].
network. As was shown recently, viscous flow occurs already at temperatures as low as 750°C [18]. Sintering activation energies are in the range of 2.0 to 2.5 eV. Overall, sintered aerogels show the same scaling of elastic constants with density as unsintered aerogels. The only difference is that for a given density sintered aerogels have elastic constants that are about twice as large as for unsintered aerogels [18] (Fig. 61.5). As elastic properties of aerogels can be varied over
several orders of magnitude, their application as impedance matching layers in ultrasonic transducers has been proposed [3].

61.4. THERMAL TRANSPORT

As Kistler already knew [20], monolithic aerogels have thermal conductivities in the order of $\lambda \approx 0.02 \text{ W/m.K}$. If evacuated, values of $\lambda \approx 0.01 \text{ W/m.K}$ are obtained. As we have shown earlier [21], the air pressure-induced change in the thermal conductivity occurs above $p_{\text{gas}} \approx 50 \text{ mbar}$ (Fig. 61.6). This allows the derivation of a medium pore size in the order of 100 nm.

The heat transfer in evacuated aerogels is caused by solid conduction via the tenuous skeleton and by radiative transport. Infrared extinction is provided by absorption, which is strong above wavelengths of $\Lambda \approx 7 \mu\text{m}$. Thus aerogels block thermal radiation effectively for temperatures around 300 K [22].

![Graph showing thermal conductivity as a function of gas pressure](image)

**Figure 61.6.** Thermal conductivity of a 80 kg/m$^3$ aerogel tile at about 300 K as a function of gas pressure [21]. $\lambda_0$ is the thermal conductivity of nonconvecting air; the gaseous conductivity $\lambda(p_{\text{gas}})$ within the porous aerogel body can be described by the Knudsen formula, given in the figure. The Knudsen number $Kn = \bar{l}/d$ is determined by the ratio of the mean free path $\bar{l}$ of the gas particles and the pore diameter $d$. 
The solid conduction of aerogels is reduced by a factor of about $10^3$ compared to vitreous silica. Recent measurements (Fig. 61.7) show that this holds for temperatures as low as 1 K [23,24]. One reason for the reduced thermal transport is the low density of the network; another is the many "detours" the phonons have taken in order to travel from one side of the specimen to the other. Phenomenologically the thermal conductivity can be described by the phonon diffusion model [23]. The conductivity of silica glass $\lambda_0$ and of aerogel $\lambda_{ae}$, according to this model, are coupled via the densities $\delta_0$ and $\delta_{ae}$ as well as the macroscopic sound velocities $v_0$ and $v_{ae}$:

$$\lambda_{ae} = \lambda_0 \frac{\delta_{ae}}{\delta_0} \frac{v_{ae}}{v_0}$$  \hspace{1cm} (1)

That this equation gives rough estimate on $\lambda_{ae}$ for $T>1$ K can be seen from Fig. 61.7. On the other hand, it was surprising to learn that Eq. 1 allows the prediction of the room temperature conductivity of powderous insulation materials quite accurately from sound velocity measurements [27].

I do not want to close this Chapter without mentioning that the small thermal conductivity of aerogels in combination with their high transparency makes these materials excellent transparent thermal insulators. The principle employed in several experimental setups for passive usage of solar energy as well as in a real two-family house in Ardon, Switzerland, can be seen in Fig. 61.8. The
energy consumption for heating purposes in the prototype house is exceptionally low, that is, about 300 liters of oil per year [28].

Other possible applications for aerogels are in windows, solar storage collectors (which can be operated without use of antifreezing agents), and covers for solar ponds.

61.5. DYNAMICS OF AEROGELS

Heat capacity as well as thermal conductivity are strongly influenced by the dependence of the vibrational density of states (DOS) \( g(v) \) on frequency \( v \). The DOS is a measure of how many modes can be excited within a certain frequency interval. For a Debye solid, \( g(v) \propto v^2 \) holds. In the Debye DOS range, the excitations represent propagating modes. Due to the small sound velocity \( v \), the DOS, which is proportional to \( v^{-3} \) in the Debye range, is expected to be a factor of about \( 10^3 \) larger for aerogels than for vitreous silica. The DOS dependence on frequency, determined from inelastic neutron scattering [29], can be seen in Fig. 61.9. Although for vitreous silica the total DOS is larger than the Debye DOS above 0.3 THz, which has been attributed to two-level excitations, the opposite is true for aerogels: Above a crossover frequency \( v_{co} \approx 2 \text{ GHz} \), the total DOS is
Figure 61.9. Vibrational density of states of vitreous silica and an aerogel versus frequency determined from inelastic neutron scattering [29].

below the Debye DOS. This is plausible, as above \( v_{\text{cm}} \), the porous structure between 100 and 1 nm is probed—a size range where material is “missing”—and thus are also modes. A strong increase in the DOS spectrum is again observed above 30 GHz, when modes within the spherelike aerogel building blocks are excited.

The large excess in the DOS of aerogels has important consequences for the specific heat \( c \) (Fig. 61.10) at low temperatures [5, 29]: Below 10 K for vitreous silica, \( c \) is dominated by the two-level modes, which completely “bury” the Debye contributions; for aerogels, \( c/T^3 \) strongly rises with decreasing temperature, but still is far below the Debye value at the lowest temperatures investigated.

Likewise, the thermal conductivity of aerogels is influenced by the dependence of DOS on frequency. The interpretation here, however, is more complicated than for the specific heat. A consistent picture is not yet at hand. We are convinced, though, that only the high energy modes around and above 1 THz can contribute significantly to the solid thermal transport [30].

61.6. SURFACE AREA

Aerogels are microstructured materials and thus have huge specific surface areas in the range \( A_s \approx 500 \) to \( 1000 \) m\(^2\)/g [7]. Upon density variation, \( A_s \) does not change characteristically; even air-dried xerogels with densities around 800 kg/m\(^3\) have surface areas that are comparable with those of aerogels. We
conclude that the specific surface area is a quantity that is not systematically correlated with porosity.

61.7. CONCLUSIONS

Mechanical and acoustical properties as well as the dynamic and thermal behavior of aerogels are strongly influenced by the tenuous structure. A detailed understanding of these low-density materials can be expected to be at hand in the near future.
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AEROGELS AND XEROGELS FROM ORGANIC PRECURSORS

RICHARD W. PEKALA

62.1. INTRODUCTION

The hydrolysis and condensation of metal alkoxides is the common synthetic route for the formation of aerogels and xerogels [1-3]. This sol–gel technique permits the formation of ceramics and glasses with new compositions and homogeneity that is superior to the high-temperature processing of powders. The high surface areas, low densities, ultrafine pore/cell size, and controllable microstructure of these materials make them attractive for applications, such as membranes, catalyst supports, insulators, and electrodes [4-6].

Although sol–gel chemistry has been primarily utilized to form inorganic materials, we have been interested in organic synthesis that proceed through a sol–gel transition. One particularly promising reaction involves the polycondensation of resorcinol (1,3-dihydroxybenzene) with formaldehyde in a dilute, aqueous solution. In this polymerization, resorcinol serves as a trifunctional monomer capable of electrophilic aromatic substitution in the 2, 4, and/or 6-ring positions. This monomer is particularly reactive because of the electron donating and o,p directing effects of the hydroxyl groups. The substituted resorcinol rings condense with each other to form 30 to 150-Å “clusters” in solution. The size of the clusters is regulated by the catalyst concentration in the resorcinol–formaldehyde (RF) solution. The clusters possess surface functional groups (e.g., -CH₂OH) that can further react to form a gel.
The RF gels are exchanged into an organic solvent and supercritically dried to form organic aerogels. If the solvent is slowly evaporated from the gels, substantial shrinkage results and a xerogel is formed. The RF aerogels and xerogels can be further processed at high temperatures in an inert atmosphere to form glassy carbon. The structure and properties of RF and carbon aerogels/xerogels will be discussed in this Chapter.

62.2. EXPERIMENTAL

The production of RF aerogels has been described previously [7–9]. Briefly, resorcinol and formaldehyde are mixed in deionized and distilled water at a 1:2 molar ratio, respectively. Sodium carbonate is then added as a base catalyst. The solution is poured into glass vials or ampules, which are then sealed. The polymerization is continued for 7 days at 85 to 95°C. The water-filled gels are then exposed to a dilute acid solution to further enhance crosslinking. The gels undergo a noticeable increase in modulus during this procedure. Supercritical extraction is performed with carbon dioxide after the gels have been exchanged into a compatible organic solvent.

RF aerogels are red in color and transparent. Pyrolysis of these aerogels is performed in a three-zone Lindberg furnace (Model 54657-S) at a ramp rate of 1°C/min to 1075°C in a nitrogen atmosphere. The samples are held at this temperature for 3 hr and then allowed to cool to room temperature in approximately 24 hr. The carbonized aerogels are opaque and black in color. Pyrolysis leads to volumetric shrinkages of 65 to 75% with an accompanying mass loss of ∼50%.

62.3. RESULTS AND DISCUSSION

The microstructure of RF and carbon aerogels/xerogels was examined by scanning electron microscopy. Figure 62.1 shows that both types of aerogel have an open cell structure with continuous porosity. The observed cell/pore size is less than 1000 Å in each case. The corresponding xerogels show a collapsed structure composed of aggregated particles with diameters of 100 to 300 Å.

In a fashion similar to silica aerogels, the microstructure and properties of RF aerogels are controlled by the amount of catalyst in the polymerization. Because the pH of the RF solution changes as the polymerization proceeds, all formulations are referenced by the [Resorcinol]/[catalyst] (R/C) ratio in the mixture. R/C ratios of 50 to 300, corresponding to an initial pH range of ∼6.0 to 7.5, provide an acceptable region in which gels can be formed. Outside of this range, precipitates are usually formed.

The R/C ratio manifests itself in the density and surface area of the aerogels. Figure 62.2 shows the final density of both carbon and RF aerogels made from solutions containing 5% solids, but varying R/C ratios. In the case of the RF
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Figure 62.1. Scanning electron micrographs of (a) RF aerogel, (b) RF xerogel, (c) carbonized aerogel, and (d) carbonized xerogel.

Figure 62.2. Final density of RF and carbon aerogels as a function of the R/C ratio. All formulations at 5% solids.
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Figure 62.3. BET surface areas of RF and carbon aerogels as a function of the R/C ratio.

Aerogels, substantial shrinkage occurs during supercritical drying at low R/C values (i.e., high catalyst concentrations), and the aerogels have densities much higher than their theoretical values. At R/C ratios greater than 150, the density of the RF aerogels begins to plateau at a value that is approximately 15% higher than the theoretical value.

If the RF aerogels are carbonized, a density effect that depends upon the R/C ratio is still observed. In all cases, the percent mass loss is approximately the same, and differences in volumetric shrinkage determine the density of the carbonized aerogels. RF aerogels prepared at low R/C ratios undergo the largest amounts of shrinkage during carbonization. The density increase, relative to that of the starting RF aerogel, varies from ~35 to ~130% over the accessible range of R/C ratios.

The Brunaur–Emmett–Teller (BET) surface areas of the above aerogels were measured. Figure 62.3 shows an inverse relationship between the R/C ratio and the surface area of both RF and carbon aerogels. The surface areas of the RF aerogels range from 350 to 950 m²/g and display a strong dependence upon the R/C ratio. In contrast, the surface areas of the carbonized aerogels range from 550 to 850 m²/g and show less of a dependence upon the R/C ratio.

RF and carbon xerogels dried from an aquagel with an R/C value of 200 had surface areas of 415 and 495 m²/g, respectively. These values are smaller than the corresponding aerogels, and they show the effects of collapse and aggregation during evaporation of water from the gel.

An explanation of the dependence of aerogel densities and surface areas upon
the R/C ratio was thought to involve chemical differences. For example, the degree of crosslinking in the bulk polymer might affect gel shrinkage during supercritical drying. In order to test this hypothesis, solid state $^{13}$C nuclear magnetic resonance spectra of RF aerogels synthesized at R/C = 50 and R/C = 200 were obtained. Figure 62.4 shows that the aerogels are virtually identical and that chemical differences within the bulk polymer cannot explain the above data.

Differences in microstructure were observed for RF aerogels by transmission electron microscopy (TEM). Figure 62.5 shows that the fundamental particle/bead size increases in proportion to the R/C ratio. These morphological differences are responsible for the variation of density and surface area with the R/C ratio.

From the measured specific surface areas and the aerogel densities, a surface area per unit volume ($SA/V$) was determined. A theoretical value of $SA/V$ was then calculated from bead diameters measured in the TEM photos. In the latter calculation, the aerogel microstructure was modeled as a series of interconnected, monodisperse beads. The beads were assumed to be solid with a density of 1 g/m$^3$. Table 62.1 shows good agreement between the two methods of obtaining $SA/V$. In addition, the data suggest that the interconnected beads are near full density.
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Figure 62.5. Transmission electron micrographs of RF aerogels synthesized at different catalyst concentrations $\theta$/C equals (a) 50 (b) 100 (c) 150 (d) 200, and (e) 300.

TABLE 62.1. Resorcinol-Formaldehyde Aerogels

<table>
<thead>
<tr>
<th>Target density (g/cc)</th>
<th>Actual density (g/cc)</th>
<th>(Rese) / [Cat]</th>
<th>Surface area (m²/g)</th>
<th>Measured SA/Volume (m²/CC)</th>
<th>TEM bead radius (Å)</th>
<th>Theoretical SA / Volume (m²/cc)</th>
</tr>
</thead>
<tbody>
<tr>
<td>.050</td>
<td>.088</td>
<td>50</td>
<td>905</td>
<td>80</td>
<td>*</td>
<td>----</td>
</tr>
<tr>
<td>.050</td>
<td>.087</td>
<td>100</td>
<td>789</td>
<td>52</td>
<td>*</td>
<td>----</td>
</tr>
<tr>
<td>.060</td>
<td>.087</td>
<td>150</td>
<td>699</td>
<td>40</td>
<td>42</td>
<td>41</td>
</tr>
<tr>
<td>.060</td>
<td>.087</td>
<td>200</td>
<td>577</td>
<td>33</td>
<td>59</td>
<td>29</td>
</tr>
<tr>
<td>.060</td>
<td>.084</td>
<td>300</td>
<td>389</td>
<td>25</td>
<td>84</td>
<td>23</td>
</tr>
</tbody>
</table>

* Could not be measured from available TEM photos.
62.4. CONCLUSIONS

The polycondensation of resorcinol with formaldehyde under alkaline conditions follows a sol–gel pathway in which polymer clusters crosslink to form gels. These gels are then dried to form organic aerogels or xerogels. The structure and properties of these new materials are controlled through modifications of the polymerization conditions and/or heat treatment at high temperatures.
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