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**ABSTRACT**
High contrast ratio exceeding 1200:1 has been obtained in Fabry-Perot structures consisting of InGaAs-GaAs multiple quantum well layers and AlAs/GaAs dielectric mirrors on GaAs substrates. The tuning voltage ranges between 5-25 volts, and the wavelength shifts between 4-10 nm. The on-loss is about 5dB. The design of coupled-cavity Fabry-Perot structures have been completed to obtain a contrast of over 6000:1, and the fabrication is in progress. These structures are designed to yield lower on-loss along with a wider transmission spectrum of 1nm.

Heterojunction Acoustic Charge Transport (HACT) devices have been fabricated in various formats including freeze frame feature. The HACT device is a type of CCD which uses a surface acoustic wave to propagate charge along an AlGaAs/GaAs heterostructure. It provides a method of addressing the SLM array without using multiple interconnect circuits. The integration of HACT with MQW SLM is in progress. This will be followed by the integration of Fabry-Perot structures with HACT system to obtain high contrast SLMs. Design of these structures has been completed, and fabrication has been initiated. Single-channel HACT-SLMs, consisting of up to 1000 pixels, will be developed in the next two years. 2-D SLM devices having power consumption of 1 Watt per 100,000 pixels are possible.
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Spatial Light Modulators

T. Grudkowski, United Technologies Research Center  
F. Jain, University of Connecticut

Summary

High contrast ratio exceeding 1200:1 has been obtained in Fabry-Perot structures consisting of InGaAs-GaAs multiple quantum well layers and AlAsGaAs dielectric mirrors on GaAs substrates. The tuning voltage ranges between 5-25 volts, and the wavelength shifts between 4-10 nm. The on-loss is about 5 dB. The design of couples-cavity Fabry-Perot structures have been completed to obtain a contrast of over 6000:1, and the fabrication is in progress. These structures are designed to yield lower on-loss along with a wider transmission spectrum of > 1nm.

Heterojunction Acoustic Charge Transport (HACT) devices have been fabricated in various formats including freeze frame feature. The HACT device is a type of CCD which uses a surface acoustic wave to propagate charge along an AlGaAs/GaAs heterostructure. It provides a method of addressing the SLM array without using multiple interconnect circuits. The integration of HACT with MQW SLM is in progress. This will be followed by the integration of Fabry-Perot structures with HACT system to obtain high contrast SLMs. Design of these structures has been completed, and fabrication has been initiated. Single-channel HACT-SLMs, consisting of up to 1000 pixels, will be developed in the next two years. 2-D SLM devices having power consumption of 1 Watt per 100,000 pixels are possible. The project summary chart is shown in Table A.

A. Project Description

A.0. Introduction

Multiple Quantum Well Modulators, employing shift of excitonic absorption and/or index of refraction in the presence of an externally applied/induced electric field, has drawn significant attention in the scientific community. In particular, two aspects of MQW modulators were stressed during the first year of the contract. These are the development of structures yielding high contrast ratios and method of two-dimensional addressing. A review paper by Jain, Bhattacharjee and Grudkowski [see appendix] is attached for background references.

Multifaceted progress was made during the first year of the contract:

1) Design and fabrication of Stark effect tunable high contrast Fabry-Perot modulators having AlAs- quarter wave Stack Mirror and InGaAs-GaAs Multiple Quantum Well Cavity (up to six microns of total growth by Molecular Beam Epitaxy).

2) Completion of Coupled-cavity design having over 1 nm bandwidth.

3) Design of Heterostructure Acoustic Charge Transport (HACT) Spatial Light Modulators (SLMs).
### Heterojunction Acoustic Charge Transport (HACT)

#### MQW Spatial Light Modulator

<table>
<thead>
<tr>
<th>Objectives:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Demonstrate feasibility for achieving 10,000:1 contrast ratio in a HACT Multiple Quantum Well SLM, eventually in a 2-D structure.</td>
</tr>
<tr>
<td>- Achieve &gt; 1 nm optical bandwidth</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Status:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Demonstrated Stark effect tunable contrast ratio of 1200:1 for a Fabry-Perot structure using InGaAs/GaAs MQW cavity.</td>
</tr>
<tr>
<td>- Fabricated Fabry-Perot cavity structure with nontunable contrast ratio greater than 6,000.</td>
</tr>
<tr>
<td>- Demonstrated (under UTRC/IRAD) charge freezing capability in HACT.</td>
</tr>
<tr>
<td>- Developed a high precision optical measurement system.</td>
</tr>
<tr>
<td>- Completed theoretical design of novel 10,000:1 contrast ratio HACT - SLM's.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Approach:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Apply quantum confined Stark effect (QCSE) to modulate light in multiple Quantum Well coupled-cavity structures to obtain a high contrast ratio</td>
</tr>
<tr>
<td>- Make use of Acoustic charge transport within HACT to achieve SLM operation</td>
</tr>
<tr>
<td>- Use high uniformity MBE growth techniques to fabricate the required III - V group semiconductor multi-layered structures</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goals:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- 100 MHz modulation rate</td>
</tr>
<tr>
<td>- Contrast Ratio 10,000:1</td>
</tr>
<tr>
<td>- 10 μm x 10 μm pixel size</td>
</tr>
</tbody>
</table>

![Diagram of MQW Spatial Light Modulator](image)
4) Modeling of Contrast ratio in Fabry-Perot modulators including: (a) wavefunctions in quantum wells, (b) Stark effect tuning, and (c) transmission through multilayered Fabry-Perot cavity structures.

5) Demonstration of charge freezing capability in HACT (UTRC/IRAD).

Detailed description of program achievements are given below.

A.1. Tunable Fabry-Perot Modulators using Quantum Confined Stark Effect (QCSE).

Tunable Fabry-Perot (F-P) modulators, consisting of strained InGaAs-GaAs MQW layers have been shown to yield a contrast over 1200:1. Tuning is achieved by varying the index of refraction of the MQW layers forming the cavity using quantum confined Stark effect. The mirrors are realized by AlAs-GaAs quarter wave λ/4 dielectric stacks having 12 and 15.5 periods respectively. The device has the potential of achieving even higher tunable contrast ratios when the period of the λ/4 mirrors are increased, ratios of 6000:1 have been achieved for a nontunable structure. Transmissivity and contrast ratios are presented for various wavelengths as a function of applied bias.

Optical modulators using Quantum Confined Stark effect (QCSE) have been reported by a number of investigators since the reporting of the QCSE by Miller et al. Recently, the emphasis has been to obtain high contrast ratios. Contrast ratios have been enhanced by manipulating the excitonic behavior of quantum wells, by utilizing coupled well MQW layers or by employing a high finesse Fabry-Perot cavity.

In the case of the Fabry-Perot cavity, the schemes include symmetrical mirrors (matched reflectivities), asymmetrical mirrors (different reflectivities for top and bottom mirrors) and saturable mirror structures. The use of a saturable back mirror, whose reflectivity can be controlled by an external pump (photoabsorptive effect) has attracted significant attention. We have designed and fabricated symmetrical F-P modulators consisting of a single cavity F-P structure using InGaAs-GaAs MQW.

Figure 1 shows the schematic of a typical tunable F-P cavity optical modulator. It consists of a quarter wave stack of AlAs-GaAs dielectric mirrors (M1 and M2) enclosing an
InGaAs-GaAs MQW cavity. The thickness of AlAs and GaAs layers are 695 and 805 Å, respectively, in the λ/4 stack layers. The InGaAs-GaAs MQW consists of 144 periods, with 50 Å of InGaAs and 100 Å of GaAs making up one period, with a total thickness of about 2.0 μm.

The structure is grown using the molecular beam epitaxial system. AlAs-GaAs dielectric mirrors were implemented in place of AlGaAs-GaAs mirrors to obtain higher reflectivities. In addition, we believe that during the growth process, AlGaAs layers are more prone to variations than binary AlAs layers.

Fig. 2 shows a typical Stark effect tuning measurement in an InGaAs-GaAs MQW cavity. The contrasts are shown in the inset. The external voltage is applied across the n+ GaAs buffer layer and the top Schottky barrier contact. The buffer layer is contracted by etching a via and depositing a Au-Ge-Ni ohmic contact layer. In the case on n-GaAs substrate the contact can be made from the substrate side. It may be noted that in the present device, both mirrors (M1 and M2) are undoped. A combination of p and n dopings may be used for top and bottom mirrors to reduce the magnitude of the tuning voltage.

![Figure 2](image)

The measurement of Stark shifts in an InGaAs-GaAs MQW structure (as shown in the inset).

The measurement of transmitted intensity is shown in Figure 3. The tuning range is about 20 volts. The tuning wavelength is about 10 nm. This is corroborated by results on InGaAs-GaAs modulators by several investigators.
Figure 4 summarizes the contrast ratio at various wavelength as a function of applied bias. This plot is computed from the data of Figure 3.
The observed transmitted intensity of F-P is matched by simulations. The shift is corroborated by using an index change of $\Delta n = 0.02$ in the InGaAs-GaAs Multiple Quantum Well layers forming the cavity. These computations are shown in Figure 5.

**Figure 5**

Experimental and Computed transmittance as a function of wavelength
A2. Coupled-Cavity Fabry-Perot Structure

High contrast ratios can be obtained in single Fabry-Perot Cavity Modulators. However, the increased contrast is associated with a narrow bandwidth. This not only requires careful tuning of the incident light (laser) source but also results in intensity loss of the peak. Coupled-cavity structures, such as shown in Figure 6, eliminate both of these problems. As can be seen from the simulations of transmitted intensity in Figure 7 the coupled-cavity structure yields a significantly higher bandwidth (2-3 nm) while maintaining a high contrast ratio. Experimental fabrication of these structures is in progress.
Optical modulators can be addressed in a variety of ways. One of these approaches is to use charge-coupled devices (CCDs). Here, the magnitude of charge transported in the channel creates a corresponding electric field in the optical material, which in turn modulates the incident light. Kingston et al. and Goodhue et al. have used Franz-Keldysh effect (Figure 8) and Stark effect in multiple quantum wells (MQWs) (Figure 9), respectively.

Our approach is to use the concept of heterostructure acoustic charge transport (HACT) which, unlike CCDs, requires no electrodes and associated clock circuits. Figure 10 describes a pixel using HACT-based optical modulators. The presence of electron signal charge, which is transported in the NID GaAs well channel by a surface acoustic wave (SAW), induces an electric field in the undoped MQW layers (situated in proximity under the channel). The electric field in turn modulates the incident light via the quantum confined Stark effect (QCSE). A three-dimensional view of this device is shown in Figure 11.

HACT-SLMs, like other excitonic Stark effect based MQW devices, offers lower contrast ratios. Figures 12 and 13 show the schemes integrating Fabry-Perot cavities to enhance the contrast of HACT-SLMs. The simulation of transmitted intensity for a single F-P HACT-SLM (shown in Figure 13) is plotted in Figure 14. Note that HACT addressing system is on top of the Fabry-Perot cavity. This is in contrast to the structure of Figure 12.
Figure 10

Heterostructure Acoustic Charge Transport (HACT) controlled Multiple Quantum Well optical modulator structure (normal entry)
**DEVICE OPERATION - SINGLE PIXEL**

Modulation of $\alpha$ and $n$

\[
\begin{align*}
&\text{Charge packet} \\
&\text{MQW} \\
&\text{Mirror}
\end{align*}
\]

\[
\begin{align*}
&\text{Fabry-Perot resonant cavity} \\
&\text{Mirror:} \\
&\text{l}_i \downarrow
\end{align*}
\]

\[
\begin{align*}
&\text{Fabry-Perot resonant cavity} \\
&\text{Mirror:} \\
&\text{l}_o \downarrow
\end{align*}
\]

Figure 12

HACT in F-P Cavity for Enhanced Contrast
**Figure 13**

Heterostructure Acoustic Charge Transport (HACT) controlled Multiple Quantum Well optical modulator structure (Reflective Mode).

**Figure 14**

Single Cavity vs Single Cavity with HACT
A.4. Modeling of Contrast Ratio in MQW Cavity Fabry-Perot Modulators

Computer programs were developed for the evaluation of contrast ratio in single and coupled cavity structures consisting of MQW layers. The process involved integration of programs evaluating:

1) Wavefunction and electronic/node energy
2) Optical parameters ($\lambda$, $n_s$) as a Stark effect in MQW layers, and
3) Wave propagation behavior in multi-layered Fabry-Perot structures.

Programs 1 and 2 were developed prior to the ONR/SDIO contract, and software 3 was developed during the course of this work.

A flowchart of the integrated contrast ratio package (KRP) is outlined in Figure 15.
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A.5. Demonstration of Charge Freezing in HACT Devices

The freezing of signal charge in SAW induced potential wells created in the HACT channel has been used successfully to obtain memory of over 100 μs in a 1 cm long HACT device. The design and performance of the HACT analog memory is described in the attached paper entitled "First HACT Analog Memory Devices Demonstrated (by D. Cullen and M.J. Miller; see appendix).

HACT MEMORY DEVICE

![Diagram of HACT Memory Device]

"Freeze-frame"

Figure 16

A.6. References


B. Technology Transfer Opportunities

The demonstration of 1200:1 contrast ratio in single cavity Fabry-Perot Structures and the potential of achieving high bandwidths (> 1.0 nm) in coupled-cavity devices have created opportunities for potential technology transfer opportunities for commercial production. In addition, the interest at the Santa Barbara Meeting (August 13-14, 1992) in the electrodeless addressing of HACT-SLMs [which will be fabricated as a part of the new contract (August 8, 1992 - September 30, 1993)] bids well for the commercialization of this technology. In particular, Bell Labs researchers showed great interest in pixel addressing capability of HACT-SLMs for application in SEED based SLMs and other logic systems. We plan to pursue fabrication of this device during the second year.

C. Subcontract to the University of Connecticut

A subcontract was given to the University of Connecticut under the direction of Professor F. Jain. Graduate students who contributed to this project include: C. Cheung, K. Bhattacharjee, S. Cheung, G. Drake, R. LaComb, and P. Dufilie. Messers Bhattacharjee, Chung and Drake completed their doctoral and M.S. thesis during the contract period. Copies of abstracts are attached in the appendix. In addition, a copy of Mr. Glen Drake's Thesis is attached as it involved the calculations of the Stark effect parameters.

Graduate students, Steve Cheung and Ronald LaComb are working towards their Ph.D Thesis which are related to the contract. Mr. Cheung worked over 50% of his time at the United Technologies Research Center (UTRC). Professor Jain spent his sabbatical (May 91 - January 92) at UTRC. Since then he continues spending at least 20% of his time at UTRC.
D. Research Papers


Work Supported Indirectly


Papers to be Submitted:


E. Plans for the 1993

Proposed plan for continued research: The following plan follows a logical approach for achieving a novel HACT 2-Dimensional SLM device having freeze-frame memory capability. No show stoppers are foreseen at present, although the proposed development should be considered as a high risk/highpayoff program.
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Phase 2: 1 year, Requires increased level of effort than Phase 1.

<table>
<thead>
<tr>
<th>Name of Graduate Student</th>
<th>Degree</th>
<th>Thesis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. G. Drake</td>
<td>M.S.</td>
<td>&quot;Effect of Electric Field on the Optical Properties of Semiconductor Quantum Wells&quot;</td>
</tr>
<tr>
<td>2. K. Bhattacharjee</td>
<td>Ph.D.</td>
<td>&quot;Electro-optic and Acousto-Optic Multiple Quantum Well Modulators&quot;</td>
</tr>
</tbody>
</table>

1) Continue optimization of single cavity and coupled cavity Fabry-Perot resonators to achieve 10,000:1 contrast ratio. Demonstrate voltage tunability of the high contrast ratio structures.

2) Fabricate HACT single channel SLM structures. Integrate single cavity resonators onto the HACT device, under the active HACT charge transfer layers. Study the effects of the added layers on the basic HACT charge transfer efficiency and on the optical modulation.

Plans for 1994+

Phase 3:

3) Fabricate and test integrated high contrast ratio resonators onto HACT devices. Test techniques will require pulsed laser operation and stable optics.

4) Demonstrate 2-D HACT SLM operation.

Phase 4:

5) Integrate HACT memory structures first in 1-D than in 2-D.
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ELECTRO-OPTIC AND ACOUSTO-OPTIC MULTIPLE QUANTUM WELL DEVICES

Kushal Kumar Bhattacharjee, Ph.D.
The University of Connecticut, 1991

Electro-optic and acousto-optic Multiple Quantum Well (MQW) devices utilizing Quantum Confined Stark Effect (QCSE) are proposed and analyzed. The emphasis is placed on Bragg type grating structures.

A comb structure realized on the AlGaAs/MQW/AlGaAs type symmetric waveguide in the P-i-N configuration is analyzed at an operational wavelength of 0.885 μm. At this wavelength, with a detuning of 400 Å from the excitonic absorption peak, the loss due to optical absorption is about 3dB/100μm. It is shown that the change in the effective refractive index of the waveguide is substantially higher than a comparable AlGaAs/GaAs/AlGaAs structure. A diffraction efficiency of 100% is achieved at an applied reverse bias of -8.6 Volts for an interaction length of 100 μm.

A surface interdigital structure on an MQW/AlGaAs asymmetric waveguide is considered. Though the change in the effective refractive index is not as drastic as the P-i-N case, due to the exponentially decaying nature of the electric field, considerable improvement over conventional GaAs/AlGaAs type structures is expected.
The interaction of guided acoustic wave with light in an asymmetric structure is discussed. The contribution to the change in effective refractive index due to the surface ripple effect and the electro-optic interaction between the electric field accompanying a Surface Acoustic Wave (SAW) and light are estimated. A general scheme for the calculation of elasto-optic contribution is also outlined. A novel type of Spatial Light Modulator (SLM) utilizing Heterojunction Acoustic Charge Transport (HACT) controlled Stark effect is proposed. Simple calculations support the feasibility of incorporating such structures in 1-D and 2-D SLMs.

Experimental results on the electrical performance of Surface Acoustic Wave delay lines and resonators on MQW/GaAs substrate are presented.
APPENDIX B
RECENT DEVELOPMENTS IN MULTIPLE QUANTUM WELL
ACOUSTO-OPTIC AND ELECTRO-OPTIC MODULATOR STRUCTURES

F. C. Jain(1), K. K. Bhattacharjee(2), and T. W. Grudkowski(3)

(1) ESE Department, University of Connecticut, Storrs, CT 06269-3157
(Sabbatical Address: UTRC, East Hartford, CT 06108)
(2) Electronics Systems Group, TRW, Redondo Beach, CA 90278
(3) United Technologies Research Center, East Hartford, CT 06108

Abstract

Optical modulators based on acousto-optic and electro-optic effects in multiple quantum well (MQW) and superlattice structures are reviewed. In the case of MQW layers the primary mechanism used is the Quantum Confined Stark Effect (QCSE). Modulators utilizing enhanced changes in optical parameters such as absorption, index of refraction, and birefringence due to externally applied or induced electric fields in AlGaAs-GaAs and InGaAs-GaAs structures are described. In particular, various type of MQW Bragg devices, HACT (heterostructure Acoustic Charge Transport) modulators, and birefringent light valves are discussed from theoretical and experimental viewpoints. In addition, modulators based on Acousto-Optic effects in superlattices are reviewed. The application of modulators in the realization of subsystems such as of non-diffractive, various type of MQW Bragg devices, HACT modulators, and birefringent light valves are described from theoretical and experimental viewpoints. In addition, modulators based on Acousto-Optic effects in superlattices are reviewed. The application of modulators in the realization of subsystems such as of two-dimensional spatial light modulators (SLMs) and optical correlators is also presented.

Introduction

Multiple Quantum Wells (MQWs) and superlattices are known to exhibit enhanced electro-optic and acousto-optic effects. This paper reviews the recent developments in the design of MQW modulators. In particular, the emphasis is on the usage of Quantum Confined Stark Effect (QCSE) in MQW based structures. Since the report of excitonic electroabsorption by Chemla et al. [1], Wood et al. [2] and Miller et al. [3], there has been an intense investigation involving QCSE in multiple quantum wells. The two-dimensional confinement of excitons, hosted in a well of thickness L (with a < L < a; a0 the Bohr radius), leads to the observation of nonlinear optical properties associated with excitons. The excitonic stability in conjunction with the ability of tuning the absorption (or index) as a function of wavelength with the application of an external electric field has been the central idea behind the development of MQW modulators. Reference is made to Miller et al. [4], Kan et al. [5] and Hiroshirma et al. [6] for a detailed theoretical treatment.

The shift in the absorption peak as a function of electric field also results in a corresponding shift in the index peak, as the two are related by the Kramer-Kronig relation. The observation of Weiner et al. [6], that the electroabsorption in MQW waveguides is polarization dependent, adds another dimension to the usage of MQWs in novel modulator design. That is, a device designer can realize a modulator using changes in: (1) absorption, (2) index of refraction, and (3) polarization as a function of electric field. The methodology used to apply or induce the electric field in MQW layers also distinguishes one modulator structure from the other. Various methodologies are outlined in section III. Bragg MQW modulators using electro-optic and acousto-optic effects are also discussed.

Recent developments involving coupled quantum wells to shape the electron (and/or hole) wavefunctions to enhance nonlinearities are described. Both inter-band (excitonic) and inter-subband transitions are treated. Acousto-optic effects and polarization dependent nonlinearities in superlattices have attracted several investigations, however they are not reviewed here in any detail.

II. Nonlinear Optical Effects in MQW Layers

The imaginary part of the dielectric constant ε*(hω), involving excitonic transitions in MQW layers, is given by [4, 7]:

ε* = (C/L) \[ \int \psi_e(x) \psi_h(x) dx \] \cdot F(σω_e - σω)

(1)

and

C = [2π²\hbar²σ^2ω²] \cdot |M|^2 \cdot \phi_e(0)^2

(2)

where φ_e(x) is the exciton wave function, σω_e is the exciton energy, F is the Gaussian line shape function, ψ_e, ψ_h are electron and hole wavefunctions, respectively. L...
is the width of quantum well, εₚ is free space permittivity, mₑ is the electron rest mass and Mₑ is the Block matrix element. Using the Kramer-Kronig relation, we can express the real part εᵢ(ℏω) as:

$$\varepsilonᵢ(ℏω) = 1 + \frac{2}{π} P \int_{0}^{ℏω} \frac{[\varepsilonᵢ(ℏω') dℏω']}{[ℏω'^{2} - ℏω^{2}]}$$

(3)

where P is the Cauchy principal integral. The complex index of refraction nᵢ (= n - i κ) is related to the complex dielectric constant. Thus, n and κ can be evaluated form εᵢ and εᵢ. κ is related to the absorption coefficient by:

$$\alpha(ℏω) = 4πκ / λ₀$$

(4)

As the electric field is applied across the MQW layers, the electron and hole wavefunctions (ψₑ and ψᵣ) change. This results in variation of α and n, which are commonly referred as Stark shifts. Generally, the change in n due to the electric field E is expressed as:

$$\Delta n = -(1/2) n^3 [rE + s E^2]$$

(5)

where r and s are linear and quadratic electro-optic coefficients. Fig. 1. depicts a typical plot showing the relative contributions of the linear and quadratic (excitonic) effects in the AlGaAs-GaAs MQWs layers. Alternately, the nonlinear effects can be expressed in terms of susceptibility $\chi^{3}$ [8]. The third order effects which occur in fibers and in MQWs involving inter-subband transitions are expressed using the nonlinear refractive index $\tilde{n}$ as [8]:

$$D = n^2 \varepsilon₀ E$$

(6)

The third order nonlinear index is written in terms of susceptibility $\chi^{3}$:

$$\tilde{n}^2 = n₀^2 + \chi^{(3)} |E|^2$$

(7)

Eq. 7 is simplified using approximation:

$$\tilde{n} = n₀ + n^2 |E|^2$$

(8)

where $\chi^{(3)}$ is related to $\tilde{n}$ as:

$$\chi^{(3)} = 2 n₀ \tilde{n}$$

(9)

Similarly, other effects can be expressed in terms of susceptibility.

III. Modulator Structures

In general, a particular application and associated system requirements determine the structure of modulator. First, the primary optical parameter (e.g. α, n, or Δn), which is varied as a function of electric field, is selected. This determines the operating wavelength, and, in turn, dictates the composition of MQW layers. For example, the structure of Self Electro-Optic-Effect Devices (SEEDs) is designed to provide a positive feedback in a circuit consisting of a MQW diode and a resistor, or MQW diode [p+i(MQW)-n] and a photodiode circuits. However, in devices employing index or birefringence changes, the operating wavelength is detuned from that of the main absorption peak. This ensures low losses, and is particularly useful in applications (such as Bragg modulators) across the MQW layers where large interaction length (> 100 µm) are involved. The next task is to select the method to be used to impress the electric field. The electric field may be applied in many ways including:

1. use of reverse biased p+i-n or metal (Schottky)-i-n interfaces;
2. electric field associated with below exciton energy optical beam (this is also known as a.c. Stark effect [8, 9]);
3. field induced by a propagating surface acoustic wave (SAW); and
4. field induced by the transport of signal charges in a channel adjacent to the MQW layers hosting the excitons.

Reverse biased p+i-n modulators using the electroabsorptive effect have been reported by Wood et al. [2] and others. Generally, the contrast ratio of these devices is small (~ 4:1). With recent advances in strained QW layers, coupled-well InGaAs-GaAs MQW systems have exhibited an improved contrast of 8:1 [10]. The contrast is significantly enhanced by integrating the MQW layers within a Fabry-Perot cavity. Several
investigators [11,12] have demonstrated improved contrasts by using various configurations. Fig. 2 shows schematically a MQW cavity with quarter wave stacks of dielectric mirrors (e.g. AlAs-GaAs). This device can be tuned if the mirrors are doped p- and n-type, respectively, with an reverse biased electric field applied across the MQW layers (e.g. InGaAs-GaAs). The tuning is provided by the change in index Δn due to the Stark effect. Optical switches utilizing changes in index have been proposed by Kan et al. [4].

Mysyrowicz et al. [13] and von Lehman et al. [14] have utilized the electric field associated with an optical beam. This beam has below gap energy and does not interfere with the excitonic effects.

The schematic of a MQW modulator in which the electric field is induced by a propagating surface acoustic wave (SAW) is shown in Fig. 3. The AlGaAs-GaAs Multiple quantum well layers are shown having a AlGaAs confinement layer (underneath) for waveguiding purposes. The magnitude of induced field is in the range of 3-5 x 10^4 V/cm for modest SAW power levels [15,16]. Since the E component decays in the z direction, the MQW layers should be such that their thickness is a fraction of the acoustical wave length.

In the figure the SAW is used both to induce the Stark effect shifts in index and to produce a grating as well. Thus a Bragg modulator can be obtained. Fig. 4 shows the schematic of a modulator using signal charge transport (Q_{sig}) in a channel near the MQW layers. The electric field is impressed across the MQW layers by transporting a signal charge Q_{sig} in an adjacent channel. This method is quite promising, and has two major structural configurations: (1) A Quantum Well CCDs (QWCCD) and (2) Heterostructure Acoustic Charge Transport (HACT). Goodhue et al. [17] first used the QWCCD to modulate the excitonic absorption. However, the use of CCD electrodes make it rather complex. HACT modulators, on the other hand, do not require electrodes. Fig. 5 shows a basic HACT modulator [18,19]. The MQWs are InGaAs-GaAs strained layers, and the HACT part consists of NID (not intensively doped) GaAs (cap)-nAlGaAs (supply) - NID GaAs (transparent and opaque)-NID AlGaAs layers. This permits the use of laser wavelength, λ, which produces excitons in the InGaAs Wells (of MQW layers), without interfering with the transport of electrons in the GaAs channel. The design and operating principle of HACT devices are explained by Tanski et al. [20] and Cullen et al. [21].
A two-dimensional spatial light modulator consisting of multiple channels, with each mesa isolated, is shown in Fig. 6. Each channel has its own signal charge injector and a collector at either end of the channel. All the channels are synchronized by a single SAW transducer (shown at the left end), which, in turn, is synchronized with the laser source.

Alternatively, a two-dimensional HACT-SLM, having contacts in each pixel, has been described by our group as shown in Fig. 7 [18]. While the electroabsorption due to QCSE in MQW layers has been used extensively in modulators, logic devices [e.g., SEEDs], and other applications, the use of index associated effects such as index change and field-dependent birefringence has not been greatly utilized. Kan et al. [4] proposed a switch based on the index change. But the idea was dropped due to associated losses. Our group presented p-i-n Bragg MQW structures [22] which provide high diffraction efficiencies while exhibiting reasonable interaction lengths and losses. These are described in the next section.

The use of field-dependent birefringence in multiple quantum well (MQW) layers [6, 28-29] to implement novel light valves and spatial light modulators has been proposed [30]. The light valve/modulator structures consist of MQW layers located between a polarized-analyzer set in a manner similar to that used in liquid crystal light valves. This is in contrast with conventional Stark effect MQW modulators based on electroabsorption in the quantum well.

IV. Bragg grating

Bragg grating structures have been extensively used to implement novel light valves and spatial light modulators. The use of field-dependent birefringence in MQWs has been proposed [30]. The light valve/modulator structures consist of MQW layers located between a polarized-analyzer set in a manner similar to that used in liquid crystal light valves. This is in contrast with conventional Stark effect MQW modulators based on electroabsorption in the quantum well.
Fig. 7. A two dimensional HACT controlled MQW spatial light modulator with extended photogeneration utilizing the inter-mesa channel.

Electroabsorption. Birefringence values, $\Delta n(E)$, are obtained using experimental absorption data reported in the literature [6] for AlGaAs-GaAs MQW layers as a function of externally applied perpendicular electric field component $E_z$ and the operating wavelength. The birefringence can be used in conjunction with the electroabsorption to enhance the contrast ratio.

Bragg Modulators

Optical gratings can be realized either using electro-optic or acousto-optic effect. A $p^+-i-n$ AlGaAs-GaAs MQW structure, using combed $p^+$ electrode, was analyzed by Hattacharjee and Jain [22]. The performance parameters, which include interaction length (100-300 $\mu$m), PPW, and diffraction efficiency $\eta$, look quite promising when compared with conventional GaAs devices. Fig. 8 shows a Schottky gating electro-optic Bragg modulator. It is similar to a $p^+-i-n$ Bragg device with the exception that the $p^+$ layer is substituted by a Schottky comb. The AlGaAs layers form the cladding layer for the light guided into the MQW layers. Experimental results showing excitonic shifts are shown in Fig. 9. Fig. 10 shows the plot of the diffraction efficiency as a function of the applied voltage for the Schottky structure. A non-intentionally doped top cladding layer of Al$_{0.26}$Ga$_{0.74}$As with a thickness of 0.5 $\mu$m is assumed. With a background doping level of $10^{15}$/cm$^2$ the voltage drop across the top cladding layer is about 0.7 V. The MQW region is 0.7 $\mu$m thick and a 100 $\mu$m interaction length is assumed. The parameters used are [22]: SAW wavelength $\lambda = 7.0$ $\mu$m, interaction length $L = 100$ $\mu$m, and $\lambda = 885$ nm.

An alternate scheme is to use the SAW grating for Bragg diffraction. Fig. 3 illustrates such a structure [15]. SAW has two roles in here:

a. it produces a grating, and
b. it induces an electric field to cause Stark shifts (QCSE).

V. Quantum Well Engineering and Wavefunction Shaping

The nonlinear effects can be enhanced by the design of multiple quantum wells. Two commonly methods are:

1. use of strained layers, and
2. the engineering of
Fig. 8. Schematic of an electro-optic Schottky Bragg Modulator. [The ray path, shown on top of the comb electrode structure, depicts diffraction taking place in the MQW layers (in the x-y plane) between the AlGaAs cladding layers.]

Fig. 9. The measurement of Stark shifts in an InGaAs-GaAs MQW structure (as shown in the inset).
Bragg Modulators using QCSE have been shown to offer improved interaction lengths (100-200 μm), which is beneficial in the realization of correlators, optical processors and cross-bar switching applications. The recent advances in enhancing QCSE, using wavefunction shaping techniques (coupled wells), further reinforce the advantageous nonlinear properties of these devices.
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Conclusions

Multiple quantum well structures offer highly nonlinear effects involving excitonic (inter-band) and subband transitions. Both categories have been shown to exhibit Stark effect tuning. The modulator/SLM structures reviewed in this paper are primarily based on excitonic effects which change the absorption, index of refraction, and birefringence function of the electric field. These phenomena are individually or in combination to implement modulation. Generally, a Fabry-Perot cavity is used for phase contrast. An important discriminator of device structures is the way in which the external electric field applied across the MQW layers hosting the excitons. Methods include a.c. Stark effect, SAW generation, carrier transport in a channel adjacent to the MQW layers, and direct applications of reverse bias in p-i-n of Schottky configurations.
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Abstract

A new analog memory has been demonstrated using UTRC’s heterojunction acoustic charge transport technology. The initial HACT AM’s, tested at EDI, had storage time capabilities in excess of 100 usec. The Schottky electrode storage array had 36 memory cells, each cell holding 2 charge packets, giving a maximum signal frequency of half the Nyquist frequency, or 36 MHz. Hold voltages in the 5 to 8 volt range were found to be adequate, and effective storage was obtained at the same dc transport current level that resulted in the best charge transport efficiency. Storage times in the millisecond range are possible with cooling to 0°C. HACT AM’s with longer block lengths are presently under development at UTRC.

Introduction

One of the important applications of acoustic charge transport device technology, an analog memory, was described in a 1986 ACT review paper (1). Calculations of storage times, limited by Schottky barrier leakage, indicated the possibility of realizing useful ACT memory devices at room temperature, and devices with greatly enhanced storage capabilities at lower temperatures. Charge storage was demonstrated with experimental ACT devices.

Prior heterojunction ACT technology work at UTRC has been focused on the development of basic HACT technology and on investigating the potential for long (2 to 10 μsec) tapped delay lines. However, encouraged to explore the potential of a HACT memory, several short block length HACT AM devices were recently fabricated and evaluated. The very positive results of this initial investigation, as reported here, have stimulated a wider development effort at UTRC for DoD applications.

Background

Charge storage in an ACT device, conventional or heterojunction ACT, is accomplished in basically the same manner. An array of electrodes on the surface is employed to impose a storage potential on the traveling charge packets. If the storage potential is strong enough to overcome the SAW potential, the charge packets can be stopped and held in position. When the storage potential is removed, the SAW transport of the packets resumes.
D.E. Cullen

Figure 2 - Geometry of 2 λ memory cell

Figure 2 is a "scale" drawing of the HACT 2 λ memory cell with the vertical scale magnified 20 times the horizontal scale. Charge in a HACT device is transported about 1 μm (≈ λ/200) from the surface and it is clear from Fig. 2, that the charge packets are virtually "in line" with the surface electrodes and the electric field that those electrodes generate. A simple model for estimating the minimum hold voltage assumes that the minimum hold field is equal to the maximum SAW field, i.e.,

\[ E_{\text{hold}} \geq \max E_{\text{SAW}} \]
\[ V_{\text{hold}} \geq 2\pi V_{\text{SAW}} \]

which is in good agreement with the experimentally measured 6V minimum hold voltage for a 1V SAW potential. The same model predicts a 2V minimum hold potential for a one-packet-per-cell HACT AM. Since the best AM operation is achieved with storage pulse transition times less than a SAW period, hold pulse rise times of 1 to 2 ns were quite adequate for the 144 MHz devices. This, in addition to the relatively low hold voltage requirements and modest capacitive load presented by the storage electrodes, allowed a conventional laboratory pulse generator to be used for testing.

Charge packets are stored in pairs in 2 λ memory cells and, during the time of storage, the 2 packets can, and will, coalesce. Figure 3 illustrates a time sequence of potential plots showing the SAW, hold, and the SAW + hold potentials in a HACT AM. The first plot, phase = 0, depicts the instant that the hold potential is applied (SAW = 1V, hold = -5V). It is clear that the charge in the 2 packets within the memory cell will merge into 1 packet upon application of the hold voltage. As the SAW continues on, the shape of the SAW + hold potential varies and, at the point where phase = π, there is but 1 well within the memory cell. When the storage potential is removed and the charge is again bunched into 2 packets and carried away by the SAW, the charge in the cell will be divided into 2 packets based upon the charge capacity of the SAW. Information that the packets carried individually is lost. These devices, as a result, have an effective sampling rate of 1/2, rather than 1 in the most general HACT AM.

Figure 3 - Time sequence of memory potentials

Experimental HACT AM Devices

The necessary features of a HACT AM device are shown schematically in Fig. 1. Experimental devices were designed with λ = 20 μm SAW transducers which generate a 143.6 MHz SAW (velocity = 2872 m/s). The SAW transports the charge packets down a 30 μm wide mesa etched transport channel. A non-destructive sense electrode, located 100 ns downstream from the input diode and 260 ns from the memory array, was used to examine the input signal. This electrode (NDS #1) is a useful diagnostic feature but not an essential part of the memory device. The memory array consists of 73 interdigitated Schottky electrodes (1 μm wide) with a periodicity of 40 μm, resulting in 36 memory cells. The length of the array was 500 ns making it possible to store a 500 ns long signal. A second NDS electrode (NDS #2), 250 ns downstream of the memory array, served as the signal output electrode. A large area ohmic contact at the end of the transport channel was the return contact for the charge carried by the SAW.

The epilayer configuration of the HACT AM device and the calculated band structure potential were given by Tanski et al. (2). This is the same structure used for HACT tapped delay line devices and is nearly optimal for a GaAs/GaAlAs HACT device. Typical devices yield maximum dc transport currents, 1m, of 70 to 130 μA/mm at a SAW input power level of 1.4 mW/λ (1 V SAW potential in the channel). One hundred μA/mm corresponds to 4.3 million electrons per charge packet per mm width at this frequency. In actual operation, HACT devices are typically biased at an operating point that results in a dc current equal to less than 1m/2.

Experimental Results

HACT memory devices were first examined to determine their delay line characteristics to establish bounds and references for subsequent testing as memories. The AM characteristics of: 1) hold voltage requirements, 2) charge storage capacity, 3) leakage current levels, and 4) dynamic range were then determined.
observing the output of NDS #2 in the time domain with a steady single frequency input to the device, and noting the voltage at which storage first occurred. The drift current in this experiment was typically \( I_{dc}/10 \). For all of the HACT AM's examined, the minimum hold voltage was less than 6 V. The quality of the stored signal improved at hold voltages somewhat above the minimum value. The optimum hold voltage was determined by measuring the frequency response of the stored signal, as it was output from NDS #2, as a function of hold voltage and noting the voltage beyond which there were no further improvements. That voltage was between 5 and 8 V.

Figure 4 is a pair of digital oscilloscope traces of the same NDS #2 output signal, on 0.2 and 1 Ms/div time scales, showing 4 \( \mu \)s storage of a 36 MHz signal. The input to the device is continuous, so that the 36 MHz output is seen prior to the application of the storage potential and after the stored signal is read out. The small peak seen in the output approximately 420 ns from the left edge of the 200 ns/div trace indicates the end of the storage pulse. The beginning of the stored signal readout begins approximately 250 ns later, corresponding to the distance between the end of the store and the 36 MHz signal. The gap in the output between the end of the stored signal readout and the resumption of the delay line characteristic readout is caused by charge redistribution in the region preceding the memory array. Charges tend to pile up in this region when the storage pulse is on and the 36 MHz signal information is lost.

Figure 5 is similar to Fig. 4 except the hold time is 100 \( \mu \)s. The output is seen to be degraded at this point due to leakage from the Schottky memory electrode array. Measurements made on the same devices cooled to 0°C show that reducing the temperature by 25°C leads to an increase in the useful hold times by a factor of 5 or more. Recognizable outputs of stored signals, although degraded in quality, were observed at hold times as long...
Analog memory devices, based upon HACT technology, have been fabricated, tested, and evaluated. The first HACT AM's, with 0.5 μs block lengths, were found to have a dynamic range of about 30 dB for short hold times, and 100 μs hold times with reduced dynamic range at room temperature. Hold times of nearly 500 μs were observed at 0°C. These initial results have stimulated a larger effort at UTRC to assess the potential of the HACT AM. Longer block length devices with improved leakage characteristics are a near term goal. A design for a 3 μs memory device was recently completed. Modifications to the basic HACT structure to reduce Schottky barrier leakage are being evaluated. Calculations indicate that millisecond AM devices should be possible with cooling to -25°C, and testing of 0.5 μs block length HACT AM devices at low temperatures has been initiated.
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Summary

Analog memory devices, based upon HACT technology, have been fabricated, tested, and evaluated. The first HACT AM's, with 0.5 μs block lengths, were found to have a dynamic range of about 30 dB for short hold times, and 100 μs hold times with reduced dynamic range at room temperature. Hold times of nearly 500 μs were observed at 0°C. These initial results have stimulated a larger effort at UTRC to assess the potential of the HACT AM. Longer block length devices with improved leakage characteristics are a near term goal. A design for a 3 μs memory device was recently completed. Modifications to the basic HACT structure to reduce Schottky barrier leakage are being evaluated. Calculations indicate that millisecond AM devices should be possible with cooling to -25°C, and testing of 0.5 μs block length HACT AM devices at low temperatures has been initiated.
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A. Introduction

There has been a great deal of interest recently in the properties of semiconductor quantum wells. The need to integrate optical and electronic circuits on single substrates has caused intense study of semiconductor energy band structures which can be engineered and manipulated such as in heterojunctions and quantum wells. Quantum effects have already been used in devices such as semiconductor laser diodes. Many new devices are being developed and proposed which will include quantum well structures including optical modulators, waveguides, and spatial light modulators.

One interesting property of these quantum wells is the existence of excitonic states at room temperature and the shift in energy levels of these states with the application of a perpendicular electric field. This is referred to as the Quantum Confined Stark Effect and it can shift the fundamental absorption edge of the material. Thus, a new means is provided for changing the optical properties of the material. This opens new doors for the integration of optics and electronics on a single substrate. And since the effect is very fast, novel high speed optical modulators, and switches are possible.

Early studies of semiconductor quantum well materials [1] coincided with the development of techniques (primarily molecular beam epitaxy) for growing
high qual..., very thin layers of materials. More recent studies have resulted form the ability to grow V shaped and parabolic shaped potential wells [2][3].

Since the quantum well is a thin, flat, two dimensional structure, it may have applications as a spatial light modulator as well [4].

This thesis gives a method to calculate the effect of electric field on the optical properties (refractive index and absorption) of semiconductor multiple quantum well materials. The calculations are done here for gallium arsenide - aluminum gallium arsenide materials but the method is applicable to other systems as well.

Many papers have been written on methods to calculate electron and hole energy levels and wave functions in bulk and in thin layer materials with and without electric fields applied [1-3, 7, 8, 13]. Other papers describe the existence of room temperature excitonic states in semiconductor quantum wells [5, 12]. Still other papers describe methods of calculating the optical properties of materials given the carrier and hole wave functions and energy levels along with other material parameters.

This thesis attempts to combine much of the above analysis into a productive system for determining the optical properties of a wide variety of quantum well geometries and materials with various fields applied for
use in the design of multi quantum well modulators, detectors, switches, and other integrated optic devices.

An outline of the method used here is shown in the flow chart in figure 1.

To turn the analysis into numerical results much use was made of fairly straightforward computer programs written in Fortran and C, running on common personal computers. The wave function solutions require much use of Airy functions so the core of the computer programs is an Airy function generator.

Other parts of the analysis, the binding energy of excitons, for example, make use of previously published results. References are given as appropriate.

As models are developed they are tested by duplicating the results obtained by others. Once they have been verified in this manner, they are used to calculate the properties of other geometries.

The scope of these studies is fairly large, involving quantum mechanics, solid state physics, optics, and electronics. Some of the processes involved are not clearly understood even today. Clearly there is ample room for continued research in this area and many novel devices could be designed in the future.
Figure A1: Flow chart for the method used to calculate the optical properties of quantum wells in electric fields.
B. Background

Modern semiconductor growth techniques such as molecular beam epitaxy permit the growth of semiconductors atomic layer upon atomic layer. If several very thin layers are grown with the composition of the layers alternating between higher band gap and lower band gap materials (such as AlGaAs and GaAs), then quantum confinement of electrons and holes can occur in the regions of lower energy called quantum wells (QW's) (Figure B1). This thin layer bandgap engineering allows for many interesting effects and devices based on the two dimensional confinement of quantized states [5]. Quantum Hall effect devices are used as standard resistors at national standards laboratories and quantum well distributed feedback semiconductor lasers are well known.

The quantum wells form a quasi two dimensional barrier for confinement of carriers and classical "particle in a box" analysis can be used to describe the wave functions and quantized energy levels of the electrons and holes. For an infinitely deep rectangular well the wave functions are solutions of the Schroedinger wave equation in one dimension,
\[-\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + V(x) = i\hbar \frac{\partial \psi}{\partial t}, \]  

(B1)

where \( \hbar \) is the reduced Planck's constant, \( t \) is time, \( m \) is mass, and \( x \) is distance.

If we let \( V(x) \), the potential at the bottom of the flat well, be zero then we have solutions of the form, 

![Energy band diagrams](image_url)

**Figure B1.** Energy band diagrams for a) quantum well structure, and b) multiple quantum well structure.
\[ \psi_n(x) = (2/a)^{1/2} \sin(n \pi x/a), \quad (B2) \]

with quantized energy levels at,

\[ E_n = \frac{n^2 \pi^2 \hbar^2}{2 ma^2} \quad n = 1, 2, 3 \ldots \quad (B3) \]

where \( a \) is the width of the well. Figure B2 shows a graphic representation of these classical solutions.

Figure B2. Representation of energy level and wave function solutions for an infinite rectangular potential well.
For a real, finite well the wave functions are actually a little broader and extend beyond the limits of the well. In a multi-quantum well (MQW) structure if the wells are separated enough so that the wave functions from one well to the next do not overlap then the structure can be analyzed as a series of separate quantum wells. If the wave functions do overlap, due to thin AlGaAs barriers (< 100 angstroms) then coupling and resonance effects must be considered. If the barriers are very thin then the wave functions are strongly coupled and a superlattice (a lattice of lattices) is formed.

For the case of an applied electric field the well potential is tilted rather than flat. For this case solutions in the form of Airy functions can be found. This will be shown in detail later. Exact solutions for the case where the well is of finite height have also been found [6]. The tilted potential wells cause the electron and hole wave functions to shift toward opposite sides of the well and cause shifts in the energy levels of the electrons and holes (Fig. B3). The shift in the energy levels is called the Quantum Confined Stark Effect (QCSE) [7].
Figure B3. Wave function shapes in a quantum well of width $a$, a) no perpendicular E-field, b) with perpendicular E-field.

Of particular interest in the study of the effect of an electric field on the optical properties of semiconductor MQW's is the persistent existence of excitonic states in the material due to this quantum confinement. In ordinary bulk semiconductor materials the excitons will exist only at very low temperatures and will disassociate very quickly in the presence of an electric field. However, quantum confined excitons can
exist at room temperature and will not ionize until very high electric fields (\( > 1 \times 10^7 \text{ V/m} \)) are applied [8].

A comparison must be made between the excitonic effects and the Electro-Optic and Franz-Keldysh effects of electric field on semiconductor optical properties.

The Electro-Optic effect, which is due to distortions in the electron distribution of an optical material when an electric field is applied, has both linear (Pockels) and non-linear (Kerr) components. These distortions change the polarizability, and hence the refractive index of the medium anisotropically. The result is the introduction of new optic axes into the materials.

The change in refractive index as a function of the applied field is of the form,

\[
\Delta \left( \frac{1}{n^2} \right) = r \varepsilon + P \varepsilon^2, \tag{B4}
\]

where \( r \) is the linear electro-optic coefficient (Pockels effect), and \( P \) is the quadratic electro-optic coefficient (Kerr effect)[9].

These electro-optic coefficients vary widely from material to material and are very dependent on the axis of the crystal being used. The electro-optic coefficients are small but useable in materials such as lithium.
niobate, lithium tantalate, and gallium arsenide for certain orientations. This effect is widely used in integrated optic applications.

The Franz-Keldysh effect is due to band bending generally near the surface of a semiconductor when a depletion region is formed. The bending of the energy bands allows transitions to occur at a lower energy than is possible with no field applied (Fig. B4). The change in energy is related to applied field by [10],

\[
\Delta E = (m^*)^{-1/3}(q \hbar \varepsilon)^{2/3}
\]

(B5)

where \( m^* \) is the carrier effective mass, \( q \) is the charge of the carrier, \( \hbar \) is Planck's constant (reduced), and \( \varepsilon \) is the magnitude of the electric field.

The maximum \( \Delta E \) obtained from the Franz-Keldysh effect is in the order of what can be obtained from the Quantum Confined Stark Effect but it is essentially a surface type effect and the \( \Delta E \) decreases sharply below the surface causing a broadening of the shift. The QCSE, however, is more of a bulk effect in that many layers of quantum wells can be adjoined to increase the total absorption of the device, and there is less broadening of the exciton peak with applied field.
Figure B4. Franz-Keldysh effect; band bending due to E-field across a depletion region can reduce the energy required for a transition (b) compared to the no E-field case (a).

So, compared to other forms of optical modulation, in semiconductors especially, QCSE shows promise due to its speed and the means by which the growth methods allow the engineering of the quantum wells into specific areas of the device.

A brief description of excitons in general follows and then a more detailed description of the method used to calculate QCSE effects on optical properties.
C. Excitons

In general, the term exciton refers to the electronic state resulting from the transfer of an electron from an occupied level in the valence band across the energy gap to an unoccupied level in the conduction band. The energy gap is in the order of a few electron volts so the excitation process is likely to be the absorption of an optical photon.

More specifically, however, the excitons of interest for these calculations are those in which the electron and hole continue to interact with each other forming a hydrogen like state with a certain binding energy that keeps them together. These hydrogen like states may be localized or may travel through the crystal lattice. In quantum well structures, however, their motion will be confined to two dimensions.

Two descriptions of excitons that are often used are the Frenkel and the Wannier exciton models. The Frenkel model assumes weakly interacting atoms in the crystal lattice. The excitation is localized in space, with a spread of a few atomic sites or less. However, in semiconducting crystals the atoms in the crystal lattice interact strongly. Any excitation in this type of lattice will not be localized and will spread out over a large number of atomic sites.
This situation can be modeled by representing the unoccupied state as a positively charged particle called a hole. Thus, the excited state is represented by an electron and a hole interacting with each other in the manner of a hydrogen atom, with the electron and hole orbiting around some common center of gravity determined by the effective masses of the two particles. These states are called Wannier excitons.

For simple spherical energy bands the relative motion of the electron and hole after a direct transition is given by the hydrogen-like wave equation [11]

\[
\left[ -\frac{\hbar^2}{2m_e^*} \nabla^2 - \frac{\hbar^2}{2m_h^*} \nabla^1 - \frac{e^2}{\kappa_0 r} \right] \psi(r) = \psi(r) \quad (C1)
\]

where \( \kappa_0 \) is the static dielectric constant of the crystal and \( m_e \), and \( m_h \) are the effective masses of the electron and hole as determined form the conduction and valence band extrema effective masses. The solutions of this equation form a series of discrete levels with energies given by

\[
E_{n\ell} = -\frac{R}{n^2} \quad n = 1, 2, 3 \ldots \quad (C2)
\]

where
where interpreted as the reduced mass of the exciton and is given by

\[ R = \frac{e \cdot \mathcal{M}}{2\hbar^2 k_0} \]  

and \( M \) is typically in the order of 4 meV. The total energy of the exciton above the ground state of the crystal is

\[ E_n = E_g + E_{n6} \]  

The effect of these excitons on the fundamental absorption edge of the material is an extension of the absorption edge toward lower energies by an amount roughly equal to the binding energy of the exciton.

The spatial extent of the Wannier exciton state relative to a hydrogen atom is given by

\[ a_0 = \frac{m}{\mathcal{M}} k_0 a_0^H \]
where $a_0^H$ is the Bohr orbit radius for the hydrogen atom. The value of $a_0$ is typically around 150 Å. The Frenkel exciton has a much smaller radius (3 to 7 Å).

![Figure C1. Illustration of multiple quantum well band structure. The dashed lines show electron and hole wave functions. The cross-hatched areas represent a bulk three dimensional exciton and an exciton confined in the quantum well.](image)

Electron hole interaction is shielded in the presence of other free carriers in the system. This is
one of the reasons that excitons are only seen in relatively pure materials or materials at temperatures near absolute zero. However, the presence of quantum wells will enhance the ability of excitons to form due to the two dimensional confinement and resulting increase in oscillator strength.

Figure C1 illustrates the two dimensional confinement of an excitonic state. The state is made possible because in some systems (such as GaAs/AlGaAs) the minimum energy level of the conduction band and the maximum energy level of the valence band occur in the same compound. The excitonic state becomes confined in the potential well, still free to move in the plane of the quantum well layer.

The two dimensional confinement also plays a big part in the effects of electric field on the excitonic states. The field will cause the electron wave function to move toward one side of the quantum well and the hole wave function will be pulled toward the other side. This changes both the magnitude of the excitonic energy level and the probability of interaction between the electron and hole. It is these effects which form the basis for the change in optical properties of the material with application of electric field.
D. Method

The starting point for the analysis is the expression for the imaginary part of the dielectric constant [12]

\[ \varepsilon_i(h\omega) = \frac{2 \pi e^2}{m_0 \omega^2 L_z} \left( \frac{3}{2} \right) \left| M_b \right|^2 \left| \phi_{ex}(0) \right|^2 \]

\[ \cdot \left| \int \psi_{e_i}(z) \psi_{h_j}(z) \, dz \right|^2 \cdot F(h\omega_{ex} - h\omega) \]

where,

- \( e \) = electronic charge
- \( m_0 \) = electron rest mass
- \( L_z \) = thickness of quantum well
- \( \psi_{e_i} \) = wave function of the \( i \)th electron
- \( \psi_{h_j} \) = wave function of the \( j \)th hole

and,

\[ \left| M_b \right|^2 = \frac{m_0^2 \frac{1}{12} \frac{E_g}{m_e} \frac{(E_g + \Delta)}{\frac{3}{2} \Delta}} \]

which is the average matrix element for the Bloch state. This term is often doubled to give results that compare with experiment.
The final term of equation (D1) is the Gaussian line shape function,

\[ F(\hbar \omega - \hbar \omega) = \frac{1}{\sqrt{2\pi} \delta} \exp \left[ -\frac{(\hbar \omega - \hbar \omega)^2}{\delta^2} \right] \]  

(D2)

where,

\[ \delta = \frac{\hbar}{\tau (\ln 2)^{1/2}} \]

and \( \tau \) is the lifetime.

In equation D1 the Gaussian line shape is calculated using \( \hbar \omega_{\text{ex}} = E_g + E_e + E_h - E_{\text{exb}} \) where,

- \( E_g \) = the band gap energy
- \( E_e \) = the electron energy
- \( E_h \) = the hole energy
- \( E_{\text{exb}} \) = the exciton binding energy

From \( \varepsilon_i \) we can get the real part of the dielectric constant using the Kramers-Kronig relation,

\[ \varepsilon_r = 1 + \frac{2}{\pi} \ \text{p} \int_0^{\infty} \frac{\omega' \varepsilon_i(\omega') \, d\omega'}{[\omega']^2 - \omega^2} \quad \text{(D3)} \]

where \( \text{p} \) is the Cauchy principal value of the integral.

This integral is evaluated numerically.
From the real and imaginary parts of the dielectric constant we can get the refractive index, \( n \), and the extinction coefficient, \( k \), using,

\[
n_c = n + ik = \sqrt{\varepsilon_r + i\varepsilon_i}
\]

\[
n = \frac{1}{2} \left[ \varepsilon_r + (\varepsilon_r^2 + \varepsilon_i^2)^{1/2} \right]^{1/2}
\]

\[
k = \frac{1}{2} \left[ -\varepsilon_r + (\varepsilon_r^2 + \varepsilon_i^2)^{1/2} \right]^{1/2}
\]

The absorption is obtained from \( k \) using,

\[
\alpha = \frac{4 \pi k}{\lambda_0}
\]

The heart of equation D1 is the overlap integral

\[
\int_0^\infty \psi_e(x) \psi_h(x) \, dx,
\]

with \( x \) being the perpendicular distance through the quantum well.

The overlap integral tells the probability of electron-hole interaction. The wave functions \( \psi_e(x) \) and
\( \psi_h(x) \) are normalized such that the overlap integral is nearly equal to one with no E-field applied since the electron and hole wave function shapes are nearly identical in the zero field case.

As E-field is applied, the electron and hole wave functions separate to opposite sides of the well, this causes the overlap integral to decrease. This will be demonstrated later.

To find the wave functions in the quantum well with E-field applied an infinite well solution to the Schroedinger wave equation

\[
- \frac{\hbar^2}{2m} \frac{d^2 \psi}{dx^2} + V(x) \psi = i\hbar \frac{d \psi}{dt}
\]

was used, where \( V(x) \) is a linear potential ramp in the region \( 0 < x < L \) where \( L \) is the thickness of the quantum well (Fig. D1).

With a transformation of variables equation D8 can be written as

\[
\frac{d^2 \psi}{d\omega^2} - \omega \psi = 0,
\]
Figure D1. Infinite well approximation.

The solutions to which are in the form of Airy functions. The complete derivation is shown in the next section.

C language computer programs were written to generate the Airy functions and to calculate the wave functions with an applied E-field. Examples of calculated wave function shapes are shown in figure D2.

For the infinite well approximation the wave functions will go to zero at the boundaries of the well. In reality, the well potential is not infinite and the wave functions will tail off beyond the walls of the well. To compensate for this effect the calculations are
Figure D2. Calculated electron wave function shapes for $n=1$ and $n=2$ states with different E-fields applied.
done using a well width that is slightly larger than the actual well width. The effective well width to be used can be determined by a tunneling resonance calculation. In the case of a 100 angstrom well the effective width is calculated to be about thirty percent greater than the actual width of the well.

So, using the effective well width approximation wave functions are generated for the electron and hole of interest. Each of these wave functions is individually normalized and then the two are multiplied together. Integrating the resulting wave function gives the overlap integral.

If the two wave functions are nearly identical, such as for the zero field case, then the overlap integral should come out close to unity. As the E-field is increased the wave functions for the electron and hole move toward opposite sides of the well and the product of the two wave functions becomes smaller making the overlap integral smaller with a lower limit of zero.

Thus, for any given E-field, the overlap integral part of equation D1 simply becomes some number between zero and one. Remember that it is the imaginary part of the dielectric constant that is being calculated. The main effect of the overlap integral on the imaginary part
of the dielectric constant will be to flatten the shape of the curve at higher E-fields.

The shape of the curve itself is determined mainly by the Gaussian line shape function, equation D2. For this calculation the electron and hole energies as well as the exciton binding energy for various applied fields needs to be known. The electron and hole energies can be determined using tunneling resonance computations, the exciton binding energy, however, requires a more complex variational calculation. For this paper published values for these quantities were used. See, for example, reference 8, page 1052.

Still referring to equation D1 and the calculation of the imaginary part of the refractive index, the Gaussian line shape function determines the shape of the curve. Changes in the values of the electron, hole, and exciton binding energies tend to shift the curve up or down in wavelength. Thus, the overlap integral determines the magnitude of $\epsilon_i$ and the line shape function and the changes in energy of the exciton states with E-field determine the position of the maximum.

The computational method used was to generate the electron and hole wave functions for a given E-field simultaneously, normalize them and determine the overlap integral numerically. The line shape function was then
calculated using a look up table for the values of $E_e$, $E_h$, and $E_{exb}$. This generated a data set that represented the imaginary part of the dielectric constant.

The Kramers-Kronig was then performed numerically on this data to generate the real part of the dielectric constant. Then, from the real and imaginary parts of the dielectric constant, the complex refractive index is determined as well as the absorption.
E. Results

The following results were computed for a 100 angstrom GaAs quantum well in AlGaAs. The values and material parameters used are shown in table E1 for the geometry shown in figure E1.

\[ x = \text{mole fraction of Al in AlGaAs} = 0.3 \]
\[ m_e = \text{electron effective mass} = m_0(0.0665 + 0.0835 \times x) \]
\[ m_{lh} = \text{light hole mass} = m_0(0.094 + 0.043 \times x) \]
\[ m_{hh} = \text{heavy hole mass} = m_0(0.34 + 0.42 \times x) \]
\[ \gamma = 3.69 \times 10^{-13} \text{ sec.} \]
\[ \Delta = 0.33 \text{eV (for a 60:40 split ratio)} \]
\[ E_g = 1.4 \text{ eV} \]

<table>
<thead>
<tr>
<th>No Field (meV)</th>
<th>E = 1x10^5 V/cm (meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_e ) = first electron energy</td>
<td>32</td>
</tr>
<tr>
<td>( E_{lh} ) = light hole energy</td>
<td>24</td>
</tr>
<tr>
<td>( E_{hh} ) = heavy hole energy</td>
<td>8</td>
</tr>
<tr>
<td>( E_{exb} ) = exciton binding energy</td>
<td>9.5</td>
</tr>
</tbody>
</table>

\[ \lambda = \text{exciton radius} = 70 \text{ Å} \]

Table E1. Values used for computations.
The particle energy values are shown in the table for zero field and $1 \times 10^5$ V/cm. Values at other E-field values were also used and these were obtained from reference 8 page 1052.

Computed normalized wave functions for the first electron and first heavy hole are shown in figure E2. Also shown is the curve that represents the product of the two wave functions. Integrating this curve gives the overlap integral. Note that as the E-field is increased from $3 \times 10^7$ to $8 \times 10^7$ V/m the electron and hole wave function peaks move away from each other to opposite sides of the quantum well and the product decreases.
Figure E2. Normalized electron and hole wave functions and their product for fields of a) $3 \times 10^7$ V/m, b) $8 \times 10^7$ V/m.
Figure E3 shows graphically the change in the overlap integral with increasing E-field. The computations were done for two different well thicknesses, 50 and 100 angstroms. For each case there is a definite range of E-field values where the rate of change is greatest. The curve for the 100 angstrom well also shows where the infinite well approximations cause errors. At zero E-field the curve should approach unity. The computations assume a low lying energy level in a deep triangular potential well. At low E-field levels this is no longer the case and the Airy function solutions cannot be used. However, we can approximate the low field overlap integral values as shown by the dashed line in the figure.

Computing the real and imaginary parts of the refractive index over a wavelength range near the fundamental absorption edge gives the results plotted in figure F4. Note the shift in the peak to lower energies (longer wavelength) as the E-field is increased due to the changing relative energy levels of the electron and hole, and the decrease in amplitude due to the decreasing overlap integral with increasing field.

The energy shift is due partly to a geometric effect. As the potential well tilts more and more with increasing E-field the electron stays toward the bottom
of its well and the hole stays near the top of its well
with the net result that the electron and hole are
brought closer together, lowering the transition energy.
The rest of the energy shift is due to the changing
eigenvalues of the particle energies as the shape of the
potential well changes.

Figure E5 shows plots of computed absorption
coefficient and refractive index variation resulting from
the computed complex dielectric constant. From the plots
it can be seen that for a given application a wavelength
can be chosen that gives maximal change in absorption and
a minimal change in refractive index or just the
opposite. These computations are in agreement with
published experimental data (for example reference 12).
Figure E5. The absorption coefficient (a), and the percent change in refractive index (b), of an AlGaAs quantum well with various E-fields applied.
F. Conclusions

The change in optical properties of semiconductor quantum wells with application of electric field is a highly non-linear effect which will have many uses in new integrated optic devices. The ability to predict the optical properties of a wide variety of quantum well materials and geometries is essential.

The results shown in the previous section make clear the fact that the changes in optical properties are sufficient even with moderate electric fields applied to be useful in device applications.

There are many possible ways to generate the electric field that is placed across the quantum wells. Metalized electrodes and doped semiconductor layers around the quantum wells are direct ways to generate a field. Other ways include packets of charge moving through a semiconductor or electron hole pairs formed by optical absorption in surrounding semiconductor layers.

It can be seen that the choice of operating wavelength is critical. If a non-dispersive modulator is being designed the wavelength must be chosen with care and the E-field changes held within limits to keep the refractive index change minimal.
Computations of this type are, therefore, necessary to the design of semiconductor quantum well optic devices.
Appendix 1. Derivations

The following is a more complete derivation of the wave functions and energy levels for bound states in a triangular potential well with infinite barriers [13].

A general form of the time dependent, three dimensional Schroedinger equation is

\[ \left( -\frac{\hbar^2}{2m} \nabla^2 + V(\mathbf{r}) \right) \psi(\mathbf{r},t) = i\hbar \frac{\partial \psi(\mathbf{r},t)}{\partial t} \quad . \quad (1) \]

Since we are involved with quantum well calculations in which the excitons exist in a quasi two dimensional state we will reduce equation 1 to two dimensions, giving,

\[ \left( -\frac{\hbar^4}{2m} \frac{\partial^2}{\partial x^2} + V(x) \right) \psi(x,t) = i\hbar \frac{\partial \psi(x,t)}{\partial t} \quad . \quad (2) \]

This equation is separable in time, t, giving,

\[ \left( -\frac{\hbar^2}{2m} \frac{\partial^2}{\partial x^2} + V(x) \right) \psi(x) = \varepsilon \psi(x) \quad . \quad (3) \]

The potential will be described as shown in figure D1, a triangular potential well with a constant slope and infinitely high potential barriers at x=0 and at x=L. In the region 0<x<L the potential V(x) = ax giving,

\[ -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + (ax - \varepsilon) \psi = 0 \quad , \]
or,

\[ \frac{d^2 \psi}{dx^2} - \frac{2ma}{\hbar^2} (x - \frac{\xi}{a}) \psi = 0. \quad (4) \]

The Airy function solutions can be used if equation 4 can be written in the form of,

\[ \frac{d^2 \psi}{dw^2} - w \psi = 0. \quad (5) \]

This can be done by letting

\[ w = \left( \frac{2ma}{\hbar^2} \right)^{1/3} (x - \frac{\xi}{a}). \quad (6) \]

Rabinovitch and Zak write this as,

\[ w = \alpha_i^{1/3} x - \tilde{\bar{\xi}} \alpha_i^{-2/3}, \quad \text{with} \quad \alpha_i = \frac{2ma}{\hbar^2}, \]

and \[ \tilde{\bar{\xi}} = \frac{2m \xi}{\hbar^2}. \]

Using the Airy functions \( A_i, B_i \), gives have the solution (requiring normalization),
\[ \psi(x) = \alpha A_i(w) + \beta B_i(w) \]  \hspace{1cm} (7)

Given the boundary conditions \( \psi(0) = \psi(L) = 0 \), the equation for the eigenvalues of the energy becomes,

\[ A_i(0) B_i(L) = A_i(L) B_i(0) \]  \hspace{1cm} (8)

This becomes,

\[ A_i(\alpha, \varepsilon) B_i(\alpha, L - \alpha, \varepsilon) = B_i(\alpha, \varepsilon) A_i(\alpha, L - \alpha, \varepsilon) \]  \hspace{1cm} (9)

Equation 9 can be solved numerically, but for cases where the wave function energies are small compared to the height of the triangular well, such as when a large electric field is applied, the method can be simplified by neglecting \( \varepsilon \alpha^{-\frac{1}{2}} \) with respect to \( \alpha^{-\frac{1}{2}} L \) and assuming \( \alpha^{-\frac{1}{2}} L >> 1 \). This reduces equation 9 to

\[ A_i(\alpha, \varepsilon) B_i(\alpha, L) = B_i(\alpha, \varepsilon) A_i(\alpha, L) \]  \hspace{1cm} (10)

Re-writing this as

\[ \frac{B_i(\alpha, L)}{A_i(\alpha, L)} \frac{A_i(\alpha, \varepsilon)}{\alpha^{-\frac{1}{2}}} = B_i(\alpha, \varepsilon) \]
and using the asymptotic form of the Airy functions \([14]\) for the first term reduces this to,

\[
2 \exp\left[\frac{4}{3} \alpha_1 \frac{L}{\alpha_1} \right] A_i\left(-\frac{4}{3} \frac{L}{\alpha_1}, \frac{\zeta}{\alpha_1}\right) = B_i\left(-\frac{4}{3} \frac{L}{\alpha_1}, \frac{\zeta}{\alpha_1}\right).
\]

(11)

Since, for the conditions mentioned above, the exponential term becomes much larger than the oscillatory \(B_i\) term, the expression becomes approximately,

\[
A_i\left(-\frac{4}{3} \frac{L}{\alpha_1}, \frac{\zeta}{\alpha_1}\right) = 0.
\]

(12)

So, for the low lying energy levels, which may be of greater interest anyway because they have more effect on the fundamental absorption edge, finding the eigenvalue energy levels becomes a matter of consulting a table of zeros for the Airy function. For example, for the \(n=1\) energy state the first zero of \(A_i\) is used (page 478 Ref. 14) giving,

\[
-\frac{2}{3} \alpha_1 = -2.3381.
\]

By substituting in the slope of the well and the width of the well the eigenvalue energy can be calculated.

To get the eigenfunctions, which are the wave functions that are needed for the overlap integral, it is necessary to go back to equation 7 and substitute in the values for \(w\) at the boundary \(x = L\) which gives,

\[
\psi(L) = 0 = \alpha_1 A_i\left(\frac{Wx}{L}\right) + \beta B_i\left(\frac{Wx}{L}\right)
\]

or,

\[
\alpha_1 A_i\left(\frac{Wx}{L}\right) + \beta B_i\left(\frac{Wx}{L}\right) = 0.
\]
\[ A_{1}\left(\frac{\alpha}{\alpha_{1}^{3/2}}L - \frac{\varepsilon}{\alpha_{1}^{3/2}}\right) + B_{1}\left(\frac{\alpha}{\alpha_{1}^{3/2}}L - \frac{\varepsilon}{\alpha_{1}^{3/2}}\right) = 0. \]  

(13)

Here again the low lying levels in a large E-field approximation is used to reduce this to,

\[ A_{1}\left(\frac{\alpha}{\alpha_{1}^{3/2}}L\right) + B_{1}\left(\frac{\alpha}{\alpha_{1}^{3/2}}L\right) = 0. \]

Now the asymptotic forms of the Airy function are used again to find that,

\[ \frac{\beta}{\alpha} = -1/2 \exp\left[-4/3 \left(\frac{\alpha}{\alpha_{1}^{3/2}}L\right)^{3/2}\right], \]  

(14)

which gives for the eigenfunction, up to a normalization constant,

\[ \psi_{n}(x) = A_{1}\left(\frac{\alpha}{\alpha_{1}^{3/2}}x - \frac{\varepsilon}{\alpha_{1}^{3/2}}\right) - 1/2 \exp\left[-4/3 \left(\frac{\alpha}{\alpha_{1}^{3/2}}L\right)\right] B_{1}\left(\frac{\alpha}{\alpha_{1}^{3/2}}x - \frac{\varepsilon}{\alpha_{1}^{3/2}}\right) \]  

(15)

This is the expression used to calculate the electron, light hole, and heavy hole wave functions which are then normalized and the overlap integral computed.

As mentioned before, the wave functions derived above are for an infinite well approximation. These are adjusted to the geometry of interest by using a well width that is larger than the actual quantum well width of the material.
Appendix 2. 'C' code for calculation of Airy Function values.

```c
#include <math.h>
#define C1 .35502805
#define C2 .25881940
#define real double

real ftrl(n)
int n;
{
    real l = 1;
    int i;
    for (i = 1; i < (n+1); i++)
        l = l * (real)i;
    return (l);
}

airy(z, Ai, Bi)
real z;
real *Ai, *Bi;
{
    real numf, numg;
    real fz, gz;
    int k;
    fz = 0; gz = 0;
    numf = 1; numg = 1;
    for (k = 0; k < 30; k++) {
        if (k != 0) {
            numf = numf * (real)(3*k-2);
            numg = numg * (real)(3*k-1);
            fz = fz + numf * pow(z, (3*k)) / ftrl(3*k);
            gz = gz + numg * pow(z, (3*k+1)) / ftrl(3*k+1);
        } else {
            fz = 1;
            gz = z;
        }
    }
    *Ai = C1 * fz - C2 * gz;
    *Bi = sqrt(3.0) * (C1 * fz + C2 * gz);
}

main()
{
    int i;
    real z, Ai, Bi;
    printf("\n   z   Ai(z)   Bi(z)\n");
    for (i = 0; i < 20; i++) {
        z = (real)i / 2.0*(-1);
        airy(z, &Ai, &Bi);
        printf("%f %f %f", z, Ai, Bi);
    }
    printf("\n");
}
```
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