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Modifications of the ONION panel-measurement method [J. C. Piquette, J. Acoust. Soc. Am. 85, 1029–1040 (1989)] that allow for simultaneous analysis of transmitted- and reflected-wave data are described. The revised algorithm determines more reliable values for the sound speed and loss of the material of each panel sublayer than does the algorithm that is based exclusively upon analysis of the reflected wave. Included in the revised method is a Taylor series expansion of the sound-speed function of each layer about the steady-state driving angular frequency. This Taylor series is similar to that used for the loss function in the original ONION method, and is introduced here to more accurately accommodate the frequency variation of the phase speed than does the frequency-independent model used previously. Descriptions of successful applications of the revised ONION method to experimental data are provided. The version of the ONION method described in this report has recently been adopted as the standard panel measurement method at the Underwater Sound Reference Detachment of the Naval Research Laboratory (NRL-USRD) in Orlando, FL for tests conducted in the 1- to 20-kHz frequency interval.

PACS numbers: 43.20.Fn, 43.20.Px, 43.30.Sf, 43.60.Gk

INTRODUCTION

The ONION method is a panel measurement technique that is based on least-squares fitting of digitally acquired transient pulsed-waveform data to a multiple-layer panel model. Readers who are unfamiliar with the technique should consult the references for complete descriptions and explanations.

All previous descriptions of applications of the method have involved considerations of only reflected-wave data. The reason that the transmitted wave has not heretofore been included in the analysis is that the problems involved in accommodating the transmitted wave are far more formidable than are those involved in accommodating the reflected wave. The primary difficulty associated with the evaluation of the transmitted waveform derives from the very low sound speeds that are characteristic of the samples of interest. (These sound speeds can be less than the sound speed in air.) Thus only a very short portion of the transmitted wave is available for analysis prior to the reception of unwanted interfering waves (such as those originating at the sample edges or those associated with measurement facility wall echo). In addition, since pulsed waveform data are used in the tests of interest, the reflected waveform can be resolved into convenient analysis epochs, in which each layer sequentially contributes to the overall reflected waveform. No such convenient subdivision of the transmitted waveform is possible, since even the earliest portions of the transmitted wave have been influenced by every layer of the panel.

In the present article, an extension of the method to include analysis of transmitted-wave data is described. The extended ONION-method algorithm involves simultaneous least-squares fitting of reflected-wave data and transmitted-wave data to a theoretical panel model. That is, the least-squares calculation which is performed within the extended ONION method determines material properties for each of the panel sublayers that simultaneously minimize the mean-squared error of fit between the model and the data for both the reflected waveform and the transmitted waveform.

In the previous applications of the ONION method to only reflected-wave data, the material properties so determined were considered to be merely “curve-fitting” properties, and not necessarily the true material properties of the sublayers. The material properties determined in the reflected-wave analysis can often be unreliable, especially for layers deep within the panel, due to the fact that the amount of influence that a particular layer may have on the reflected wave can be quite small. Hence, any particular layer might assume a wide range of properties and yet a good least-squares minimization might nonetheless be achieved. However, a transmitted-wave analysis must necessarily involve information for every sublayer of the panel. Thus material properties that simultaneously fit reflected- and transmitted-wave data are expected to be more reliable than those that fit the reflected wave only.

In Sec. I are described certain improvements to the raw data handling algorithms. In particular, this section describes improvements to the waveform start-point determination algorithms. In Sec. II, modifications that have been made to the theoretical model incorporated in the ONION-
method software are discussed. Experiments conducted to investigate the revised ONION method are discussed in Sec. III. A discussion of why the material properties determined by the revised method are believed to be more reliable than those determined by the original ONION method is given in Sec. IV. Section V gives a summary and the conclusions.

I. WAVEFORM START-POINT DETERMINATION

The theoretical panel model used to evaluate the reflected waveform in the ONION-method algorithm assumes that the reflected-wave pulse has been measured at the interface between the water medium and the panel layer located closest to the source of the interrogating wave. Similarly, the theoretical panel model used to evaluate the transmitted waveform assumes that the transmitted-wave pulse has been measured at the interface between the water medium and the panel layer farthest from the acoustic source. (The last panel layer is usually a steel backing plate.) Since any practical measurement obviously requires an offset between the relevant interface and the detecting hydrophone, the experimental waveforms so acquired must be preprocessed, prior to evaluation by the ONION-method software. We consider the preprocessing of each waveform separately.

A. Reflected waveform

As described in Ref. 1, the reflected waveform is experimentally determined using two different measurements. One measurement involves capturing data in the reflection region of the panel with the hydrophone situated at a 5-cm offset distance from the relevant fluid–panel interface. The waveform so acquired is termed a “total” waveform, since it is actually the sum of two waveforms, viz., the incident waveform plus the reflected waveform. A second measurement involves again capturing a waveform with the detecting hydrophone at the same position as was used in acquiring the total waveform, but in this second measurement the test panel is removed. The waveform acquired by this measurement is termed the “incident” waveform. The reflected waveform is then determined by digitally subtracting, point-by-point, the incident waveform from the total waveform.

The reflected waveform obtained in this way can be considered to consist of two distinct time regions. One region may be considered to be a “quasinull” region, resulting from the point-by-point subtraction of the incident waveform from the total waveform in the time region of these waveforms that is associated with the round-trip travel of sound in water between the detecting hydrophone and the relevant fluid–panel interface. The second time region represents the actual reflected waveform.

The incident and total waveforms in the quasinull time region should ideally be identical, and thus, should subtract to a perfect null. However, due to the unavoidable presence of system noise, and due to experimental difficulties in repositioning the detecting hydrophone at the same location in both measurements, a residual nonzero difference remains. The preprocessing software used in the analysis of this earlier report1 determines how much of a time shift is required to make the reflected waveform appear to have been measured at the relevant interface. This is done by (i) performing a statistical analysis of the noise in the quasinull region and, (ii) comparison of this noisy quasinull portion of the waveform to the initial nonzero portion of the waveform to determine the true start time of the reflected wave. A time shift is then applied to the waveform to eliminate the quasinull region. Of course, this process is necessarily imperfect, and errors in start-point determination of 5–10 data points (at a 4-MHz data measurement rate) using this approach are not uncommon.

In order to improve the reflected waveform start-point determination, a second level of preprocessing of the data is now performed. That is, a second level of preprocessing that takes as input the already shifted waveform produced by the first level of preprocessing described above, and further improves the determination of the start point of the reflected waveform, is performed in the revised version of the software. This second-level preprocessing involves relying upon the accuracy of the phase 1 portion of the original ONION-method algorithm. (See Refs. 1 and 2.)

In summary, the phase 1 portion of the algorithm is the layer-stripping (or “onion-peeling”) portion. It involves the use of portions of the reflected waveform that do not include multiple internal reflections, so that the simple theoretical expressions for the reflection and transmission coefficients of two semi-infinite half-spaces in intimate contact are applicable. The new waveform start-point algorithm involves: (i) attempting a candidate time shift of the experimental reflected waveform corresponding to a predetermined discrete number of data points, (ii) applying the phase-1 layer-stripping algorithm to the shifted reflected waveform to deduce an approximate sound speed and loss for the panel layer situated closest to the acoustic source and, (iii) computing a theoretical pulsed waveform, based on the stripped values of the material properties. The root-mean-squared error of fit between the model waveform and the shifted experimental waveform, evaluated up to that point in time at which the first internal reflection is expected to occur, is then computed and stored. Next, another candidate time shift is applied to the experimental reflected waveform, and the above-described calculations are run for the new shift. The second-level preprocessing algorithm proceeds in this manner until it has evaluated and stored root-mean-squared errors-of-fit that correspond to a sequence of candidate shifts that vary in discrete amounts from 1/4 cycle (of the steady-state driving frequency) earlier in time, up to 1/4 cycle later in time, relative to the start point of the waveform produced by the first-level quasinull elimination calculation described above. The shift that produces the least root-mean-squared error of fit is taken to be the correct shift, and this shift is then applied to the experimental reflected waveform and retained. The entire waveform-shifting calculation described here requires approximately 1-CPU min to perform on a DEC Micro-Vax™ 3XXX series workstation computer.

B. Transmitted waveform

The waveform-shifting technique described above for the reflected waveform is not applicable to the transmitted waveform. This is due to the fact, previously mentioned, that
the onion-peeling portion of the algorithm does not produce reliable properties for layers situated deep within the panel. (Unlike the reflected waveform, whose initial data points depend only upon properties of the first panel layer, all of the data points of the transmitted waveform depend upon the properties of all panel layers.) Thus the time shift of the transmitted waveform must be effected by a different, and less accurate, method.

An additional difficulty associated with the determination of the time location of the start point of the transmitted wave is caused by the (unknown) time delay associated with the time of flight of the transmitted wave from the front fluid-panel interface (i.e., the interface closest to the acoustic source) to the back fluid-panel interface (i.e., the interface farthest from the acoustic source). This delay is experimentally determined by performing two waveform measurements in the transmission region of the panel. We discuss the measurement process with the aid of Fig. 1.

In Fig. 1 are presented the two waveforms which must be measured in order to make the transmitted wave start-point determination presently under consideration. The first displayed waveform represents the incident wave as it appears in the transmission region with the sample panel removed. Also shown is the transmitted waveform as it is measured with the sample panel in place. (Note that the waveforms are sketched to suggest the dispersive nature of the sample material. In particular, note the different slopes depicted for the initial nonzero values of the incident waveform as compared to those of the transmitted waveform.)

The waveforms are displayed with coincident time coordinates, with \( t = 0 \) defined to be the arrival time of the incident wave at the "front" panel interface; i.e., the sample surface located closest to the source of the interrogating wave. Each waveform has an associated null region, which is subdivided in the figure into two subregions. The \( t_{up} \) time region is the time of flight of the incident wave in passing through the region of water that is located where the panel was prior to its removal. If we let \( l \) denote the overall sample thickness, and let \( c_w \) denote the speed of sound in water, then \( t_{up} = l/c_w \). (The value of \( l \) is determined in the ONION method with the help of an underwater video camera.)

The \( t_b \) time region denotes the time of flight of the incident wave from the "back" panel interface (i.e., the interface farthest from the acoustic source) to the detecting hydrophone in the transmission region. Due to the uncertainty in the location of the effective acoustic center of thehydrophone, this time cannot be reliably determined using a distance measurement of the sort discussed above to determine the quantity \( t_{up} \). However, the quantity \( t_b \) can be determined indirectly, as we will see presently.

For the transmitted waveform, the quantity \( t_{panel} \) denotes the (unknown) time of flight of the transmitted wave from the front panel interface to the back panel interface, through the actual material of the sample. The quantity \( t_b \) has the same meaning as discussed above in connection with the incident waveform.

Note from Fig. 1 that, in order to make the transmitted waveform appear to have been measured at the back panel interface, the waveform must be shifted (to the "left") by a data-point number that is equivalent to the time \( t_b \). This quantity is determined from the incident-wave measurement in the following way: First, the start point of the incident waveform, as measured in the transmission region, is determined by performing a similar type of statistical comparison of the null part of the waveform with the initial nonzero portion of the waveform as is used to make the first-level start-point determination for the reflected wave. (Of course, this method is significantly more reliable when applied to the incident wave than when it is applied to either the reflected or transmitted wave because of the much greater signal-to-noise ratio of the incident wave.) The data-point number that specifies the start point of the identical waveform as measured in the transmission region with the panel removed is termed \( n_{incident} \) in Fig. 1. The quantity \( \Delta t \) of Fig. 1 denotes the sample spacing in the time domain of the digitized waveforms. (Typically, \( \Delta t = 0.25 \mu s \) in the ONION method.) The quantity \( t_b \) can be determined using the symbols defined here by substitution into the formula \( t_b = n_{incident} \Delta t - t_{up} \) (see Fig. 1), where, as discussed above, \( t_{up} = l/c_w \). Thus the required data-point shift \( A \) of the transmitted wave is given in terms of known quantities by the expression \( t_b/\Delta t \), which is equivalent to \( n_{incident} - t_{up}/\Delta t \), or \( n_{incident} - l/c_w \Delta t \).

II. THE CAUSALITY PROBLEM AND MODEL IMPROVEMENTS

As was discussed in a previous article, the ONION-method model is noncausal. This difficulty arises from the treatment of the frequency dependence of the sound speed.
dependence of the loss function on frequency. However, the phases.

As with the earlier ble with any data that exhibit constant, linear, or quadratic the revised ONION method. The method requires two ed at the quadratic term. This model is. of course, compati- In Fig. 2 is presented a block diagram that summarizes the model calculations was modified to successively incorpo- each of these literature models. The modified software was then used to analyze panel calibration data. Unfortunately, none of these models proved to be any more successful in fitting the data than the noncausal model originally , considered. That is, the mean-squared error of fit between the model and the data was not found to be improved by using these models from the literature.

This result is not as surprising as it might, at first, appear. Although the literature models satisfy the causality principle exactly, this exact behavior is achieved at the cost of assuming a specific (and quite simple) functional form for the loss function. (For example, the model considered by Futterman \(^1\) assumes the loss function varies linearly with frequency.) The sound-speed variation with frequency is then deduced using the appropriate Hilbert transform.\(^*\) This Hilbert transform calculation assures that the causality principle will be satisfied exactly. However, if the experimental data exhibit behavior that is inconsistent with the assumed frequency dependence of the loss function, the model will nonetheless fail to fit the data well.

Of course, considering the manner in which typical panel sublayers are fabricated, subsuming such complexities as voids and seams, there is no compelling reason to suppose that a linear variation, or any other simple functional variation, of the loss function with frequency will be satisfactory.\(^\dagger\) In fact, considering the unknowns involved in sublayer fabrication, such as void size, shape, and distribution, it is unlikely that a simple loss function exists that can accurately accommodate all cases of current, or potential future, interest.

The ONION-method model, despite being noncausal, can accommodate a wide variety of materials due to the fact that no strict assumptions are made in the functional form of the loss function. That is, the loss function is modeled by a Taylor series, with unknown expansion coefficients, truncated at the quadratic term. This model is, of course, compatible with any data that exhibit constant, linear, or quadratic dependence of the loss function on frequency. However, the model is also at least approximately consistent with much more complicated frequency variations, provided that the quadratic-term truncation of the Taylor series yields a rea-

sonable approximation to the true loss function. [Since the frequency content of the interrogating pulses used in the experiments performed to implement ONION-method measurements covers a relatively narrow 0- to 40-kHz band (with no significant information below about 100 Hz), and since the Taylor series is expanded about the steady-state interrogating-wave frequency, this truncated Taylor series is likely to be a reasonable approximation to a wide class of loss functions.] The ability of the model to accommodate a wide variety of loss function frequency variations serves to explain its success in evaluating panel calibration data, despite the inconsistency with the causality principle.

In view of the superior performance of the ONION-method model compared to the literature models in evaluat- ing panel-test data, and considering the fact that no compelling dispersion–attenuation pair is available for the complex materials used in panels, it was decided to abandon the at the present time the attempt to render the ONION model strictly consistent with the causality principle. It was decided in- stead to introduce additional flexibility into the model to at least permit causal behavior. This is accomplished in the present version of the ONION-method model by introduc- ing a truncated Taylor series for the frequency variation of the sound-speed function that is similar to that introduced previously for the loss function.

The Taylor series previously introduced to accommodate the frequency variation of the loss function has the form

\[
\alpha^\prime(m)(\omega) = \frac{1}{\lambda(\omega)} \left( a(\omega - \omega_0) + a(\omega + \omega_0) \frac{(\omega - \omega_0)^2}{\omega_0^2} \right),
\]

and the additional Taylor series hereby introduced to better accommodate the frequency variation of the phase speed function is

\[
\epsilon_{ph}^\prime(m)(\omega) = \epsilon_{ph}^\prime(\omega_0) + \left( b_{1+m}^\prime(\omega - \omega_0) \frac{(\omega - \omega_0)^2}{\omega_0^2} \right) \epsilon_{ph}.
\]

In these equations, \(\omega\) is the (variable) angular frequency, \(\omega_0\) is the (constant) steady-state driving angular frequency of the interrogating wave, \(\lambda(\omega)\) is the wavelength of the acoustic wave in the layer of interest at angular frequency \(\omega_0\), \(c_{ph}\) is the sound speed in water, and \(c_{ph}(\omega_0)\) is the sound speed in the layer of interest at \(\omega_0\). The parameter \(m\) is an integer used to number each layer. The Taylor series expansion constants \(a(\omega), a(\omega + \omega_0), a(\omega - \omega_0), c_{ph}^\prime(\omega_0), b_{1+m}^\prime\) and \(b_{1+m}^\prime\) are the parameters that are adjusted using a least-squares fitting process that is similar to that described in Refs. 1 and 2.

In Fig. 2 is presented a block diagram that summarizes the revised ONION method. The method requires two phases. As with the earlier implementation,\(^\ddagger\) the phase 1 of the present implementation uses portions of the reflected time waveform that are free from multiple internal reflections, so that the simple theoretical expressions for the reflection and
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Transmission coefficients for two semi-infinite media in intimate contact are applicable. This calculation is used to deduce approximate starting parameter values. In phase 2 a nonlinear least-squares fitting algorithm is used iteratively to produce improved parameter values. This process produces parameter values that are most consistent (in a least-squares sense) with the available data. In view of the disparate nature of the two sets of waveforms being fitted (i.e., the reflected and transmitted waveforms), the sound speeds and losses obtained in this way are expected to be more reliable estimates of the true effective sound speeds and losses of each layer than are those deduced previously by only fitting reflected-wave data. This will be discussed further in Sec. IV.

It is important at this point to mention that in implementing the simultaneous least-squares minimization process of the phase-2 portion of the algorithm, a weighting scheme is used to put the two fitted waveforms on an equal footing. That is, since the amplitude of the transmitted wave is often much lower than that of the reflected wave (sometimes more than 40 dB lower), if no account were taken of this lower amplitude then the differences between the model and the data for the transmitted wave would be completely ineffectual in driving the calculations of model corrections. To correct for this, the ratio of the mean-squared amplitude of the reflected wave to that of the transmitted wave is used as a weighting factor to put the two waves on an equal footing. This weighting factor is used in evaluating the contributions of the transmitted-wave data in the least-squares fitting process.17

III. EXPERIMENTS

Experimental measurements were undertaken to investigate the effectiveness of the revised ONION method. As was done in the earlier reports,15 tests were carried out on two different samples. One sample contains simple homogeneous layers, while the other contains complex layers fabricated from voided rubbers affixed to a steel backing plate. Measurements performed on the sample containing simple homogeneous layers covered the frequency range 3–10 kHz. Measurements performed on the sample containing voided-rubber sublayers covered the frequency range 1–10 kHz. In both cases, the source-to-sample separation used was 200 cm; sample-to-detector separations were 5 cm from each relevant interface on both the reflected and transmitted sides of the sample. Transmitted waveforms were acquired using a configuration obtained by rotating the sample 180° with respect to the configuration used to obtain the reflected waveforms. As has been observed previously,14 this configuration (in which the backing plate faces the acoustic source) is a better experimental realization of infinite-sample transmitted-wave theory than is the standard configuration (in which the backing plate is located on the side of the panel opposite the acoustic source). That is, fitting errors are found to be less using transmitted waveforms acquired with the backing plate facing the source than when using transmitted waveforms acquired when the backing plate is opposite the source.

The panel containing simple homogeneous layers consists of one layer of polymethylmethacrylate of 2.54-cm (1-in.) thickness, followed by a water layer of 2.54-cm thickness and a steel layer of 0.95-cm (3/8-in.) thickness. The sample containing voided-rubber layers consists of a layer of density 0.78-g/cm³ and 4.84-cm thickness which is laminated onto a second layer of density 0.91-g/cm³ and 4.84-cm thickness, followed by a third layer of density 0.62-g/cm³ and 2.84-cm thickness. The third layer is laminated onto a standard steel support plate of 0.95-cm (3/8-in.) thickness. Both samples have square lateral area, 76 cm (30 in.) on a side.
FIG. 3. Typical experimental and model waveforms for the sample containing three simple homogeneous layers. Frequency is 8 kHz. Solid line—experimental waveforms. Dashed line—numerically computed waveforms based on least-squares fitting to the experimental data available in the indicated data windows. Vertical lines delineate data windows. (a) Transmitted and (b) reflected.

FIG. 4. Same as Fig. 3 except sample is the one containing voided-rubber sublayers and frequency is 2 kHz. Dashed vertical line denotes expected arrival of the edge-diffracted wave. Solid vertical lines on reflected-waveform graph denote start and end points of data analysis window. (The entire depicted transmitted waveform is contained within the data analysis window.) (a) Transmitted and (b) reflected.
representative waveforms for the sample containing voided-rubber sublayers. Test frequency is 2 kHz.

As can be seen, the fit of the model waveforms to the data within the indicated data windows is excellent in both cases. The model waveforms and experimental waveforms for the sample containing simple homogeneous layers can be compared outside the data windows to deduce that edge diffraction is of minor importance in the transmitted wave [note Fig. 3(a)] but is somewhat more significant in the reflected wave [note Fig. 3(b)]. [The same type of comparison cannot be done for the waveforms acquired from the samples containing voided viscoelastic sublayers (i.e., the waveforms of Fig. 4), due to the need to use all of the available data in the fitting process. This is necessary due to the very low sound speeds, and greater layer thicknesses, of this sample.] Calculations show that the average root-mean-squared error of fit for the waveforms of Fig. 3 within the data windows is 5.02%, while that for the waveforms of Fig. 4 is 4.31%. These fitting errors are typical of those obtained for the entirety of the data.

In Figs. 5 and 6 are presented graphs that summarize the results obtained for all of the measurements. That is, these graphs present the transmission and reflection coefficients as a function of test frequency for each case. In Fig. 5 are presented results for the sample containing simple homogeneous layers. In Fig. 6 are presented results for the sample containing voided-rubber sublayers.

In Tables I and II are presented the material properties deduced for each of these samples at the frequencies used in obtaining the data presented in Figs. 3 and 4, respectively. In Table I are presented results for the sample containing simple homogeneous layers. (The phase speed for PMM that is available in the literature, presented here for comparison, is \(2.68 \times 10^5\) cm/s.) In Table II are presented results for the sample containing voided-rubber sublayers. Note in Table II that the sound speeds decline with increasing layer number, while losses increase with increasing layer number. Such behavior is a typical design target of panels of this type.

IV. DISCUSSION

We next discuss the reasons it is believed that the material properties deduced by the present method are in fact reasonable estimates of the true material properties of the panel layers. This point of view, of course, is considerably different from that taken in the previous reports\(^1\) of work on the ONION method.

First, it is worthwhile to recall the reason that in the earlier reports the material properties obtained were only considered to be "curve-fitting" properties, and not neces-
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FIG. 1. Coefficients plotted as a function of test frequency for the sample containing voided-rubber sublayers. (a) Transmission coefficients and (b) reflection coefficients.

sarily the true sound speeds and losses of the layers. The reason this position was adopted in the earlier work is that it is possible for the reflected return from the panel, especially for layers deep within the panel, to be rather weak. Hence, material properties for the deeper layers can assume a large range of values, and yet a good error of fit between model and data can nonetheless be achieved. In the present work, on the other hand, the requirement to simultaneously fit reflected—as well as transmitted—wave data severely restricts the parameter space within which the properties of the layers can wander. Note that, unlike the reflected waveform, the earliest nonzero values of the transmitted waveform have been influenced by all the sublayers of the panel. Note further that, if a sound speed for one of the layers was to wander very far from its true value, an unacceptable phase shift would be introduced into the computed transmitted waveform. That is, the start time of the computed transmitted wave would be incompatible with that of the observed transmitted wave. Hence, a good fit between model and data could not be achieved. Of course, a too-great phase speed for one layer could conceivably be compensated by a too-low phase speed for another layer. However, in this case, it seems unlikely that the resulting waveshape of the computed transmitted wave could properly accommodate that of the measured waveform.

Confidence in the results has also been achieved by attempting certain numerical tests. In one such test, the layer-stripping (or onion-peeling) portion of the algorithm was

<table>
<thead>
<tr>
<th>Layer number</th>
<th>c (cm/s)</th>
<th>h</th>
<th>b</th>
<th>h</th>
<th>a</th>
<th>a</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.751</td>
<td>0.037</td>
<td>0.065</td>
<td>0.0</td>
<td>0.020</td>
<td>0.105</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.111</td>
<td>0.117</td>
<td>0.173</td>
<td>0.0</td>
<td>0.0</td>
<td>0.100</td>
<td></td>
</tr>
<tr>
<td>3*</td>
<td>6.41</td>
<td>0.00</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I.** Material properties deduced for the sample containing simple homogeneous layers. Frequency is 5 kHz. The asterisk denotes that the properties of the steel backing plate were entered *a priori*, and not permitted to vary during the fitting process.

<table>
<thead>
<tr>
<th>Layer number</th>
<th>c (cm/s)</th>
<th>h</th>
<th>b</th>
<th>h</th>
<th>a</th>
<th>a</th>
<th>a</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.02</td>
<td>0.527</td>
</tr>
<tr>
<td>2</td>
<td>0.000</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.02</td>
<td>0.527</td>
</tr>
<tr>
<td>3</td>
<td>0.000</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.02</td>
<td>0.527</td>
</tr>
<tr>
<td>4*</td>
<td>0.000</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>1.0</td>
<td>0.02</td>
<td>0.527</td>
</tr>
</tbody>
</table>

**TABLE II.** Material properties deduced for the sample containing voided-rubber sublayers. Frequency is 2 kHz. The asterisk denotes that the properties of the steel backing plate were entered *a priori*, and not permitted to vary during the fitting process.
of the true material properties used in these calculations were poor estimates compared with the true values. Losses were also accurately determined to have a negligibly small value.

In a second test using these data, the water layer was analytically subdivided into sublayers, with each such sublayer having one-half the true thickness of the layer in question. Each of these sublayers was given an initial sound speed equal to one-half the true sound speed of water, and the properties of each sublayer were permitted to be independently adjusted by the software. The final phase speeds deduced for the two water sublayers were within 5% of each other, and were also each within 15% of the true phase speed of water. (Again, loss was accurately determined to have a negligible value.) Thus the algorithm is seen to be robust against poor initial values for the layer properties.

One final test of the accuracy of the properties deduced by the revised ONION method will be described. In recent tests conducted at our laboratory, a sample panel designed for a decoupling application in an acoustic array was evaluated. The intended application of the panel involves a situation in which a vibrating metal surface in contact with water, but backed by air, is desired to be acoustically isolated. The desired isolation is specified by a velocity-reduction design requirement; i.e., the velocity amplitude on the decoupler surface must be a specified amount smaller than that on the metal surface. The effectiveness of the candidate material in providing the desired isolation was experimentally determined in two ways: (i) using a special test rig consisting of a metallic plate, backed by air, onto which the sample is attached, and (ii) performing a panel test using the revised ONION method. In (i), the sample material is immersed in water, and a direct observation of the velocity reduction is made. In (ii), a plastic backing plate is affixed to the sample, and the backing plate-sample combination is immersed in water. The velocity reduction for an air-backed metal plate is then deduced by analytically removing the plastic backing plate and water backing of test (ii), by using the material properties deduced in (ii) by the revised ONION software, and then analytically inserting an air-backed metal plate. The velocity reduction so obtained is found to be in reasonably good agreement with that obtained from the direct observation in (i). In particular, the two velocity-reduction curves were found to agree to within about 1 dB over a frequency interval exceeding an octave. This agreement is quite good in view of the fact that, due to manufacturing difficulties, the two tested samples were similar but not identical. Such agreement would be unlikely to occur if the material properties used in these calculations were poor estimates of the true material properties.

It will be noted that in the results presented in Figs. 5 and 6 no error bars are given, unlike similar graphs presented previously. The reason for this is that the fitting errors deduced using the standard propagation-of-error methods previously used might not actually provide reliable error estimates. This is due to the fact that there are known sources of systematic error present in the measurements. This systematic error is associated with the rather significant edge effects that are known to be present in these measurements, especially in the transmitted-wave case. (See Ref. 18). These edge effects are associated with edge diffraction and with surface waves induced in the sample surfaces due to the presence of the sample edges. (Recall that it is necessary to include all the available measured waveform in the transmitted wave analysis due to the low sound-speed and large layer thicknesses of the voided-rubber sample.) The matter of how to properly account for this systematic source of error is the subject of further research.

V. SUMMARY AND CONCLUSIONS

A revised version of the ONION-method software that simultaneously fits reflected- and transmitted-wave data has been described. The revised version incorporates Taylor series expansions of both the loss function and phase-speed function of each panel layer. The modified ONION-method model, despite not being strictly causal, has been found to fit experimental data more accurately than several exactly causal models available in the literature. The material properties deduced for each panel layer by the revised method are believed to be reasonably accurate determinations of these properties, and are no longer regarded as merely being "curve-fitting" properties, as was the case when only the reflected waveform was used as the basis of the least-squares analysis. It is concluded that the revised ONION method provides reasonably accurate determinations of reflection and transmission coefficients, as well as sound speeds and losses for each panel layer, as a function of temperature, pressure, and frequency.

In closing, it is worthwhile to point out that the revised version of the ONION method described in this report has recently been adopted as the standard panel measurement method at the Underwater Sound Reference Detachment of the Naval Research Laboratory (NRL-USRD) in Orlando, FL for panel tests conducted in the 1- to 20-kHz frequency interval.
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As formulated in the text, the required shift obviously represents a shift of the transmitted waveform to an earlier time (i.e., to the "left"), see Fig. 1. Of course, in a practical measurement, the \( t = 0 \) reference time of the data-gathering gate will not, in general, correspond to the initial arrival of the incident wave at the front panel interface, as depicted in Fig. 1. Since the actual gate delays are known, they can readily be taken into account (see Ref. 5 below). However, the effect of the gate delays is also seen explicitly in a required shift of the transmitted wave to a later time (i.e., to the "right"), if, for example, the chosen gate start time happens to be less than \( t \).

It is also possible that differing time delays, introduced by the electronic measuring apparatus, may be experimentally required to capture each of the two waveforms used in the transmitted-wave shift calculation described above: (i) the transmitted waveform and (ii) the incident waveform as measured in the transmission region with the sample removed. That is, each waveform might require a different electronic delay to its acquisition. Obviously, an appropriate data-point shift is also required in this case to account for the differing delays.


Readers who are unfamiliar with the handling of weighted observations in a least-squares analysis should consult, e.g., J. B. Scarborough, Numerical Mathematical Analysis (Johns Hopkins, Baltimore, 1962), pp. 476-485.

