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SUMMARY OF EXPERIMENTAL ACCOMPLISHMENTS

The research accomplishments for this three-year metal matrix composite research program centered upon three areas: infiltration kinetics, wettability studies and predictions of interfacial properties. The major accomplishments for each year are summarized in the following section.

Year One

A pre-conditioning reaction model was hypothesized to explain the incubation period observed to precede the liquid metal infiltration of SiC particulate, and a rate equation for pre-conditioning was experimentally established for the infiltration of SiC particulate by liquid aluminum (CR11). A threshold pressure, or the minimum pressure required for infiltration after incubation, was estimated.

Experimental wettability studies were completed for Al-Si, Al-Mg, and Al-Li alloys in contact with SiC by utilizing a capillary rise apparatus (T4). The oxide layers on the ceramic substrate and on the molten metal surface were observed to strongly influence wetting behavior.

A theoretical model to predict interfacial properties such as interfacial bond strength was developed. The model incorporated measurements of optical reflectance to determine the surface properties of a solid. Calculated interfacial bond energies of pure metals Cu-Zn alloys and Al-SiC interfaces were completed (J6).

Year Two

Differential optical reflectance was used to measure the optical transitions in aluminum and its alloys, and the previously developed semi-empirical model was used to calculate surface energies. Predicted surface energies were in close agreement with experimentally determined surface energies taken from the literature.
Interfacial bond energies were estimated using a work of decohesion model (J6). Punch shear tests then provided relative estimates of bond strengths for several aluminum alloys in contact with silicon carbide. The predicted bond energy trends correlated well with observed bond strengths.

Year Three

Concepts from surface science and thermodynamics were coupled to theoretically predict wettability. Wetting was treated as a surface phenomenon, in which a surface reaction monolayer was sufficient to cause wetting (J5). According to this model, the spontaneity of wetting is governed by $\Delta G_w$, a thermodynamic term defined as the free energy of wetting. Theoretical predictions compared favorably with experimental wettability measurements made using a capillary rise apparatus. The model was further validated for silicon dioxide surfaces (CR14).

Compacts of silicon carbide prepared by a vibration technique were found to have reproducible gas permeabilities. The infiltration of these compacts was then studied as a function of temperature and pressure (T3). The progress of the infiltration front was monitored on line by observing the changes in the pressure drop.

A phenomenological equation relating the infiltration rate to the applied pressure, threshold pressure, height of the compact, activation energy for viscous flow of aluminum, and the absolute temperature was determined. Aluminum powder additions to the compact prior to infiltration were found to alleviate porosity and provide a method for varying the volume fraction of reinforcement.

Aluminum matrix composite processing using the liquid metal route is complicated by the oxide barrier formed on the liquid metal. A transport model was used to explain the observed interfacial reaction behavior (CR15).
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APPENDIX I

PAPERS AND CONFERENCE PROCEEDINGS
The Infiltration of Aluminum into Silicon Carbide Compacts


Although liquid-metal processing of metal matrix composites offers economic advantages, problems related to the nonwetting nature of the ceramic discontinuous reinforcement create obstacles to its ready implementation. Infiltration can occur only if a threshold pressure is applied to overcome the unfavorable interfacial forces in the system. The research reported in this paper has been devoted primarily to experiments on infiltrating silicon carbide compacts with pure aluminum, aluminum-1 wt pct magnesium, and aluminum-1 wt pct silicon. The major finding has been that an incubation time is necessary before infiltration can proceed, even though the threshold pressure is exceeded. Thus, while the model equations available for predicting the infiltration rate of compacts appear to be adequate, the incubation time can represent the rate-determining step in the process. It is suggested that the mechanism responsible for the incubation phenomenon may be related to a surface modification produced by either reaction of liquid aluminum with an oxide film on the surface of the particles or coverage of the surface by a capillarity-induced aluminum condensate.

I. INTRODUCTION

DISCONTINUOUSLY reinforced metal matrix composites have been fabricated by various techniques of which the most successful have been the solid-state processes. These include powder metallurgy processing and lamination of reinforcement and metal by diffusion bonding. Liquid-metal processes have had less success, although liquid processing of particulate-reinforced composites is potentially more economical. Moderate success has been experienced with both the addition of the ceramics to the liquid metal prior to casting and the direct infiltration of ceramic preforms. A primary obstacle to the liquid-metal techniques is the nonwetting nature of the ceramics. Flocculation of the ceramic occurs when mixed into the melt prior to casting, voids form at interfaces, and incomplete infiltration results. Degradation of the silicon carbide by reaction with aluminum is also a concern, and various techniques have been employed to overcome these problems.

Liquid-metal processes which have had limited success include compocasting and infiltration. In compocasting, silicon carbide powder is stirred into the melt at a temperature between that of the liquidus and the solidus. Since this partially solidified melt behaves as a slurry, the silicon carbide powder can then be mechanically entrapped, allowing the mixture to be cast into a metal matrix composite. Composites produced by this process have been characterized by voids and often by poor bonding at the ceramic/metal interfaces.

Vacuum coating and pressure (squeeze) casting have been applied to the liquid-metal infiltration of silicon carbide fibers. Liquid-metal infiltration processes offer a considerable advantage in the production of intricately shaped parts such as tubes, where the full benefits of continuous fibers may be realized.

The advantage of producing silicon carbide/aluminum matrix composites by liquid-metal infiltration techniques cannot be fully realized without improvements in the infiltration behavior and fiber matrix bonding. Previous investigations have focused on the effects of processing parameters such as pressure, temperature, and alloying. This paper reports on an infiltration model which considers the physical properties of the liquid and preform. These properties include viscosity, density, surface tension, wettability, and pore size. The model has been assessed in terms of its ability to predict infiltration behavior from known physical properties of the material utilized in controlled laboratory experiments. Infiltration problems can be solved by modification of the properties of the liquid-metal and/or ceramic reinforcements.

A. Wettability

An understanding of the infiltration thermodynamics provides information on whether infiltration will occur spontaneously for a given system or whether external work must be performed upon the system. Wettability is commonly used to assess the interfacial tension driving forces and is measured in terms of the liquid-solid contact angle, \( \theta \). Values of \( \theta \) less than 90 deg indicate a propensity for wetting, whereas nonwettability is defined by values of \( \theta \) greater than 90 deg.

There is a lack of consistency in the experimentally determined contact angles for the silicon carbide/aluminum system. The measurement is complicated by the nature of the silicon carbide/aluminum interface. Since both materials generally have an oxide layer, some investigators may actually have reported equilibrium contact angles for aluminum in contact with an oxide. While it is believed that the oxide layer associated with the silicon carbide may be reduced by chemical reaction with aluminum, depending on the temperature and time of contact, this process may also be accompanied by the formation of aluminum carbide at the interface.
Measurements of the contact angle for this system are therefore very sensitive to material preparation, time, temperature, and atmosphere.

Kohler\textsuperscript{11} reports contact angles for several aluminum alloys in contact with silicon carbide, as shown in Figure 1. These data indicate that a transition from non-wetting to wetting of silicon carbide by aluminum alloys occurs between 900 °C (1173 K) and 1000 °C (1273 K). This transition may be the result of either the breakdown of a passive oxide film or the formation of aluminum carbide or the sequential occurrence of both. Alloying additions apparently do not affect the degree of wetting outside the transition temperature range but do alter the temperature range over which the transition occurs.

Shaler\textsuperscript{4} defined an infiltration index, $I_{ab}$, for the tendency of liquid metal to form a mutual plane interface with the idealized porous substrate:

$$I_{ab} = \pi r^2 \gamma_{lv} [(1/\phi - 1) (\cos \theta + 1)]$$  \hspace{1cm} [1]

where the porosity, $\phi$, is the volume fraction of the material occupied by the pores and $\gamma_{lv}$ is the liquid-vapor interfacial tension. The resulting index of contacting, $I_{ab}$, is positive for all values of $\phi$, $\theta$, $r$, and $\gamma_{lv}$. This tendency for the liquid metal to form a mutual interface with the substrate is illustrated in Figure 2 as a function of contact angle, $\theta$, and pore volume fraction, $\phi$. It can be concluded that the tendency for the liquid to adhere to the surface increases with decreasing contact angle and porosity.

### B. Infiltration Kinetics

The kinetics of infiltration can be described by equating the rate of change of momentum of the liquid within the capillary network to the forces which act on this liquid.\textsuperscript{[15,16]} For a wetting system, the force due to surface tension, $F_{sr}$, acts to move the liquid up the capillary, while this motion is resisted by the forces due to gravity, $F_{sg}$, viscous drag, $F_{v}$, and end drag, $F_{e}$. These forces are presented schematically in Figure 3. When these forces are equated to the rate of change of momentum of the liquid, the following equation is obtained. For a capillary tube of uniform circular cross section,

$$\pi r^2 \rho \frac{d}{dt} (h_c \frac{dh_c}{dt}) = 2\pi r \gamma_{lv} \cos \theta - \pi r^2 g h_c - 8\mu h_c$$

where $h_c$ is the distance infiltrated at time $t$, $r$ is the capillary radius, $\rho$ is the density of the liquid, $\mu$ is the viscosity of the liquid, and $g$ is the acceleration due to gravity.

A similar force balance was utilized by Semlak and Rhines\textsuperscript{[17]} for describing the infiltration behavior of porous metal bodies. In their analysis, the porous body is replaced by a bundle of tubes with an "effective radius"
which can then be determined experimentally. More recently, this model has been reexamined by Martins et al. \cite{18} and dimensionless parameters which delineate the limiting behavior have been developed and quantified.

For the work reported in this paper, the analysis of Martins et al. \cite{18} was adapted to treat the nonwetting system studied and is described in detail in the Appendix. Since pressure must be applied to induce infiltration in such a system, it was found convenient to measure the rate at which the liquid aluminum flows downward through a silicon carbide powder compact. A simpler experimental arrangement is required compared to that for inducing upward flow. A schematic describing this system is presented in Figure 4. The quantity $h_{ro}$ is the initial height of the liquid in the reservoir, $h_c$ is the distance the liquid has infiltrated at time $t$, $A_c$ is the cross-sectional area of the compact, $r_n$ is the effective pore radius (hydraulic mean radius), $d_p$ is the particle diameter, and $\phi$ is the void fraction.

It has been shown \cite{18,19} that

$$\Delta P_{\text{eff}} = \Delta P^* + \frac{2 \gamma L \cos \theta}{r_n} + pg h_{ro} > 0 \quad [3]$$

and

$$\frac{1}{2} \varepsilon'^2 = \tau/\lambda_1 \quad (or \ h_c a t^{1/2}) \quad [4]$$

where

$$\lambda_1 = \frac{K_1 \mu \langle h \rangle}{(\rho \Delta P_{\text{eff}})^{1/2}} \quad [5]$$

and

$$K_1 = \frac{150(1 - \phi)^2}{\phi^3 d_p^2} \quad [6]$$

In the equations above, $\Delta P_{\text{eff}}$ is the effective pressure difference across the compact, and $\Delta P^*$ is the difference between the applied pressure in the reservoir and the pressure of the gas in the compact.

II. EXPERIMENTAL PROCEDURES

The model indicates that the infiltration rate is dependent on the following properties of the system: (1) pore radius of the compact, (2) viscosity of the liquid, (3) density of the liquid, (4) surface tension and/or contact angle, and (5) applied pressure. The properties selected for study were those associated with the liquid...
[i.e., surface tension ($\gamma_w$) and contact angle, density, and viscosity]. The alloys selected for comparison to pure aluminum were aluminum-1 wt pct silicon and aluminum-1 wt pct magnesium.

The infiltration temperatures of interest included 1123 K, where aluminum alloys will wet silicon carbide (Figure 1), and near the fusion temperature for aluminum, where reaction with silicon carbide is less severe. The viscosity of aluminum and its alloys shows a sharp increase as the melting point or liquidus is approached. To avoid this behavior, the temperature selected for comparing the alloys was 943 K or 10 K above the melting point of the aluminum. Limited infiltration studies were also made with pure aluminum at 3 K above the melting point and aluminum-1 wt pct silicon at 6 K above the liquidus and 2 K below the liquidus to observe whether any dramatic changes in infiltration behavior occurred at temperatures in the vicinity of the solidus temperature.

The basis for selecting the applied pressure was first to determine experimentally the minimum pressure necessary for infiltration of each alloy at the temperature selected. To define this pressure, referred to as the "threshold pressure," a time limit of 30 minutes was selected within which infiltration either occurred or it was concluded that the applied pressure was below the "threshold pressure." This pressure could be discriminated to within 3 kPa. To resolve the effect of alloying on the infiltration kinetics, data were obtained for each composition using the greatest of the "threshold pressure" for the three alloy compositions investigated.

A. Materials

The silicon carbide used was 100-grit green $a$-silicon carbide. The chemical composition and particle size analysis of this material are presented in Table I. The average size and shape factor were determined using a JEOL JXA 840 electron probe analyzer with a particle recognition and characterization program. The shape factor is defined as \((\text{perimeter})^2 / (\text{area} \times 4\pi)\). The results are presented in Table I. High-purity aluminum (99.95 wt pct) was used in the experiments and for preparing the alloys used. The compositions of the alloys were determined using an Applied Research Laboratories 34000 optical emission spectrometer. The aluminum-silicon alloys were determined to be 1.00 to 1.07 wt pct silicon, and the aluminum-magnesium alloys contained 1.03 to 1.13 wt pct magnesium.

B. Sample Preparation

The infiltration apparatus used for the experiments is shown schematically in Figure 5. A 12.5-mm ID \(\times\) 19.0-mm OD \(\times\) 92.0-mm-long alumina tube was inserted into a stainless steel tubular fixture. A sintered stainless steel porous plug with a nominal 15-$\mu$m pore size was then inserted into the tube. The tube was filled with 8.5 g of the silicon carbide powder and a 6-g aluminum (or aluminum alloy) slug. The slugs used were precast to match the inside diameter of the alumina tube and cut to achieve the desired weight. The sample was then compacted by applying a stress of 72.5 MPa (10,200 psi) to the top of the slug via a punch, using a hydraulic press. This applied load assured that the powder compact was pressed uniformly and also provided an upset to the slug, securing it tightly in the tube so that the compact would not be disturbed during handling prior to the experiment.

The sealing arrangement was such that when the SWAGELOK* fitting was tightened, a copper ferrule was forced to seat onto the inside diameter of the alumina tube, thereby effecting a gas-tight seal. The stainless steel fixture was then connected, by means of SWAGELOK fittings, to a smaller stainless steel tube, which supplied argon to the top of the interior of this assembly.

C. Characterization of Porous Compact

In order to use the model for the prediction of infiltration rate, values for the void fraction, effective particle diameter, and the effective pore radius are required. The last two quantities are not directly measurable for a compact containing different size and shape particles. However, if the void fraction is known, these quantities can be derived experimentally by application of Ergun's equation to a system with established physical properties (Appendix).

The void fraction was determined by adding water to the silicon carbide powder compacts. The specimens were weighed before and after all the voids were filled with water. The open void fraction was then calculated using the weight of the water added.

Pressure drop vs flow rate measurements were then obtained for argon flowing through the silicon carbide compacts contained in the alumina tube. The range of flow rates selected was such that the flow behavior would be similar to that expected in the infiltration studies. This was determined by calculating the range of Reynolds numbers which would be expected in the infiltration study and then determining the argon flow rates which would cover this range.

The Reynolds number, \(Re\), is given by

\[
Re = \frac{\rho V_0}{\mu (1 - \phi)S_0}
\]  

Table I. Characterization of the 100-Grit Green $a$-Silicon Carbide

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Average</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average diameter ($\mu$m)</td>
<td>47.73</td>
<td>24.08</td>
</tr>
<tr>
<td>Maximum diameter ($\mu$m)</td>
<td>91.05</td>
<td>40.74</td>
</tr>
<tr>
<td>Minimum diameter ($\mu$m)</td>
<td>25.97</td>
<td>17.57</td>
</tr>
<tr>
<td>Shape factor</td>
<td>2.35</td>
<td>0.66</td>
</tr>
</tbody>
</table>

*Based upon 524 particles evaluated.
The quantity $S_0$ is the specific surface area of the particles and given by

$$S_0 = \frac{6}{d_p} \quad [8]$$

and, $V_0$, the superficial velocity, is given by

$$V_0 = \phi \frac{dh_c}{dt} = \frac{Q}{A_c} \quad [9]$$

In the above equations, $d_p$ is the average (characteristic) particle diameter and $Q$ is the volumetric flow rate of the gas through the compact. In this regime, only the viscous term in the Ergun’s equation is significant, and the equation may be simplified by eliminating the inertial term. (The inertial term would only become significant if the velocities in the infiltration experiment were of the order of meters per second.) Ergun’s equation must also take into account the compressibility of the argon. The applicable form becomes

$$\frac{dP}{dz} = K_1 \mu \frac{G_0 RT}{MP} \quad [10]$$

where $G_0$ is the superficial mass flux $(\rho Q/A_c)$, $R$ is the gas constant, $T$ is the absolute temperature, and $M$ is the molecular weight.

On integrating over the length of the compact, this equation becomes

$$\frac{1}{2} (P_s^2 + 2P_s P_b) = K_1 \mu L \frac{RT}{M} G_0 \quad [11]$$

where $P_s$ is the gage pressure measured at the top of the compact, $P_b$ is the ambient (barometric) pressure at the bottom of the compact, and $L$ is the length of the compact. The value of $K_1$ can then be obtained from the slope of the plot of $1/2(P_s^2 + 2P_s P_b)$ vs $G_0$, the slope being equal to $K_1 \mu LRT/M$. Knowing $K_1$ and $\phi$, the effective particle diameter can be calculated from the definition of $K_1$ and can then be related to the effective pore radius by

$$r_s = \frac{d_p \phi}{6(1 - \phi)} \quad [12]$$

D. Infiltration Tests

The test fixture arrangement within the furnace is presented in Figure 5. To assure temperature uniformity within the working zone, a tube furnace was used with a large length-to-diameter ratio (9.1-m long x 0.1-m ID). A thermocouple was located in the working zone. The furnace temperature was increased to the test temperature selected and the chamber allowed to equilibrate under a cover gas of 99.998 pct argon at a gage pressure of 3 kPa. Once the furnace reached this target temperature, the specimen was lowered into the working zone, and the gas pressure was increased. The specimen was allowed to reach thermal equilibrium (approximately 90 minutes) before the test began. To initiate the test, the argon supply to the furnace chamber was shut off and the chamber vented to the atmosphere, causing a pressure drop to be developed across the compact. Once the desired run time had elapsed, as indicated by a stopwatch, the vent was closed, and the argon supply valve to the chamber was reopened. The specimen was then raised into the cold zone. After the specimen had cooled, it was extracted from the alumina tube using a hydraulic press.

The specimens were examined to obtain the infiltration distance with respect to the infiltration time. They were sectioned longitudinally with a diamond saw, and the infiltration distance along the centerline was measured. Four samples at various stages of infiltration are shown in Figure 6. The data obtained from the partially infiltrated specimen were processed to obtain an average infiltration rate and initiation time by least-squares regression analysis of the model equation (Eq. [4]). Selected samples were also examined using a scanning electron microscope to determine whether there was an effect of the alloy upon the appearance of the silicon carbide/aluminum interface. Photomicrographs of representative samples are shown in Figure 7. Samples were prepared by polishing with 600-grit paper to remove any aluminum that had been smeared over the surface during
Each compact was pressed in an alumina tube with a stainless steel porous plug. The results are presented in Figure 8, along with similar data for the porous plug by itself. Linear regression analyses of the data were performed. The nonzero intercept of the regressed lines can be accounted for by a zero offset of the pressure gage used in the measurements. The coefficient of determination for the data was found to be 96.4 pct, indicating good linear correlation. The slope of the upper line is related to the resistance to flow of the argon through the overall system. This resistance is due to contributions provided by the compact and the porous plug in series. Consequently, the individual contribution provided by the compact can be obtained from the difference in the slopes of the lines obtained for the compact and for the porous plug. This quantity, in conjunction with the property values for argon at the test temperature (295 K) and the length of the compacts \( L = 40 \text{ mm} \), was then used to obtain the value of \( K_1 = 2.34 \times 10^{-11} \text{ m}^2 \).

Five compacts were evaluated for pore (void fraction). The average pore fraction was found to be 0.426 with a standard deviation of 0.007. Using this value in the equation for \( K_1 \) (Appendix, Eq. [A11]) provided a value of 51.2 \( \mu \text{m} \) for the effective particle diameter which agreed well with the particle measurements performed on the scanning electron microscope. The effective (hydraulic mean) pore radius was calculated, from Eq. [12], to be 6.44 \( \mu \text{m} \).

### III. RESULTS AND DISCUSSION

The results obtained from characterization of the porous compacts and from the infiltration of the compacts with aluminum are now presented and discussed.

#### A. Porous Compact Characterization

The flow rates of argon through three silicon carbide compacts were measured over a range of pressure drops.

#### B. Infiltration Tests

Data obtained from the infiltration experiments are presented graphically in Figures 9 through 14. Included with these data are lines from the linear regression analyses. Table II provides a comparison between the experimental results and predictions using the infiltration model. It is seen that the measured threshold pressures...
were consistently lower than predicted, and consequently, the measured infiltration rates were higher. The only factor that could rationally account for these discrepancies was the void fraction of the compact. An increased void fraction would be expected to increase the effective pore radius and decrease the value of $K_1$. The void fraction was therefore reevaluated using samples which had been infiltrated. The appearance of the samples at low magnification indicated that the void fraction was indeed greater than 0.43, which had been measured prior to infiltration. Photomicrographs were then used to determine the silicon carbide volume fraction by the point count method. The void fraction, the complementary quantity, obtained by this method was 0.80. Based upon this value, the effective pore radius was calculated to be 34.1 μm, and the extrapolated value of $K_1$ was $4.47 \times 10^5$ m$^{-1}$. Based upon these values, there was now good correlation between the experimental results and predictions. Apparently, the flow of aluminum into the compact results in significant drag forces (in addition to the buoyancy force) on the silicon carbide particles, which lead to their redistribution and, hence, larger void fraction of the compact.

To calculate the threshold pressures, it was necessary to assign a contact angle value of 155 deg for all compositions and temperatures, due to insufficient data concerning wettability of SiC by liquid aluminum (Figure 1). Discrepancies between the calculated values and experimental results may also be due to the use of bulk thermodynamics to describe a powder compact where the
I. Introduction

Surface gradients may be present in the preform, resulting in localized regions at temperatures less than the melting point or liquidus. When the temperature was increased to 943 K, the threshold pressure for both the aluminum and aluminum-1 wt pct silicon decreased. In Figure 15, it is seen that the effect is more pronounced for pure aluminum.

Tests performed below the liquidus for the two alloys resulted in the liquid-phase fraction infiltrating the compact, while the solid-phase fraction was trapped at the upper face of the compact. Also, tests conducted at 1323 K demonstrated that contrary to what the available contact angle data indicate, infiltration could not be accomplished without the application of a pressure difference across the compact. Tests conducted at this temperature and without applied pressure for extended periods as long as 24 hours did not result in infiltration.

The initiation time prior to the start of infiltration is obviously due to an unfavorable force balance being present at the start of the test. It is apparent that $\Delta P_{eff}$ is not only a function of the applied pressure difference and weight of the liquid (Appendix, Eq. [A15]) but of the interfacial tension term as well. It is conceivable that during the initiation period, contact of the silicon carbide by the liquid aluminum results in modification of the interface, and thus, in the $\gamma_c \cos \theta$ term, such that $\Delta P_{eff}$ is greater than zero. Either the passive oxide film on the silicon carbide particle reacts with the molten aluminum or it becomes covered by a capillarity-driven aluminum condensate, which ultimately leads to a favorable $\Delta P_{eff}$ for infiltration. The rate of either process should be dependent on both temperature and composition of the aluminum alloy. Furthermore, either an oxide-scavenging reaction or a condensation mechanism would be expected to be thermally activated; i.e., higher temperature tests should be expected to yield higher rates of surface modification and, consequently, shorter initiation times.

This appears to be the case when comparing the initiation times for aluminum infiltration at 943 and 936 K (Figures 9 and 13). It should also be noted that the lower temperature test was conducted at a higher applied pressure. This effect of temperature on the initiation time can

\[ \Delta P_{eff} = \frac{\gamma_c \cos \theta}{d} \]

II. Results

The infiltration rates predicted for the systems tested near their threshold pressures are within the 90 pct confidence intervals of the experimental results. At larger values of the effective pressure difference, $\Delta P_{eff}$, the derivations between the experimental results and the predictions cannot be accounted for by experimental error. This indicates that a change in the flow behavior, which may be coupled to void fraction increases, may occur when the applied pressure is increased.

The effect of increasing the applied pressure upon the infiltration behavior of aluminum at 943 K was to decrease the initiation time. Tests run near the liquidus (936 K for pure aluminum and 933 K for aluminum-1 wt pct Si) were characterized by long initiation times and significant scatter in the data, as evident from Figures 13 and 14. These observations may be consistent with the previously reported variability in viscosity near the melting point, which was attributed to short-range ordering prior to the onset of solidification. Also, slight temperature gradients may be present in the preform, resulting in localized regions at temperatures less than the melting point or liquidus. When the temperature was increased to 943 K, the threshold pressure for both the aluminum and aluminum-1 wt pct silicon decreased. In Figure 15, it is seen that the effect is more pronounced for pure aluminum.

Tests performed below the liquidus for the two alloys resulted in the liquid-phase fraction infiltrating the compact, while the solid-phase fraction was trapped at the upper face of the compact. Also, tests conducted at 1323 K demonstrated that contrary to what the available contact angle data indicate, infiltration could not be accomplished without the application of a pressure difference across the compact. Tests conducted at this temperature and without applied pressure for extended periods as long as 24 hours did not result in infiltration.

The initiation time prior to the start of infiltration is obviously due to an unfavorable force balance being present at the start of the test. It is apparent that $\Delta P_{eff}$ is not only a function of the applied pressure difference and weight of the liquid (Appendix, Eq. [A15]) but of the interfacial tension term as well. It is conceivable that during the initiation period, contact of the silicon carbide by the liquid aluminum results in modification of the interface, and thus, in the $\gamma_c \cos \theta$ term, such that $\Delta P_{eff}$ is greater than zero. Either the passive oxide film on the silicon carbide particle reacts with the molten aluminum or it becomes covered by a capillarity-driven aluminum condensate, which ultimately leads to a favorable $\Delta P_{eff}$ for infiltration. The rate of either process should be dependent on both temperature and composition of the aluminum alloy. Furthermore, either an oxide-scavenging reaction or a condensation mechanism would be expected to be thermally activated; i.e., higher temperature tests should be expected to yield higher rates of surface modification and, consequently, shorter initiation times.

This appears to be the case when comparing the initiation times for aluminum infiltration at 943 and 936 K (Figures 9 and 13). It should also be noted that the lower temperature test was conducted at a higher applied pressure. This effect of temperature on the initiation time can

\[ \Delta P_{eff} = \frac{\gamma_c \cos \theta}{d} \]
Table II. Comparison between Experimental Results and Predictions

<table>
<thead>
<tr>
<th>Alloy</th>
<th>Temperature (K)</th>
<th>$\Delta P^*$ (kPa)</th>
<th>Predicted $^{**}$ $d\Delta C/dt$ (mm/s)</th>
<th>Measured $d\Delta C/dt$ (mm/s)</th>
<th>$\Delta P_\alpha$ (kPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum</td>
<td>943</td>
<td>90</td>
<td>11</td>
<td>113</td>
<td>71</td>
</tr>
<tr>
<td>Al-1Si</td>
<td>943</td>
<td>90*</td>
<td>9</td>
<td>19</td>
<td>71</td>
</tr>
<tr>
<td>Al-1Mg</td>
<td>943</td>
<td>90</td>
<td>11</td>
<td>96</td>
<td>67</td>
</tr>
<tr>
<td>Aluminum</td>
<td>936</td>
<td>69*</td>
<td>25</td>
<td>19</td>
<td>71</td>
</tr>
<tr>
<td>Aluminum</td>
<td>933</td>
<td>98*</td>
<td>6</td>
<td>17</td>
<td>71</td>
</tr>
<tr>
<td>Al-1Si</td>
<td>933</td>
<td>98*</td>
<td>6</td>
<td>17</td>
<td>71</td>
</tr>
</tbody>
</table>

*Denotes threshold pressure (+3.5/-0), $\Delta P_\alpha$, for Al-1Mg at 943 K is 72 kPa.

**Predictions based upon $\phi = 0.8$ and $\theta = 155$ deg.

also be observed for the aluminum-1 wt pct silicon alloy (Figures 10 and 14).

For higher applied pressure, a smaller increase in the interfacial tension term is required to initiate infiltration (Appendix, Eq. [A15]). This influence of applied pressure is apparent from the initiation times for pure aluminum illustrated by Figures 9 and 12. The smaller applied pressure of 69 kPa resulted in a much longer initiation time for infiltration to commence. Again, this could be due to either the oxide dissolution reaction or to capillarity-driven condensation, since the change in state of the interface which would have to be effected would now be larger, requiring a longer time.

Finally, with regard to the photomicrographs showing the interfaces between the metal matrix and silicon carbide particles, it can be seen from Figure 7 that the aluminum and aluminum-1 wt pct magnesium appear to have adhered to the silicon carbide particles. However, this is not the case for the aluminum-1 wt pct silicon alloy.

IV. CONCLUSIONS

There are three important features related to the infiltration of nonwetting porous compacts by liquid metals—the threshold pressure, the incubation time, and the rate of infiltration once it is initiated. While the threshold pressure can be predicted (not withstanding the uncertainty in surface tension data) and the infiltration rates can be adequately predicted from the models available, the most important aspect of the overall infiltration rate process is the incubation time.

The more important conclusions regarding the experiments conducted are enumerated below:

1. Pressure is required to initiate infiltration of silicon carbide powder compacts with aluminum within the temperature range of 933 to 1123 K.
2. The pressure required for infiltration of silicon carbide compacts with aluminum is dependent on alloy composition. Alloying aluminum with either 1 wt pct silicon or 1 wt pct magnesium was found to increase this pressure, with the effect being greater for the silicon alloy.
3. The pressure required for infiltration of silicon carbide compacts with aluminum decreases with increasing temperature.
4. There is an initiation time associated with the infiltration of silicon carbide compacts with aluminum. This initiation time decreases with increasing pressure and temperature. The mechanism responsible for this phenomenon may be due to either an oxide-scavenging reaction between the liquid aluminum and the silicon carbide particles or a capillarity-driven condensate which covers the surface of the particles.
5. When a silicon carbide powder compact is infiltrated with aluminum, redistribution of particles occurs, which leads to increased void fraction and effective pore radius. It is hypothesized that the drag forces produced by the flow of the liquid metal are responsible for this phenomenon.
APPENDIX

Analysis for infiltration in a nonwetting system

Referring to Figure 4, the total cross-sectional area of the pores, $A$, can be related to the area of the compact by the void fraction

$$A_v = \phi A_c$$  \[A1\]

By continuity, at time $t$, the height of the liquid in the reservoir, $h_r$, can be related to the infiltration distance, $h_c$, by

$$h_r = \phi h_c - h_{RO}$$  \[A2\]

The origin of the coordinate system is located at the interface between the reservoir and the compact, with the positive direction being that in which the fluid flow is induced.

The equation of motion for this model is given by

$$\frac{d}{dt} \left[ m(t) \frac{dh_c}{dt} \right] = F_w + F_{iz} + F_{wu}$$  \[A3\]

The difference between this force balance and that developed by Brittin\(^{19}\) is that the end drag and surface tension appear within a pressure-related force, $F_w$, which accounts for the applied pressure and the weight of the liquid.

This force is related to the pressure drop across the porous body by

$$F_w = \Delta P \phi A_c$$  \[A4\]

where

$$\Delta P = P_{ho} - P_{ho}$$  \[A5\]

Here, $P_{ho}$ is the pressure in the liquid at the reservoir/compact interface, and $P_{hc}$ is the pressure at the infiltrant front. The pressure at the reservoir/compact interface is the result of the applied pressure in the reservoir, $P_{GR}$, the weight of the liquid above the interface, and the end drag.\(^{19}\) The relationship for this pressure can therefore be expressed by

$$P_{ho} = P_{GR} + \rho gh_r - \frac{1}{4} \rho \left( \frac{dh_c}{dt} \right)^2$$  \[A6\]

The pressure present at the infiltrate front is the result of the pressure on the gas-phase side of the front, $P_{GC}$, and the pressure due to surface tension (curvature of the liquid front). The expression $P_{GC}$ is therefore given by

$$P_{GC} = P_{GR} - \frac{2\gamma_s \cos \theta}{r_h}$$  \[A7\]

The pressure drop across the compact becomes

$$\Delta P = P_{GR} - P_{GC} + \frac{2\gamma_s \cos \theta}{r_h} + \rho gh_r - \frac{1}{4} \rho \left( \frac{dh_c}{dt} \right)^2$$  \[A8\]

The viscous resistance to a fluid flowing through a powder compact can be developed by either interpreting the equation for steady Poiseuille flow through a tube within the context of a quasi-steady process or, more in tune with the physical situation, by using the Ergun equation (Eq. [A6]). The first approach,\(^{11}\) it may be recalled, yields

$$F_w = -\frac{\phi A_c}{r_h^3} \frac{dh_c}{dt}$$  \[A9\]

whereas the Ergun equation leads to

$$F_w = -\phi A_c \left[ K_1 \mu h_c \frac{dh_c}{dt} + K_2 \rho h_c \left( \frac{dh_c}{dt} \right)^2 \right]$$  \[A10\]

where

$$K_1 = \frac{150(1-\phi)^2}{\phi^3 d_p^2}; \quad K_2 = \frac{1.75(1-\phi)}{\phi^3 d_p}$$  \[A11\]

The gravitational force acting upon the liquid within the compact is

$$F_{wu} = \phi A_c \rho gh_c$$  \[A12\]

The rate of change in momentum (acceleration term) can be further developed to give

$$\frac{d}{dt} \left[ m(t) \frac{dh_c}{dt} \right] = \rho \phi A_c \frac{d}{dt} \left[ h_c \frac{dh_c}{dt} \right]$$  \[A13\]

On introducing these terms into Eq. [A3] and dividing by $\phi A_c$, the following is obtained:

$$\frac{d}{dt} \left[ h_c \frac{dh_c}{dt} \right] = \Delta P^* + \frac{2\gamma_s \cos \theta}{r_h} + \rho gh_r - \frac{1}{4} \rho \left( \frac{dh_c}{dt} \right)^2$$

$$- \left[ K_1 \mu h_c \frac{dh_c}{dt} + K_2 \rho h_c \left( \frac{dh_c}{dt} \right)^2 \right] + \rho gh_c$$  \[A14\]

where $\Delta P^* = P_{GR} - P_{GC}$. It is noted that infiltration will only occur if

$$\Delta P_{eff} = \Delta P^* + \frac{2\gamma_s \cos \theta}{r_h} + \rho gh_{RO} > 0$$  \[A15\]

The expression on the left side of the inequality defines the effective pressure difference, $\Delta P_{eff}$. When $\Delta P_{eff}$ is zero, $\Delta P^*$ is then the threshold pressure difference, $\Delta P_{th}$, which is the applied pressure difference that must be exceeded to initiate infiltration.

The solution to the equation of motion (Eq. [A14]) may be simplified, and the results interpreted on a broader basis, by recasting the equation in dimensionless form. Using $\tau$ and $\xi$ to represent the dimensionless values of time and infiltration distance, respectively, the infiltration equation is now expressed as

$$\xi^2 \frac{d^2 \xi}{d\tau^2} + \frac{5}{4} \frac{d \xi}{d\tau} + \lambda_1 \xi \frac{d \xi}{d\tau} = \lambda_2 \xi = 1$$  \[A16\]

where

$$\xi = \frac{h_c}{\langle h \rangle}; \quad \tau = \left[ \frac{1}{\langle h \rangle} \left( \frac{\Delta P_{eff}}{\rho} \right)^{1/2} \right] t$$ \[A17; A18\]
and \( \langle h \rangle \) is a reference height of some arbitrary (but convenient) value. It should also be noted that the term containing \( K_2 \) has been neglected, since it is small compared to the term containing \( K_1 \).

For the system being studied, \( \lambda_1 \) is large relative to the other terms on the left side of the equation, once infiltration has been initiated. Consequently, these terms may be neglected by comparison; thus, on integrating, the approximate solution obtained is

\[
\frac{1}{2} \xi^2 = \frac{\tau}{\lambda_1} \quad \text{(or } h_c \alpha t^{1/2}) \quad [A21]
\]
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Abstract

Formation of interfacial chemical bonds between the mating surfaces is treated as the critical event in the wetting of ceramics by molten metals. The oxide layer present on the molten metal acts as a barrier to interfacial reaction. Transport of material through this oxide layer is treated as the rate controlling phenomenon. The observed wetting behavior of molten metals on ceramics is explained using this approach. Experimental data available in the literature is used to estimate an activation energy for the process. Concepts from point defect chemistry are used to classify the various metals according to the nature of oxide they form and relate the nature of oxide to the observed wetting behavior. Oxides that exhibit stoichiometric compositions are protective in nature, and the corresponding metals exhibit a time dependent wetting behavior. Aluminum, magnesium and chromium do not instantly wet ceramics for this reason. Conversely, non-stoichiometric oxides of titanium, manganese and molybdenum possess sufficient lattice and electronic defects to rapidly transport the metal ions across the oxide layer. Doping the oxide lattice can alter the transport behavior of material through the oxide lattice.

Introduction

A liquid is defined to wet a ceramic when the liquid spreads to form an intimate contact on the solid surface. Wetting in metal-ceramic systems occur essentially by chemical bond formation. In an earlier study, a thermodynamic approach was used to predict the wetting behavior of liquid metal on ceramic substrates [1]. Wetting was treated as a surface phenomenon. It was established that wetting occurs when the liquid metal has sufficient thermodynamic activity to reduce the surface phase of the ceramic; surface phase is more amenable for reduction than the bulk of the material.

Reactions mentioned above are possible only when the liquid metal is available at the ceramic surface for interfacial phase formation. At experimentally attainable oxygen partial pressures, most metals form an oxide layer that is a few Å thick on the surface. In joining, the braze metal is melted in between the two ceramic components, while some metal-matrix composite materials are fabricated by infiltrating the reinforcement with the molten metal. In both cases the existing environmental gas mixture is adsorbed on the ceramic surfaces. When the liquid metal comes in contact with the ceramic, it oxidizes from this adsorbed gas mixture. This situation is described schematically in Figure 1. The liquid metal reacts with oxygen in the environmental gas mixture according to the following equation:

\[ yM + \frac{2}{x}O_2 \rightarrow M_2O_x \]  

(1)

The oxygen partial pressure, \( P_{O_2} \), required for this reaction to occur is given by:

\[ P_{O_2} = k^{2/x} \cdot e^{\frac{\Delta G^\circ}{RT}} \]  

(2)

where \( k \) is the reaction constant, \( \Delta G^\circ \) is the standard free energy change for reaction in Eqn. 1, \( R \) is the gas constant and \( T \) is the temperature in degree Kelvin. The oxygen partial pressures required to oxidize many reactive metals can be calculated using thermodynamic handbook data [2]. The oxygen partial pressures shown in Table I are calculated for a reaction at 1300° K.

![Figure 1 Schematic Representation of the Formation of an Oxide Barrier](image-url)
Table I. Oxygen Partial Pressures Required to Form an Oxide Layer at 1300°C

<table>
<thead>
<tr>
<th>Metal</th>
<th>Oxide</th>
<th>(\Delta G^0)</th>
<th>(P_{\text{O}_2})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>KJ/mole</td>
<td>atms</td>
</tr>
<tr>
<td>Al</td>
<td>(\alpha-\text{Al}_2\text{O}_3)</td>
<td>-1262.16</td>
<td>1.8 (10^{-24})</td>
</tr>
<tr>
<td>Mg</td>
<td>MgO</td>
<td>-458.15</td>
<td>1.5 (10^{-27})</td>
</tr>
<tr>
<td>Cr</td>
<td>(\text{Cr}_2\text{O}_3)</td>
<td>-799.86</td>
<td>3.7 (10^{-22})</td>
</tr>
<tr>
<td>Ti</td>
<td>TiO(_2)</td>
<td>-726.96</td>
<td>6.1 (10^{-20})</td>
</tr>
<tr>
<td>Mn</td>
<td>MnO</td>
<td>-289.61</td>
<td>5.2 (10^{-24})</td>
</tr>
<tr>
<td>Mo</td>
<td>MoO(_2)</td>
<td>-355.17</td>
<td>5.3 (10^{-15})</td>
</tr>
</tbody>
</table>

The adsorbed environmental gas mixture invariably contains oxygen gas at a partial pressure of above \(10^{-15}\) atms. Therefore, a solid oxide layer forms between the metal and the ceramic when a drop of liquid metal comes in contact with the surface of the solid. Hence, a reaction between the molten metal and the ceramic is possible only when the metal overcomes the protective nature of the oxide layer.

In the following section on wetting behavior, the information available in the literature concerning the role of oxide barriers in the wetting of ceramics by molten metals and alloys is summarized. A transport model that attempts to explain the observed behavior is described. The effect of alloying and other characteristics of transport through the oxide layer are discussed in the final section.

**Wetting Behavior**

Liquid aluminum does not readily wet most solids because the oxide layer prevents the metal from any possible reaction. Foundrymen have effectively taken advantage of this phenomena; they use permanent moulds made of graphite to cast aluminum components. Aluminum does not wet the mould, even when a chemical reaction between aluminum and graphite is thermodynamically favorable, because of the oxide barrier.

Programs aimed at developing commercial aluminum matrix composites have demonstrated some ingenious ways to produce commercially viable components. Mechanical destabilization of the oxide layer formed on the molten metal [3] and oxidation of the metal to form an insitu ceramic reinforcement [4] are some of the examples. Wettability studies performed using liquid aluminum on ceramic substrates have identified a time dependence in the wetting behavior [5,6]. Below 1223K there exists an incubation time before liquid aluminum can wet the ceramic. Above 1223K wetting is more or less instantaneous. This kind of a transition behavior has been observed in many ceramics such as silicon carbide [5], aluminum oxide, [6] carbon [7] and titanium boride. Many studies have attributed this transition behavior to the oxide layer that forms on liquid aluminum [5,6,8].

Laurent et al. have studied the wetting behavior of aluminum on silicon carbide as a function of time [5]. They used the sessile drop technique to measure the contact angle; a molten drop of aluminum was placed in a controlled atmosphere on the ceramic substrate, and the solid angle subtended by the liquid drop on the metal was measured by an optical microscope. They measured the contact angle as a function of time at three different temperatures. The results obtained in their study are shown in Figure 2.

Alloying liquid aluminum alters the transition temperature. Transition temperature is the temperature above which wetting occurs instantaneously [8]. Table II. summarizes the effect of alloying on the transition temperature (after Warren [8]). Also, Laurent et al., in the study mentioned earlier, found a moderate decrease in the transition temperature after alloying liquid aluminum with silicon [5].

The oxide barrier problem has been identified only in the case of liquid aluminum. However, metals such as titanium, manganese and molybdenum also form oxide layers at any experimentally attainable oxygen partial pressures (Table I). Titanium, in fact, is the essential component in the development of active braze material [9]. A few percent titanium is sufficient to wet many ceramics, such as aluminum oxide, carbon, graphite, silicon carbide [10]. The same is true for molybdenum and manganese; these two metals have been used, for a long time, in metal-ceramic sealing applications [11]. No evidence of a protective oxide layer on these metal surfaces has been reported.

Not all effects of the oxide layer are deleterious. Most metal-ceramic interfacial phases are relatively brittle, and a large interfacial zone formation results in a premature failure of the composite [8]. Using silicon carbide as an example

![Figure 2](image-url)
An Arrhenius equation:

\[ \frac{1}{t} = Ae^{\frac{Q}{RT}} \]  

is used to analyze the experimental data. Using the wetting rate \((1/t)\) data at different temperatures an activation energy, \(Q\) was calculated to be 301 KJ/mole. This activation energy measures the slowest of the various time dependent wetting phenomena.

Diffusional creep studies have been used to measure the intrinsic and extrinsic diffusion coefficients in ceramic materials. Gordon [12] has tabulated both grain boundary and lattice diffusion coefficients for aluminum diffusion in aluminum oxide. From his analysis, the activation energy for aluminum diffusion in aluminum oxide is in the range of 400 KJ/mole. The diffusion of the aluminum ions through the oxide barrier could be the rate controlling step in the wetting of silicon carbide by aluminum.

The necessary information to prove if transport of aluminum is the rate controlling step in the non-wetting to wetting transition cannot be obtained from sessile droop experiments. The contact angle is a function of many factors. Surface porosity has a strong influence on the spreading behavior. Furthermore, the rate of change of contact angle is not an accurate measure of the activation process. A direct measure of the fractional formation of interfacial phase would be a better parameter with which to study the activation process. An unequivocal conclusion cannot be obtained unless independent experiments are performed to identify the kinetics of the interfacial phase formation. Experiments of this nature are in progress at the Colorado School of Mines.

**Transport Model**

The observed experimental anomalies can be explained using a transport model that treats the diffusion of metal ions through the oxide lattice as the rate controlling step for wetting.

The inverse of time taken for a transition from non-wetting to wetting (time when the contact angle reaches 90°) can be defined as the wetting rate. This information is available as a function of temperature for liquid aluminum in contact with silicon carbide [5] and is used here to estimate the activation energy involved in the wetting kinetics.

An Arrhenius equation:

\[ \frac{1}{t} = Ae^{\frac{Q}{RT}} \]  

Table II. The Wetting Transition Temperatures of α-SIC Single Crystals With Al-Alloys

<table>
<thead>
<tr>
<th>Alloy (weight %)</th>
<th>Wetting transition temperature (°C) for θ = 90°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure Al</td>
<td>980</td>
</tr>
<tr>
<td>AlMgSi1</td>
<td>980</td>
</tr>
<tr>
<td>AlCuMg2</td>
<td>1010</td>
</tr>
<tr>
<td>AlCuMg2</td>
<td>950</td>
</tr>
<tr>
<td>AlZnMgCu1.5</td>
<td>900</td>
</tr>
<tr>
<td>Al-2Mn</td>
<td>1030</td>
</tr>
<tr>
<td>Al-5Mn</td>
<td>930</td>
</tr>
<tr>
<td>Al-2Ni</td>
<td>1035</td>
</tr>
<tr>
<td>Al-5.7Ni</td>
<td>1080</td>
</tr>
<tr>
<td>Al-1Co</td>
<td>1060</td>
</tr>
<tr>
<td>Al-2Co</td>
<td>1025</td>
</tr>
<tr>
<td>Al-Li(2-6)</td>
<td>1025</td>
</tr>
<tr>
<td>Al-Ca(5-10)</td>
<td>1070</td>
</tr>
</tbody>
</table>

ceramic, according to the reaction thermodynamics, the following reaction can occur at the surface:

\[ 4\text{Al} + 3\text{SiC} = \text{Al}_4\text{C}_3 + 3\text{Si} \]  

The \(AG\) for the above reaction is negative; hence, aluminum has sufficient thermodynamic activity to reduce the bulk of silicon carbide. Therefore, a stable interface can never be formed between liquid aluminum and silicon carbide. Aluminum carbide formation can only be limited by the kinetics. The oxide barrier that forms on the aluminum surface provides a good control on the kinetics of reduction, and prevents an explosive reaction between the ceramic and aluminum. However, the oxide layer that forms on titanium is not protective in nature titanium reacts rapidly at any interface where a thermodynamic driving force for reaction is present. This problem has been observed in studies of the SIC-Ti [8] interface. Therefore, knowledge of the origin and nature of oxide barrier protection could be an effective tool to control the kinetics of interface formation. The mechanism of this barrier protection and the reason for the time dependence of this phenomena are not fully understood. The following section describes one possible mechanism to explain the observed behavior.

**Transport Model**

The observed experimental anomalies can be explained using a transport model that treats the diffusion of metal ions through the oxide lattice as the rate controlling step for wetting.

The inverse of time taken for a transition from non-wetting to wetting (time when the contact angle reaches 90°) can be defined as the wetting rate. This information is available as a function of temperature for liquid aluminum in contact with silicon carbide [5] and is used here to estimate the activation energy involved in the wetting kinetics.

An Arrhenius equation:

\[ \frac{1}{t} = Ae^{\frac{Q}{RT}} \]  

![Figure 3 Schematic Representation of the Transport Processes Involved in The Interface Formation](image-url)

Figure 3 shows a schematic representation of the transport processes involved during the interface formation. The oxide skin forms on the liquid metal using the oxygen from the adsorbed atmospheric gases. The thickness of the skin is related to the amount of oxygen that is adsorbed on the surface. In reducing atmospheres it could be very low. Once all the adsorbed...
oxygen is depleted, further transport of aluminum ions results in the formation of aluminum carbide at the interface. Diffusion of the metal through the oxide requires the transport of both the metal ions and electrons. The metal atoms ionize at the metal/oxide interface and diffuse through the lattice. For the reaction to complete, the electrons from the oxide/metal interface must reach the oxide/ceramic interface. Transport of metal ions is dependent upon the concentration of the reaction between the aluminum ions and the oxide; vacancies more often than interstitials.

Transport of metal ions in ionic material is treated mathematically using the diffusion coefficient, \( D_{\text{Al}} \):

\[
D_{\text{Al}} = \gamma \lambda^3 [V_{\text{Al}}'] \exp \left( \frac{-A_G}{RT} \right)
\]

where \( \gamma \) is the Debye frequency, \( \lambda \) is the jump distance, \([V_{\text{Al}}']\) is the concentration of vacant aluminum sites, and \( A_G \) is the free energy for motion.

The electron transport is dependent upon the concentration of the electronic defects. Because alumina is a wide band gap material (band gap \( \approx 8.2 \text{ eV} \)) the equilibrium electronic defect concentration at low temperatures \((T < 1600^\circ \text{C})\) is very low; therefore, aluminum oxide is a insulator at these temperatures. The equilibrium number of vacancies and electronic defects in the oxide/metal interface and the formation of various defects - intrinsic and extrinsic. The concentrations of these defects can be manipulated very effectively using a good understanding of the point defect chemistry.

**Point Defect Chemistry**

Defects in a material can be treated as separate species and unique thermodynamic properties can be associated with these defects. Therefore, the standard thermodynamic equations can be used to determine the equilibrium concentrations of these defects. Oxide materials contain three types of native defects: Schottky, cation Frankel and anion Frankel defects.

In pure alumina, the vacant aluminum ion concentration is a sum of contributions from the Frankel and Schottky defects. To make an estimate of the kinetics of diffusion of the cations, prior knowledge of the free energy of formation of these defects is essential. Theoretical modeling studies have evaluated the enthalpies of point defect formation to a reasonable accuracy [11].

When liquid aluminum is alloyed, the oxide layer that forms on the metal is automatically doped with the alloying addition. To alleviate the mass and charge imbalance created by the presence of impurities in the oxide lattice, more vacancies, interstitials or electronic defects are created. The actual vacancy concentration is a function of the concentration of the impurity atoms present in the oxide lattice. For example, the oxide layer on an aluminum-silicon alloy would be doped with silicon; this can be created in point defect chemistry by writing a defect reaction for silicon dioxide in aluminum oxide as follows:

\[
\text{3SiO}_2 + \text{Al}_{2} \text{O}_3 + 3\text{Si}_4^+ + 6\text{O}^{2-} + V''_\text{Al}^"\quad (6)
\]

The above reaction is only one of many defect reactions that can occur. The reaction with the lowest free energy for the temperature of interest will dominate the defect properties. If the reaction shown in Eqn. 6 were to be the dominant reaction at the temperature of interest (assuming that sufficient electronic defects exist) the excess \( V''_\text{Al} \) would enhance the diffusion of aluminum through the oxide lattice. This is identically true for any superalloying element such as silicon, titanium, zirconium that is present in the aluminum oxide lattice.

Experimental evidence indicates that the superalloy additions to liquid aluminum decrease the wetting transition temperature (Table II). Also, the diffusion coefficient for lattice and grain boundary diffusion coefficient decreases by three orders of magnitude when aluminum is alloyed with superalloy elements [12].

A subvalent alloy addition, on the contrary, decreases the vacant aluminum ion concentration according to the following reaction:

\[
2V''_\text{Al} + \text{Li}_2\text{O} + \text{Al}_2\text{O}_3 \rightleftharpoons 2\text{Li}''\text{Al}^2 + 1/2O_2 + 2e'
\]

Defects can be formed in the oxide lattice simply by virtue of the equilibrium oxygen partial pressure. The free energy of formation is a constant at a given temperature for all metal oxides. Therefore, a stoichiometric oxide can be in equilibrium with its parent metal only at a particular oxygen partial pressure. For any metal oxide \( \text{NO} \), if the surrounding partial pressure is different, one of the following two reactions occurs:

\[
1/2O_2 = O_\text{eq} + V''_\text{O} + 3h'
\]

\[
O_\text{eq} = 1/2O_2 + V''_\text{O} + 2e'
\]

The magnitude of the difference between the environmental partial pressure and the stoichiometric partial pressure together with the free energy change associated with the above reactions control the extent to which the vacancies and electronic defects are present in the material.

The presence of vacancies causes a deviation from the stoichiometric metal:oxygen ratio of 1:1. The deviation can be represented mathematically as \( x \)

\[
0 \leq x < 1
\]

where \( x \) is the non-stoichiometric parameter. For metal oxides like titanium oxide, \( x \) can vary from 0 to 0.35. Table III shows the experimentally measured \( x \) values from the monograph on non-stoichiometry [14]. It is obvious from the table that the oxides of metals with multiple oxidation states show large deviations from stoichiometry. Consider the titanium oxide lattice. If some titanium ions in the lattice are promoted to a higher oxidation state, more equilibrium vacancies are created:

\[
1/2O_2 + Ti_{17}^0 \rightleftharpoons Ti_{17}^{10} + O_\text{eq} + V''_{Ti}
\]

The free energy change for the above reaction can be expected to be reasonably small. Therefore, material transport through the titanium oxide lattice can occur with relative ease. In contrast, a reaction of the type shown in Eqn. 10 does not occur in aluminum, magnesium or chromium. Therefore, they form stable oxide layers. This explains why aluminum, magnesium, and chromium brazing consumables are not commonly used.

The metal-ceramic wetting literature shows evidence that titanium, zirconium, molybdenum and manganese have been repeatedly used in the industry to
Table III. Non-Stoichiometry Parameter X for Various Metal Oxides [14]

<table>
<thead>
<tr>
<th>Oxide</th>
<th>Non-Stoichiometry (X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiO</td>
<td>-0.35 - +0.35</td>
</tr>
<tr>
<td>MnO</td>
<td>-0.15 - +0.15</td>
</tr>
<tr>
<td>FeO</td>
<td>+0.1</td>
</tr>
<tr>
<td>NiO</td>
<td>+0.001</td>
</tr>
<tr>
<td>Cr₂O₃</td>
<td>not</td>
</tr>
<tr>
<td>MgO</td>
<td>measurable</td>
</tr>
<tr>
<td>Al₂O₃</td>
<td>(&lt; -0.0005)</td>
</tr>
</tbody>
</table>

promote wetting. Being reactive, they possess the thermodynamic activity to react with most ceramic compounds. However, another advantage with these metals is their multiple oxidation states; a large vacancy concentration in their oxide lattice causes a rapid transport of metal ions through the oxide layer.

Conclusions

The following conclusions can be drawn from the previous discussion:

1. Transport through the intervening oxide layer is the rate controlling phenomena in the wetting of ceramics by molten metals.

2. Metals with multiple oxidation states form oxides with a large degree of non-stoichiometry; and therefore wet ceramic substrates instantly because the ionic transport through such oxide barrier is very rapid.

3. Time dependent wetting by stable oxide formers is related to the rate of material transport through the oxide lattice; alloying additions to the molten metal can alter the rate of material transport.
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Modeling of Brazing Processes That Use Coatings and Interlayers

Transport behavior of chemical elements at the braze interface is emphasized in the modeling of three coatings

BY S. LII, D. L. OLSON, G. P. MARTIN AND G. R. EDWARDS

ABSTRACT. The possibility of using the new coating technologies in brazing is examined. By depositing one or more layers of filler metals on the jointsurface, traditionally difficult-to-joint materials can be brazed together. Barrier coatings, coatings for dissolution-solidification, and reactive metal coatings (interlayers) are the three different groups of coatings discussed. To control brazing, the optimal amount of coating applied must be determined and the interfacial chemical reactions must be understood, with the characterization of the products that result in the brazed metal. Mathematical modeling of brazing using the three types of coatings is performed to describe the transport of chemical elements at the braze interface.

Introduction

The brazing of advanced engineering materials, and especially dissimilar materials, is coupled to the effective use of coatings. The most obvious application is to use the coating process to establish a highly wettable surface for the liquid filler metal. The coating may also be used as a barrier when the brazing filler metal is incompatible with the base material, to avoid diffusion of certain alloying elements and to prevent intermetallic formation.

Recent approaches (Ref. 1–3) to coating technology in brazing recognize that coatings are no longer just an intermediate passive barrier, but that they take an active part in the brazing process. Mass transport, either from the brazing filler metal into the base material or the dissolution of the coating into the braze metal, can promote physical changes, such as increasing the liquidus temperature of the braze metal, which affect significantly the brazing process. With proper selection of the coating material and brazing filler metal, very consistent brazing processes can be developed. The control of the chemical composition and thickness of the coating layers are far more critical than that required in traditional brazing filler metals. This paper places emphasis on the existing coating technology applied in brazing and presents an analysis of the mass transport behavior of these advanced coating-brazing processes. With the proper understanding and knowledge of the behavior of these coatings, filler metals and processing conditions can be selected according to sound engineering principles. It is postulated that joining of difficult-to-joint materials should be possible by applying multiple coatings, which create conditions such as wetting and chemical affinity between the facing surfaces.

Brazing Coating Technology

There are many ways to apply coatings on parts to be brazed. They are: 1) electrolytic electroplating or electrolyless deposition; 2) thermal: dip coating, barrel coating, roller coating, flow melting, etc.; 3) surface modification: cladding, thermal spraying, plasma spraying, etc.; and 4) physicochemical: sputtering deposition, vapor deposition, ion implantation, etc. Since both chemical homogeneity and thickness are important properties of a coating, the coating procedure must be well controlled. For components that require critical dimensional control, continuous sputter-cleaning and vapor deposition-type processes are preferred because of the uniform adhesion obtained at the interfaces.

Three different coating schemes are described below, each serving a specific function in brazing. They are: 1) barrier coatings, 2) reactive metal coatings, and 3) coatings for dissolution-solidification.

Barrier Coatings

It has been common practice, when no known suitable brazing filler metal is available for the materials to be joined, to use a coating that can be wetted by the liquid braze (Ref. 4). The coating also serves as a barrier between the base metal and the braze during processing. A barrier layer must be dense, ductile and free from defects such as voids. It must also show good adhesion and wetting toward both the base and filler metals. Copper-phosphorus filler metal had been used in the past to join ferrous alloys; however, intergranular penetration of phosphorus was observed to promote subsurface embrittlement of the joint. A thin undercoating of nickel reduced phosphorus diffusion and provided good wetting for the copper-phosphorus filler metal (Ref. 5). Similar techniques are used in soldering brasses. A 1- to 2-μm-thick layer of nickel or copper barrier coating is often used to avoid zinc diffusion to tin or tin-lead filler metals (Ref. 6). In electronic packaging, tin-lead alloys alone will not wet a ceramic substrate. A layer of silver or gold of adequate thickness is often deposited to provide a wettable surface for the tin-lead alloys (Ref. 4).

Sometimes the barrier coating scheme may require a double coating. Material for the first layer is selected for its compatibility with the base metal and the second layer (overlayer or outer coating) is used to promote wetting with the liquid brazing filler metals, as illustrated in Fig. 1. The primary layer is generally a transition metal solution containing polyvalent elements such as titanium, manganese, zirconium, tantalum, or molybdenum, where the polyvalent states increase the bonding tendency. The second layer is usually a thin layer of noble metal which provides a surface that is oxide-free, or with a very thin oxide layer which readily decomposes or dissolves during brazing. Such oxygen-free surfaces have, in general,
high surface energy and offer excellent wettability. Metals such as silver, gold, and copper serve this function, requiring little, if any, fluxing agent. The double coating scheme will also allow for longer brazing times since the thickness of the outer coating can be adjusted to satisfy the needs of specific thermal processing cycles.

Reactive Metal Coatings

The use of reactive metals in brazing has been shown to promote the formation of a thin interlayer between the brazing filler metal and the base metal (Refs. 12–15). This layer promotes adhesion between the faying surfaces of similar and dissimilar materials. Hence, the resulting strength of the brazed joint is dependent upon the nature of the product layer and its thickness. An example is the use of titanium in noble metal-based brazing filler metals for the joining of metals to ceramic materials. Titanium in the liquid braze metal reacts with the substrate to form a thin reaction layer as shown in Fig. 2. This product layer can be a complex oxide such as Cu$_3$Ti$_4$O or Cu$_3$Ti$_5$O$_2$, or an intermetallic compound, depending whether the base material is an oxide ceramic or a metal. Certain types of complex oxide (for example, (Cr,Mn,Mg)O,(Cr,Mn,Al)$_2$O$_3$ spinel) also promote adhesion between metal and oxides as observed in the case of stainless steel welding (Ref. 16). The characterization and understanding of the crystal structure and microstructure of the oxides must be carried out so that adequate process control can be achieved.

The thickness of this layer will depend on the reaction kinetics, which is a function of the reacting metal content, diffusion of species through the product layer, brazing time and temperature. Brazed joints with inadequate product layer thickness, the result of improper brazing, may not meet the mechanical requirements specified for the joint. Hence, the use of reactive elements as brazing filler metal is a mass transport-based technology that must be investigated and understood.

Coatings for Dissolution–Solidification

Some coatings are deposited for the purpose of dissolution and solidification. In contrast to the passive barrier coatings, these dissolution–solidification coatings are considered active because of their contribution to the braze metal composition and its thickness. A good example is the transient liquid phase (TLP) bonding. TLP bonding is a diffusion brazing process that combines the features of both brazing and diffusion welding (Refs. 7–9). It uses a filler metal a thin interlayer or brazing filler metal of specific composition and melting temperature. At the bonding temperature, the interlayer may melt or a liquid may form by alloying between the interlayer metal and the base metal. The liquid, by capillary action, fills the joint clearance and contributes to the elimination of voids at the braze interface. While the joint members are held at the bonding temperature, diffusion of alloying elements occurs between the liquid and base metal. Isothermal solidification of the joint results because of the solute composition change in the braze. Maintaining the joint at the bonding temperature after solidification will promote further homogenization of the chemical composition and microstructure. Solid-state diffusion of elements away from the interfacial region reduces the initially large chemical composition gradient, avoiding the formation of intermetallics at the braze. An element of high mobility, both in the liquid and solidified braze metal, will decrease the time for completion of the TLP process.

As an example, consider the brazing of nickel (or a cupronickel alloy) with a pure copper filler metal of half-thickness, W. It can be seen in the phase diagram (Fig. 3) that when the melting point of the joint is raised to the brazing temperature T_b (T_b being greater than the melting point of copper), the copper melts and the solid nickel interface is enriched with copper, $X_{Ni,ib}$, which lowers its liquidus temperature to $T_L$ (quasi-equilibrium). Mass transfer of copper from the liquid phase proceeds to dissolve the nickel base metal and simultaneously enrich the liquid phase with nickel. This process continues until the liquid interphase composition, $X_{Ni,ib}$, becomes uniform throughout the liquid. Now, solid-state diffusion of nickel from the base metal will enrich the solid interphase region resulting in concomitant solidification (at a much slower rate than the previous base metal dissolution) under isothermal conditions. The liquid zone will eventually resolidify, and its composition will later become uniform, provided sufficient time is allowed for the solid-state diffusion process to occur. The events described above are depicted in Fig. 4.

Conventional transient liquid phase bonding is mostly applied to binary alloy systems which show some intermediate, low-temperature reactions such as eutectic transformation. However, by using an interlayer of appropriate thickness that wets the base metal or barrier coating, alloy systems currently not considered for TLP bonding can also be joined by this method. Depending on the rate that the liquid braze dissolves the coating, the proper thickness of a suitable coating and the op-
timal brazing temperature can be determined. (Refs. 10-11).

An analytical model of the TLP bonding process with coating is developed and presented in a later section of this paper. The proposed approach can provide the basis for the selection of braze and coating materials and processing conditions.

Mathematical Modeling of Brazing Processes

It has been shown in the previous sections that with careful process control, coatings can be used effectively to braze difficult-to-join materials and produce bonds of high integrity. The need for process modeling to optimize joining parameters such as coating thickness, brazing time and temperature is also clear. This section will review the existing mathematical formulation of the mass transport processes involved in the brazing processes that utilize coatings.

Barrier Coatings

When using a double-layered barrier coating in brazing, the layer closest to the base metal (inner coating) is considered passive, and the outer or overlayer is active. The major function of the inner coating is to isolate the base metal from the brazing filler metal since this may contain chemical elements that are undesirable to the system. The passive coating is generally a high-melting-temperature metal and highly adherent to the base metal. It should exhibit excellent base metal wetting and remain solid throughout the brazing process. On the other hand, the overlayer should promote wetting with the brazing filler metal and dissolve entirely or partly into the braze during brazing. Metal dissolution is well characterized and modeled (Refs. 17-20) with extensive literature available. Therefore, no further mathematical modeling on brazing with a barrier coating will be presented in this paper.

Coatings for Dissolution-Solidification

In the case of a coating for dissolution and solidification, the composition of the coating must be carefully selected to be compatible with the brazing filler metal. The requirements for a brazing filler metal are illustrated in Fig. 5. The phase diagram is for a binary alloy, but this is not a necessary restriction since ternary brazing filler metals could also be considered. In Fig. 4, C_B is the initial brazing filler metal composition and B is the coating material. As B dissolves into the liquid braze metal at T_B, the liquid is continuously consumed to produce a solid of composition C_T the final (new) composition of the solidified braze metal. The solidus of this new material has therefore been raised from T_1 to T_B.

Since brazing filler metals can be treated broadly as binary or ternary eutectic materials, there are specific ranges of braze metal compositions that can be used with a selected coating material. For example, consider the liquidus projection diagram in Fig. 6 where it is assumed that the three-phase triangles are traveling along the liquid projection lines according to a Class I four-phase eutectic reaction (Ref. 21). Adjacent to each of these liquidus lines is a shaded zone which indicates compositions of potential brazing filler metals to be

---

Fig. 4 - Schematic of progression of stages in the TLP joining of nickel with a copper insert. W_o is half-thickness of specimen. W_L is half-thickness of liquid zone, corresponding to onset of isothermal solidification. A - Configuration prior to temperature being raised to T_1. B - infinitely small liquid and solid interphase regions, L_1 and L_2, created upon quasi-equilibration at T_1 (interphase regions exaggerated). C - progressive liquation of base metal (liquid-state diffusion-convection-controlled). D - instant at homogeneous saturation of liquid phase and onset of isothermal solidification. E - progressive isothermal solidification of liquid zone (solid-state diffusion controlled). F - instant at completion of solidification. G - partial homogenization of bond region (solid-state diffusion controlled).
used, with their complementary coating materials. The coating materials are indicated in three separate alloy ranges, each adjacent to a brazing filler metal. The selection of brazing filler metal and complementary coating compositions are made for a given brazing temperature, and the time for which mutual dissolution will result in isothermal solidification. Phase equilibrium behavior illustrated in Fig. 6 can be found for some commonly used silver-iron-silicon filler metals (Ref. 10). Once the coating and brazing filler metals are identified, the resulting bond microstructure and properties will depend on the process temperature and time.

Lesoult (Ref. 22) modeled systematically the process of TLP bonding and divided the process into four stages: 1) dissolution of the interlayer; 2) homogenization of the liquid layer; 3) isothermal solidification; and 4) homogenization of the solidified braze metal. A binary system A-B was considered, and the equilibrium phase diagram is shown in Fig. 6. The brazing filler metals, with a B-component concentration, $C^B_0$ (an alloy with a limited amount of A), was sandwiched between two substrates of composition, $C_0$. The dissolution and solidification stages were treated as a moving boundary problem involving a liquid and a solid, with local equilibrium at the solid-liquid interface. During dissolution, Fick's law was applied:

$$\frac{\partial C^i}{\partial t} = D_i \frac{\partial^2 C^i}{\partial y^2}$$

(1)

where $C^i$ is the concentration of the B component in the liquid of an A-B binary system, and $y$ is the coordinate within the liquid region. Using the Error Function solution, the concentration profile that satisfies the above equation is given by:

$$C^i = E + F \text{erf} \left( \frac{y}{\sqrt{4D_i t}} \right)$$

(2)

where E and F are constants determined by the specific boundary conditions of the problem. $D_i$ is the liquid diffusion coefficient of element B, and t is time. In addition, the interface displacement, $Y_t$, was constrained to obey the following square root law:

$$Y_t = K_s \sqrt{4D_i t}$$

(3)

where $K_s$ is the dissolution rate constant, $D_i$ is the liquid diffusion coefficient of element B, and t is time. In addition, the interface displacement, $Y_t$, was constrained to obey the following square root law.

$$K_s = \frac{(C^a - C^b)}{(C^a - C^c)}$$

(4)

and $K_s$ in this equation can be obtained by solving the following implicit equation numerically:

$$K_s \exp \left(-K_s^2 \left(1 + \text{erf} K_s \right) \sqrt{\pi} \right) = \frac{(C^a - C^b)}{(C^a - C^c)}$$

(5)

$C^a$, $C^b$, and $C^c$ are concentrations defined in Fig. 7, and appear in brackets to distinguish them from the notation used in the next section.

Similar to the dissolution case, $K_s$ is dependent upon the properties of the materials system. Temperature will also influence $K_s$ since the equilibrium concentrations $C^a$ and $C^c$ are temperature dependent.

Tuah-Poku, Dollar and Massalski (Ref. 23) investigated, more recently, the mechanisms of TLP bonding and developed further the earlier model by Lesoult (Ref. 22) and Sekerka (Ref. 24). In particular, they determined that the first stage of TLP bonding occurs almost instantaneously, with atomic diffusion taking place mainly in the liquid near the interlayer interface. The second stage is controlled by the diffusion of element B (component of the interlayer) in both the liquid and solid. The widening of the liquid zone was determined to follow a parabolic law.

Modeling of TLP Brazing in This Work

In this study, the progressive stages of TLP bonding were reexamined and a different interpretation was developed. The
Stage 1: Formation of the Liquid Zone

Referring to Fig. 8, in Stage 1, once the system is raised to the brazing temperature, \( T_B \), the diffusion of element B in the quiescent liquid can be written as:

\[
\frac{\partial c_B}{\partial t} = D_B \frac{\partial^2 c_B}{\partial y^2}; \quad y \geq -Y_0 \tag{6}
\]

with the following initial and boundary conditions:

I.C. \( c_B(y, t = 0) \): indeterminate \( \tag{7} \)

B.C.1 \( c_B(y = -Y_0, t > 0) = c_B^o \) \( \tag{8} \)

B.C.2 \( c_B(y = -Y_0, t > 0) = c_B^o \) \( \tag{9} \)

\( Y_0^f \) and \( Y_0^p \) are the \( \alpha \)-liquid braze metal and \( \beta \)-liquid braze metal interfaces, respectively. The compositions representing these boundary conditions can be seen in the binary phase diagram in Fig. 7. It should be noted that this notation is different from that used by Lesoulte (Ref. 22), and also by Tuah-Poku, et al. (Ref. 23). The superscripts \( s \) and \( I \) have been used to identify the solid and liquid phases associated with the two solid solutions, \( \alpha \) and \( \beta \). The initial condition is indeterminate because the region where liquid exists is infinitesimally small. In regard to the equilibrium at the liquid-solid (\( \alpha \) and \( \beta \)) interfaces, because of the infinitesimally small solid interface regions, they do not contribute to the mass balance in the system. Based upon the overall mass balance of component B in the solid phases (\( \alpha \) and \( \beta \)) from which the liquid zone is created, the following equations for motion of the interfaces are determined:

\[
\frac{dy_0^f}{dt} = \frac{D_1}{c_{B_0} - c_{B_1}} \frac{\partial c_B}{\partial y} |_{y = 0} \tag{10}
\]

and

\[
\frac{dy_0^p}{dt} = \frac{D_1}{c_{B_0} - c_{B_1}} \frac{\partial c_B}{\partial y} |_{y = 0} \tag{11}
\]

Implicit in Equations 10 and 11 is that the partial molar volumes of all phases are equal (a restriction imposed on the solution presented here). The initial conditions, provided that \( c_B^0 \) is less than \( c_{B_1} \) and \( c_B^0 \) is greater than \( c_{B_1} \) are:

\[
y_0^f(t = 0) = Y_0^f(t = 0) = 0 \tag{12}
\]

The solution to Equation 6 with the initial and boundary conditions represented by Equations 7-9 is:

\[
c_B = U_1 + U_2 \text{ erf} \left( \frac{y}{2\sqrt{Dt_1}} \right) \tag{13}
\]

where \( U_1 \) and \( U_2 \) are constants and, \( \alpha \) and \( \beta \) can now be used to develop equations from which the dissolution of the interfacial layers and the widening of the liquid zone can be determined. To determine \( U_2 \):

\[
U_2 = \frac{c_{B_0} - c_{B_1} \text{ erf}(C_{B_1}^f) + \text{ erf}(C_{B_1}^p)}{c_{B_1} \text{ erf}(C_{B_1}^f) + \text{ erf}(C_{B_1}^p)} \tag{14}
\]

Equations 16 and 17 can now be used to develop equations for \( \partial c_B \) with respect to \( y \), yields:

\[
\frac{\partial c_B}{\partial y} |_{y = Y_0^f} = U_2 \frac{2}{\sqrt{\pi}} \exp \left( -\frac{y^2}{4Dt_1} \right) \tag{15}
\]

which, when evaluated at \( y = Y_0^f \) and \( y = -Y_0^p \), leads to:

\[
\frac{\partial c_B}{\partial y} |_{y = Y_0^f} = \frac{2}{\sqrt{\pi}} \exp \left( -\frac{y^2}{2Dt_1} \right) \tag{16}
\]

where \( C_{B_1} \) and \( C_{B_2} \) are the dimensionless growth constants associated with each interface. It should be noted that the initial conditions indicated by Equation 12 are also satisfied by Equations 16 and 17.

Equations 14 and 15 can therefore be rewritten as:

\[
C_{B_1}^f = U_1 - U_2 \text{ erf}(C_{B_1}^f) \tag{17}
\]

and

\[
C_{B_1}^p = U_1 + U_2 \text{ erf}(C_{B_1}^p) \tag{18}
\]

Now, differentiating Equation 15 with respect to \( y \), yields:

\[
\frac{\partial c_B}{\partial y} |_{y = Y_0^f} = \frac{2}{\sqrt{\pi}} \exp \left( -\frac{y^2}{2Dt_1} \right) \tag{19}
\]

where \( C_{B_1} \) and \( C_{B_2} \) are the dimensionless growth constants associated with each interface. It should be noted that the initial conditions indicated by Equation 12 are also satisfied by Equations 16 and 17.

Equations 14 and 15 can therefore be rewritten as:

\[
C_{B_1}^f = U_1 - U_2 \text{ erf}(C_{B_1}^f) \tag{18}
\]

and

\[
C_{B_1}^p = U_1 + U_2 \text{ erf}(C_{B_1}^p) \tag{19}
\]

Equations 16 and 17 can now be used to develop equations from which the growth constants \( C_{B_1}^f \) and \( C_{B_1}^p \) may be obtained. Differentiating these equations with respect to time gives:

\[
\frac{dy_0^f}{dt} = \frac{C_{B_1} \sqrt{Dt_1}}{\sqrt{\pi}} \tag{21}
\]

and

\[
\frac{dy_0^p}{dt} = \frac{C_{B_1} \sqrt{Dt_1}}{\sqrt{\pi}} \tag{22}
\]

According to the equilibrium between the solid and the liquid, \( \alpha \) and \( \beta \), from which the liquid zone is created, the following equations for motion of the interfaces are determined:

\[
\frac{dy_0^f}{dt} = \frac{D_1}{c_{B_0} - c_{B_1}} \frac{\partial c_B}{\partial y} |_{y = 0} \tag{23}
\]

and

\[
\frac{dy_0^p}{dt} = \frac{D_1}{c_{B_0} - c_{B_1}} \frac{\partial c_B}{\partial y} |_{y = 0} \tag{24}
\]
\[ \frac{\partial \xi}{\partial y} \big|_{y=y_1} = U_2 \frac{2}{\sqrt{\pi}} \exp\left(-C^2 t\right) \]

(25)

\[ \frac{1}{2 \sqrt{D_{t1}}} \]

Substituting Equations 21, 22, 24 and 25 appropriately into Equations 10 and 11, the following equation is obtained when these two recast equations are divided, one by the other:

\[ C^4_t = \frac{C^4_b - C^4_{fl}}{\exp\left(-C^2 t\right)} - \frac{1}{\exp\left(-C^2 t\right)} \exp\left(-C^2 t\right) \]

(26A)

\[ \frac{C^4_b - C^4_{fl}}{\exp\left(-C^2 t\right)} \]

Equations 26A and 27A can be rewritten as follows:

\[ \Delta_0 C^4_t \exp\left(C^2 t\right) - C^4_t = 0 \]

(26B)

\[ \Delta_1 C^4_t \frac{\exp\left(C^2 t\right) - \exp\left(C^2 t\right)}{\exp\left(-C^2 t\right)} = 0 \]

(27B)

where

\[ \Delta_0 = \frac{C^4_b - C^4_{fl}}{C^4_b - C^4_{fl}} \]

(28)

\[ \Delta_1 = \frac{C^4_b - C^4_{fl}}{C^4_b - C^4_{fl}} \]

(29)

and it is noted that \( \Delta_0 \) and \( \Delta_1 \) are both positive quantities. These simultaneous equations, 26B and 27B, can be solved numerically to obtain the growth constants \( G^0 \) and \( G^1 \) once \( \Delta_0 \) and \( \Delta_1 \) have been defined. Values of the growth constants are tabulated in Table 1. It should be noted that the physical behavior associated with the system is properly manifested by the values of the growth constants. For example, when \( \Delta_0 \) is unity, the growth constants are identical in magnitude. This is to be expected, since the enrichment of the liquid B provided via the \( \beta \)-phase filler metal is exactly compensated by the dilution due to the same volume of the \( \alpha \)-phase base metal being consumed. Furthermore, when \( \Delta_0 \) is greater than unity the growth constant \( C^4_1 \) is greater than \( C^4_0 \), as a result of a larger volume of the \( \alpha \)-phase being required to compensate for the \( \beta \)-phase as the transient liquid is formed. The situation is reversed when \( \Delta_0 \) is fractional.

The formulation and solution presented here is significantly different from that presented by Tuah-Poku, Dollar and Masalski (Ref. 23) and attributed to Lesoult (Ref. 22), where only the growth constant for the liquid base metal was considered.

The time at which a brazing filler metal of initial half-width, \( W_0 \), is consumed is given by:

\[ t_1 = \frac{W_0^2}{4 C^4 t_D t} \]

(30)

Also, the half-width of the liquid zone at this instant (prior to homogenization of the liquid), \( W_L \), is given by:

\[ W_L = W_0 + 2 C^4 t_D t \]

(31)

Therefore, given the brazing temperature, metal compositions and interlayer thickness, then the time for interlayer dissolution, \( t_1 \), and the liquid zone half-width developed, \( W_L \), can be calculated.

Stage 2: Homogenization of the Liquid Zone

During homogenization, Stage 2, the diffusion of B in the liquid phase is again described by:

\[ \frac{\partial C_b^L}{\partial t} = D_L \frac{\partial^2 C_b^L}{\partial y^2}, \quad 0 \leq y < -W_L \]

(32)

where now, only one moving boundary is present. The configuration at time, \( t \), after this stage has started, is shown in Fig. 9. The initial condition is:

\[ C_b^L(0 > y \geq -W_L, \; t = 0) = f(y) \]

(33)

where:

\[ f(y) = C^4_b + \left(C^4_{fl} - C^4_b^0 \right) \left[ \text{erf}(C^4 t_D t - C^4 t_0) + \text{erf}(C^4 t_D t + \frac{y}{2t_D C^4}) \right] \]

(34)

\[ W_L = W_0 + 2 C^4 t_D t_1 = \]

(35)

since \( W_0 \) can be replaced using Equation 30.

The initial condition, Equation 34, describes the concentration profile in the liquid at the end of Stage 1. The boundary conditions are:
The initial and boundary conditions are:

Initial condition:

\[ C_B^0 | y = Y_2(t), t > 0 = C_B^{0i} \]  \hspace{1cm} (36)

The velocity of the interface is:

\[ \frac{\partial C_B}{\partial y} | y = -W_{1s} = 0 \]  \hspace{1cm} (37)

The induced liquid zone is an inherent requirement for determining the time, \( t \), for the isothermal solidification of the induced liquid zone. The configuration if the isothermal solidification of the induced liquid zone is described by Equation 41.

The equation for motion of interface is:

\[ \frac{dY_3}{dt} = \frac{-D_3 \partial C_B}{\partial y} | y = -Y_3 \]  \hspace{1cm} (46)

with initial condition:

\[ Y_3(t = 0) = 0 \]  \hspace{1cm} (39)

A solution to Equation 32, with the initial and boundary conditions, and the moving boundary condition, most likely, will have to be determined numerically. While it is recognized that the time to complete Stages 1 and 2 of the process is small compared to that for Stage 3, nevertheless the maximum half-width, \( W_{max} \), attained by the liquid zone is an inherent requirement for determining the time, \( t_3 \), for the isothermal solidification of the induced liquid zone.

The maximum half-width of the liquid zone can be calculated from mass balance constraints. For conservation of the component B:

\[ W_{max} C_B^4 = W_0 C_B^{0i} + (W_{max} - W_0) C_B^{0o} \]  \hspace{1cm} (40)

or

\[ W_{max} = \frac{C_B^{0i} - C_B^{0o}}{C_B^{4} - C_B^{0o}} W_0 \]  \hspace{1cm} (41)

Stage 3: Isothermal Solidification

Stage 3 is the isothermal solidification of the induced liquid zone. The configuration at some instant, \( t \), after solidification has started is shown in Fig. 10. Diffusion of B in the solid \( \alpha \)-phase can be described by the following equation:

\[ \frac{\partial C_B}{\partial t} = D_s \frac{\partial^2 C_B}{\partial y^2}, \infty \geq y \geq -Y_3 \]  \hspace{1cm} (42)

The maximum half-width of the liquid zone is shown in Fig. 10. The induced liquid zone is an inherent requirement for determining the time, \( t \), for the isothermal solidification of the induced liquid zone.

The equation for motion of interface is:

\[ \frac{dY_3}{dt} = \frac{-D_3 \partial C_B}{\partial y} | y = -Y_3 \]  \hspace{1cm} (46)

with initial condition:

\[ Y_3(t = 0) = 0 \]  \hspace{1cm} (39)

Note that \( C_B^{0i} < C_B^{0o} \) and consequently component B diffuses into the solid base metal, thereby depleting the liquid of B and leading to its isothermal solidification. Equation 42 is satisfied by:

\[ C_B^0 = U_1 + U_2 \text{erf} \left( \frac{y}{2 \sqrt{D_3 t}} \right) \]  \hspace{1cm} (48)

and the initial condition (Equation 43) and boundary condition (Equation 45) require that:

\[ C_B^{0i} = U_1 + U_2 \]  \hspace{1cm} (49)

Also, the boundary condition given by Equation 44 can only be satisfied if:

\[ C_B^{0o} = U_1 + U_2 \text{erf} \left( \frac{-Y_3}{2 \sqrt{D_3 t}} \right) \]  \hspace{1cm} (50)

Furthermore, since \( U_1 \) and \( U_2 \) are constants, as well as the solidus composition, \( C_B^0 \) in the \( \alpha \)-phase during isothermal solidification, therefore the argument of the error function must also be a constant; consequently the position of the solid-liquid interface can only be described by:

\[ Y_3 = 2 G_3 \sqrt{D_3 t} \]  \hspace{1cm} (51)

where \( G_3 \) is a dimensionless growth constant; and the initial condition as described by Equation 47 is satisfied by Equation 51. Consequently, since \( \text{erf} (-x) = - \text{erf} (x) \), Equation 50 can be rewritten as:

\[ C_B^0 = U_1 - U_2 \text{erf} (G_3) \]  \hspace{1cm} (52)

Also, a general expression for the concentration gradient is obtained by differentiating Equation 48, with respect to \( y \):

\[ \frac{\partial C_B}{\partial y} = U_2 \frac{\text{erf} \left( \frac{y}{2 \sqrt{D_3 t}} \right)}{2 \sqrt{D_3 t}} \]  \hspace{1cm} (53)

Subtracting Equation 52 from Equation 49 gives the following expression for \( U_2 \):

\[ U_2 = \frac{(C_B^{0o} - C_B^{0i})}{1 + \text{erf} (G_3)} \]  \hspace{1cm} (54)

Finally, Equation 51 can be differentiated to obtain the velocity of the interface, \( \text{viz} \):

\[ \frac{dY_3}{dt} = C_3 \sqrt{D_3} \frac{1}{\sqrt{\pi}} \]  \hspace{1cm} (55)

Now, Equation 54 can be used to replace \( U_2 \) in Equation 53, and this expression together with Equation 55 to replace the respective terms in Equation 46, the following implicit equation for \( G_3 \) is obtained:

\[ G_3 \left[ 1 + \text{erf} (G_3) \right] \frac{1}{\sqrt{\pi}} \exp \left( -\frac{-Y_3^2}{2 D_3 t} \right) \]  \hspace{1cm} (56)

which is identical to the equation attributed to Lesoult according to Tuah-Poku, Dollar and Massalski (Ref. 23).

If the maximum half-width of the induced liquid zone is \( W_{max} \), then the elapsed time to complete the isothermal solidification is given by Equation 57, below:

\[ t_3 = \frac{W_{max}^2}{4 C_3^2 D_3} \]  \hspace{1cm} (57)

Fig. 11—Schematic diagram showing the formation of a complex oxide layer in the joining of metals to ceramic materials.
where \( G \) is determined by solving Equation 56 numerically, for a given \( C1, C2, \) and \( C3. \)

**Modeling of Reactive Metal Brazeing In This Work**

There are numerous possible rate-controlling steps in this process. If the brazing filler metal has a very dilute reactive metal addition, the rate-controlling process may be the transport of the reactive element in the liquid braze to the reaction interface. One possible mass transport controlled process would be liquid diffusion where the reactive metal is consumed at the interface in product formation. However, a more realistic situation is where the product film or reaction layer is adhesively and protective of the base metal, then solid-state diffusion across the interlayer will be the controlling process. A simple mathematical description for this moving boundary problem is given below. It is assumed that the chemical potentials are invariant at both interfaces and the layer thickness increases with time.

Depending on the base material to be joined — ceramic oxide or metal — the reaction product will be specific to that system. In metal-to-ceramic joining, it is most likely that an oxide layer will form. In the case of a metal, the equilibrium phase diagram determines whether a solid solution or intermetallic phase will form. The case of oxide formation is chosen to illustrate the procedure of determining the processing time, temperature and thickness of the coating to achieve an acceptable braze. From the boundary condition described above, a parabolic time dependent growth of the product layer results. Figure 11 illustrates this oxide formation case. Given the following reaction of oxidation:

\[
2N + gM_aO_y \rightarrow M_xN_yO_{ZT}
\]

and rate expression for growth of the product phase is given by:

\[
Z^2 = 2K' t
\]

with:

\[
K’ = K_0 \exp \left( \frac{-Q}{RT} \right)
\]

where \( K’ \) is the rate coefficient, \( K_0 \) is the preexponential factor, \( Z \) is the thickness of the product layer, and \( RT \) has the usual significance. The time to form a reaction layer of thickness \( Z \) can be determined by solving Equations 59 and 60.

\[
\ln t_o = \ln \left( \frac{Z^2}{2K_0} \right) - \frac{Q}{RT}
\]

where \( Q \) is the activation energy of the process and \( R \) is the universal gas constant. In the case of intermetallic formation, a similar equation will result.

Equation 61 is an important analytical tool in controlling reactive metal brazing. Too thin a reaction layer may not result in a sound braze while too thick a layer will result in excessive oxide/intermetallic compound growth and poor mechanical properties. Therefore, an optimal reaction layer thickness can be controlled by regulating process temperature and time.

**Conceptual Application of Modeling to Process Control**

In brazing, temperature, time and filler metal are some of the more important process parameters to be controlled and optimized. When a coating is introduced between the base material and brazing filler metal, active dissolution may occur at the interface between the brazing filler metal and the coating material. At the same time, chemical reactions may also occur at the base metal-coating interface. Since the kinetics of the two processes are in general not the same, it is essential to determine a set of optimal time and temperature for these simultaneous processes. It is obvious that the dissolution process should not consume the entire layer of coating, nor the intermetallic formation create an excessively thick product layer. To match the effects of interlayer dissolution and subsequent consumption of the coating with the formation of the oxide (or intermetallic) layer, the time for dissolution of selected coating thicknesses, \( X_1, X_2, \ldots, X_5 \), can be plotted as a function of temperature. Increasing the temperature decreases the time of dissolution. The time of oxide (or intermetallic) formation and growth to selected
thickeneses, $Z_1$, $Z_2$, . . . , $Z_5$ can also be plotted likewise on the same figure. The two sets of parallel lines can be observed in Fig. 12. Since the thermally activated mechanisms of the two processes are different, the slope of the second set of lines is also different from that of the first set. For the oxide (or intermetallic) formation lines, the slope, associated with the para- bolic growth law, is equal to $Q/R$, where $Q$ is the activation energy of the transport mechanism of the growth process. Given a certain amount of thickness of the oxide (or intermetallic) layer, then, the thickness of a coating that will be completely consumed by dissolution as well as the time and corresponding temperature of brazing can be determined from Fig. 12.

To illustrate the concept, consider the case where the oxide product layer must be limited to a thickness, $Z_5$ and an acceptable brazing time can be achieved at a temperature of $T_5$, the diagram indicates that the coating will be dissolved and be penetrated to a distance $X_5$ by the transient liquid phase bonding process. Consequently, the coating thickness selected must be larger than $X_5$.

In Fig. 12, the slope of the X lines (dissolu- tion of the coating layer) is assumed to be greater than that of the oxide or intermetallic formation, Z lines. In the case that the slopes of both are changed, $Z_5$ lines with greater slope than X lines, the interpreta- tion procedure can still be followed.

Summary

It is apparent that coating technology, in particular the type for dissolution and solidification, can be applied in brazing. Multiple-layered coatings of different compositions can be tailored for difficult-to-join materials. With the mathematical models developed in this work, it is possible to begin addressing the design issues of brazing with custom coatings: types of coating, thickness of each layer, brazing time and temperature. Depending on the degree of dissolution of the coating and brazing filler metal, and the type of products that form at the base metal-coating and coating-brazing filler metal interfaces, the approach developed in this work will provide the basis for selecting brazing time, temperature and thickness of the coating for successful brazing.
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| Concentration of B, in the (binary) liquid phase. | Concentration of B, in the α-phase (base metal) solid solution. |
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| Concentration of B in the saturated β solid solution, of composition C
| Growth constant for liquidification of base metal, during Stage 1 |
| Growth constant for liquidification of brazing filler metal, during Stage 1 |
| Growth constant for liquidification of base metal, during homogenization of liquid region—Stage 2 |
| Growth constant for solidification of liquid region—Stage 3 |
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| Concentration of Fe — Concentration of Fe |
| Concentration of Fe — Concentration of Fe |
A Thermodynamic Criterion to Predict Wettability at Metal-Alumina Interfaces

P.R. CHIDAMBARAM, G.R. EDWARDS, and D.L. OLSON

Metals are known to wet ceramics by chemical bond formation. Existing theories, using reaction thermodynamics, can predict the relative wetting trends in wetting systems but fail to distinguish between the wetting and nonwetting systems. Wetting is considered as a surface phenomenon, and the spontaneity of wetting is controlled by $\Delta G_w$, a thermodynamic term defined here as the Gibbs free energy of wetting. A model that treats wetting as a reaction between the surface phase of the ceramic and the molten metal is presented to calculate $\Delta G_w$. The model is used to predict wetting tendencies of various molten metals on $\alpha$-alumina surfaces. The predictions are compared with previously published results, as well as with the experimental results of this study. Experimental wettability parameters were measured using a capillary rise apparatus. Measurements were made for various metals wetting an aluminum-oxide surface. Based on this model, a thermodynamic wetting map that delineates wetting and nonwetting regimes is drawn. A map of this nature can be used advantageously in ceramic joining and metal-matrix composites applications.

I. INTRODUCTION

Predicting wettability at the metal-ceramic interface is becoming increasingly important with the advent of modern composite materials. An appropriate choice of metal-ceramic pairs is critical in many applications, such as joining metals to ceramics, joining ceramics to ceramics with a metallic interlayer, microdesign of metal/ceramic composites, electronic packaging material design, and designing refractories in extractive metallurgy. Yet, there are no models that successfully predict whether or not a particular metal or alloy will wet a given ceramic substrate.

Based on the nature of attractive forces existing across the interface, wetting can be classified into two broad categories: (a) physical wetting, where the reversible physical forces, such as the van der Waals and dispersion forces, provide the attractive energy required to wet the surface, and (b) chemical wetting, where a reaction occurs between the mating surfaces and the resultant chemical bonds are responsible for wetting. Since metals are known to wet ceramics essentially by chemical bond formation, physical wetting is not discussed in this article.

Since wetting here is synonymous with reaction, chemical thermodynamics is an obvious analytical approach which can be used to model the metal-ceramic system. As can be seen in Section II, bulk thermodynamics can predict relative trends in such wetting systems, but this approach cannot be used to predict whether a given system is wetting or nonwetting.

A thermodynamic criterion that has been developed by treating wetting as a surface phenomenon is presented here. The reaction that is required for chemical wetting is between the surface phase of the ceramic and the molten metal. The free-energy change for this reaction, $\Delta G_w$, can be used to predict wetting tendencies. A negative $\Delta G_w$ implies a wetting system. It should be emphasized that this approach is appropriate only to predict wetting at the initiation of wetting and does not address the complex interfacial structure observed at equilibrium by other researchers.

Capillary rise experiments using alumina tubes were performed as a part of this study to verify the model predictions. Consistent contact angle measurements were made for various noble metals on $\alpha$-alumina surfaces. The results obtained are discussed with the help of a wettability map. Apart from identifying the wetting and nonwetting systems, these maps are useful in predicting the stability of the interface.

II. CONVENTIONAL THERMODYNAMIC APPROACH

A simplistic approach to model the system using bulk thermodynamics would be to consider that wetting is possible whenever the $\Delta G$, for the reaction at the interface is negative. For example, when alumina ceramic is in contact with a molten metal $M$, the following reaction can occur:

$$\text{Al}_2\text{O}_3 + 3xM \rightleftharpoons 3\text{M}_2\text{O} + 2\text{Al}$$

The Gibbs free-energy change $\Delta G$, for this reaction can be calculated using a simple relation shown in Eq. [2]:

$$\Delta G = 3 \Delta G^\circ_{\text{Al}_2\text{O}_3} - \Delta G^\circ_{\text{M}_2\text{O}} + RT \ln \frac{a_{\text{Al}}}{a_{M}}$$

The free-energy change $\Delta G$, represents the energy released or required when aluminum-oxide is reduced by the metal, $M$. A negative $\Delta G$ implies a spontaneous reaction and, hence, wetting. The reaction proceeds until equilibrium is reached ($\Delta G = 0$). In order to predict the sign and magnitude of $\Delta G$, at the start of the reaction, the activity values $a_{\text{Al}}$ and $a_{M}$ must be determined. The
activity of the metal \( a_M \) in its pure state is unity; if present in the alloy form, \( a_M \) can be calculated using the following equation:

\[
a_M = \Gamma X_M \tag{3}
\]

where \( \Gamma \) is the activity coefficient of metal in the alloy and \( X_M \) is the mole fraction of the metal in the melt. The activity coefficient, \( \Gamma \), depends on the nature of interaction between the metal M and the solute. There are established theoretical models that can be used to calculate \( \Gamma \); these calculations have already been done for most binary alloys\(^{(4)}\) and are tabulated in Table I.

The activity of aluminum \( a_{Al} \) in the metal or alloy is also calculated using Eq. \((3)\); however, an appropriate value for \( X_{Al} \) needs to be assumed. The value of \( X_{Al} \) is zero when no reaction has occurred. In the present calculations, it has been assumed that wetting occurs, if sufficient driving force \( (\Delta G < 0) \) exists after the fractional dissolution of aluminum in the vicinity of the interface attains 1 pct. Therefore, an \( X_{Al} \) value of 0.01 is used in the calculations. The standard free energy of compound formation \( AG^0 \) at the temperature of interest of the oxide is obtained easily from the thermodynamic handbook tabulations. The \( \Delta G \), calculated from these values are shown in Table I.

Contact angle \( \theta \) is an accepted measure of wettability at the metal-ceramic interface.\(^{(4)}\) The general case of a liquid metal in contact with the ceramic is shown in Figure 1, where a balance of surface tension forces results in the familiar Young equation:

\[
\gamma^L \cos \theta = \gamma^S - \gamma^D \tag{4}
\]

where \( \gamma^L \), \( \gamma^S \), and \( \gamma^D \) are the corresponding surface energies of solid/vapor, liquid/vapor, and solid/liquid interfaces, respectively. A system is considered wetting when the wettability parameter \( \gamma^L \cos \theta \) is greater than zero (Figure 1(a)). Therefore, the wettability parameter can be used to verify the thermodynamic predictions.

The surface tension balance presented above is valid only for nonreacting interfaces. According to Pask,\(^{(6)}\) when a reaction occurs at the interface, the free-energy change per unit area per unit time also enhances wetting; in this case, the Young equation should be corrected for this additional driving force. In the present analysis, the wettability parameter is not used to evaluate the degree of wetting in the wetting systems precisely for this reason. However, the contact angle values reported in the literature are presented to establish the fact that wetting has been observed experimentally. Researchers in numerous previous studies have estimated the contact angle between alumina and molten metals. A good summary of these values is presented by Nicholas,\(^{(11)}\) Naidich,\(^{(6)}\) and Beruto et al.\(^{(10)}\) The wettability parameter here is evaluated using the specific surface energy data obtained from the tabulation by Murr\(^{(3)}\) and the contact angles from various sources listed in Table I.

Figure 2 shows a plot of the measured wettability parameters \( \gamma^L \cos \theta \) taken from literature\(^{(6,10)}\) against \( \Delta G \), for various metal-alumina interfaces. The parameters used in the calculation are listed in Table I. Data points shown in the plot were calculated for a 100 \( ^\circ \)C superheat above the melting temperature of the metal.

The plot is divided into four quadrants based on the positive and negative values of either terms. Quadrants 1 and 4 would represent the wetting and nonwetting regimes, respectively. Most noble metals lie in the nonwetting region (fourth quadrant). The bulk thermodynamic values predict that the reaction shown in Eq. \((1)\) would proceed in the forward direction (\( \Delta G \) is negative) for

---

**Table I. Model Parameters, \( \Delta G_r \), and Wettability Predictions for Alumina Surface**

<table>
<thead>
<tr>
<th>Metal Alloy</th>
<th>( T ) (°C)</th>
<th>( \Delta G^0 ) (kJ/mole)</th>
<th>( \Gamma )</th>
<th>( \Delta G_r ) (kJ/mole)</th>
<th>( \gamma^L ) (mJ/m²)</th>
<th>( \theta )</th>
<th>( \gamma^L \cos \theta ) (mJ/m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>1183</td>
<td>-28.1</td>
<td>0.1</td>
<td>238.7</td>
<td>1300</td>
<td>1560</td>
<td>-1221.6</td>
</tr>
<tr>
<td>Ni</td>
<td>1535</td>
<td>-76.5</td>
<td>0.01</td>
<td>156.4</td>
<td>1660</td>
<td>1228</td>
<td>-847.8</td>
</tr>
<tr>
<td>Fe</td>
<td>1635</td>
<td>-142.3</td>
<td>0.03</td>
<td>110.3</td>
<td>1840</td>
<td>110</td>
<td>-629.3</td>
</tr>
<tr>
<td>Sn</td>
<td>432</td>
<td>-227.5</td>
<td>0.2</td>
<td>185.4</td>
<td>542</td>
<td>131</td>
<td>-355.6</td>
</tr>
<tr>
<td>Pb</td>
<td>523</td>
<td>-148.7</td>
<td>0.15</td>
<td>224.6</td>
<td>442</td>
<td>128</td>
<td>-1021</td>
</tr>
<tr>
<td>Cu-5 pct Ti</td>
<td>1150</td>
<td>-290</td>
<td>0.1</td>
<td>10</td>
<td>1300</td>
<td>14</td>
<td>1261.4</td>
</tr>
<tr>
<td>Cr</td>
<td>1950</td>
<td>-630.3</td>
<td>0.1</td>
<td>53</td>
<td>1590</td>
<td>65</td>
<td>671.9</td>
</tr>
<tr>
<td>Mn</td>
<td>1345</td>
<td>-268.3</td>
<td>0.1</td>
<td>38.5</td>
<td>1060</td>
<td>70</td>
<td>362.5</td>
</tr>
</tbody>
</table>

---
Fig. 2—The wettability of various liquid metals in contact with α-alumina, reported as the $\gamma^* \cos \theta$ of the Young equation, and compared to $\Delta G_\text{wet}$. The temperature for each metal was chosen to be 100 °C above the melting point.

metals such as calcium, magnesium, and lithium. However, they are not shown in the plot because the experimental wettability parameters are not available. If present, these metals should lie in the wetting regime (first quadrant). The second and third quadrants are physically meaningless regimes. It can be seen from the plot that many commercially useful metals and alloys, such as manganese, chromium, and copper-titanium alloys, lie in the physically meaningless regime, where there are experimental observations that wetting occurs but bulk thermodynamics predicts otherwise.

Numerous previous studies by other researchers have attempted to explain this anomaly. Some researchers argue that the heat of solution for oxygen and for aluminum in reactive metals, such as titanium, are of considerable magnitude and the net heat change by Hess’ law causes the reaction to proceed in the forward direction. This explanation cannot account for the fact that addition of a few percent reactive metal to an otherwise noble solvent causes a nonwetting-to-wetting transition.

### III. SURFACE WETTING MODEL

#### A. Surface Phase Concept

The surface of a material can be treated as a separate phase in equilibrium with its bulk. This concept has been widely used by metallurgists in the field of surface adsorption and surface tension. In the case of a ceramic, alumina, for example, a Gibbs free energy of formation can be defined for a surface phase that is similar to the formation energy of the bulk:

$$2\text{Al} + \frac{3}{2} \text{O}_2 \rightleftharpoons \text{Al}_2\text{O}_3 \quad \Delta G_{\text{Al}_2\text{O}_3}$$

The value of $\Delta G_{\text{surf}}$ would be less negative than $\Delta G^\circ$ because the atoms on the surface are missing half their nearest neighbors and, thus, are loosely bound compared to the atoms in the bulk. Reducing the surface phase, therefore, requires less energy than reducing the bulk phase. It can be argued that a reaction between the surface phase of the ceramic and the molten metal is sufficient to cause wetting:

$$\text{Al}_2\text{O}_3^\text{surf} + 3x\text{M} \rightleftharpoons 3\text{M}_x\text{O} + 2\text{Al}$$

#### B. Free Energy of Wetting

The free-energy change for the reaction shown in Eq. [7], $\Delta G_w$, defined as the Gibbs free energy of wetting, is much less than $\Delta G^\circ$, given in Eq. [1]. Hence, some metals can wet a ceramic, even when a bulk reaction between the metal and the ceramic is thermodynamically not feasible. Quantitative wetting tendency predictions can be made if a numerical value for $\Delta G_{\text{surf}}$ is estimated.

A free surface is a defect state with an associated specific defect energy, $\gamma$. Thermodynamically, $\gamma$ is defined as the work required to increase the area of surface by unit amount in an adiabatic system of constant volume and constant composition. For a single component system, therefore:

$$\gamma = \left( \frac{\partial \Delta G}{\partial A} \right)_{n,T,V}$$
where \( F'^{w} \) is the surface excess Helmholtz free energy. Since the volume occupied by the surface is zero, the Helmholtz excess energy and the Gibbs excess energy, \( G'^{w} \), for the surface are equal. Integrating Eq. [8] and substituting Gibbs surface excess energy, we get

\[
G'^{w} = A \gamma
\]

where \( A \) is the area occupied by one mole of the material on the surface.

It is common to evaluate \( A \) using the relation\(^{[14]}\)

\[
A = mN \left( \frac{V_m}{N} \right)^{2/3}
\]

where \( V_m \) is the molar volume, \( N \) is the Avogadro's number, \( m \) is the fraction of nearest-neighbor atoms lying in an adjacent layer, and therefore, \( m \) is a function of local surface structure. For consistency, we have assumed that the number of nearest neighbors surrounding an atom in the surface phase is nine and three atoms are in the layer immediately below. Therefore, a value of 1/4 is used for \( m \) in the calculation.

The \( G'^{w} \) quantifies in Gibbsian terms the excess energy associated with the surface phase with respect to the bulk phase. Therefore, in terms of formation energies,

\[
\Delta G'^{surf} = \Delta G^w + G'^{w}
\]

where \( \Delta G^w \) is the formation energy of the ceramic substrate (Eq. [5]). Equation [11] implies that the surface phase is more readily available for reduction; i.e., the energy required to reduce the surface phase is less than that of the bulk by \( G'^{w} \). The free-energy change for the reaction shown in Eq. [7] is

\[
\Delta G_w = 3\Delta G_{MO} - \Delta G_{Al_{2}O_{3}} + G'^{w} + RT \ln \left( \frac{\gamma_{A}}{\gamma_{M}} \right)
\]

in other words,

\[
\Delta G_w = \Delta G_{r} + G'^{w}
\]

This reaction (Eq. [7]) does not go to completion. The surface phase is exhausted as soon as a monolayer of reaction product is formed. However, the sign and magnitude of \( \Delta G_w \) indicate the spontaneity of wetting.

The specific surface energy at zero Kelvin, \( \gamma^0 \), and the surface entropy, \( S^r \) (temperature coefficient of surface energy), are required to estimate the surface specific energy \( \gamma \) at the temperature of reaction according to Eq. [14]:

\[
\gamma = \gamma^0 + S^r \Delta T
\]

The Gibbs surface excess energy, \( G'^{w} \), can be calculated from \( \gamma \) using Eq. [9].

Data on specific free surface energies and the temperature coefficients of specific surface energy for ceramics are not readily available. However, some values are tabulated,\(^{[15]}\) and theoretical techniques do exist to calculate these parameters.\(^{[16]}\)

The term \( \Delta G^w \) for compounds represents the free energy of formation in an isolated system. In the present situation, the reaction product forms at the interface adjacent to the alumina. Therefore, the \( \Delta G^w \) value should be corrected for any interaction between the oxide formed and the alumina prior to substitution of that value into Eq. [12]. However, the heat of mixing or the heat of complex oxide formation from the two metal oxides is negligible compared to the heat of formation of the oxide itself.\(^{[17]}\) Kubaschewski tabulated the heat of formation of various oxides\(^{[17]}\) and demonstrated that the heat of formation of various complex oxides from the respective parent oxides is an order of magnitude less negative than that of the simple metals themselves. Therefore, as a first approximation, the correction factor can be neglected.

In fact, the \( \Delta G_w \) predictions will not be very different, even if a complex oxide forms at the interface instead of \( M_{2}O \) for the very same reason. Formation of complex spinel oxide from the \( M_{2}O \) at the interface between \( M_{2}O \) and the ceramic substrate does not result in large energy changes.

C. Reaction Wetting (Alloys)

It is common practice in the industry to add a few percent of reactive metals to an inert solvent to enhance wettability. Adapting the procedure developed here to predict wettability trends in the alloy-ceramic interface is straightforward. It is reasonable to assume that there are no chemical interactions between the noble solvent and the ceramic surface. If necessary, the procedure already outlined can be used to establish the lack of interaction between the noble solvent and the ceramic. The metal, \( M \), in Eqs. [7] and [12] would then represent the reactive metal. The activity of the metal is no longer unity. It is dependent upon the concentration of the alloying addition available at the interface and also upon the activity coefficient of the alloying element in the melt. Quantitative estimates of surface segregation can be made using the empirical expression developed by Miedema et al.\(^{[18]}\) For dilute solutions:

\[
\frac{C_A^{surf}}{C_A^{sub}} = \exp \left( \frac{f A H_{sol} - R(y_A - y_B) V_A^{2/3}}{3RT} \right)
\]

where \( A \) and \( B \) are the solute and the solvent, respectively, \( \gamma \) is the surface energy, \( A H_{sol} \) is the heat of solution of \( A \) in \( B \), \( V_A \) is the molar volume of \( A \), and \( f \) and \( g \) are constants.\(^{[19]}\)

IV. EXPERIMENTAL TECHNIQUE

The sessile-drop experiment is a popular method to evaluate the experimental contact angles.\(^{[10]}\) Considerable inaccuracy is associated with these experiments; the results are very sensitive to the local atmospheric conditions around the drop. This problem is particularly severe in reactive metals which are prone to surface oxidation. There is a continuous depletion of the reactive metal in the alloy. Also, the solid oxide layer on the metal influences the stable drop shape.

Contact angles in the present work were determined experimentally using the capillary rise technique. The liquid levels, in the capillary rise method, can be measured to a better accuracy than solid angles subtended by the liquid drop in the sessile drop experiments. As opposed to the sessile drop experiments, the capillary rise technique uses large volumes of metal; therefore, the surface area-to-volume ratio is considerably reduced. The
Surface contaminants can be bubbled off the tube by bubbling argon through the capillary tube, and the measurements are made away from the oxidized area.

The capillary rise apparatus was designed to measure the depression of the liquid level in the ceramic tube with respect to the level in the crucible. A schematic of the experimental apparatus is shown in Figure 3. Experiments were performed in a sealed mullite chamber which was evacuated using a mechanical pump and backfilled with high-purity argon. The argon gas was recirculated through the molecular sieve to scavenge the moisture in the chamber; the recirculation system was run at an over pressure of 35 kPa to prevent any air infiltration. The α-alumina tube was mounted on the moving support assembly above the 45-mm-diameter by 76-mm-long cylindrical graphite crucible. The metal of interest was melted and maintained at the required temperature in the chamber.

The liquid level in the crucible was measured using an acoustic feedback technique. The chamber was brought to the atmospheric pressure by venting through vent no. 2 shown in Figure 3. Argon gas was blown through the ceramic tube at a flow rate of 10^-6 m³/min, and simultaneously, the capillary tube was lowered. The moment the bottom of the capillary tube touched the liquid metal, bubbles were formed. The acoustic emissions associated with bubble formation were captured by a microphone (Figure 3). The level of the tube when argon began to bubble was marked as the liquid level in the crucible.

The liquid level inside the alumina tube was measured using the electrical continuity principle. A continuous nichrome wire, terminated at a centimeter inside the ceramic tube, was mounted in place prior to the experimentation. The other end of the continuity wire was connected to the graphite crucible. The circuit also consisted of an electric lamp that served as a continuity detector. Once the liquid level in the crucible was ascertained using the acoustic technique, the pressure inside the tube was brought to the atmospheric pressure by releasing the argon gas through vent no. 1. The pressure inside the tube was thus equilibrated to the pressure in the chamber. The tube was then lowered into the molten metal until continuity was detected.

The difference between the liquid level inside the tube and the level in the crucible is the capillary drop, h. The height, h, can be related to the wettability parameter, γ' cos θ, by the Laplace-Young equation:

\[ \gamma' \cos \theta = \frac{r \rho g h}{2} \]  \[16\]

where r is the radius of the capillary tube, g is the acceleration due to gravity, and ρ is the density of the liquid.

Coors AD-998 alumina tubes (4-mm inside diameter) were used to measure the wetting angle against pure copper, tin, lead, and copper-5 wt pct titanium alloy. Metals of 99.99 wt pct purity were used. Homogeneous copper-titanium alloys were prepared in a vacuum induction melting unit from a copper-30 wt pct titanium master-alloy (obtained from Metallurgical Products, Pittsburgh, PA).

A graphite foil was used as a sleeve to prevent any reaction between the graphite crucible and copper-titanium alloy. The composition of the alloy was verified by the energy-dispersive X-ray attachment to the scanning electron microscope. No change in composition was observed for the alloy after the wetting experiment.

Fig. 3 — Experimental apparatus for capillary rise measurements.
Therefore, the loss of titanium due to oxidation and reaction with the graphite foil was considered negligible.

V. RESULTS

The free energies of formation $\Delta G^0$ at all temperatures of interest were obtained from a thermochemical handbook.$^{[5]}$ The specific surface energy data are more difficult to obtain. Kingery et al.$^{[15]}$ report a value of 905 mJ/m$^2$ for aluminum oxide at 1800 °C; and Tasker,$^{[19]}$ based on theoretical calculations, reported an average specific surface energy of polycrystalline alumina to be 2600 MJ/m$^2$ at zero degree Kelvin. From these values, a surface specific entropy (temperature coefficient of specific surface energy) of 0.8 MJ/m$^2$ was estimated.

Reproducible measurements of contact angle have been recorded using the capillary rise equipment for a few alumina-metal systems. A nonwetting behavior was observed for copper, tin, and lead wetting on an alumina surface. Figure 4 shows the measured wettablility parameter $\gamma' \cos \theta$ as a function of temperature for these metals. The wettability parameter was found to decrease with increasing temperature. The present experimental results for a 100 °C superheat for each metal are also shown in Table II. An increase in the capillary level by 0.8 cm in a 0.4-cm alumina tube was observed for the copper-titanium alloys, thereby implying a wetting behavior. However, a wettability parameter was not estimated in wetting systems for reasons explained earlier in this article.

<table>
<thead>
<tr>
<th>Metal Alloy</th>
<th>$T$ (°C)</th>
<th>$\Delta G^0$ (mJ/m$^2$)</th>
<th>$\Delta G_w$ (kJ/mole)</th>
<th>$\theta$</th>
<th>$\gamma' \cos \theta$ (mJ/m$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>1183</td>
<td>-182.0</td>
<td>135.17</td>
<td>$160^{[4]}$</td>
<td>-1221.6</td>
</tr>
<tr>
<td>Ni</td>
<td>1555</td>
<td>-175.1</td>
<td>69.12</td>
<td>$134^{*}$</td>
<td>-915.8</td>
</tr>
<tr>
<td>Fe</td>
<td>1635</td>
<td>-174.3</td>
<td>28.5</td>
<td>$122^{[6]}$</td>
<td>-847.8</td>
</tr>
<tr>
<td>Sn</td>
<td>432</td>
<td>-195.9</td>
<td>25.41</td>
<td>$128^{[8]}$</td>
<td>-1021</td>
</tr>
<tr>
<td>Pb</td>
<td>523</td>
<td>-194.5</td>
<td>81.34</td>
<td>$114^{*}$</td>
<td>-218.5</td>
</tr>
<tr>
<td>Cu-5 pct Ti</td>
<td>1150</td>
<td>-172.2</td>
<td>-83.27</td>
<td>$134^{*}$</td>
<td>-310</td>
</tr>
<tr>
<td>Cr</td>
<td>1950</td>
<td>-173</td>
<td>-22.9</td>
<td>$65^{[6]}$</td>
<td>-</td>
</tr>
<tr>
<td>Mn</td>
<td>1345</td>
<td>-179.8</td>
<td>-48.84</td>
<td>$70^{[8]}$</td>
<td>-</td>
</tr>
</tbody>
</table>

*Present experimental result

VI. DISCUSSION

To verify the surface wetting model predictions, a wettability map, similar to Figure 2, was drawn between $\Delta G_w$ and $\gamma' \cos \theta$ (Figure 5). The experimental results from this study are shown in the plot with error bars. The values in Table II, which are reported for a 100 °C superheat above the melting temperature of each metal, are used in the map. The $\Delta G_w$ values in the wetting regime are shown as vertical lines, since the experimental...
capillary rise value cannot be translated into the wettability parameter. The data points shown in Figure 5 will change with temperature; however, as demonstrated by Figure 4, the temperature sensitivity of the wettability parameter is very small.

The wetting and nonwetting regimes shown in the plot correspond to a negative and positive free energy of wetting. Nonreactive metals, such as, copper, tin, iron, and nickel, fall within the nonwetting region. The uniqueness of the present approach is its ability to accurately predict a wetting behavior for reactive metals, such as titanium, chromium, and manganese. The wetting regime also encompasses a bulk thermodynamic reaction regime (region 1). A dotted line is drawn at the point where \( \Delta G \) is zero; chemical reactions can occur spontaneously at any point to the left of this line. The difference between \( \Delta G \) and \( \Delta G_w \) is the surface energy \( G^{\text{surf}} \) (Eq. [17]), which is a function of temperature. It can be seen from the map that titanium, chromium, and manganese are present in a regime (region 2) where wetting is possible but no bulk reaction can occur. This region is highlighted in the plot by shadowing. Similar to the plot shown in Figure 2, regions 3 through 5 are physically meaningless regimes; the presence of any element in these regions would imply a failure of the model.

A wettability map of this nature is very useful in selecting metal-ceramic pairs, both for materials processing of composites and joining applications. Intimate contact between the metal and the ceramic can be obtained only when the metal lies in region 1 or 2 in the wettability map. The liquid metal should wet the surface of the ceramic substrate to maximize the load-carrying capability of the metal-ceramic pair. However, a consideration just as important as wettability is the stability of the metal-ceramic interface. If the metal lies in the bulk reaction regime (region 1), an unstable interface is formed. The bulk chemical reaction at the interface is limited only by the kinetic processes. With sufficient mass transport, a large interfacial reaction zone will be formed. Interfacial reaction products typically are brittle materials and, therefore, can cause a premature failure in the mechanical applications of the metal-ceramic component. Hence, a good companion metal, for a given ceramic, should lie within the wetting regime where no bulk reaction is possible (highlighted region). In this situation, the liquid metal is of an optimal thermodynamic activity which is sufficient to reduce the surface phase but not the bulk substrate. Therefore, a stable interface results as soon as the surface phase is exhausted. These concepts of suitable, but not excessive, interfacial reactivity should apply equally well to the materials processing of metal-matrix composites and to metal-ceramic joining.

The theoretical approach demonstrated here is based on purely thermodynamic principles; therefore, this approach should be valid for all interfaces where a chemical reaction occurs at the interface. Although alumina was the only ceramic discussed in this article, the theoretical method can be used to identify the metals/alloys that form stable interfaces with any given ceramic substrate.

The free-energy changes \( \Delta G \) and \( \Delta G_w \) are the driving forces for reaction and wetting, respectively, and the values estimated are true only at the initiation of wetting. Therefore, they can be used only as a criterion to predict if wetting would occur for a given system. This model does not attempt to explain the equilibrium interfacial compositions.

**VII. CONCLUSIONS**

A thermodynamic criterion has been established to predict wettability at metal-ceramic interfaces—wetting occurs when the free energy of wetting, \( \Delta G_w \), is negative. This \( \Delta G_w \) is the free-energy change associated with the reaction between the surface phase of the ceramic and the metal. The model predictions have been verified for alumina ceramic.

Capillary rise technique can be successfully used to experimentally measure the contact angle for nonwetting systems.

**LIST OF SYMBOLS**

- \( A \): area occupied by one mole of surface phase
- \( \alpha_M \): activity of the species M
- \( C_M \): concentration of the species M
- \( F^{\text{surf}} \): surface excess Helmholtz free energy
- \( \Delta G^o \): standard Gibbs free energy of formation
- \( \Delta G_r \): Gibbs free energy of reaction
- \( \Delta G^{\text{surf}} \): Gibbs free energy of formation of the surface phase
- \( \Delta G_w \): Gibbs free energy of wetting
- \( G^{\text{surf}} \): surface excess Gibbs free energy
- \( g \): acceleration due to gravity
- \( \Delta H_{\text{sol}} \): enthalpy of solution
- \( h \): height of capillary change
- \( m \): near-neighbor correction factor
- \( N \): Avogadro's number
- \( r \): capillary radius
- \( S' \): surface specific entropy
- \( V_m \): molar volume
- \( X \): mole fraction
\( \alpha \) alpha phase
\( \gamma \) specific surface energy
\( \gamma^0 \) specific surface energy at zero Kelvin
\( \gamma^\alpha \) solid-vapor interfacial energy
\( \gamma^\beta \) liquid-vapor interfacial energy
\( \gamma^\delta \) solid-liquid interfacial energy
\( \Gamma \) activity coefficient
\( \rho \) density
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FUNDAMENTAL ISSUES CONCERNING THE MICRODESIGNING OF METAL-CERAMIC INTERFACES
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Abstract:
Three distinct types of metal-ceramic interfaces are summarized. The nature of the bonding, problems in quantifying wettability, the thermodynamic driving force for interface formation, and certain aspects of interfacial stability are discussed with the help of examples. The surface wetting model developed previously by the authors is also discussed.

INTRODUCTION

Designing with materials for high technology applications is a fast emerging field in materials engineering, and many new composite components with properties that are tailored to the specific application have been developed [1-3]. The compatibility of the different materials which comprise a composite is an essential consideration in tailoring a composite to its design. In particular, the formation and stability of the internal interfaces pose a significant challenge to the materials designer.

In this paper, we discuss the various approaches available for forming stable metal-ceramic interfaces - both solid-solid and solid-liquid. Metal-ceramic composite components are being used in the structural and electronic packaging industry. A structural component such as a silicon nitride rotor brazed to a stainless steel shaft requires bond energies of the order of the cohesive strength of silicon nitride (~ 1600 mJ/M^2).

Ceramic materials are typically ionic or covalent, while metallic materials derive their cohesive energy from metallic bonds. Therefore, when in contact, the difference in the nature of bonding between the metal and the ceramic results in a largely positive interfacial energy. Since interface formation demands external energy, the system is non-wetting. The first challenge of the materials designer is to render the ceramic surface wettable by the molten metal. The interfacial energy can be reduced by developing certain attractive forces across the interface. Based on the nature of the attractive forces, wetting can be classified as physical or chemical. This type of classification also aids in the independent development of quantitative calculations of the wetting tendencies.

The general case of a liquid metal in contact with the ceramic is shown in Figure 1, where a balance of surface tension forces results in the familiar Young equation:

\[ \gamma^v \cos \theta = \gamma^s - \gamma^l \] (1)

In this expression, \( \gamma^v \), \( \gamma^s \) and \( \gamma^l \) are the corresponding surface energies of solid/vapor, liquid/vapor and solid/liquid interfaces respectively. The wetting parameter, \( \gamma^v \cos \theta \), describes the wetting tendency of the liquid on the solid substrate. A positive value signifies a wetting system. This is a very simplistic interface model, and is inadequate to describe many chemically wetting metal-ceramic systems. Chemically wetting systems rely on irreversible chemical bond formation at the interface; when new interfacial phases form a
simple surface tension balance presented in Eqn. 1 is no longer valid. Physical and chemical wetting principles are illustrated with examples in the following sections. Each approach is evaluated in terms of the wetting susceptibility, bond energies and the stability of the interface. Apart from wetting, spreading of the liquid on the ceramic surface is an important consideration from a processing point of view. An attempt is made to understand spreading in each situation. A predictive model developed by the authors to isolate the reaction wetting systems is also discussed [4].

**PHYSICAL WETTING**

Physical wetting can be defined as the phenomenon observed in a solid-liquid system where the interface formation is energetically favored by the reversible physical forces across the interface. Van der Waals forces and electrostatic attractions are examples of such physical forces.

**van der Waals Forces**

Benjamin and Weaver [5] treated the first monolayer of the metal deposited on the ceramic as a physically adsorbed gas, and developed procedures to calculate the van der Waals attractive forces. Mcdonald and Eberhard [6] used a physio-chemical approach to quantitatively explain the observed wetting angles and the work of adhesion. The observed work of adhesion was treated as a sum of the contributions from the physical and chemical forces. They estimated the van der Waals forces from the ionization potentials and the polarizabilities of the metal atoms according to Benjamin and Weaver [5]. For most metals in contact with alumina, the van der Waals energy was estimated to be $\sim 500 \text{ MJ/m}^2$. These forces are relatively weak compared to the bond energies developed from chemical bonds. Naidich [7] used a similar approach to calculate the van der Waals energies and obtained energies of the same orders of magnitude.

**Image Charges**

Stoneham and Tasker in a series of publications [8-10] argue that the image interactions based on the polarizability of a ceramic is the primary force of adhesion. When a planar boundary separates two media of differing dielectric constants, the charges in each medium feel the effect of the boundary (Figure 2). The electrostatic force that results can be calculated in simple terms by the so-called image charges. The boundary is imagined to be a mirror plane and each charge contributes to the interaction term a force whose magnitude depends on the two dielectric constants $\epsilon^1$ and $\epsilon^\parallel$. Therefore, at a distance $z$ from the boundary, a charge $Q$ causes an image charge related work of adhesion (E):

$$E = \frac{Q^2}{2Z\epsilon^1} \left[ \frac{\epsilon^1 - \epsilon^\parallel}{\epsilon^1 + \epsilon^\parallel} \right]$$

Assuming a boundary separation of $Z = 20 \text{ nm}$, the dielectric constant of the ceramic to be $\epsilon^1 = 10$, the dielectric constant of the metal to be $\epsilon^\parallel = \infty$, and the charges to be singly ionized with a surface charge density of $10^9 \text{ charges/m}^2$, the image term yields an interfacial energy of $290 \text{ mJ/m}^2$. This energy can reach $1500 \text{ mJ/m}^2$ if multiple charge states are present. According to this theory, materials with high charge density are the most amenable
for electrostatic wetting. The dielectric constant is a material property that measures the charge densities. Most metals wet any ceramic with a dielectric constant greater than 6.5.

Critical to obtaining the large work of adhesion suggested by Stoneham and Tasker (E in Eqn 2.) is the assumed distance of separation. It seems unreasonable to assume a separation of 20 nm. Also, all the surface defects are not present in the top monolayer. Furthermore, there is no concrete experimental evidence to corroborate the magnitude of this term.

Examples

Metal-ceramic interfaces in electronic components do not have stringent bond energy requirements. Physical forces can be very useful in such applications, because an interfacial chemical reaction can result in deleterious interfacial properties. Another form of physical adhesion promotion has been observed in ion beam enhanced adhesion of thin films. A thin metallic film deposited on a ceramic or glass substrate demonstrates an improvement in adhesion of two orders of magnitude after a post bonding irradiation treatment [11-12]. This phenomena has been observed in alumina, silica, and glass substrates with various metal depositions, including gold, silver, and copper. There are no convincing theoretical explanations available in the literature to explain this phenomenon.

Wetting and Spreading

The Young equation (Eqn. 1) is relatively descriptive of the energy balance in physically wetting systems. Therefore, the contact angle quantitatively measures the wetting tendency. The interfacial work of adhesion can be derived from the Young equation:

\[ W = \gamma^v \left[ 1 + \cos \theta \right] \]  

(3)

This situation is more complicated in chemically wetting systems. Physical wetting does not pose any serious threat to interfacial stability. No electron or charge is transferred across the interface when physical wetting occurs; hence, the interfacial stability is maintained. Spreading can be defined to occur when the liquid, after attaining the zero contact angle configuration, has further driving force to cover the surface of the solid. The liquids that are capable of spreading do not form stable contact angles. Thermodynamically, spreading occurs when \((\gamma^s - \gamma^d) > \gamma^v\). This condition is satisfied when \(\gamma^d\) is very small; often spreading is known to occur when \(\gamma^d\) is negative. Mathematically, spreading can be expressed in terms of a spreading coefficient \(S\), defined as:

\[ S = \gamma^sv - \gamma^sd - \gamma^iv \]  

(4)

According to this equation, spreading can occur only when \(S\) is positive.

CHEMICAL WETING

Interface formation by virtue of chemical bonds across the interface can be defined as chemical wetting. Chemical bonds are formed when the electronic structure of the surface
atoms of both the mating species are altered. Such changes can occur by a charge transfer reaction or by a simple mixing process of one phase dissolving in the other.

**SOLUTION REACTIONS**

Chemical bonds are formed automatically when one phase dissolves in the other. Two materials of similar bonding nature tend to exhibit moderate mutual solubilities. An elegant exploitation of this situation in metal-ceramic oxide system is achieved by oxidizing the metal:

\[ \text{M} + \frac{1}{2}\text{O}_2 \rightarrow \text{MO} \]  \hspace{1cm} (5)

The metal oxide and the ceramic oxide can then combine as a solution. The ceramic phase diagrams can be used as a predictive tool to identify both the systems that are amenable to solution wetting and the appropriate processing temperature. Three illustrative phase diagrams are shown in Figure 3. These oxide-oxide phase diagrams show two types of mixing amongst the two components, a terminal solid solubility (Figure 3b) and a complex oxide or compound formation (Figure 3c). In Figure 3a, there is no solubility in the solid state; and therefore, it is impossible to form chemical bonds, below the eutectic temperature, between the two components that exhibit this type of phase diagram. However, the components found in phase diagram of the type shown in Figures 3b or 3c are amenable to solid solubility and can be processed below the eutectic temperature to obtain a favorable interface. In all three cases, at temperature $T_1$, when MO is a liquid, the liquid dissolves the solid to reach the liquidus composition, and hence will wet the solid.

A solid-solid contact at the processing temperature is kinetically unfavorable. Also, an intimate atomic contact at the interface is essential to realize the maximum possible bond energy. These factors make a liquid-solid contact much more desirable for materials processing. Ceramic oxides of commercial interest usually melt at relatively high temperatures. Therefore, this approach is very effective in systems where a low melting metal oxide can be formed. The eutectic compositions in the metal-oxygen phase diagrams, (iron-oxygen and copper-oxygen (Figure 4)) are very conducive to such a liquid phase formation at the interface.

**Wetting and Spreading**

It is helpful to quantitatively order the various wetting tendencies. In physically wetting systems, it was shown that the contact angle is a quantitative measure of the wetting tendencies; however, in chemically wetting systems it is not true. Formation of a new phase interposes a new interface, and the simplistic Young equation cannot describe the interfacial balance in this case. Furthermore, the contact angle in solution wetting systems is also a function of the nature of the solid and the liquid. Sharps et. al [19] demonstrated that when equilibrium solids and liquids are brought into contact, the liquid does not spread on the solid. Figure 5 shows the copper-gold phase diagram and some observed sessile drop configurations [19]. A solid of composition that falls on the solidus (B in Figure 5) or a liquid composition on the liquidus (C in Figure 5) are considered to be passive phases; any other composition is considered to be active. The liquid spreads on the solid whenever the solid
is active. When an active liquid (D on B in Figure 5) is in contact with a passive solid the liquid dissolves some of the solute from the solid and a solution bonding occurs; however, the contact angle does not reduce to zero [19]. When the solid dissolves the liquid (D or B on A in Figure 5) a rapid decrease in contact angle and spreading are observed. Hence the contact angle is not a true representation of the interfacial energy balance.

The above idea can be applied to the phase diagrams shown in Figure 3 to investigate the spreading tendencies. At $T_1$ when liquid MO and solid CO are in contact, the phase diagram in Figure 3a would correspond to a passive solid and active liquid (D on B in Figure 6). In this situation, even though a solution reaction occurs, spontaneous spreading is not observed. For the same conditions in Figure 3b and 3c, both the solid and the liquid are active and hence, a desirable spreading is observed.

**Examples**

The solution wetting approach has been used in glass-metal sealing since 1950 [13], and detailed studies concerning mechanism of glass softening and oxide solution have been published [14-15]. Since the ceramic-metal couple is the topic of interest in the present paper, glass-metal systems will not be further discussed. Wetting by solution reactions were demonstrated by Chaklader et. al. in the alumina-copper oxide system [16], and later the same system was commercially applied [17]. Pure copper does not wet alumina [4]; however, copper oxide additions to copper causes rapid wetting. Figure 4 shows the copper-oxygen phase diagram [18]. As can be seen from the figure, copper-0.39 wt.% oxygen eutectic melts at 1065°C. Upon preoxidation of copper (Eqn 5) or copper oxide addition a eutectic melt forms at the interface, above 1065°C. When in contact with alumina, the oxide undergoes a solution reaction with alumina. A closer look at the copper oxide - alumina phase diagram (Figure 6) reveals that it is similar to the phase diagram in Figure 3c. Therefore, a spinel phase forms according to the reaction:

$$\text{Cu}_2\text{O} + \text{Al}_2\text{O}_3 \leftrightarrow 2\text{CuAlO}_2 \quad \Delta G$$

and exhausts the liquid at the interface. Once the liquid oxide phase is exhausted, pure copper is in contact with alumina and the spinel. Since copper does not have the thermodynamic potential to reduce either phase, a stable interface is formed. Since both liquid copper oxide eutectic and alumina are active phases, spontaneous spreading occurs. The final equilibrium structure consists of $\text{Al}_2\text{O}_3$ in contact with $\text{CuAlO}_2$. Although the above discussion was based on oxide ceramics, this approach can be used equally well in non-oxide ceramics.

In summary, the three desirable conditions for solution wetting are: a) a low melting eutectic metal-anion combination, b) some solubility or spinel formation at the processing temperature, and c) a solid that is active (i.e. a solid that can dissolve the liquid). Interfacial stability during application is rarely a problem because the active liquid phase is exhausted, and the metal does not have independent thermodynamic activity to reduce the ceramic.
REDUCTION REACTIONS

Active brazing or direct bonding [20-22] is a popular technique that has been recently developed to braze metals to ceramics. The procedure involves reducing the anions on the surface of the ceramic with a reactive metal in the braze. Only reactive metals with sufficient thermodynamic activity to reduce the ceramic can be used for this purpose. Titanium, zirconium, manganese and molybdenum are popular materials for this purpose; they are very often added in a small percentage to an otherwise noble braze alloy. The main advantage of this process is its effectiveness on most commercial ceramics, including: alumina [21], silicon carbide [23], and silicon nitride [24]. A crucial problem with redox wetting is the interfacial stability. A reduction reaction occurs only when the free energy change for the reaction is negative. This implies that further reaction can occur in service, and a large interfacial reaction layer can be formed. Ceramic composite components, metal-ceramic brazed parts, and ceramic thermal barrier coatings are typically used at relatively high temperatures; hence, the interfacial reaction rate is relatively high. Extensive interfacial phase zones have been observed in the zirconium-alumina system [25] and in aluminum-silicon carbide metal matrix composites [26]. However, not all reduction wetting systems suffer from interfacial instability. The conventional molybdenum-manganese process [27-28] and the solid state niobium-alumina brazing process [29] do not form large interfacial reaction layers.

Example

The niobium-alumina interface is of great commercial interest for two reasons. Both materials have very similar thermal expansion coefficients, and a reasonable lattice matching at the niobium (110) and alumina (0001) interface. High resolution transmission electron microscopy studies on diffusion-bonded, single crystal alumina-niobium by many researchers [30-32] have revealed an atomically smooth interface. In a recent study, F. S. Ohuchi and M. Kohyama [29] used X-ray and ultra violet photoelectron spectroscopy to monitor the in situ electronic structure changes of the alumina surface atoms upon deposition of various metals. These techniques map the core and valence electron density of states. A shift in the peak position corresponds to an electronic structural change that is associated with chemical bond formation. Based on the spectroscopic analysis and empirical tight binding energy band calculations, they concluded that a chemical bond develops between the deposited niobium atom and the oxygen atom on the surface of alumina.

A thermodynamic rationalization of such a bond formation would involve the following reactions:

\[ \text{Al}_2\text{O}_3 + \frac{3}{2}\text{Nb} \leftrightarrow \frac{3}{2}\text{NbO}_2 + 2\text{Al} \quad \Delta G_f \quad (7) \]

\[ \text{NbO}_2 + \text{Al}_2\text{O}_3 \leftrightarrow \text{Al}_2\text{NbO}_5 \quad (8) \]

The free energy changes for these reaction can be calculated from standard thermodynamic expressions. The required standard free energy of formation is available from thermodynamic data books [33]. An assumption concerning the activity of aluminum needs
to be made before the Gibbs free energy change can be estimated. For the present purposes, ideal mixing at a percent dissolution of aluminum in niobium is used [4]. The reaction shown in Eqn. 8 is a complex ceramic double oxide formation reaction, and commonly, the thermodynamic data for such reactions are not available. However, Kubaschewski [34] tabulated the double oxide formation energies involving alumina and another transition metal oxide. For these materials, the free energy of double oxide formation was found to be less than 10 kcal/mole. Therefore, it is reasonable to assume that the energy change for the reaction shown in Eqn. 8 is negligible compared to the reduction reaction in Eqn. 7. The Gibbs free energy change for reaction shown in Eqn. 7 was estimated to be +42 kcal/mole. Therefore, according to bulk thermodynamic calculations, a chemical reaction is not feasible.

**Surface Wetting Model**

Such discrepancies in liquid metal-alumina systems were explained by a surface wetting model developed at the Colorado School of Mines by the current authors [4]. Wetting was treated as a surface phenomenon and a surface reaction monolayer was considered sufficient to cause wetting. Although this model was developed for liquid metal-alumina systems, it can be used without much modification to explain the observed behavior in the niobium-alumina system.

The surface of alumina can be treated as a separate phase with unique thermodynamic properties. A surface phase formation energy, \( \Delta G_{\text{surf}} \) that is similar to the bulk formation energy, \( \Delta G^o \) can be defined. The atoms on the surface are at a higher energy than the bulk; this energy can be expressed in terms of Gibbs excess energy, \( G^e \):

\[
\Delta G_{\text{surf}} = \Delta G^o + G^e
\]

The procedure established to estimate \( G^e \) involves the use of experimentally estimated surface specific energy \( \gamma \); details of the calculation are published elsewhere [13].

Now, a reaction between the surface phase of alumina and niobium can be considered,

\[
\text{Al}_2\text{O}_3^{\text{surf}} + 3/2\text{Nb} \rightarrow 3/2\text{NbO}_2 + 2\text{Al}
\]

and the free energy change for that reaction denoted as free energy of wetting \( \Delta G_w \):

\[
\Delta G_w = 3/2\Delta G_{\text{NbO}_2} - \Delta G^o_{\text{Al}_2\text{O}_3} + G^e + RT\ln\left(\frac{a_{\text{Al}}^2}{a_{\text{Nb}}^{3/2}}\right)
\]

This value was estimated to be -120 kJ/mole. Hence this reaction can proceed in the forward direction. Figure 7 [4] shows the similar \( \Delta G_w \) plotted against the experimentally measured wetting angles for molten metals and alloys. The positive \( \gamma^w \cos \theta \) and the negative \( \Delta G_w \) imply a wetting system. Noble metals fall in region 6 since they do not have sufficient thermodynamic activity to reduce the surface or bulk phase of alumina. Titanium, manganese
and chromium fall in the region where a surface wetting is possible but a bulk reaction is not. This corresponds to wetting process where $\Delta G_r$ is positive while $\Delta G_w$ is negative. As seen earlier, this is also true for the solid state reaction between niobium and alumina. Hence, niobium would fall in region 2 of the plot in Figure 7. Niobium, when in contact with alumina, reduces the oxygen on the surface. As soon as the surface phase is exhausted, the driving force for reaction no longer exists and a stable, atomically smooth interface is obtained. This model has also been applied to quartz-metal interfaces, and a reasonable correlation between the theoretical predictions and the experimental wettabilities was observed (Figure 8) [35].

Wetting and Spreading

Quantitative wettability predictions are very complex for redox systems. There are very few models that attempt to address the quantitative aspects of reaction wetting. Pask [36] argues that interfacial energy balance is altered by the energy released in the reaction, and that the reaction energy can be included in the Young equation as a correction term. However, as mentioned before, formation of a new phase generates a new interface, and a single interfacial energy term cannot completely describe the interfacial energy.

The instant the reactive metal comes in contact with the ceramic, a non-wetting contact angle is formed because no reaction has occurred. The interfacial reaction products or chemical bonds form by surface nucleation and growth [37] under the reactive melt. There are no concrete models that explain why the liquid spreads beyond the initial triple point. Figure 9 schematically describes the dynamic situation where the liquid spreads on the solid ceramic. The observed contact angle is a complex function of the kinetic arrests at the triple point. Experimental procedures to isolate this phenomenon and understand the driving force for spreading are currently in progress at the Colorado School of Mines. The contact angle, often reported as the quantitative measure of the wetting tendency [6,7] does not contain any information concerning the fundamental work of adhesion.

CONCLUSIONS

Three distinct types of metal-ceramic interfaces exist. The essential features of these interfaces are summarized in Table I.

- Physically wetting systems are very rare and very few commercial examples exist. The bond energies obtained in this type of interface are relatively low. The interface formed obeys the classical interfacial equilibrium analysis.
- Metal-ceramic interfaces of commercial interest rely on chemical bond formation at the interface. Wetting and spreading in these systems cannot be treated by using the initial surface and interfacial energy terms.
- Solution wetting systems do not suffer from excessive interfacial reaction. Ceramics that can be advantageously joined to metals by this approach are limited by the solubility and interfacial liquid layer formation.
- Most ceramics can be bonded to metals using a reduction reaction route; however, the interfacial stability demands careful consideration. Wettability maps can be used to identify the metals or alloys which reduce only the
surface phase of the ceramic and remain in equilibrium with the bulk of the ceramic.
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Table 1. Summary of the Three Distinct Types of Metal-Ceramic Interfaces

<table>
<thead>
<tr>
<th>Wetting</th>
<th>Driving Force For Interface Formation</th>
<th>Typical Bond Energies mJ/M²</th>
<th>Predictive Tool</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical</td>
<td>van der Waals</td>
<td>~ 500</td>
<td>Dielectric Constant</td>
<td>NiO-M</td>
</tr>
<tr>
<td></td>
<td>Electrostatic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chemical</td>
<td></td>
<td>~ 1600</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixing</td>
<td>$\Delta G_m$</td>
<td>Phase Diagrams</td>
<td>CuO-Al₂O₃</td>
<td></td>
</tr>
<tr>
<td>Redox</td>
<td>$\Delta G_w$</td>
<td>Wettability Maps</td>
<td>Ti-Al₂O₃</td>
<td></td>
</tr>
</tbody>
</table>
Figure 1. A schematic illustration of wettability for a liquid metal in contact with a ceramic substrate.

Figure 2. A schematic illustration of the image charges developed at metal-ceramic interfaces [9].

Figure 3. Oxide-oxide phase diagrams showing various types of solubilities

Figure 4. The copper-oxygen phase diagram [18].

Figure 5. a) The copper-silver phase diagram.
b) The sessile drop morphology for various solid-liquid interfaces [19].

Figure 6. The Aluminum oxide - copper oxide phase diagram [18].

Figure 7. Wettability map for various liquid metals in contact with $\alpha$-Al$_2$O$_3$. The temperature for each metal was chosen to be 100°C above the melting point [4].

Figure 8. Wettability map for various liquid metals in contact with Quartz. The temperature for each metal was chosen to be 100°C above the melting point [35].

Figure 9. Schematic Diagram illustrating the spreading of a liquid drop on a ceramic substrate.
Figure 1. A schematic illustration of wettability for a liquid metal in contact with a ceramic substrate.

\[ \gamma_{LV} \cos \theta = \gamma_{SV} - \gamma_{SL} \]

Figure 2. A schematic illustration of the image charges developed at metal-ceramic interfaces [9]
Figure 3. Oxide-oxide phase diagrams showing various types of solubilities.

Figure 4. The copper-oxygen phase diagram.
Figure 5.  
a) The copper-silver phase diagram  
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Figure 6.  The Aluminum oxide - copper oxide phase diagram [18]
Figure 8. Wettability map for various liquid metals in contact with Quartz. The temperature for each metal was chosen to be 100°C above the melting point [35].
Figure 9. Schematic Diagram illustrating the spreading of a liquid drop on a ceramic substrate.
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INFEILTRATION OF $\alpha$-SIC COMPACTS
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ABSTRACT

Production of discontinuous ceramic-reinforced metal matrix composites by liquid metal infiltration offers major economic advantages over solid-state processing. Nevertheless, there are many inherent problems associated with the technique as related to wettability and liquid-metal flow behavior. To be presented are the results of research conducted to develop a better understanding of the interfacial pre-conditioning reactions in relation to the incubation time prior to the onset of liquid metal infiltration. Analysis of results of experiments has yielded information on the temperature sensitivity and pressure dependence of the incubation time, as well as the temperature sensitivity of the incipient-flow threshold pressure.
**INTRODUCTION**

Metal matrix composites are often the leading contenders for advanced technological applications where specific (density normalized) properties are of great importance. Attempts to adopt this material for less critical applications have been frustrating because of the high fabricating costs associated with these materials. Most successful primary fabrication techniques involve some kind of solid state process [1]. The liquid metal processes to date are less successful; however, these processes are significantly more economical. The inherent problems associated with the liquid metal approach are related to the non-wetting nature of ceramic surfaces. Hence, the primary task of fabrication processes adopting this route would be to render the ceramic wettable by the molten metal.

Extending the squeeze casting technique to infiltrate the liquid metal into the porous ceramic is of recent interest [2,3,4]. Infiltration occurs when the applied external pressure overcomes the resisting force due to interfacial free energy. In a previous study, Martins et al. [5] have quantified the physical parameters associated with the fluid-flow behavior of the infiltration process, and have analytically described the rate of infiltration.

A process similar to squeeze casting is a probable route for commercial production of discontinuously reinforced composites. Therefore, a fundamental understanding of the infiltration behavior, and its dependence on process parameters such as temperature and pressure are of considerable importance. There have been many efforts in the past to characterize the infiltration behavior [6,7], yet we are far from a complete understanding of this complex interfacial phenomena.

The present work is an effort to study experimentally the effects of pressure and temperature on the infiltration kinetics of liquid aluminum into SiC porous compacts. Initial experiments [9] established the

![Figure 1. SEM photomicrographs of α-silicon carbide powder (a) X200 and (b) X500.](image-url)
existence of an incubation time before any infiltration could be initiated. A pre-conditioning reaction model was hypothesized to explain the incubation time. A phenomenological rate equation for pre-conditioning was experimentally established, and the threshold pressure -- the minimum pressure required for infiltration after incubation -- was estimated for the system, at several temperatures. The results obtained are discussed in light of the above model and the theoretical development by Martins et al [5].

**EXPERIMENTAL PROCEDURE**

Infiltration samples were prepared by cold compacting α-SiC particles with a mean diameter of 60 μm ± 15 μm, to a void fraction of approximately 0.35. Scanning electron micrographs of the particles are shown in Figure 1. Examination of the surfaces of the SiC particles by x-ray photoelectron spectroscopy (XPS) revealed the presence of oxygen. The XPS spectra of the SiC particles in the as-received condition are shown in Figures 2(a) and 2(b). The surface survey

![ESCA Spectrum](image1)

![ESCA Spectrum](image2)

Figure 2. XPS spectra of as-received SiC particles (a) surface survey, (b) deconvoluted O1s spectrum.
indicates the presence of a significant amount of oxygen. A narrow scan of the 01s peak followed by deconvolution of its spectrum uncovered two distinct peaks at binding energies of 530.5 and 532.4 eV. The lower energy peak corresponds to electrons from a SiO suboxide. The presence of either adsorbed oxygen, or water is correlated to the higher energy peak. A one to two monolayer of organic contamination was also detected. This organic contamination together with the adsorbed oxygen species, contributed to a layer not more than 20 A* (0.2 nm).

The compact was formed in a 304 stainless steel tube, approximately 92.0 mm (3.63 in.) long, outer diameter of 19.1 mm (0.75 in.), and inner diameter of 12.7 mm (0.50 in.). The powder was supported by a sintered stainless steel filter (with 15 μm pores) located in its bottom end and was compacted from the top with a slug of aluminum, approximately 6.0 gm, under an applied load of 11.1 kN (2500 lbs). The inner surface of the stainless steel tube was coated with a ceramic adhesive barrier-coating to prevent reaction with aluminum. Argon was supplied to the stainless steel fixture holding the compact, via a 6.4 mm (0.25 in.) stainless steel tube connected to a stainless steel compression fitting (with brass ferrule) attached to the top of the aforementioned fixture.

After the fixture was placed in the cold zone of the furnace chamber, the chamber was purged of oxygen by evacuating and back filling it three times with argon. The fixture was then lowered into the hot zone and allowed to equilibrate for one hour. A schematic of the infiltration chamber is given in Figure 3.

The infiltration process was initiated by closing the bottom inlet valve (argon supply to the chamber) and venting the chamber to atmosphere; thereby creating a pressure difference across the compact. After a specified time had elapsed, the vent was closed and the argon valve was re-opened to equilibrate the system. The fixture was then raised into the

Figure 3. Schematic of the experimental infiltration apparatus: (a) pressure gauge, (b) controlled-atmosphere chamber, (c) vent valve, (d) Marshell furnace, (e) bottom valve, (f) argon supply, (g) compression-seal fittings, (h) stainless steel tube, (i) aluminum slug, (j) silicon carbide compact, (k) porous plug, (l) graphite crucible, and (m) thermocouple.
Figure 4. Infiltration distance versus square root of elapsed time for aluminum in silicon carbide at an applied pressure of 10 psi (68 kPa).

Figure 5. Infiltration distance versus square root of elapsed time for aluminum in silicon carbide at an applied pressure of 15 psi (103 kPa).
Figure 6. Infiltration distance versus square root of elapsed time for aluminum in silicon carbide at an applied pressure of 25 psi (172 kPa).

Figure 7. Infiltration distance versus square root of elapsed time for aluminum in silicon carbide at an applied pressure of 30 psi (207 kPa).
Figure 8. Infiltration distance versus square root of elapsed time for aluminum in silicon carbide at an applied pressure of 35 psi (241 kPa).

Figure 9. Infiltration distance versus square root of elapsed time for aluminum in silicon carbide at an applied pressure of 45 psi (310 kPa).
cold zone and allowed to cool. The sample was subsequently removed, sectioned longitudinally, and the infiltration distance (the distance to which the liquid metal penetrated the porous compact) was measured.

RESULTS AND DISCUSSION

The results of the study are shown in Figures 4-9, where the infiltration distance as a function of time is presented for different temperatures and pressures. These figures show that the incubation time (minimum time required for the initiation of infiltration) occupied a significant fraction of the overall process time, and thus became the primary focus for the analysis of the data.

Incubation Studies

The incubation time can be estimated from the plotted data shown in Figures 4-9, by extrapolating the line to zero infiltration distance. These incubation times are tabulated in Table I. Inspection of the table clearly shows a significant temperature dependence, with incubation time decreasing as temperature increases. This behavior prior to ingress of liquid metal into the porous compact, can be interpreted as a pre-conditioning reaction, with a thermally activated mechanism.

<table>
<thead>
<tr>
<th>ΔP (psi)</th>
<th>ΔP&lt;kPa&gt;</th>
<th>T(°C)</th>
<th>t₀ (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>&lt;68&gt;</td>
<td>850</td>
<td>42.2 ± 2.9</td>
</tr>
<tr>
<td>15</td>
<td>&lt;103&gt;</td>
<td>670</td>
<td>38.0 ± 2.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td>730</td>
<td>27.1 ± 1.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>15.4 ± 2.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>850</td>
<td>13.6 ± 5.7</td>
</tr>
<tr>
<td>25</td>
<td>&lt;172&gt;</td>
<td>670</td>
<td>15.3 ± 3.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>730</td>
<td>8.1 ± 1.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>6.6 ± 1.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>850</td>
<td>4.4 ± 1.0</td>
</tr>
<tr>
<td>30</td>
<td>&lt;207&gt;</td>
<td>670</td>
<td>11.3 ± 1.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>730</td>
<td>7.8 ± 0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>4.6 ± 0.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td>850</td>
<td>3.3 ± 0.6</td>
</tr>
<tr>
<td>35</td>
<td>&lt;241&gt;</td>
<td>670</td>
<td>1.8 ± 0.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>730</td>
<td>0.8 ± 0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>800</td>
<td>0.7 ± 0.5</td>
</tr>
<tr>
<td>45</td>
<td>&lt;310&gt;</td>
<td>670</td>
<td>0.6 ± 0.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td>730</td>
<td>0.5 ± 0.2</td>
</tr>
</tbody>
</table>

On the basis that the pre-conditioning reaction is a first order process, an empirically determined activation energy can be obtained from the data for incubation times. Thus, for isobaric conditions the
The following equation may be used:

$$\frac{1}{t_0} = \alpha \left[ \exp \left( \frac{-Q}{RT} \right) \right]$$  \hspace{1cm} (1)

where \( t_0 \) is the incubation time, \( \alpha \) is the pre-exponential factor, \( R \) is the gas constant, \( T \) is the absolute temperature, and \( Q \) is the thermal activation energy.

![Figure 10. Arrhenius plot -- rate versus inverse temperature for various applied pressures.](image)

If the equation above accurately characterizes the temperature dependence of pre-conditioning, a semi-log plot of pre-conditioning rate \((1/t_0)\) versus inverse temperature \((1/T)\), under isobaric conditions, should yield a single value of the activation energy, as shown in Figure 10. The activation energy was calculated to be 14.1 kcal/mole. For a given applied pressure difference across the compact, the quantity, \( \alpha \), is temperature independent. Its magnitude at a selected pressure can be used to determine the base-line pre-conditioning rate referenced to a selected temperature (e.g. 670°C).

The rate of pre-conditioning was also found to be sensitive to the pressure of infiltration. This is manifested by the isobaric lines in Figure 10 being displaced from each other. In turn this is reflected by the value of \( \alpha \) in the equation for each line having a unique value for each pressure. As the applied pressure was increased, the value of \( \alpha \) was found to increase non-linearly as shown in Figure 11. In this plot, \( \alpha \) for a given pressure was calculated from equation (1) by substituting the value of \( t_0 \) corresponding to the test temperature, and using the average activation energy of 14.1 kcal/mole in the exponential term. Examination of Figure 10 shows that for pressures greater than 207 kPa (30 psig) the pre-exponential factor is significantly increased.
In an attempt to quantify this dependence, the data of Figure 11 were then correlated to an equation of the form:

\[ \alpha = a_0 \Delta P^n \]  

(2)

where \( \Delta P \) is the applied pressure, \( n \) and \( a_0 \) are fit parameters used to correlate the pressure dependency. The exponent characterizing the pressure dependence was determined by plotting \( \alpha \) versus applied pressure on a decade grid as shown in Figure 12. Two distinct regimes of pressure dependence can be found from this plot. For applied pressures lower than 207 kPa (30 psig) the exponent was calculated to be 2.9. At pressures greater than 207 kPa (30 psig), the exponent was found to be 7.2, indicating a change in mechanism. Corresponding values of \( a_0 \) are tabulated under CONCLUSION. Currently, no established theoretical models are available to rationalize the pressure dependence observed in these tests.

In order to develop an understanding of the phenomena related to the incubation time, it is necessary to visualize the physical configuration as the slug of molten aluminum is brought into contact with the face of the compact. It is apparent that the average void fraction/pore size at this face will be discontinuous relative to the bulk of the porous compact. Consequently, the behavior of the primary ingression of liquid metal will be significantly different to that, once the liquid has penetrated past the face, to a distance of approximately one particle (average) diameter. In addition, the liquid interface of the molten aluminum slug can be considered as a membrane whose mechanical properties are governed not only by the surface tension of the liquid but also by an oxide film which is likely to be present. The pressure difference applied across the molten slug of aluminum in conjunction with the overall interfacial properties, will determine the deflection, and hence the radius of curvature of this membrane. This is illustrated for a simple
Figure 12. Pre-exponential factor $a$ of equation (1) versus applied pressure plotted on a decade grid.

Figure 13. Schematic of primary ingression of liquid aluminum across the face of the SiC compact.
pore, in Figure 13. Thus, for an applied pressure greater than the
threshold pressure (see section on infiltration studies) the radius of
curvature progressively decreases, as a result of physicochemical changes
at the liquid/solid interface, until it is of similar size to the pore
radius. The liquid metal can then enter the pore and infiltration of the
porous compact commences. The physicochemical changes at the interface
include a decrease in the contact angle between the liquid aluminum and
solid silicon carbide as a result of oxygen being scavenged from the
silicon carbide surface by reaction with aluminum. Also, the mechanical
stretching of the "interfacial membrane", which incorporates the aluminum
oxide phase, can lead to thinning and, decrease in its stretching
resistance; hence, a decrease in its radius of curvature. It is therefore
plausible that increasing the applied pressure difference can promote a
dual effect, in that it provides for increased oxygen scavenging due to
improved contact between liquid aluminum/silicon carbide, as well as the
thixotropic dilation of the interface.

Although, the mechanism proposed above can provide a rationale for
the observed behavior of the incubation time, development of a rigorous
fundamental model which can be used for quantification, is not a trivial
task. The effort provided in this work represents an empirical approach
to a highly complex process.

Finally, it is worth noting that a reaction mechanism in which
aluminum vapor reacted with oxygen on the SiC particles, was also
considered. The effect of curvature on the equilibrium vapor pressure
above the aluminum was investigated. The enhancement of the vapor
pressure above a convex surface of radius \( r \), relative to a flat surface
can be described by the Thompson equation:

\[
p(\infty) = \exp \left( \frac{V^1_{Al}}{RT} \cdot \frac{2 \gamma_{LV}}{r} \right)
\]

If the following property values (S.I. units) for pure aluminum at
660°C are used:

\[
V^1_{Al} = 1.124 \times 10^{-2} \text{ m}^3/\text{mol}; \quad R = 8.314 \times 10^3 \text{ J-mol}^{-1} \text{ K}^{-1}
\]

and \( \gamma_{LV} = 0.915 \text{ kg/s}^2 \), there is approximately a 30% increase in
vapor pressure for \( r = 10 \text{ nm (100Å)} \). The effect is even smaller
(25%) at 800°C. This finding, in conjunction with the low vapor
pressures of aluminum (\( \approx 10^{-12} \) at 660°C and \( \approx 10^{-9} \) at
800°C) led to the elimination of this mechanism from further
consideration.

Infiltration Studies

The parabolic time dependence of infiltration distance has been
addressed theoretically in the work of Martins, et al. [5], and has been
verified experimentally, both by Maxwell [9] and by the work included in
this paper. This relationship can be expressed as:

\[
h = At^{1/2}
\]

where \( h \) is the infiltration distance, \( A \) is the slope of the regressed line
from the infiltration distance versus the square root of time plots
(Figures 4-9), and \( t \) is time measured from the onset of infiltration.
Figure 14. Plot to determine the threshold pressure -- $A^2$ versus applied pressure.

Theoretical analysis [5] shows that the parameter $A$ in the above equation is given by:

$$A = \left( \frac{2}{K_1 \eta} \right)^{1/2} (\Delta P - P_{th})^{1/2}$$

(5)

where $K_1$ is a constant which can be related to the porosity of the compact and particle diameter [9], $\eta$ is the viscosity of the liquid aluminum, $\Delta P$ is the applied pressure difference (gauge pressure), and $P_{th}$ is the threshold pressure. The threshold pressure is defined here to be that dynamic value of applied pressure required to overcome the wetting resistance (surface tension force) and the fluid static head after infiltration has begun, and is not to be confused with the upper limit of pressure, above which, the incubation time is so small it cannot be discriminated (<100 milliseconds in this work). From a theoretical analysis it can be shown that:

$$P_{th} = \frac{2\gamma_{LV} \cos \theta}{r}$$

(6)

where $\gamma_{LV}$ is the surface tension of the liquid metal, $\theta$ is the contact angle between the metal and the solid particles and $r$ is the characteristic pore size of the compact.

Equation (4) can be used to estimate the threshold pressures for the tests conducted. The values of $A$ taken from the slope of the lines in Figures 4-9 as described above, were squared and plotted against the
Figure 15. Threshold pressure versus temperature for the aluminum/silicon carbide system.

Figure 16. Contact angles for various aluminum alloys in contact with silicon carbide, as reported by Kohler (11). For pure aluminum, wetting occurs at approximately 960°C.
applied pressure as shown in Figure 14. It is noted that Oh, et al. [4] found that for a SiC compact consisting of 10 μm particles the threshold pressure (difference) required for infiltration with 2% magnesium-aluminum alloy at 800°C was 565 kPa, compared to 3 kPa obtained in this work where the particle size was 50 μm. If the relative size of the hydraulic-mean pore radius for the two cases is estimated [9], the pore radius for the smaller size particle is approximately 100 times smaller. Recognizing that the threshold pressure is inversely proportional to the pore radius, there is good agreement between these two pressures; not withstanding that referenced work was for a 2% Mg-Al alloy. Using the slopes and intercepts from the lines in the plot, the threshold pressures for the temperatures shown were calculated, in accordance with equation (5). The temperature dependence of the threshold pressure is shown in Figure 15. The negative threshold pressure determined for the test temperature of 850°C implies that the system is wetting and infiltration should occur spontaneously. This observation is in contradiction with the data from Kohler [10] presented in Figure 16, which indicates that pure liquid aluminum does not wet (contact angle <90°) SiC until the temperature is above approximately 960°C. The discrepancy points out the complexity of quantifying the wetting tendency of metal-ceramic couples, and indicates the sensitivity of wetting to the exact chemical nature of the liquid aluminum interface and the SiC substrate.

CONCLUSION

The results of this study can be summarized as follows:

1. The incubation process for infiltration of silicon carbide particles with aluminum obeys the phenomenological equation:

\[ \text{Rate} = \alpha_0 \Delta P^n \exp\left(-\frac{Q}{RT}\right) \]

where:

- \( n = 2.9 \) if \( 69 \text{ kPa} \leq \Delta P \leq 207 \text{ kPa} \)
- \( 10 \text{ psi} \leq \Delta P \leq 30 \text{ psi} \)
- \( \alpha_0 = 5.43 \times 10^{-15} \) (when \( \Delta P \) and \( \text{Rate} \) have units of kPa and s\(^{-1}\) respectively)
- \( n = 7.2 \) if \( 207 \text{ kPa} \leq \Delta P \leq 310 \text{ kPa} \)
- \( 30 \text{ psi} \leq \Delta P \leq 45 \text{ psi} \)
- \( \alpha_0 = 4.79 \times 10^{-15} \) (when \( \Delta P \) and \( \text{Rate} \) have units of kPa and s\(^{-1}\) respectively)
- \( Q = 14.1 \text{ kcal/mole}; \ 943^\circ K \geq T \geq 1123^\circ K \)

2. The observations which characterize the incubation phenomenon can be rationalized on the basis of i) discontinuity of the void fraction/pore size properties at the face of the compact relative to its bulk, ii) improved oxygen scavenging of the silicon carbide surface by aluminum due to increased pressure in the liquid, and iii) thixotropic dilation of the "interfacial membrane".

3. The temperature dependency of the threshold pressure for infiltration of silicon carbide compacts (60 μm particles) with aluminum is such that it varies from 17.3 kPa at 670°C to less than zero (a wetting system) at 850°C.
ACKNOWLEDGEMENTS

This research was supported by the Strategic Defense Initiative Office/Innovative Science and Technology under ONR Contract Number N00014-88-K-0500. The encouragement of Dr. Steven Fishman is gratefully acknowledged.

REFERENCES

SYMPOSIUM ON JOINING OF MATERIALS FOR 2000 AD

TIRUCHIRAPALLI, INDIA
12-14 DECEMBER 1991

INDIAN INSTITUTE OF WELDING
TIRUCHIRAPALLI
ABSTRACT: Stable interface formation at the metal-ceramic interface requires the formation of irreversible chemical bonds. A surface thermodynamic model is used to predict wettability and stable interface formation between the metal and silicon dioxide surface. Model predictions are verified by experimental capillary rise measurements and chemical analysis.

1 INTRODUCTION

Silicon dioxide or quartz is a material of significant technological interest, especially for use in electronic devices. Also, silicon-containing structural ceramics are usually covered by a layer of silica. In most applications quartz is used in conjunction with a metal. Therefore, forming a stable interface between the metal and the ceramic is critical in developing a joining process. Wetting of the silicon dioxide surface by the metal is a prerequisite to joining.

It has been known that in metal-ceramic systems a chemical bond is essential for any stable interface formation. Using this principle in an earlier study resulted in a thermodynamic criterion to identify the metals that wet an aluminum oxide surface [1]. A similar approach is used here to predict wettability on silicon dioxide surfaces. Wetting is treated as a surface phenomenon, and a surface reaction monolayer is considered sufficient to cause wetting. The theoretical predictions are verified experimentally using a capillary rise apparatus. The wetting parameter, $\gamma^\prime \cos \theta$ in the Young equation:

$$\gamma^\prime \cos \theta = \gamma^\prime \gamma - \gamma^\prime \gamma$$

(1)
where $\gamma^{l}$, $\gamma^{v}$, and $\gamma^{s}$ are the liquid-vapor, solid-vapor, and liquid-solid interfacial energies respectively, is used as the verification parameter to compare the theory and the experiment. This approach is valid only for non-wetting systems. In wetting systems, the interfacial reaction results in an altogether new phase. A new interface is interposed between the metal and the ceramic, and therefore the Young equation is no longer valid.

**THEORY**

Sangiorgi et. al. [2] have attempted to model the wetting behavior of various liquid metals on a silicon dioxide surface. Their study resulted in an empirical correlation between the free energy of oxide formation and the non-wetting contact angles between noble metals and a quartz surface. The uniqueness of the theory presented here is its ability to delineate the wetting and non-wetting systems. Wetting can be defined to occur between a solid and a liquid when the liquid atoms establish atomic contact with the atoms on the surface of the solid. A force of attraction is essential for the purpose; this force of adhesion can be physical or chemical in nature. In the case of a metal-ceramic interface, the physical force is very weak. All commercially known metal-ceramic components rely on a chemical bond for interface formation. A simple analytical approach to predict wetting, therefore, would be to use the free energy of a reaction, $\Delta G_x$, between the metal and the ceramic as shown in Eqn. (2)

$$2 \frac{x}{y} + SiO_2 \rightarrow 2 \frac{y}{x} M_yO_y + Si \quad \Delta G_x$$

A negative $\Delta G_x$ implies a wetting system. It has been previously demonstrated that a bulk thermodynamic approach does not accurately identify the metals that can wet a given ceramic [1]. Therefore, a surface wetting model is used. The surface of quartz can be treated as a separate phase with unique thermodynamic quantities associated with it. A surface phase formation energy, $\Delta G_{surf}$, that is very similar
to the bulk formation, $\Delta G^x$ can be defined. The atoms on the
surface are at a higher energy than the bulk; this energy
can be represented in terms of Gibbs excess energy, $G^{xx}$. Therefore,
\[
\Delta G_{\text{surf}}^{x} = \Delta G_{\text{SiO}_2}^{x} + G^{xx}
\]
(3)
The procedure established to estimate $G^{xx}$ involves the use
of the experimentally estimated surface specific energy $\gamma$ as
indicated in Eqn. (4):
\[
G^{xx} = \gamma A
\]
(4)
where $A$ is the area of a mole of surface atoms. Standard
procedures are available to calculate this area [3]. Surface
specific energy at the temperature of interest can be
calculated using Eqn (5):
\[
\gamma = \gamma^0 - \Delta S^s \Delta T
\]
(5)
There are no standardized procedures for estimating the
surface energy; but a few published results are available.
$\gamma^0$, surface specific energy at $0^\circ$ K; and $S^s$, surface specific
entropy in the present study were estimated to be 830 mJ/M$^2$
and 0.26 mJ/M$^2$K respectively from the data published by
Kingery [4] and Bruce [5]. Once $\Delta G_{\text{surf}}$ is calculated, the
standard thermodynamic procedure can be used to evaluate the
driving force for wetting in terms of the Gibbs free energy
of wetting, $\Delta G_w$. A reaction between the metal $M$ of interest
and the surface phase of $\text{SiO}_2$ to form $M_x\text{O}_y$ can be written as:
\[
\frac{2}{y} M + \text{SiO}_2^{\text{surf}} \leftrightarrow \frac{2}{y} M_x\text{O}_y + \text{Si}
\]
(6)
and the $\Delta G_w$ for this reaction is given by:
\[
\Delta G_w = \frac{2}{y} \Delta G_{M\text{O}_y} - \Delta G_{\text{SiO}_2}^{\text{surf}} = RT \ln \left[ \frac{a_{\text{Si}}}{a_{M}^{2x/y}} \right]
\]
(7)
The free energy of wetting is related to $\Delta G_{z}$ by Eqn (8):
\[
\Delta G_w = \Delta G_{z} + G^{xx}
\]
(8)
The activity of silicon in the metal $a_{sf}$ is calculated by:

$$a_{sf} = \Gamma_{sf} X_{sf}$$  \hspace{2cm} (9)

Activity coefficients, $\Gamma$, were obtained from the data book on thermodynamic properties of binary alloys [6]; if unavailable, an ideal behavior is assumed. The standard free energy of formation $\Delta G^o$ is readily available in the literature [7]. Calculations were performed based on a 100 degree superheat over the melting temperature of the metal, and for one percent dissolution of silicon in the metal. The parameters used and the results obtained from the calculations are presented in Table 1.

EXPERIMENTAL PROCEDURE

The details of the experimental procedure are discussed in Reference 1. Briefly, the principle of capillary rise involves submerging a ceramic tube of appropriate inside diameter in a molten metal of interest and measuring the liquid levels inside and outside the tube. The difference in the two heights, $h$, is related to the wettability parameter, $\gamma \cos \theta$ term by the Young-Laplace equation:

$$\gamma \cos \theta = \frac{h \rho g r}{2}$$  \hspace{2cm} (10)

Where, $\rho$ is the density of the metal, $g$ is the acceleration due to gravity, and $r$ is the radius of the capillary tube. This approach and the Young-Laplace equation are valid only for non-wetting systems. Therefore, in wetting systems, only a qualitative verification is possible; the degree of wetting could not be ascertained. Strips of quartz were submerged in the metal/alloy and inspected for wetting under the optical and scanning electron microscopes. The energy dispersive X-ray attachment to the scanning microscope was used for chemical analysis.

RESULTS AND DISCUSSION

A positive $\Delta G^o$ was obtained for copper, iron, lead, nickel and lead, whereas, a negative free energy of wetting was obtained for copper-titanium, copper-manganese and chromium.
These observations are consistent with the experimental results obtained in the present study, and with previously published results [8]. Reproducible contact angles values were measured using the capillary rise apparatus. The wettability parameters measured for non-wetting systems (copper, tin and lead) as a function of temperature are shown in Figure 1. The wettability parameter was found to decrease with increasing temperature. Copper-titanium and copper-manganese alloys were found to wet quartz surface. The presence of titanium and manganese were confirmed by composition analysis using the energy dispersive X-ray analysis.

A wettability map (a plot of the predicted $\Delta G_w$ against the measured $\gamma^1\cos\theta$) was drawn to verify the surface wetting model predictions (Figure 2). The results from this study are shown with error bars; also, the literature values are shown superimposed in the plot. The wetting and non-wetting regimes shown in the plot correspond to a negative and positive free energy of wetting respectively. Non-reactive metals such as copper, tin, nickel, iron and lead fall in the non-wetting regime (region 6). Manganese, chromium and titanium and their respective alloys fall in the wetting category. As mentioned before, $\gamma^1\cos\theta$ term is meaningless for wetting systems. Therefore, the data points in the wetting regime are shown as vertical lines corresponding to the appropriate $\Delta G_w$ values. The Region 3 and region 4 are physically meaningless regimes, the absence of any data points in those regimes corroborates the model.

The uniqueness of this approach is its ability to accurately predict a wetting behavior for manganese and chromium (region 2). The wetting regime also encompasses a bulk reaction regime (region 1). A solid line is drawn where $\Delta G_r$ is zero. A chemical reaction can occur at any point to the left of this line. (Note that $\Delta G_r$ predicts that a reaction between manganese or chromium and quartz is unfavorable.) Titanium falls in the bulk reaction region. After wetting, a reaction between the bulk phase of quartz and titanium is
limited only by the kinetics of the interface formation. With sufficient mass transport, a large interfacial reaction zone will be formed. The interfacial reaction products are typically brittle, and have a deleterious effect on many applications of the metal ceramic component. The difference between $\Delta G_r$ and $\Delta G_w$ is the surface excess energy $G^{**}$ (Eqn. 8) which is a function of temperature. Manganese and chromium fall within region 2, where the metal exhibits sufficient thermodynamic activity to reduce the surface of the ceramic but not the bulk. This situation, shown shadowed in Figure 2, results in a stable interface between the metal and the ceramic. The metal reduces the surface atoms of the ceramic; once the surface atoms are depleted, an equilibrium interface is formed. Such interfaces provide the required atomic contact without generating large interfacial reaction products.

CONCLUSIONS

The thermodynamic criterion; i.e., wetting occurs whenever $\Delta G_w$ is negative, was found to be true for quartz-metal interfaces. Also, the surface wetting model was found to predict accurately the metals or alloys that form stable interfaces with quartz. Copper-titanium alloys in contact with quartz form an unstable interface with a large interfacial zone, in contrast, copper-manganese alloys form a stable interface. The capillary rise technique can be successfully used to experimentally measure contact angles in non-wetting metal-ceramic systems.
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Figure 1. Experimental wettability parameters for copper, tin and lead in contact with α-quartz at various temperatures.
Table I. Model Parameters and Wettability Predictions for an α-quartz Surface

<table>
<thead>
<tr>
<th>Metal Alloy</th>
<th>$T^\circ K$</th>
<th>$\Delta G^o$ kj/mole</th>
<th>$\Gamma_{si}$ mj/m$^2$</th>
<th>$\gamma^{1+}$ mj/m$^2$</th>
<th>$\Delta G^e$ kj/mole</th>
<th>$\gamma^{\circ} \cos \theta$ mj/m$^2$ (ref)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>1450</td>
<td>-28.1</td>
<td>0.016</td>
<td>1300</td>
<td>370.08</td>
<td>-251 (*)</td>
</tr>
<tr>
<td>Ni</td>
<td>1826</td>
<td>-76.5</td>
<td>0.01</td>
<td>1660</td>
<td>267.08</td>
<td>-952.1 (8)</td>
</tr>
<tr>
<td>Fe</td>
<td>1909</td>
<td>-142.3</td>
<td>0.003</td>
<td>1840</td>
<td>67.74</td>
<td>-777.6 (8)</td>
</tr>
<tr>
<td>Sn</td>
<td>605</td>
<td>-227.5</td>
<td>1</td>
<td>542</td>
<td>141.60</td>
<td>-290 (*)</td>
</tr>
<tr>
<td>Pb</td>
<td>700</td>
<td>-148.7</td>
<td>0.15</td>
<td>442</td>
<td>286.80</td>
<td>-480 (*)</td>
</tr>
<tr>
<td>Cu-5%Ti</td>
<td>1450</td>
<td>-290</td>
<td>0.016</td>
<td>1300</td>
<td>-256.6</td>
<td>- (*)</td>
</tr>
<tr>
<td>Cr</td>
<td>2225</td>
<td>-630.1</td>
<td>1</td>
<td>1590</td>
<td>-51.37</td>
<td>-</td>
</tr>
<tr>
<td>Mn</td>
<td>1615</td>
<td>-268.3</td>
<td>1</td>
<td>1060</td>
<td>-108.2</td>
<td>- (*)</td>
</tr>
</tbody>
</table>

# - calculations were performed for a 100 degree superheat over the melting temperature.

* - present experimental results

Figure 2. Wettability map for quartz. Temperature was chosen to be 100 degrees Kelvin above the melting temperature of the metal or alloy.