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ABSTRACT

Fuzzy inference systems work well in many control applications. One drawback, however, is determining membership functions and inference control rules required to implement the system, which are usually supplied by 'experts'. One alternative is to use a neural network-type architecture to implement the fuzzy inference system, and neural network-type training techniques to 'learn' the control parameters needed by the fuzzy inference system. By using a generalized version of a neural network, the rules of the fuzzy inference system can be learned without the assistance of experts.
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I. INTRODUCTION

The recent emergence of artificial neural networks and fuzzy inference systems have encouraged many designers to combine the two concepts into a single system having characteristics superior to either system alone [Ref. 1, 2, 3, 4, 5, 6]. One method of tying the two systems together is by using the learning capabilities of an artificial neural network–type architecture (ANN) to describe and tune the membership functions and inference rules of a fuzzy inference system. Thus, by using a connectionist approach, where the nodes function to implement parts of the fuzzy inference paradigm, the expert needed to describe the control parameters can be eliminated. Thus, by using neural network training techniques, the designer is relieved of the need for experts to delineate explicit rules governing the fuzzy inference system, since the system itself is capable of defining these rules.

The association of neural network and fuzzy inference systems gives rise to designs with very different topologies and functionalities. Therefore, to better understand how these two concepts can be merged, an implementation of a system combining the two is described in Chapter II. The results of simulations using this system are given in Chapter III.

An overview of some of the concepts of neural networks and fuzzy inference systems can be found in Appendix A. The MATLAB code to implement the system discussed in Chapter II is given in Appendix B. Graphical results of the simulations discussed in Chapter III are given in Appendix C.
II. CONNECTIONIST FUZZY INFERENCE SYSTEM

The application of fuzzy inference systems for the control of systems, as well as neural networks for the classification and identification of patterns, is well documented [Ref. 7, 8, 9, 10]. This chapter introduces the concept of combining these two paradigms to provide a connectionist approach to implementing a fuzzy inference system.

A. GENERALIZED NEURAL NETWORK (GNN)

One way to utilize the learning capabilities of a neural network is to teach a control system the proper associations between inputs and outputs. However, the level of interaction between the processing elements in the various layers is at such a fundamental level that no exploitable information can be gathered from the parameters within the network, thus providing only a black box processing approach for implementing the input/output relationships. On the other hand, a fuzzy inference system allows a few simple rules to control a process with very good results. However, the fuzzy system must be supplied with these rules, which are usually obtained from 'experts', either by careful observation of their actions, or by linguistic interpretation of their actions.

For very complicated processes, rule extraction is inappropriate, either because there is no expert to mimic, or because the actions of the expert are so complex that they defy linguistic explanation. In this case, an alternative must be found.

One method of achieving the self-adjustment of rules in a fuzzy inference system is suggested by Jang [Ref. 1]. A generalized network is set up which includes fuzzy
inference features. After it is determined how many membership functions the inputs will be assigned, thereby determining the dimensionality of the network, a training data set is used to adjust the parameters that determine the shape of these membership functions, as well as the manner in which the rules will be combined to give the overall results. Jang only considers MISO (multiple input, single output) cases, but this is sufficient to describe many useful control situations.

Each layer in the generalized network provides nodes which take the outputs from previous layers and provides inputs for succeeding layers. This architecture has many similarities with feedforward artificial neural network (ANN) implementations, and the functions exhibited by the nodes in each layer could be implemented with subnets of ANN's [Ref. 11]. Nonetheless, the generalized implementation allows direct access to the rules produced by the training of the network, which can be exported to other, more standardized, implementations of fuzzy inference control systems. Figure 2.1 gives an example representation of a generalized neural network (GNN) with two inputs, one output, and two membership functions per input. Each membership function represents a linguistic attribute for each input, in this case 'high' and 'low.'

The following is a functional description of each of the layers in a GNN:

**Layer 1** For every distinct input used in the system, a number of membership function nodes are added. The output of these nodes represent the degree to which the input belongs to the linguistic, or fuzzy, variable represented by that node. For example, the Layer 1 nodes connected to each input might correspond to the linguistic terms 'small' and 'large'. Thus, the outputs from each of these nodes would indicate how well the input 'fit' within each of these categories. The shapes of the membership functions are variable and parameters used to adjust them are known as premise parameters, and are determined during the training process. The function used to express the membership functions in this layer is

\[
O^1 = \frac{1}{1 + \left[\left(\frac{x-a}{b}\right)^2\right]c}
\]

where \(x\) is the input value and \(\{a, b, c\}\) are parameters for the membership function for a particular Layer 1 node.
Figure 2.1: A GNN Fuzzy Inference System

Layer 2 The outputs of each of the Layer 1 nodes are combined with outputs from the other Layer 1 nodes so that every combination of outputs from different membership functions within groupings for a particular input are available at the next layer. The output from the Layer 2 nodes represent the absolute firing strength of a particular fuzzy rule made by combining the linguistic variables from different inputs.

Layer 3 Each node in this layer represents a particular firing rule. The absolute firing strength received from Layer 2 is normalized against the sum of absolute firing strengths from all rules, and this value is sent to Layer 4.

Layer 4 The nodes in this layer weight the relative firing strength from the previous layer by a biased combination of the input values, and passes this value on to Layer 5. The functional description for the output of a node in this layer for the example in Figure 2.1 would be

$$O^4 = w_n \ast (d_x \ast x + d_y \ast y + d_0), \quad (2.2)$$

where $w_n$ is the output from Layer 3, $x$ and $y$ are the inputs to the network, and $\{d_x, d_y, d_0\}$ are parameters that will be adjusted during the training process, called consequence parameters.

Layer 5 All Layer 4 outputs are summed and sent through as the output of the network.

The purpose of the entire network is to create a system whereby certain parameters can be adjusted so that an appropriate output will be realized for a given input. These parameters are found in Layer 1 and Layer 4, and are adjusted using training data that give the correct output for a given input vector. The manner in which these
parameters are actually adjusted, or 'trained,' involves the use of a gradient descent algorithm that minimizes a squared energy error function between the correct 'target' output and the actual output of the network for several training samples. The gradient descent method for training the parameters gives the connectionist fuzzy inference system attributes similar to ANN's, which employ similar gradient descent techniques utilizing a variant of this method called backpropagation for training.

B. IMPLEMENTATION OF THE GNN

The implementation of the GNN was coded using MATLAB, a high level language ideally suited for scientific applications. The actual code is given in Appendix B. The results of several simulations are given in Appendix C and explained in Chapter III.

The algorithm can be divided into two parts. The first is the calculation of the outputs of the nodes holding the Layer 1 parameters constant and adjusting the Layer 4 parameters. All of the input vectors are presented to the input layer, and the output of all nodes up to Layer 4 are calculated. Using the built-in MATLAB function *pinv*, which calculates the pseudoinverse of a matrix, the inputs to Layer 4 and the desired outputs of Layer 4, backtracked from the desired outputs, are used to determine the Layer 4 parameters. Using these parameters, the outputs of the nodes of the last two layers are determined. Thus, the Layer 4 parameters are optimized for the entire training data set with the Layer 1 parameters held constant.

Furthermore, with the Layer 4 parameters held constant, the parameters in Layer 1 are adjusted to minimize the error measure defined by Equation 2.3 for each input vector, where \( E_p \) is the error measure for the \( p \)-th input vector, \( T_p \) is the corresponding desired output, and \( O^*_p \) is the actual output.

\[
E_p = (T_p - O^*_p)^2. \tag{2.3}
\]
Thus, for a training data set containing $P$ samples, there will be $P$ component error measures, and therefore the total error measure will be given by $E = \sum_{p=1}^{P} E_p$. In order to minimize this total error measure, $E$, a gradient descent method was used to determine the adjustment of the parameters in Layer 1.

In order to implement this gradient descent method, the manner in which $E$ changes with respect to each of the parameters in Layer 1 had to be determined. Because the functional descriptions between the different layers and nodes were readily available, the straightforward approach of taking partial derivatives of $E$ with respect to $\alpha$, a particular Layer 1 parameter, was utilized.

The first step in determining this partial derivative was by invoking the chain rule on Equation 2.3. The first two steps of this procedure are given in Equations 2.4 and 2.5.

\[
\frac{\partial E_p}{\partial \alpha} = \frac{\partial E_p}{\partial O_p^5} \frac{\partial O_p^5}{\partial \alpha}.
\]  
(2.4)

\[
\frac{\partial E_p}{\partial O_p^5} = -2(T_p - O_p^5).
\]  
(2.5)

Thus continuing, $\frac{\partial O_p^5}{\partial \alpha}$ was determined by considering the structure of the GNN, and taking partial derivatives to determine the relationships in the chain rule back to Layer 1. Consequently, this backward determination of the error at each node back to the input layer is similar to the backpropagation technique used for training ANN's, although the partial derivatives must be determined at each layer since the nodes in different layers may have different transfer functions.

Nevertheless, eventually the chain rule gets to the point where $\frac{\partial O_p^1}{\partial \alpha}$ must be determined. Although each node in Layer 1 will give a different result when $\alpha$ is $a$, $b$, or $c$, the general relationships can be defined by Equations 2.6, 2.7, and 2.8.

\[
\frac{\partial O_p^1}{\partial a} = \frac{2}{ab} \left( \frac{1}{1 + \left(\frac{z-c}{a}\right)^2} \right) \left( \frac{x-c}{a} \right)^2.
\]  
(2.6)
\[
\frac{\partial O_p^1}{\partial b} = -2 \log \left( \frac{x-c}{a} \right) \cdot \left( \frac{1}{1 + \left( \frac{x-c}{a} \right)^2} \right)^2 \cdot \left[ \left( \frac{x-c}{a} \right)^2 \right]^b. \tag{2.7}
\]

\[
\frac{\partial O_p^1}{\partial c} = \frac{2b}{a} \cdot \left( \frac{1}{1 + \left( \frac{x-c}{a} \right)^2} \right)^2 \cdot \left( \frac{x-c}{a} \right)^2. \tag{2.8}
\]

In these equations, \(a, b, c\) are the Layer 1 parameters for a particular node, and \(x\) is the input to that node.

Thus, with \(\frac{\partial E_p}{\partial \alpha}\) known, the total error measure partial derivative can be determined,

\[
\frac{\partial E}{\partial \alpha} = \sum_{p=1}^{P} \frac{\partial E_p}{\partial \alpha}. \tag{2.9}
\]

Furthermore, the gradient descent algorithm updates \(\alpha\), the Layer 1 parameter, after each training cycle, giving

\[
\Delta \alpha = -\eta \frac{\partial E}{\partial \alpha}. \tag{2.10}
\]

where \(\eta\) is a proportionality constant given by

\[
\eta = \frac{k}{\sqrt{\sum_{\alpha} \left( \frac{\partial E}{\partial \alpha} \right)^2}}. \tag{2.11}
\]

In Equation 2.11, \(k\) is the step size of the gradient descent algorithm. In the GNN algorithm, \(k\) is adjusted by observing how the error measure \(E\) changes after each iteration of training. Initially, \(k\) is set to unity, and increased by 10% if the error measure decreases for four consecutive training cycles, and is decreased by 10% if the error measure alternates increasing and decreasing twice in a row. These two cases indicate that \(E\) is converging or oscillating, and thus \(k\) should be increased to speed convergence, or decreased to prevent oscillation, respectively.
III. SIMULATION RESULTS OF THE GNN

Three sample problems were used to verify the performance of the GNN. The first two problems had two inputs and a single output, while the third had three inputs and a single output. The sample data used in the first example is listed in Table C.1, and it represented actual data taken from a fuzzy inference control system designed in a conventional manner [Ref. 1]. Examples 2 and 3 were efforts to infer the highly nonlinear functions given by Equations C.1 and C.2. The target output surfaces for the first two examples are shown in Figures C.1 and C.2. Since the third example described a four-dimensional hyperspace, it was not shown.

To provide flexibility in utilization, certain parameters in the algorithm for the GNN can be altered. The most important parameter in the network configuration is the number of membership functions in Layer 1. Although increasing the number of membership functions increases the complexity of the overall network, the overall performance is also increased. To show the difference that altering this parameter makes, the three examples were trained using different numbers of nodes, and thus membership functions, in the first layer. The results of these simulations are shown in Figures C.3 through C.36.

The input for the first data set ranged from -10 to 10 and were selected at two unit intervals. Thus, considering both inputs, a total of 121 samples were used. The data for the second example used a similar partitioning scheme for the input data, and also used 121 data points. The final example was sampled uniformly over all three inputs in the range [1,6] in unit increments, for a total of 216 samples.

As a measure of how well the network learned the input/output relationships, an error measure comparing the actual output and desired output, called the average
percentage error (APE), was used. Two slightly different computations of the APE are given by Equations C.3 and C.4. The second version, $APE_3$, was used on the third example, since it had no zero outputs. The first version, $APE_{12}$, was applied to the first two examples, since their output range included zero, and thus the second, more accurate, version would not be suitable.

Comparing the results of simulations for the first data set using two, three, and four membership functions (MF’s) per input, the APE graphs show that for two MF’s, the APE stays greater than 28% past 200 iterations of the training data (Figure C.6). For three membership functions, the APE figure is greatly reduced to around 2% for 200 iterations (Figure C.10). However, using four MF’s per input, the APE index dropped down to slightly above 0.2% (Figure C.14).

Similar results can be found for the second and third data sets, and Table 3.1 illustrates how the APE value is decreased for increased numbers of membership functions. The table reflects the APE value after 200 iterations for the first two sample data sets, and after 50 iterations for the third data set.

**TABLE 3.1: APE VALUES FOR EXAMPLES 1,2, AND 3**

<table>
<thead>
<tr>
<th></th>
<th>2 MF’s</th>
<th>3 MF’s</th>
<th>4 MF’s</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex.1</td>
<td>28.45</td>
<td>1.69</td>
<td>0.19</td>
</tr>
<tr>
<td>Ex.2</td>
<td>15.12</td>
<td>0.55</td>
<td>0.10</td>
</tr>
<tr>
<td>Ex.3</td>
<td>0.04</td>
<td>0.00</td>
<td>—</td>
</tr>
</tbody>
</table>

However, the enhanced performance of the network gained by increasing the number of membership functions per input does have a cost. The computational cost, whether measured in time or floating point operations, is the major limitation of the GNN algorithm. Table 3.2 shows the number of millions of floating point operations (MFlop’s) that MATLAB reported during the running of the algorithm.
TABLE 3.2: MFLOP'S REQUIRED FOR SIMULATION RESULTS

<table>
<thead>
<tr>
<th></th>
<th>2 MF's</th>
<th>3 MF's</th>
<th>4 MF's</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex.1</td>
<td>216.2</td>
<td>612.4</td>
<td>1,439.1</td>
</tr>
<tr>
<td>Ex.2</td>
<td>216.8</td>
<td>607.7</td>
<td>1,420.5</td>
</tr>
<tr>
<td>Ex.3</td>
<td>450.4</td>
<td>1,822.5</td>
<td>————</td>
</tr>
</tbody>
</table>

that gave the results in the previous table. It is readily apparent that the number of membership functions should be minimized to reduce the computational cost, but the accuracy of the network must be considered in determining this lower bound.
IV. CONCLUSIONS

Neural networks provide a very good method of identifying and classifying patterns of data. Fuzzy inference provides a natural background by which control rules can be expressed in a general sense. The use of neural network techniques in the generation of the fuzzy inference control rules provides a means to implement the fuzzy paradigm without interjection of an expert to describe its rules. However, by generalizing the network to produce these self-generating rules, the complexity of the training algorithm is increased, thereby increasing overall complexity, and incurring increased computational costs. However, since the learning phase of the generalized neural network should only be required once, or at least after long time intervals, the increased training time might be a small price for the increased flexibility and simplicity found in the fuzzy inference control architecture.
APPENDIX A: INTRODUCTION TO NEURAL NETWORKS AND FUZZY INFERENCE

This appendix presents some of the fundamentals behind neural networks and fuzzy inference systems that will enable better understanding of the preceding chapters.

A. NEURAL NETWORKS

In an attempt to exploit the millions of years of evolution that nature has had to develop the human brain and nervous system, scientists and engineers have attempted to use some of the basic fundamentals of the networking of neural components within the human body in order to produce artificial neural networks (ANN’s). Although an ANN is a very simplistic abstraction of a real neural network, say of the brain, it has been used successfully in many areas [Ref. 12]. To say the least, the idea of using a neural net paradigm that has had millenia to evolve has created much interest in most branches of science.

The fundamental concept in an ANN is the idea of neurons connected together to form a network, with inputs processed at one end, and output generated at the other. Figure A.1 shows a generic artificial neuron. The makeup of this neuron consists of a set of inputs from a previous layer of the network, a weighting operation on each of these inputs, a summation of these weighted inputs, and a filtering operation through a sigmoid function. Finally, this output is sent on to the next layer.

The sigmoid function acts as a normalization, or activation function, for the summation of weighted inputs. Thus, the output of one node always falls within a predetermined range. This is important since this allows a stabilizing effect to be
asserted on the network at all times.

Probably the most important aspect of an artificial neuron is the weighting of the inputs to the neuron. Since these weights are variable, different assignments of values to these variables cause the neuron to act in very different ways. In fact this is the driving force behind the use of ANN—with a sufficient number of elements within a neural network, any nonlinear input/output function can be 'learned' by adjusting these weights.

The topology of connecting neurons, the shape of the activation function, and the manner of adjusting the weights are far too numerous to describe within this paper. For a more detailed introduction to neural networks see [Ref. 9].

However, the types of neural networks can be classified as feedforward networks, which only have one-way connections between layers, feedback networks, which can be fully connected. An example of a feedforward network with an input layer with four inputs, one hidden layers with three nodes, and an output layer with four nodes is shown in Figure A.2. The reason for the term 'hidden' is because a neural network is usually considered a black box, and thus access is only available to the input and
output layers. Therefore, all other layers in between are 'hidden' from the user.

One of the most widely used methods of updating weights on the input links to the processing elements in the network is the backpropagation method. This method uses an iterative gradient descent algorithm designed to minimize the mean square error between the actual and desired outputs of the network [Ref. 9].

B. FUZZY INFERENCE

Fuzzy logic is an attempt to organize data and relationships between data in a way that is intuitive and natural. The essential building block in fuzzy logic is the concept of membership functions. Simply put, a membership function is a nonlinear mapping of a variable into a likelihood that the value of the variable will be found in the set of values that the membership function represents. An example of a mapping of this type can be seen in Figure A.3 [Ref. 13]. Here systolic blood pressure is the variable to be mapped, and five different mappings of this variable, representing five different membership functions, are shown. By convention, the output from a membership function is usually expressed in the range of the closed interval [0,1].

Furthermore, each membership function is assigned a linguistic term that de-
Figure A.3: Membership Functions for Systolic Blood Pressure

... the relationship between the set of values represented by that membership function and those of all other membership functions under consideration. In this example, the linguistic terms applied to the input variable of systolic blood pressure are ‘normal’, ‘too high’, ‘too low’, ‘much too high’, and ‘much too low.’ The output of the membership functions for a certain value of the input variable relates how well that value of the variable ‘fits’ the linguistic term that represents each membership function. A membership likelihood value close to zero indicates that the input value has a low likelihood of belonging to the set of values that best describes the linguistic term representing the membership function. A likelihood value close to one would indicate a high degree of association of the input value with the set of values that best describe that linguistic variable.

As an example, a systolic blood pressure of 125 would have a likelihood very close to one for the linguistic term ‘normal’, indicating a high correlation between a pressure of 125 and a ‘normal’ pressure. On the other hand, a pressure of 100 would have a likelihood of 0.5 for both the linguistic terms ‘too low’ and ‘normal’. This indicates that, for this example, a systolic blood pressure of 100 could be diagnosed as either...
'too low' or 'normal' with equal likelihood. Obviously, there is some arbitrariness as to the shape and placement of these membership functions, and indeed this has been a disadvantage in implementing fuzzy logic controllers [Ref. 7, 8].

A more abstract interpretation of membership functions is that an arbitrary variable—such as current from an alternator, temperature of a heat sink, or weight of the contents of a variable ballast tank—can be represented by several overlapping linguistic, or fuzzy, terms. For each value of the input variable, which is continuous, a value in the range \([0,1]\) is assigned to each of the linguistic terms as a measure of the relationship that the input has to that linguistic term. So, instead of comparing the value of the input variable, for example, as either 'warm' or 'cool', the input is said to have the attribute 'warm' to a certain degree, and to have the attribute 'cool' to a certain degree. So, for a temperature of 25°C, the membership value in the sets for 'warm' and 'cool' might be 0.5 each, but for the linguistic term 'room temperature', the output would be most likely one. All linguistic terms, and thus the membership functions they represent, provide a response for all values of the input variable, even though that response may be zero.

The second fundamental concept in implementing a fuzzy inference system is the idea of if-then statements, or inference rules. This is the method by which the system is able to effect the control laws that allow plant parameters to be maintained. The concept of if-then statements as decision makers is common, especially in expert systems and computer algorithms. However, for a fuzzy inference system there are several rules that must be considered at one time, and the output is determined by considering the overall effect of all rules taken at once.

The most common method of implementing the if-then rules is by considering methods used in Boolean logic and find similar functions that are appropriate in fuzzy logic. For the statement, "If \(U\) is \(A\) and \(V\) is \(B\) then \(W\) is \(D\)," the operation of the
premise 'if', the conjunction 'and', and the implication 'then', must be implemented with fuzzy logic functions so that the intent of the overall implication will still be intact. There are several methods of constructing these functions [Ref. 14], but the most widely used treat the 'and' operation as a \( \min(x,y) \), the 'if' premise as a membership operation, and the 'then' implication as a center of moments operation.

A more detailed introduction to fuzzy logic and fuzzy inference control systems can be found in [Ref. 8].
APPENDIX B: MATLAB CODE FOR THE GENERALIZED NEURAL NETWORK

The MATLAB code for the implementation of the GNN of Chapter 11 follows. Also included are the subfunctions that the main program calls.

clear; clg;

%% Generalized Neural Network

% Implementation of an algorithm suggested by Jang. Three data sets are available, j1.dat, j2.dat, and j3.dat, corresponding to the examples used in Jang's paper.

% Change the following parameters depending on desired topology:
load j3.dat; % May be j1.dat, j2.dat, or j3.dat
T = P3; % Local variable
M = 2; % Number of membership functions per input
epochs = 200; % Number of training iterations using all data in a batch mode

% Determine all other parameters to be used and define some variables
[P, N] = size(T); % P is number of samples, and ...
M = N - 1; % N is the number of inputs.
IN = T(:, 1:N); % Training inputs to the network
OUT = T(:, N+1); % Actual output
L1 = M*M; % Number of nodes in the first layer
L2 = M*M; % Number of nodes in layers 2, 3, and 4.
I = ones(1, L1); % Vector used in the training phase
kk = 1; % Step-size parameter for updating premise parameters
Keep = 100*ones(1, 5); % Vector holding current past values of kk

% Determine initial premise parameters used in the membership functions
for i=1:N,
    for k=1:M,
        Prems(1, (i-1)*M+k) = (max(IN(:, i)) - min(IN(:, i)))/(M-1));
        Prems(2, (i-1)*M+k) = 2;
        Prems(3, (i-1)*M+k) = min(IN(:, i)) + (k-1)*(max(IN(:, i)) - min(IN(:, i)))/(M-1));
    end;
end;
% Store initial values of premise parameters
InitPrems = Prems(:,1:N);

% Construct input vector
for i=1:N,
   for k=1:N,
      InPrems(:,(i-1)*N+k) = IN(:,i);
   end;
end;

% Construct matrix used to determine Layer 2 inputs
for n=1:L2,
   for m=1:N,
      check(n,m) = floor(rem((n-1)/M*(N-m),N)+i*N*m(m-1));
   end;
end;

% Start iteration for batch processing
% Part One: Determine forward values
for t = 1:epochs
   for i = 1:P  % Cycle through all samples of the input
      % Layer One output
      O1(i,:) = I./(I+(((InPrems(i,:) - Prems(2,:))/Prems(3,:)) - 2 - Prems(2,:));
      % Layer Two output
      O2(i,:) = ones(1,L2);
      for n = 1:L2,
         for m = 1:N,
            O2(i,n) = O2(i,n).*O1(i,check(n,m));
         end;
      end;
      % Layer Three output (weight matrices for the nine rules)
      Nsum(i,1) = sum(O2(i,:));
      O3(i,:) = 1/Nsum(i,1) * O2(i,:);
   end;
   % Determine consequence parameters
   A = [];
   for k = 1:L2
      for m = [1:N+1,
         TT(:,m) = O3(:,k);
      end;
      A = [A TT.*[IN ones(T(:,1))]];
   end;
   D = pinv(A) * OUT;
   for k = 1:L2
      Conseq(:,k) = D((k-1)*(N+1)+1:k*(N+1),1);
% Layer 4 and 5 outputs
for i=1:P,
        O4(i,:) = O3(i,:) * ([IW(i,1:N)*1]*Consq);
        O5(i,1) = sum(O4(i,:));
end;

% Part Two: Hold consequence parameters and update premise parameters
for p=1:P,
        for i=1:L1,
                d01(i,:) = [deriv(Prems(:,i),InPrems(p,i)) ... 
        derivb(Prems(:,i),InPrems(p,i)) derivc(Prems(:,i),InPrems(p,i))];
        end;
        d02 = zeros(L2, 3*L1);
        for i=1:L2,
                for c=1:L1,
                        if (member(check(i,:),c)),
                                for v=1:3,
                                        d02(i,(c-1)*3+v) = 1;
                                end;
                        end;
                        end;
        end;
        d03sum = sum(d02);
        for i=1:L2,
                K(i) = [IW(p,:) 1]*Consq(:,i);
                for c=1:L1,
                        for v=1:3,
                                d03(i,(c-1)*3+v)=1/d03sum(p,1)*d02(i,(c-1)*3+v) ... 
        -1/(d03sum(1,(c-1)*3+v));
                                d04(i,(c-1)*3+v)=K(i)*d03(i,(c-1)*3+v);
                        end;
                end;
        end;
        d05 = sum(d04);
        dEp(p,:) = -2*(OUT(p,1)-O5(p,1))*d05;
end;

% Determine parameters to update premise parameters
        dE = sum(dEp);
        eta = kk/sqrt(dE*dE')
        dalpha = -eta*dE
for i=1:L1,
for c=1:3,
    dalfl(i,c) = dalpha(1,(i-1)*3+c);
end;
end;
Prem = Prem + dalfl;
% Update step-size parameter
ErrMeas = (OUT-05)'*(OUT-05); %Squared error
Keep = [Keep(2:5) ErrMeas];

% Increase step-size parameter if ErrMeas decreases four times consecutively
if (Keep(1) > Keep(2)),
    if (Keep(2) > Keep(3)),
        if (Keep(3) > Keep(4)),
            if (Keep(4) > Keep(5)),
                kk = 1.1*kk;
            end;
        end;
    end;
end;
end;
end;

% Decrease parameter if ErrMeas oscillates for two cycles
if (Keep(1) > Keep(2)),
    if(Keep(2) < Keep(3)),
        if(Kea(3) > Keep(4)),
            if(Keep(4) < Keep(5)),
                kk = 0.9*kk;
            end;
        end;
    end;
end;
if (Keep(1) < Keep(2)),
    if(Keep(2) > Keep(3)),
        if(Keep(3) < Keep(4)),
            if(Keep(4) > Keep(5)),
                kk = 0.9*kk;
            end;
        end;
    end;
end;

% Determine how well system is performing
if (sign(max(OUT)) == sign(min(OUT)), %Range of output without zero
    APEw = sum(abs(OUT-05)/abs(OUT))*100/P
else %Range of output with zero
    APEw = sum(abs(OUT-05))/sum(abs(OUT))*100
end;
end;
% Functions Called by the Above Main Program

function y = deriva(PP,x)
% Derivative of a first layer node wrt a.
% 
% a = PP(1);
b = PP(2);
c = PP(3);
y = 2*((1+(((x-c)/a)^2)^2-b)^(-2))*(((x-c)/a)^2)^2*(b-1)*((x-c)/a)^2/a*b;

function y = derivb(PP,x)
% Derivative of a first layer node wrt b.
% 
% a = PP(1);
b = PP(2);
c = PP(3);
x = x + 1e-10;
y = real(-2*log((x-c)/a)*(((x-c)/a)^2)^2*b*(1+(((x-c)/a)^2)^2)^2*(-2));

function y = derivc(PP,x)
% Derivative of a first layer node wrt c.
% 
% a = PP(1);
b = PP(2);
c = PP(3);
x = x + 1e-10;
y = 2*(1+(((x-c)/a)^2)^2-b)^(-2)*(((x-c)/a)^2)^2*(b-1)*((x-c)/a)*b/a);

function y = member(A,b)
% Function used to determine if the element b is
% in the vector A.
% 
% y=0;
for i=1:length(A),
   if (A(i) == b),
      y=1;
   end;
end;
APPENDIX C: GRAPHICAL RESULTS FROM THE SIMULATION

The following are the results for three examples used to illustrate how well the GNN program works. The first example uses as input data the raw data given in Table C.1. This data represents the output of an actual fuzzy control system that was designed by an expert [Ref. 1]. The shape of the target output is given in Figure C.1. The data was used for three different setups of the GNN, each one differing by the number of membership functions used for each input in the first layer. Runs using two, three, and four membership functions per input were verified and the final adjusted membership functions are shown. A measure of the error between the desired output and actual output in the form of an Average Percentage Error is also given. The shape of the initial membership functions are somewhat arbitrary, and were picked to give the most coverage to the input data.

The second example is an attempt to learn the input/output relationship given by Equation C.1. Similar to the first example, three different setups for the GNN were used. Results for these runs are given in Figures C.15 through C.22.

\[ z = \left( 3 \exp \left( \frac{y}{10} \right) - 1 \right) \cdot 15 \cdot \tanh \left( \frac{x}{2} \right) + \left( 4 + \exp \left( \frac{y}{10} \right) \right) \cdot 8 \cdot \sin \left( \frac{x + 4}{10} \right) \cdot \pi \] (C.1)

The final example involves three inputs and a single output with the relationship given by Equation C.2. Only two setups of the GNN were used. The results of the training of the membership functions are shown in Figures C.31 through C.36. Since this example involves four dimensions, the actual target surface cannot be shown.

\[ output = \left( 1 + x^{0.5} + y^{-1} + z^{-1.5} \right)^2 \] (C.2)
The error measure for all examples was an Average Percentage Error (APE) and is given by either Equation C.3, for the first two examples, or by Equation C.4 for the last example\(^1\). In these equations, \(P\) is the total number of training data samples.

\[
APE_{1,2} = \frac{\sum_{i=1}^{P} |(OUTPUT_{desired} - OUTPUT_{actual})|}{\sum_{i=1}^{P} |OUTPUT_{desired}|} \cdot 100\%.
\]  
(C.3)

\[
APE_3 = \frac{1}{P} \cdot \sum_{i=1}^{P} \frac{|OUTPUT_{desired} - OUTPUT_{actual}|}{|OUTPUT_{desired}|} \cdot 100\%.
\]  
(C.4)

\(^1\)Which equation was used depended on the range of the output. If the output range included zero, as in the first two examples, the second equation was inappropriate, due to a possible singularity in the denominator. However, for other cases, the second equation would give a more accurate measure of actual error performance, and thus was used for the third example.
<table>
<thead>
<tr>
<th>X Input</th>
<th>Y Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>-10.00000000</td>
<td>-10.00000000</td>
<td>-46.9562411241</td>
</tr>
<tr>
<td>10.00000000</td>
<td>10.00000000</td>
<td>9.92149312177</td>
</tr>
<tr>
<td>10.00000000</td>
<td>-6.00000000</td>
<td>10.000000000578</td>
</tr>
<tr>
<td>10.00000000</td>
<td>-4.00000000</td>
<td>9.6457345085</td>
</tr>
<tr>
<td>10.00000000</td>
<td>-8.00000000</td>
<td>7.864704979</td>
</tr>
<tr>
<td>-10.00000000</td>
<td>0.00000000</td>
<td>-22.5508919169</td>
</tr>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-20.7588400578</td>
</tr>
<tr>
<td>-10.00000000</td>
<td>6.00000000</td>
<td>-1.8085604820</td>
</tr>
<tr>
<td>-10.00000000</td>
<td>10.00000000</td>
<td>-1.6046558431</td>
</tr>
<tr>
<td>-8.00000000</td>
<td>8.00000000</td>
<td>4.6515358560</td>
</tr>
<tr>
<td>-10.00000000</td>
<td>10.00000000</td>
<td>-4.8852988195</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>X Input</th>
<th>Y Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-28.5745451135</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>-4.7672515284</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>-14.5761498383</td>
</tr>
<tr>
<td>0.00000000</td>
<td>8.00000000</td>
<td>-17.652439778</td>
</tr>
<tr>
<td>0.00000000</td>
<td>10.00000000</td>
<td>6.2614582037</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-10.00000000</td>
<td>-27.6106621016</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-8.00000000</td>
<td>14.1081400623</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-10.00000000</td>
<td>-18.8753531826</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-4.00000000</td>
<td>18.3156661779</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-2.00000000</td>
<td>-0.000000000</td>
</tr>
<tr>
<td>0.00000000</td>
<td>0.00000000</td>
<td>22.3774422146</td>
</tr>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-24.7838568400</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>-16.961213478</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>-9.3725257096</td>
</tr>
<tr>
<td>0.00000000</td>
<td>8.00000000</td>
<td>-12.046218136</td>
</tr>
<tr>
<td>0.00000000</td>
<td>10.00000000</td>
<td>-21.0165268981</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-10.00000000</td>
<td>-18.4448808764</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-8.00000000</td>
<td>-5.9262812228</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-6.00000000</td>
<td>-5.313366607</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-4.00000000</td>
<td>-8.5329904352</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-2.00000000</td>
<td>-23.0205946402</td>
</tr>
<tr>
<td>0.00000000</td>
<td>0.00000000</td>
<td>18.3697706307</td>
</tr>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-18.5858715519</td>
</tr>
<tr>
<td>0.00000000</td>
<td>4.00000000</td>
<td>-8.8513987590</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>0.9403010692</td>
</tr>
<tr>
<td>0.00000000</td>
<td>8.00000000</td>
<td>0.9688191875</td>
</tr>
<tr>
<td>0.00000000</td>
<td>10.00000000</td>
<td>-7.1112533891</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-10.00000000</td>
<td>-11.8946068721</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-8.00000000</td>
<td>-0.1517489767</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-6.00000000</td>
<td>1.1310315051</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-4.00000000</td>
<td>-1.8670036149</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-2.00000000</td>
<td>-7.7410387556</td>
</tr>
<tr>
<td>0.00000000</td>
<td>0.00000000</td>
<td>-9.3389216477</td>
</tr>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-11.4318942123</td>
</tr>
<tr>
<td>0.00000000</td>
<td>4.00000000</td>
<td>5.6091276740</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>19.1795514756</td>
</tr>
<tr>
<td>0.00000000</td>
<td>8.00000000</td>
<td>24.6002860097</td>
</tr>
<tr>
<td>0.00000000</td>
<td>10.00000000</td>
<td>1.1312090673</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-10.00000000</td>
<td>-14.4768762679</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-8.00000000</td>
<td>-1.6387587193</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-6.00000000</td>
<td>4.9264963636</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-4.00000000</td>
<td>2.7399064639</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-2.00000000</td>
<td>4.8152460870</td>
</tr>
<tr>
<td>0.00000000</td>
<td>0.00000000</td>
<td>-4.4929629864</td>
</tr>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-5.7233342568</td>
</tr>
<tr>
<td>0.00000000</td>
<td>4.00000000</td>
<td>17.2356945553</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>38.2615040535</td>
</tr>
<tr>
<td>0.00000000</td>
<td>8.00000000</td>
<td>47.3029247940</td>
</tr>
<tr>
<td>0.00000000</td>
<td>10.00000000</td>
<td>78.72388323</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-10.00000000</td>
<td>-18.349811365</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-8.00000000</td>
<td>-1.497701978</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-6.00000000</td>
<td>7.0180003305</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-4.00000000</td>
<td>5.67004853239</td>
</tr>
<tr>
<td>0.00000000</td>
<td>-2.00000000</td>
<td>2.2750941414</td>
</tr>
<tr>
<td>0.00000000</td>
<td>0.00000000</td>
<td>-1.0754885047</td>
</tr>
<tr>
<td>0.00000000</td>
<td>2.00000000</td>
<td>-1.6192367099</td>
</tr>
<tr>
<td>0.00000000</td>
<td>4.00000000</td>
<td>27.608562716</td>
</tr>
<tr>
<td>0.00000000</td>
<td>6.00000000</td>
<td>54.3576036894</td>
</tr>
<tr>
<td>0.00000000</td>
<td>8.00000000</td>
<td>80.1873838923</td>
</tr>
<tr>
<td>0.00000000</td>
<td>10.00000000</td>
<td>57.8934361793</td>
</tr>
</tbody>
</table>

**Table C.1: Input and Output Training Data for Example 1**
Figure C.1: Target Output For Example 1

Figure C.2: Target Output For Example 2
Figure C.3: Initial Membership Functions (Ex. 1, Two MF’s)

Figure C.4: Final X Membership Functions (Ex. 1, Two MF’s)

Figure C.5: Final Y Membership Functions (Ex. 1, Two MF’s)

Figure C.6: Average Percentage Error (Ex. 1, Two MF’s)
Figure C.7: Initial Membership Functions (Ex. 1, Three MF's)

Figure C.8: Final X Membership Functions (Ex. 1, Three MF's)

Figure C.9: Final Y Membership Functions (Ex. 1, Three MF's)

Figure C.10: Average Percentage Error (Ex. 1, Three MF's)
Figure C.11: Initial Membership Functions (Ex. 1, Four MF’s)

Figure C.13: Final Y Membership Functions (Ex. 1, Four MF’s)

Figure C.12: Final X Membership Functions (Ex. 1, Four MF’s)

Figure C.14: Average Percentage Error (Ex. 1, Four MF’s)
Figure C.15: Initial Membership Functions (Ex. 2, Two MF’s)

Figure C.17: Final Y Membership Functions (Ex. 2, Two MF’s)

Figure C.16: Final X Membership Functions (Ex. 2, Two MF’s)

Figure C.18: Average Percentage Error (Ex. 2, Two MF’s)
Figure C.19: Initial Membership Functions (Ex. 2, Three MF's)

Figure C.20: Final X Membership Functions (Ex. 2, Three MF's)

Figure C.21: Final Y Membership Functions (Ex. 2, Three MF's)

Figure C.22: Average Percentage Error (Ex. 2, Three MF's)
Figure C.23: Initial Membership Functions (Ex. 2, Four MF's)

Figure C.25: Final Y Membership Functions (Ex. 2, Four MF's)

Figure C.24: Final X Membership Functions (Ex. 2, Four MF's)

Figure C.26: Average Percentage Error (Ex. 2, Four MF's)
Figure C.27: Initial Membership Functions (Ex. 3, Two MF's)

Figure C.28: Final X Membership Functions (Ex. 3, Two MF's)

Figure C.29: Final Y Membership Functions (Ex. 3, Two MF's)

Figure C.30: Final Z Membership Functions (Ex. 3, Two MF's)
Figure C.31: Initial Membership Functions (Ex. 3, Three MF’s)
Figure C.33: Final Y Membership Functions (Ex. 3, Three MF’s)

Figure C.32: Final X Membership Functions (Ex. 3, Three MF’s)
Figure C.34: Final Z Membership Functions (Ex. 3, Three MF’s)
Figure C.35: Average Percentage Error (Ex. 3, Two MF's)

Figure C.36: Average Percentage Error (Ex. 3, Three MF's)
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