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Research Accomplishments

We continue research on our method of coherent radiative control of chemical reactions, extending the general theory and theoretically designing laboratory scenarios for displaying control. We have, during the course of this grant period, done several seminal pieces of research which both extend the theory and provide the basis for considerably greater advances in the near future. Particularly notable successes during this research period include:

a) the successful demonstration of extensive control in IBr photodissociation using both a three photon + one photon scenario\(^1,2\) as well as a pump-dump scenario\(^3\);

b) the development of a theory of the interaction of molecules with a partially coherent laser source\(^4\) and examination of the extent of control under these conditions\(^13\);

c) controlled asymmetric synthesis: the demonstration that coherent control can be used to obtain chiral molecular products from achiral initial precursors\(^5,16\);

d) the development of a cw laser scheme which allows for controlled cis-trans isomerization\(^6\);

e) the first successful computation of control in a chemical reaction (here \(H+OD\rightarrow DOH\rightarrow D+OH\)) which forms two chemically distinct product arrangements\(^10\);

f) the development of a resonant 2-photon plus 2-photon scheme which allows for the control of chemical reactions in a thermal environment and eliminates other uncontrolled contributions\(^8,9\). Successful demonstration of control over two and three\(^11\) product channels in the dissociation of \(Na_2\);
g) the development of a semiclassical method for computing photodissociation in multiparticle systems\textsuperscript{14} and successful tests on a simple photodissociation model; and

h) the determination of conditions under which total control can be achieved in the N-level problem\textsuperscript{12} under weak field conditions.

In addition, work has begun on a number of new coherent control problems which serve as the basis for our proposal for continued funding.

This report provides a very brief sketch of results obtained; the accompanying preprints and reprints should be consulted for further details. We also note, later below, the appearance of several experiments which have verified the essential principle of coherent control in the one product channel case. Further experimental work, motivated by theoretical developments, are in progress at various institutions.

\textit{A. Simultaneous $\omega_3, 3\omega_1$ Excitation:}

We have previously shown that photodissociation of single bound state by excitation with frequencies $\omega_3$ and $3\omega_1$, where $3\hbar\omega_1 = \hbar\omega_3$, affords a method of doing control [M. Shapiro, J.W. Hepburn and P. Brumer, Chem. Phys. Lett. 149, 451 (1988)]. Theoretically, control arises through the quantum interference induced between two optical routes controlled by different transition operators, i.e. the one photon $\mu$ and three photon $T$ operators. Here $T$ is defined as

$$T = (\hat{\varepsilon}_1 \cdot \mu)_{e,g} (E_i - H_g + 2\hbar\omega)^{-1} (\hat{\varepsilon}_1 \cdot \mu)_{g,e} (E_i - H_e + \hbar\omega)^{-1} (\hat{\varepsilon}_1 \cdot \mu)_{e,g} ,$$

where $H_g, H_e$ are the ground and excited state Hamiltonians, $\hat{\varepsilon}_1$ is the unit vector in the direction of the electric field and $E_i$ is the energy of the initial bound state $|\phi_i\rangle$. In this
instance the probability $P(E,q)$ of observing a product at energy $E$ and in arrangement channel $q$ is given by:

$$P(E,q) = (\frac{n}{k})^2 \left[ \varepsilon_3^2 \sum_n \left| \langle \psi^- | (\varepsilon_3 \cdot \mu)_e q | \phi_i \rangle \right|^2 + \varepsilon_1^2 \sum_n \left| \langle \psi^- | T | \phi_i \rangle \right|^2 - 2 \varepsilon_3 \varepsilon_1^2 \cos(\theta_3 - 3 \theta_1 + \delta_1^{(q)}) |F_{13}^{(q)}| \right]$$

with the amplitude $F_{13}^{(q)}$ and phase $\delta_{13}^{(q)}$ defined by:

$$|F_{13}^{(q)}|e^{i\delta_{13}^{(q)}} = \sum_n \langle \phi_i | T | \psi(E,n,q)^- \rangle \langle \psi(E,n,q)^- | (\varepsilon_3 \cdot \mu)_e q | \phi_i \rangle$$

The first and second terms in $P(E,q)$ give one photon and three photon dissociation probabilities with fields of intensities $\varepsilon_3^2$ and $\varepsilon_1^2$ whereas the third term arises from the quantum interference between these two processes. The latter term affords experimental control over $P(E,q)$. Specifically, by experimentally manipulating the laser electric field amplitudes $\varepsilon_1, \varepsilon_3$ and relative phase of the lasers $\theta_3 - 3 \theta_1$, one directly alters $P(E,q)$.

To ascertain the extent of possible control in realistic systems we computationally examined\cite{Ref1,Ref2} coherent radiative control in the photodissociation of IBr, which produces I + Br and I + Br*, using high quality potential surfaces and fully quantum mechanical photodissociation methods. Results showed that an extremely wide range of control (25% to 95%) could be achieved by varying the relative laser phase and intensity over a modest range. Such control was also maintained for high $J$ states ($J = 42$), despite the required extensive averaging over 85 $M_J$ states. In this regard, also of interest, was the observation that the dependence on control parameters (relative laser phase and amplitude) is relatively independent of the $J$ values.

The fundamental principle of coherent control, as manifest in this 1 + 3 photon scenario, has now been demonstrated experimentally [C. Chen, Y-Y. Yin, and D.S. Elliott,

**B. Pump-Dump Control in IBr Photodissociation:**

Whereas the 1+3 photon scenario described above relies upon the interference at a fixed energy induced by two different CW fields, an alternative approach [M. Shapiro and P. Brumer, J. Chem. Phys. 90, 7132 (1989)] utilizes a pulsed laser to prepare a superposition of two or more bound states and a subsequent dump laser to carry the system to dissociation. Interference is induced in this scenario by the multitude of frequencies within the second pulse which carry each member of the superposition to the same range of continuum energies $E$.

In the general case the initial excitation pulse $\tau_x(t)$, creates a linear superposition state in the excited state and the temporally separated dump pulse $\tau_d(t)$ brings the system to the regime where products are energetically accessible. The state prepared after the $\tau_x(t)$ is given in first order perturbation theory by:

$$|\phi(t)\rangle = |E_g\rangle e^{-iE_gt/\hbar} + \sum_j c_j |E_j\rangle e^{-iE_jt/\hbar}$$

with

$$c_j = (\sqrt{2\pi}/i\hbar) \langle E_j \mu | E_g \rangle \epsilon_x(\omega_{jg}) = d_j \epsilon_x(\omega_{jg})$$

where $\omega_{jg} = (E_j - E_g)/\hbar$, the excitation frequency to level $|E_j\rangle$ from the ground state $|E_g\rangle$ and where $d_j$ is defined by the second equality. Note that $\epsilon_x(\omega)$ or $\epsilon_d(\omega)$ denote the Fourier transform of the respective laser pulse.
Subsequently, the system is subjected to a $\tau_d(t)$ and perturbation theory, plus the rotating wave approximation, gives the probability $P(E, q)$ of forming product in arrangement channel $q$ at energy $E$ as

$$P(E, q) = (2\pi/\hbar)^2 \sum_n \left| \sum_j c_j \langle E, n, q^- | \mu | E_j \rangle \varepsilon_d(\omega_{EE_j}) \right|^2$$

where $\omega_{EE_j} = (E - E_j)/\hbar$ and $c_j$ is given above.

Expanding the square gives the canonical form:

$$P(E, q) = (2\pi/\hbar^2)^2 \sum_{ij} c_i c_j^* \varepsilon_d(\omega_{EE_i}) \varepsilon_d^*(\omega_{EE_j}) \mu_{ij}^{(q)}(E)$$

$$= (2\pi/\hbar^2) \sum_{ij} d_i^* d_j \varepsilon_x(\omega_{ig}) \varepsilon_x^*(\omega_{jg}) \varepsilon_d(\omega_{EE_i}) \varepsilon_d^*(\omega_{EE_j}) \mu_{ij}^{(q)}(E)$$

Here $\mu_{ij}^{(q)}(E) = \langle E, n, q^- | \mu | E_i \rangle \langle E_j | \mu | E, n, q^- \rangle$. An examination\(^{21}\) of the expression for $P(E, q)$ shows that the laboratory control parameters are the time delay $\Delta t$ between the pulses and the coefficients $c_i$ of the initially created superposition, controlled via properties of the initial excitation pulse.

Essentially this approach, in which a few states are excited by $\varepsilon_x(t)$, emphasizes quantum, rather than classical, characteristics, and encodes coherence in a minimum of states, allowing for the use of pulses in the convenient picosecond and even (for polyatomics) nanosecond range.

We have recently\(^3\) utilized this technique to control Br vs Br* production in the photodissociation of IBr. Specifically, the coupling of the electronic and nuclear angular momenta in the $^1\Sigma^+$ and $^3\Pi_1$ electronic states results in closely spaced (1 cm\(^{-1}\)) bound state levels. Pumping from the ground electronic state to form a superposition of a pair of these states, and subsequently pumping to the continuum above the Br* threshold allowed
for control over Br vs Br* yield. Indeed, by varying the time delay between pulses and the central frequency of the excitation pulse we were able to obtain yields ranging from 4% Br* to 96% Br*, i.e. almost total product control. Since pulse durations and delays were computed to be in the 10 picosecond region this appears to be an experiment which can readily be carried out with current technology.

C. Partially Coherent Sources:

Phase coherence, of both the laser and the molecule, are central to the success of our interference based control approach. That is, the quantum interference necessary for control relies upon a combination of the known molecular phases and the known laser electromagnetic field phases. However, real systems often display partial, rather than full coherence properties, i.e. the state of the molecule or laser is described by a density matrix rather than a wavefunction. This being the case, it is important to analyze the extent to which control survives the introduction of both molecular and laser phase incoherence. [Alternatively one may design schemes which bypass the phase incoherence effects-see M. Shapiro and P. Brumer, J. Chem. Phys. 90, 6179 (1989) and the technique in Section G below.] Having previously provided a method for analyzing the effects of dephasing collisions on control [M. Shapiro and P. Brumer, J. Chem. Phys.90, 6179 (1989)] we have now examined the effect of laser incoherence on the pump-dump control scenario. The approach follows directly from the pump-dump treatment above, in conjunction with a phase diffusion model [X-P. Jiang and P. Brumer, J. Chem. Phys. 94, 5833-5843 (1991)] of the pulsed laser. Under conditions where the laser is partially coherent the expression
for $P(E, q)$ becomes

$$P(E, q) = (2\pi/h^2) \sum_{ij} d_i d_j^* \langle \epsilon_r(\omega_{ig}) \epsilon^*_r(\omega_{jg}) \rangle \langle \epsilon_d(\omega_{EE}) \epsilon^*_d(\omega_{EE}) \rangle \mu^{(q)}_{ij}(E),$$

with the frequency-frequency correlation functions for the assumed Gaussian excitation pulse given by

$$\langle \epsilon_r(\omega_2) \epsilon^*_r(\omega_1) \rangle = \frac{\epsilon_{20}^2 T_x e^{i(\omega_2 - \omega_1) t_x} e^{-T_x^2 (\omega_2 - \omega_1)^2 / 8} - T_x^2 (\omega_2 + \omega_1 - 2\omega_x)^2 / 8}{8},$$

where

$$T_x = \tau_x \tau_{xc}/(\tau_x^2 + \tau_{xc}^2)^{1/2}.$$

A similar expression applies to the dump pulse. Here $\tau_x$ is the duration of the excitation pulse, with center at time $t_x$ and intensity $\epsilon_{20}^2$ and $\tau_{xc}$ is the correlation decay time of the excitation pulse. Integrating over energy to collect all product produced by the pulse produces $P(q)$. The structure of $P(q)$ now shows exponential decay of both the direct $(i = j)$ photodissociation probabilities as well as of the interference term between paths $(i \neq j)$, with the decay rate determined by the incoherence of the pump and dump pulses. However, a generalized Parseval Equality which we have obtained, valid under well defined conditions, shows that the coherence characteristics of the latter are far less significant than those of the former.

Computational studies on the decay of a model DH$_2$ system, where the excitation pulse produced superpositions of pairs of states as well as large numbers of states, indicated that control could be maintained for pump pulses whose coherence was better than $\tau_c/\tau \leq 2$ to 3, a range which precludes control with typical nanosecond laser pulses but allows control for typical picosecond incoherences. Computational results also made clear that
the degree to which control can be maintained in the presence of partial pulsed laser coherence is a strong function of the molecular transition matrix elements, suggesting that examination of specific systems of interest using the derived formalism is a worthwhile endeavor.

D. Controlled Photon Induced Symmetry Breaking; Asymmetric Synthesis:

Asymmetric synthesis has served as a goal for chemists since the time of Louis Pasteur. The goal of asymmetric synthesis is to produce a specific molecular enantiomer, as distinct from its mirror image (e.g., to produce the dextro, rather than levo, form of a molecule). As a consequence of intense research interest a number of schemes have been proposed; all require the use of some chiral precursor, such as a chiral catalyst or chiral reactant.

A number of efforts have been made to utilize photoexcitation to perform asymmetric synthesis but these tended to rely upon very small high order perturbation terms in the molecular Hamiltonian. Recently we have shown that it is possible to selectively enhance the yield of a desired enantiomer by using coherent control applied to the photodissociation of meso-type molecules, i.e. ABA' where A and A' are enantiomers. Here ABA' dissociates as:

$$AB' + A'A'$$

In essence we utilize a pump-dump scenario in which the pump prepares a linear superposition of a pair of selected bound states, followed by a dump pulse. Such a scheme, we showed, allowed for selective production of one enantiomer (e.g. A) over another (A'). This remarkable result uses linearly polarized light and requires only that the final products be separated in a weak magnetic field so that control can be achieved by taking
advantage of the (previously unrecognized) difference in total cross section for producing \( A + B A' \) in an specific \( M_j \) state and \( AB + A' \) in the same \( M_j \) state. Numerical results on a model system confirmed these predictions. Work is planned on methods of removing the requirement for a weak magnetic field through a focus on the differential cross section and on the possibility of doing chemistry on surfaces where the selection rules differ.

E. Control of Cis-Trans Isomerization:

The underlying principles of quantum scattering theory make clear that the essence of control lies in the character of the stationary eigenstates of the Hamiltonian. As such it deemphasizes ideas such as rapid time dependence competing with time scales of nuclear motion\(^{24}\) or the explicit role of pulse time scales in the control of reactions. To make clear the extent to which control may rely solely upon stationary properties, and to consider the important case of control of cis-trans isomerization, we proposed a control approach based on differences in cis-trans stationary eigenfunctions\(^6\). Specifically, a nanosecond laser is used to excite a molecule from the cis (or trans) configuration to the excited electronic state. A second laser is then used to deexcite the system to an eigenstate of the trans (or cis) Hamiltonian. Since the energy eigenvalues of the cis and trans configuration differ, selective product yields are possible. Conditions on the molecule and laser under which such a scenario would be effective were determined and successful control was displayed using a model of Stilbene isomerization.

F. Control over Chemically Distinct Products; The Photodissociation of HOD:

The ability to control chemical reactions is of vital interest to the chemistry community, where product channels differ by atomic arrangement: e.g. product \( AB + C \) as distinct
from product AC + B in the decomposition of ABC. Current quantum mechanical methods for treating photodissociation are, as yet, incapable of handling such cases. For this reason we have suggested, as part of our proposed research, continuing studies into quantum and semiclassical methods for photodissociation.

Despite this state of affairs, the particular system

\[ H + OD \rightarrow HOD \rightarrow D + OH \]

is amenable to computation at energies where the two channels may be realistically treated as decoupled [M. Shapiro in "Mechanisms for Isotopic Enrichment in Photodissociation Reactions", ACS Symposium Series, ACS Books (1991)]. The system is also of great interest because control over HOD decay presents a particularly serious challenge to control schemes since the two product channels differ only in mass factors, with the potential surface in both channels being identical.

We have carried out a detailed computational study of control over HOD photodissociation \(^{10}\) using the pump-dump scenario. The initial excitation was assumed to prepare superpositions of a pair of bend and stretch modes in the ground electronic state and the subsequent dump lifted the system to the excited electronic B state. Results indicated that there was substantial control associated with variations of the frequency of the pump pulse and somewhat less control associated with variations in the time delay between pulses. The origin of the former was clearly in the natural preference of the two individual pumped states to photodissociate to HO + D and DO + H, respectively. The latter, an indication of true quantum interference based coherent control, showed variations in the yield over a range of 10%. Although this yield is not substantial it is impressive for a case
such as HOD where product channel differences are slight and bodes well for the future of control in systems with distinct chemical arrangements characterizing different product channels.

**G. Control in Thermal Environments; 2-Photon + 2-Photon Interference:**

Coherent control is based upon quantum interference. As noted above, to maximize such control both molecule and laser field should ideally be in a pure state since molecular and optical phases both play a crucial role. Incoherence effects leading to a mixed initial matter-photon state, such as partial laser coherence or an initially mixed molecular state, degrade control. As a consequence, all but one [M. Shapiro and P. Brumer, J. Chem. Phys. 90, 6179 (1989)] of our previous coherent control scenarios were limited to isolated molecules in a pure state, e.g. molecular beam systems. In a recent study we showed that it is possible to maintain control in a molecular system in thermal equilibrium by interfering two distinct resonant two-photon routes to photodissociation. In particular, the resonant character of the excitations insure that only a selected state out of the molecular thermal distribution participates in the photodissociation. Hence coherence is re-established by the excitation and maintained throughout the process.

The proposed control scenario also provides a method of overcoming loss of control due to the to phase jitter in the laser source. That is, consider the two two-photon routes, the first consisting of excitation with $2\omega$ and the second of excitation with $\omega_- + \omega_+ \equiv (\omega - \delta) + (\omega + \delta)$. If, we assume that both $\omega_-$ and $\omega_+$ are produced by passing $2\omega$ through a nonlinear crystal, then the phase difference between the two excitation routes is a constant, independent of jitter in the initial frequency $\omega$ laser. Thus, effects due to phase incoherence
in the source are minimized. In addition, we have also shown that this approach allows
the reduction of contributions from uncontrolled ancillary photodissociation routes (such
as \( \omega + \omega_+ \), etc.), substantially increasing control.

Computational results on the multiproduct photodissociation of \( \text{Na}_2 \):

\[
\text{Na}_2 \rightarrow \text{Na}(3s) + \text{Na}(4s) \\
\quad \rightarrow \text{Na}(3s) + \text{Na}(3p) \\
\quad \rightarrow \text{Na}(3s) + \text{Na}(3d)
\]

show a wide range of control over the two possible products at lower energy and the three
products at energies above the \( \text{Na}(3s) + \text{Na}(3d) \) threshold. To compute these results
required the development, and computational implementation, of a theory of resonant
two photon dissociation.

These results, we believe, constitute a major advance, providing a scenario eliminating
three major incoherence effects and defining a method for controlling molecular reactions
in natural environments.

**H. Semiclassical Propagation for Photodissociation:**

Since quantum mechanics will, in the foreseeable future, be limited to small molecules,
we began to examine possible classical and semiclassical methods for treating laser con-
trolled photodissociation.

Classical and semiclassical methods have been highly successful in providing both qual-
itative and quantitative results on unimolecular and bimolecular heavy particle reactions.
Our interest is in light-induced reactions and simple classical trajectory methods have
also been applied in such cases, e.g. to compute photodissociation cross sections. How-
ever, the methods which have been developed are not directly applicable to control since simple photodissociation calculations only require the computation of probabilities such as $P(E, n, q) = |<E_i|\mu|E, n, q>|^2$. Here $P(E, n, q)$ is the probability of forming a final state at energy $E$ in an arrangement channel labeled $q$ with quantum numbers $n$. Here the ket $|E_i>$ is an initial bound state at energy $E_i$ from which photodissociation occurs. By contrast with such calculations, coherent control of chemical reactions requires both the magnitude and phases of complex matrix element products such as $<E_i|\mu|E, n, q><E, n, q|\mu|E_j>$. We have begun to develop semiclassical methods to compute these types of quantities.

The essential difficulty in computing photodissociation amplitudes semiclassically arises from the "trajectory root search" problem in classical S-matrix theory, i.e. the requirement to locate classical trajectories which are defined by boundary values at both initial and final times. Such a requirement leads, for polyatomics, to multidimensional root searches in a virtually intractable two point boundary value problem. This deficiency was recognized early on by W.H. Miller but one solution, the so-called Initial Value Representation, in which required trajectories were specified by initial values, led to highly oscillatory integrands, and hence an equally intractable approach.

Motivated by the need for an efficient semiclassical method for photodissociation amplitudes we recently reexamined the initial value problem for inelastic scattering [G. Campolieti and P. Brumer, J. Chem. Phys. 96, 5969 (1992)]. Specifically, we obtained both a useful formal initial value representation for inelastic and reactive scattering as well as an efficient numerical method for handling the oscillatory integrands which arise in this approach. These results motivated further consideration of the initial value representation.
for photodissociation computations and hence for control over chemical reactions.

Thus far we have obtained an initial value representation for the required amplitudes, as described below, and tested the method on a model uncoupled photodissociation problem. Further work on this method is part of our current proposal for continued support.

The essence of our proposed approach is readily summarized. Consider photodissociation to a single product arrangement channel, allowing us to suppress the $q$ channel label. The required photodissociation scattering amplitude may be written in terms of the Møller Wave Operator $\Omega(-)$ as:

$$
\langle \psi^{-1}(E,n) | \mu \cdot \epsilon | \psi_b \rangle = \langle E,n | \Omega^{(-)+} (\mu \cdot \epsilon) | \psi_b \rangle .
$$

Our asymptotic equivalence approach [G. Campolieti and P. Brumer, J. Chem. Phys. 96, 5969 (1992) and Ref. 14] provides a means of obtaining an initial value representation for the Møller Wave operator, for an $N$ degree of freedom system, resulting in the form

$$
\langle p'_{2} | \Omega^{(-)+} | p'_{1} \rangle = (-2\pi i\hbar)^{-3N/2} \int dq_{1} dp_{1} \left[ \det \left( \frac{\partial q_{1}}{\partial q_{1}}(q_{1},p_{1},T) \right) \right]^{1/2} \exp \left\{ \frac{i}{\hbar} \left( \Phi(T) + \tilde{q}(T)[p(T) - p'_{2}] - q_{1}[p_{1} - p'_{1}] \right) \right\}
$$

Here $q, p$ are $3N$ canonical coordinates and momenta, $T$ is a time after dissociation is over and $\tilde{q} = q - \frac{p}{m} t$ and the classical action $\Phi(T)$ is given by

$$
\Phi(T) = \int_{0}^{T} \left[ q(t') - \frac{t}{m} p(t') \right] \tilde{p}(t') + V^*(q(t'), p(t')) dt'.
$$

The quantities $q(t'), p(t')$ are obtained from trajectory dynamics with initial conditions $q_{1}, p_{1}$ and $V^*$ is the scattering interaction, i.e. the full Hamiltonian $H$ minus the asymptotic channel Hamiltonian $H_{0}$. Note that Eq. (2) implies an integration over all trajectories with initial conditions $p_{1}, q_{1}$. Unlike the classical $S$-matrix approach, $p'_{2}$ is a parameter and not final trajectory (target) conditions.
Inserting the integral representation for the propagator into Eq.(2) gives the convenient expression [with $\tilde{q}(T) \equiv \tilde{q}(q_1, p_1, T)$]

$$\langle \psi^(-)(p'_2) | (\mu \cdot \epsilon) | \psi_b(N'_1) \rangle = (2\pi\hbar)^{-N} \int dq_1 \int dp_1 \left[ \det \left( \frac{\partial \Phi(T)}{\partial q_1} \right) \right]^{1/2} (\mu(q_1) \cdot \epsilon) \psi_b^{N'_1}(q_1) \times \exp \left\{ \frac{i}{\hbar} \left( \Phi(T) + q(T) \cdot [p(T) - p'_2] - q_1 \cdot p_1 \right) \right\}$$

Note the simplicity of the expression insofar as one initiates trajectories in phase space and propagates them to dissociation, carrying the appropriate semiclassical phase. The interference between them is automatically taken care of in the integration and there is no need to do any root searches.

Preliminary tests of this method have been performed on a model system consisting of IBr dissociation on uncoupled diabatic potential energy curves. The results obtained with a single classical trajectory per $E$ were found to be highly accurate and further work on this method is contained in our proposal.

I. Complete N-Level Control:

Attempts to maximize the yield of a particular channel have utilized optimal control theory techniques to find laser pulse shapes which optimize the desired yield. The resultant pulses are highly structured and the problem computationally complex insofar as the high fields considered result in a complicated nonlinear optimization problem.

Recently we examined the case of yield optimization in the weak laser pump-dump scenario and have determined conditions under which complete control over populations is possible. Specifically, we have considered the case where the pump prepares a superposition of $N$ bound state levels which are then photodissociated by the dump pulse. The result, an extension of our theorem for complete control with $N=2$ [P. Brumer and M. 20]
Shapiro, Chem. Phys. Lett. 126, 541 (1986), shows that complete control is possible when (a) the continuum absorption spectrum is composed of a series of sufficiently-narrow resonances, and b) that the photodissociation process is a non-factorizeable one, i.e., it cannot be broken up to an excitation process (of a "bright" state) and a dissociation process (to a set of "dark" states).

This important prediction motivates further studies on the linear optimization scheme which paper are included in our proposal for future research.

Additional Work in Progress

In addition, two other major studies have been initiated, one on coherent control on surfaces\textsuperscript{26} and the other on control in high fields\textsuperscript{27}. Both form major components of the research which we propose in our request for renewal of this grant. They are therefore discussed there in detail.
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We show that simultaneous one- and three-photon photodissociation of IBr can be used to control the relative product yield of ground and excited state Br atoms. The control attained is substantial insofar as it is possible to vary the Br* yield over the range of 25%-95%, even for a high J case which involves extensive averaging over \(J_f\) states.

I. INTRODUCTION

Controlling the yield of molecular reaction using lasers has been a longstanding goal in chemical dynamics. Early laser-based attempts at control relied either on the frequency resolution of lasers to locate a frequency which maximizes the yield, or on the use of high power lasers to alter the dynamics. Both methods suffer from severe drawbacks; the former depends on the chance existence of a favorable branching ratio and the latter requires extremely high powers which make it impractical. In addition, both of these methods are passive in the sense that the yield is primarily determined by molecular properties and cannot be controlled by experimental design.

Recently, we proposed a theoretical approach for actively controlling the yield using low power lasers\(^1\) which is based upon the following general idea. Suppose that we invoke two simultaneous coherent paths \(a\) and \(b\) to get to the products. Under these circumstances the probability \(P\) of producing products is given by

\[
P = |A_a|^2 + (A_a A_b^* + A_b A_a^*) + |A_b|^2.
\]

Here \(A_i\) is the probability amplitude of obtaining products through path \(i\), so that \(|A_a|^2\) and \(|A_b|^2\) are the probabilities for independently obtaining products from path \(a\) and path \(b\). The second term, the cross term, can be positive or negative and arises from the quantum interference between the two paths. If both paths \(a\) and \(b\) lead to more than one product channel then the branching ratio \(R_{\text{eff}}\) for channels \(q\) and \(q'\) is of the form

\[
R_{\text{eff}} = \frac{|A_q|^2 + (A_q A_q^* + A_q A_q^*) + |A_q|^2}{|A_{q'}|^2 + (A_{q'} A_{q'}^* + A_{q'} A_{q'}^*) + |A_{q'}|^2}.
\]

Here, \(A_q\) is the probability amplitude for obtaining products in channel \(q\) from path \(a\) and other \(A\) quantities are similarly defined.

To have active control over the product distribution means that one can experimentally manipulate the magnitude of the numerator or the denominator in Eq. (2). Thus, if one can design an experimental scenario such that by varying laboratory parameters one varies the sign and magnitude of the cross term, then one gets control over product distributions and product yields. We term this overall approach, which relies upon coherence and the use of interference between a minimum of two paths, coherent radiative control.\(^1\) Alternately, methods based upon time dependent wave packet approaches, have been developed by others.\(^2\)

We first implemented these general principles in an example of one-photon dissociation of a superposition state.\(^1\) Specifically, we suggested preparing and dissociating a superposition of two bound states. In this case, the dissociation from two components of the superposition state were the two required simultaneous independent paths and the cross term, essential to control, arose from the interference between them. Our computational results\(^1\) showed that the cross term could be manipulated to give a vast range of possible control, by experimentally varying the combined phases and amplitude ratio due to the lasers used to prepare the superposition state and to dissociate the molecule. Experimental verification of this particular implementation of coherent control may be realizable through the use of nonlinear optical techniques.\(^1\)

Subsequently, we proposed a number of other experimental routes for achieving coherent control.\(^1\) A number of these involve dissociating a single eigenstate, rather than a superposition state. For example, in one case\(^1\) we obtained active control over differential cross sections with a single laser frequency of variable elliptic polarization. Here dissociating the molecule via the two orthonormal components of the polarization vector act as the two simultaneous coherent paths and the interference between them provides the cross term for control. Experimental control over the branching ratio is obtained by varying the phase difference and the degree of elliptical polarization of the incident light. Another scenario,\(^1\) of particular interest to this paper, uses two lasers of frequency \(\omega_1\) and \(\omega_2 = 3\omega_1\) to simultaneously dissociate an initial eigenstate. The resulting one- and three-photon dissociation routes create the necessary interference for control. The product yields may be controlled by varying the relative phases and the amplitudes of the \(\omega_1\) and \(\omega_2\) lasers.

Recently, an experimental verification of this effect, using three- vs five-photon absorption in the ionization of Hg.\(^2\)
has been published. In this experiment, control of only a single channel, i.e., the ionization process itself, has been demonstrated. In addition, the effect was also confirmed theoretically in the strong field limit.

Previously, we developed the general theory of control via one-plus-three photon dissociation but provided no computational study to assess the range of control afforded by this route. Here we apply this simultaneous \((\omega_1, \omega_3)\) excitation method to control the dissociation of \(1\)Br to either \(I(I^*(P_{1/2}), + Br(I^*(P_{3/2}))\) or \(I(I^*(P_{1/2}), + Br(I^*(P_{3/2}))\) and demonstrate extensive control over product yield. For example, photodissociation of \(1\)Br with \(\lambda < 526 \text{ nm}\) is known to yield \(Br^*(P_{3/2})\) almost exclusively, i.e., \((Br^*(P_{1/2}), Br(P_{3/2})) \approx 3:4\). However, as demonstrated below, simultaneous \((\omega_1, \omega_3)\) excitation allows us to easily reverse this trend to obtain predominantly \(Br(P_{1/2})\).

This paper is organized as follows. In Sec. II, we summarize the implementation of coherent control via one-plus-three photon dissociation. Application is made to \(1\)Br dissociation in Sec. III and numerical results for yield control in \(1\)Br are presented in Sec. IV.

II. ONE-PLUS-THREE PHOTON-INDUCED DISSOCIATION

We briefly summarize the one-plus-three photon implementation of coherent control. Consider an isolated molecule \(A\) which dissociates, upon excitation to an excited electronic state at energy \(E\), to several possible chemically distinct arrangement channels (e.g., \(B + C + D + F\)), labeled \(q = 1, 2, \ldots\). Let \(H_g\) and \(H_f\) be the nuclear Hamiltonians for the ground and excited states, respectively, and \(|E,\rangle\) be the ground eigenstate, i.e., \(|E,\rangle\) is expanded to include the angular momentum quantum numbers. They are left out here for simplicity.) We define \(|E, n, q^-\rangle\) as the continuum eigenstates of \(H_f\), which satisfy incoming boundary conditions, i.e., \(|E, n, q^-\rangle\) goes asymptotically to the product state described by quantum number \(n\), energy \(E\) and molecular arrangement \(q\).

The molecule, initially in \(|E,\rangle\), is subjected to two electric fields given by

\[
e(t) = e_1 \cos(\omega_1 t + k_1 \cdot \mathbf{R} + \theta_1) + e_3 \cos(\omega_3 t + k_3 \cdot \mathbf{R} + \theta_3).
\]

Here \(\omega_1 = 3\omega, e_1 = e, \hat{e}_1, i = 1, 3\); \(e_1\) is the magnitude and \(\hat{e}_1\) is the polarization of the electric fields. The two fields are chosen parallel, with \(k_3 = 3k_1\). Excitation with the first and second electric field provide the two simultaneous paths to the dissociation products. As discussed in Sec. I, the probability \(P(E, q, E')\) of producing product with energy \(E\) in arrangement \(q\) from a state \(|E,\rangle\) is given by the probabilities \(P_1(E, q, E')\) and \(P_3(E, q, E')\) due to the \(\omega_1\) and \(\omega_3\) excitation, plus the cross term \(P_{13}(E, q, E')\) due to the interference between the two excitation.

\[
P(E, q, E') = P_1(E, q, E') + P_3(E, q, E') + P_{13}(E, q, E').
\]

We adhere, throughout this paper, to the (initially confusing) nonlinear optics convention that the subscript 3 denotes the tripled photon and hence induces one-photon photodissociation. Similarly, \(P_1\) and \(P_3\) relate to the three-photon process.

In the weak field limit, \(P_1(E, q, E')\) is given by

\[
P_1(E, q, E') = \left(\frac{\pi}{\hbar}\right)^2 \epsilon_1^2 \sum_n |\langle E, n, q^- | (\hat{e}_3 \cdot \mu)_{ex} | E, \rangle|^2.
\]

Here \(\mu\) is the electric dipole operator, and

\[
(\hat{e}_3 \cdot \mu)_{ex} = (e_3 \hat{e}_3 | \mu \rangle).
\]

with \(|\mu\rangle\) and \(|\epsilon\rangle\) are the ground and excited electronic state wave functions, respectively. Assuming also that \(E, + 2\hbar \omega,\) is below the dissociation threshold, with dissociation occurring from the excited electronic state, \(P_1(E, q, E')\) is given by third order perturbation theory by

\[
P_1(E, q, E') = \left(\frac{\pi}{\hbar}\right)^2 \epsilon_1^2 \sum_n |\langle E, n, q^- | T | E, \rangle|^2.
\]

with

\[
T = (\hat{e}_1 \cdot \mu)_{eq} (E, - H_g + 2\hbar \omega,)^{-1} (\hat{e}_3 \cdot \mu)_{ex}.
\]

A similar derivation gives the cross term in Eq. (4) as

\[
P_{13}(E, q, E') = -2\left(\frac{\pi}{\hbar}\right)^2 \epsilon_3 \epsilon_1 \cos(\theta_3 - 3\theta_1 + \delta |F'| |F'|,)
\]

with the amplitude \(|F'| |\) and phase \(\delta |F'| |\) defined by

\[
|F| = \sum_{n} \langle E, |T | E, n, q^- | (\hat{e}_3 \cdot \mu)_{eq} | E, \rangle.
\]

The branching ratio \(R_{13}q\) for channels \(q\) and \(q'\), can then be written as

\[
R_{13q} = \frac{P(E, q, E')}{P(E, q', E')},
\]

where

\[
P_{13}(E, q, E') = \frac{\left(\frac{\pi}{\hbar}\right)^2 \epsilon_3^2 |F'|^2 |F'|^2 | + \epsilon_1^2 |F'|^2 |}{|F'|^2 |F'|^2 | + \epsilon_1^2 |F'|^2 |}
\]

with \(|F'|^2 |\) and \(|F'|^2 |\) defined similarly. Next, we rewrite Eq. (11) in a more convenient form. We define a dimensionless parameter \(\tilde{e}\), and a parameter \(x\) as follows:

\[
\epsilon_i = \tilde{e} \epsilon_i^0, x = \tilde{e}_1^0 / \tilde{e}_3^0.
\]
The quantity $\varepsilon_0$ essentially carries the unit for the electric fields; variations of the magnitude of $\varepsilon_0$ can also be used to account for unknown transition dipole moments. Utilizing these parameters, Eq. (11) becomes

$$R_{\mu} = \frac{F_{\mu}^{(\nu)} - 2x \cos(\theta_j - 3\theta_1 + \delta_{\nu}^{(\mu)} \varepsilon_0 c F_{\mu}^{(\nu)} + x^2 \varepsilon_0^2 F_{\mu}^{(\nu)}}{F_{\mu}^{(\nu)} - 2x \cos(\theta_j - 3\theta_1 + \delta_{\nu}^{(\mu)} \varepsilon_0 c F_{\mu}^{(\nu)} + x^2 \varepsilon_0^2 F_{\mu}^{(\nu)}}. \quad (14)$$

Experimental control over $R_{\mu}$ is therefore obtained by varying the difference $(\theta_j - 3\theta_1)$ and the parameter $x$. The former is the phase difference between the $\omega_1$ and the $\omega_2$ laser fields and the latter, via Eq. (13), incorporates the ratio of the two laser amplitudes. Since "tripling" is a common method for producing $\omega_1$ from $\omega_2$, of fixed relative phase, the subsequent variation of the phase of one of these beams provides a straightforward method of altering $(\theta_j - 3\theta_1)$.

III. APPLICATION: PHOTODISSOCIATION OF IBr

In this section, we apply this scenario to control product yields in the photodissociation of IBr. In particular, we are interested in the energy regime where IBr dissociates to both $I(2P, \pi^*) + Br(B^3S^1)$ and $Br(B^3S^1) + Br^*(2P, \pi^*)$.

The IBr potential curves used in the calculation are shown in Fig. 1. In accordance with the notation in the figure, the photodissociation process can be understood in terms of the following virtual steps: (a) Photoexcitation,

$$IBr(X^1\Sigma^+_0) \rightarrow IBr(B^3\Pi_{0\nu}) \rightarrow IBr(B^3\Pi_{0\nu}) \rightarrow I(2P_{3/2}) + Br^*(2P_{3/2}). \quad (15a)$$

followed by either (b) a "diabatic-like" dissociation,

$$IBr(B^3\Pi_{0\nu}) \rightarrow I(2P_{3/2}) + Br^*(2P_{3/2}), \quad (15b)$$

yielding excited Br* atom or (c) an "adiabatic-like" dissociation,

$$IBr(B^3\Pi_{0\nu}) \rightarrow IBr(BO^+) \rightarrow I(2P_{3/2}) + Br^*(2P_{3/2}), \quad (15c)$$

in which the molecule follows the adiabatic curve and dissociates to ground state atoms.

An appropriate IBr computation requires inclusion of the angular momentum component. Thus the $|E_j\rangle$ of Sec. II are replaced by $|E_j, \mu, M_j\rangle$, the bound eigenstate of the ground potential surface. Here $J_j$ is the angular momentum, $M_j$ is its $z$ projection and the ket is of energy $E_j$, whose value incorporates specification of the vibrational quantum number $v$. Where no confusion arises, we continue to use $|E_j\rangle$ for simplicity.

The primary quantity required in the control calculation is the photodissociation amplitude $\langle E_j, \mu, M_j | \langle \varepsilon, \mu | E_j, \mu, M_j \rangle$, where the quantum number $n$ in the continuum state $|E, n, q\rangle$ denotes the scattering angles $\varepsilon = \phi_\theta, \theta_\phi$ and $q = 1, 2$ labels either the $Br(2P_{3/2})$ or $Br^*(2P_{1/2})$ channel. In terms of this notation, the one-photon photodissociation amplitude is given by

$$\langle E_j, \mu, M_j | \langle \varepsilon, \mu | E_j, \mu, M_j \rangle = \frac{(2mk)^{1/2}}{h} \sum_{\ell} (2\ell + 1)^{1/2} \left( \begin{array}{cc} J_j & 1 \\ -M_j & 0 \end{array} \right) \times D_{\ell, M_j}^{(\ell)}(\phi_\theta, \theta_\phi - \varepsilon_0) \langle E | \ell, q | E_j \rangle \rangle. \quad (16)$$

Here $m$ is the reduced mass of IBr, $k$ is the relative momentum of the dissociated particles, $D_{\ell, M_j}^{(\ell)}$ is the rotation matrix element, $(\mu, \mu', \mu'')$ is the Wigner $3-j$ symbol, and $t(E, j, q | E, j')$ is the $(M, \mu)$ independent reduced amplitude, containing the essential dynamics of the photodissociation process. Equation (16) follows from the usual procedure of expanding $\langle E, j, q | E, j' \rangle$ exactly using Shapiro's artificial channel method and the potential curves and coupling strength given by Child.

As shown above, the required $P_j(E, j, j', M, q)$, $P_{j_1}(E, j, j', M, q)$ and $P_j(E, j, j', M, q)$ [Eq. (4)] are conveniently expressed in terms of the primary quantities $\mu^{(E)}(E, j, j', M, q)$, $P_j(E, j, j', M, q)$, where

$$\mu^{(E)}(E, j, j', M, q) = \frac{2mk}{h} \left( \begin{array}{cc} J_j & 1 \\ -M_j & 0 \end{array} \right) \times D_{\ell, M_j}^{(\ell)}(\phi_\theta, \theta_\phi - \varepsilon_0) \langle E | \ell, q | E_j \rangle \rangle. \quad (16)$$

FIG. 1. IBr potential curves relevant in this one-plus-three photon induced dissociation.
\[ \mu^{\pi}(E,J,M,E,J,M,E) = \int dk \langle E,J,M | (\hat{t}_i \cdot \mu)_{q^+} | E,k,q^- \rangle \langle E,k,q^- | (\hat{t}_i \cdot \mu)_{q^+} | E,J,M \rangle \]
\[ = \frac{8 \pi m k}{\hbar^3} \sum_{J} \left( \begin{array}{c} J \\ -M \end{array} \right) \left( \begin{array}{c} J \\ -M \end{array} \right) \right| \delta_{M,M} \right| t^* \langle E,J,q | E,J \rangle t \langle E,J,q | E,J \rangle. \tag{17} \]

The integration over the scattering angles \( \hat{k} \) corresponds to the \( n \) summation in Eqs. (5) and (7), and the Kronecker delta \( \delta_{M,M} \) arises from the fact that the laser-molecule interaction does not depend on the azimuthal angle for the case of linearly polarized light. Note that the symmetry properties of the 3 minus 2 identity which will be used later below.

The probability \( P_3(E,q;E,J,M) \) is given, from the definition of \( \mu^{\pi} \), and from Eq. (5), by

\[ P_3(E,q;E,J,M) = \left( \frac{\pi}{\hbar} \right)^3 \epsilon_t^{\pi}(E,J,M,E,J,M,E). \tag{19} \]

The terms \( P_3(E,q;E,J,M) \) and \( P_1(E,q;E,J,M) \) can also be written in terms of the \( \mu^{\pi} \). To do so we express \( \langle E,n,q^- | T | E \rangle \) in Eq. (8) explicitly in terms of \( \langle E,n,q^- | (\hat{t}_i \cdot \mu)_{q^+} | E \rangle \) by inserting appropriate resolutions of the identity

\[ \langle E,n,q^- | T | E \rangle \]

\[ = \sum_{J} \sum_{J} \sum_{J} \sum_{q} \int dE' \langle E,n,q^- | (\hat{t}_i \cdot \mu)_{q^+} | E \rangle \langle E | (\hat{t}_i \cdot \mu)_{q^+} | E',n',q^- \rangle \langle E',n',q^- | (\hat{t}_i \cdot \mu)_{q^+} | E \rangle \]

\[ \left. \frac{E - E - 2\hbar \omega_1}{E' - E - \hbar \omega_1} \right. \] \( \tag{20} \)

Here, as noted above, \( |E \rangle \) denotes all of \( |E,J,M \rangle \) and the \( j \) summation indicates a sum over all bound states \( |E_j \rangle \) of the ground \( X' \Sigma^+_g \) potential surface. All summations are complete except the latter, in which the continuum eigenstates of \( X' \Sigma^+_g \) are neglected. Rather, only the larger bound state contribution is included. Indeed, of all the bound eigenstates of \( X' \Sigma^+_g \), the contribution to \( \langle E,n,q^- | T | E \rangle \) is dominated by those states with energy \( E \) satisfying the condition

\[ E \approx E + 2 \hbar \omega_1. \] \( \tag{21} \)

This near two-photon resonance condition is explicitly used in Sec. IV below to simplify the computation.

From Eq. (20) and the definition of \( \mu^{\pi}, |F^{(3)}| \), and \( \exp(i \delta^{(3)}) \) in the cross term \( P_3(E,q;E,J,M) \), is given by

\[ |F^{(3)}|^2 \exp(i \delta^{(3)}) = \sum_{J} \sum_{J} \sum_{J} \sum_{q} \int dE' \frac{\mu^{(\pi)}(E,J,M;E,J,M;E)}{(E' - E - 2\hbar \omega_1)(E' - E - \hbar \omega_1)} \]

\[ \mu^{(\pi)}(E,J,M;E,J,M;E) \mu^{(\pi)}(E,J,M;E,J,M;E) \mu^{(\pi)}(E,J,M;E,J,M;E). \tag{22} \]

Similarly, using Eqs. (7) and (20), the probability for the three-photon process is given by

\[ P_1(E,q;E,J,M) = \sum_{E_1} \sum_{J_1} \sum_{J_2} \sum_{M_1} \sum_{M_2} \int dE' \int dE \]

\[ \times \frac{\mu^{(\pi)}(E,J,M;E,J,M;E)}{(E - E - 2\hbar \omega_1)(E' - E - 2\hbar \omega_1)(E' - E - \hbar \omega_1)} \] \( \tag{23} \)

Later below we describe a simple qualitative route for tabulating the terms which enter into this expression. Given these results the quantities \( F^{(3)} \) and \( F^{(3)} \) in the branching ratio \( R_{(3)} \) expression of Eq. (14) and Eq. (11) are then written easily in terms of \( \mu^{(\pi)} \) using Eqs. (12), (19), (22), and (23).

### IV. Results

In this section, we present numerical results which demonstrate the large range of possible control in IBr. Both \( M \) polarized and the \( M \)-averaged calculations are described. In the former the isolated molecules are assumed to have the magnetic quantum number \( M \) which is selected prior to laser excitation; in the latter, no such selection is assumed.

In the \( M \)-polarized case the molecules are initially in a single \( |E,J,M \rangle \) state. Equation (18) then implies that

\[ P_1(E,q;E,J,M) = P_1(E,q;E,J,M) \]

\[ P_1 = P_1, \]

\[ P_3(E,q;E,J,M) = P_3(E,q;E,J,M). \] \( \tag{24} \)

where the probabilities for the one- and three-photon process \( P_1 \) and the cross term \( P_3 \) are those defined in Sec. III, but with the \( J, M \) dependence explicitly shown. As a consequence of Eq. (24), the branching ratio for the relative product yield is identical for the case of \( M \) and \( -M \). In the \( M \)-averaged case, the magnetic quantum numbers of the molecule to be excited assume all of the possible \( 2J + 1 \) values with equal probability, i.e., the \( M \) are random. In this case each \( M \) state is treated independently and the average \( P_1(E,q;E,J,M) \), \( J = 1,3 \) is then obtained by averaging over the \( 2J + 1 \) values of \( P_1(E,q;E,J,M) \).
\[ P_i(E, q; E, J) = \frac{1}{2J_i + 1} \sum_{M_i} P_i(E, q; E, J, M) \]

\[ = \frac{1}{2J_i + 1} \sum_{\nu = 0}^{J_i} (2 - \delta_{\nu,0}) P_i(E, q; E, J, M_i). \]  

An analogous formula exists for the cross term \( P_{13}(E, q; E, J) \). Finally, using the \( P_1(E, q; E, J) \) and \( P_{13}(E, q; E, J) \) the branching ratio expression can be easily written down for the \( M \)-averaged case.

Below we present results for vibrational state \( v = 0 \), with \( J_i = 0, 1, \) and \( 42 \). The range of initial \( J_i \) chosen reflects an effort to assess the dependence of control, for typical states populated thermally, on changes in \( J_i \). The laser frequencies \( \omega_i \), \( \omega_j \) inducing the photodissociation are shown qualitatively, along with the potentials, in Fig. 1. Quantitatively, \( \omega_i \) is chosen so that absorption of two photons to energy \( E_i + 2\hbar \omega_i \) leaves the system almost resonant with the (arbitrarily chosen) bound state with vibrational quantum number \( v = 77 \). Under these circumstances, the \( J \) sum in Eq. (20) includes only the bound states of the ground potential curve with quantum numbers \( (J_i, v = 77) \), where \( J_i \) are the angular momentum values allowed by selection rules. Other bound states have contributions which are negligible and are omitted from the computation. A similar approximation is used in computing Eqs. (22) and (23). The energy values of some relevant \( (J_i, v = 77) \) bound states of \(^X \Sigma^+\) are listed in Table I and are referred to later below. Also provided below are figures displaying the angular momentum values involved in the one-plus-three photon absorption. These diagrams provide important insights into control since selection rules dictate the values of the angular momenta of the continuum states created in the photoexcitation. These angular momentum values are relevant since only continuum states with the same \( J \) can contribute to interferences leading to control of integral cross sections.

(A) \( J_i = 0 \): Here \( |E, J_i, M_i, \rangle = |E, 0, 0\rangle \) with the energy corresponding to the \( v = 0 \) state. The angular momentum values associated with the one- and three-photon absorption routes are summarized in Fig. 2(a). In the figure, the solid horizontal line represents angular momentum states of the ground potential surface \( ^X \Sigma^+\) and the dashed horizontal line represents those of the excited potential surfaces \( ^B \Pi^+ \) and \( ^B \Omega^+ \). The succession of transitions follows from the usual dipole selection rules for linearly polarized light \( (\Delta J = \pm 1, \Delta M = 0) \) for transitions between \( \Omega \) (total electronic angular momentum along the molecular axis) \( = 0 \) states. Note that of the two \( J \) states which arise from the three photon absorption, i.e., \( J = 1 \) and \( J = 3 \), only the \( J = 1 \) contributes to the interference with the one photon route since only states with the same \( J \) quantum number have a nonzero interference term. Thus the \( J = 3 \) term, included in the computation, contributes an uncontrollable term to the photodissociation.

Diagrams such as those shown in Fig. 2 also provide a qualitative means of tabulating the dipole matrix elements which enter as contributions in the expressions for \( P_1 \), \( P_3 \), and \( P_{13} \). Consider, for example, contributions to \( P_1 \) [Eq. (23)] for the case of \( J_i = M_i = 0 \). The relevant diagram is then that shown on the right hand side of Fig. 2(a). Detailed consideration of Eq. (23) shows that the following diagrammatic method gives the appropriate dipole contributions to \( P_1 \). One starts at the bottom of the diagram (here \( J = 0 \)) and proceeds to a state at the top of the diagram, and then back

![Fig. 2. Angular momentum levels available for one- and three-photon absorption from (a) \( J_i = 0 \) and (b) \( J_i = 1 \) state.](image)
down to the initial state. Each pair of levels encountered in this route contributes one dipole matrix element to the product in Eq. (23). A sample case would be the route \( 0 \rightarrow 1 \rightarrow 2 \rightarrow 1 \rightarrow 0 \) which contributes a term of the form [where the value of the angular momentum is indicated and where the electronic states are distinguished as being un-primed (ground state) or primed (excited state)]:

\[
\langle 0|\mu|1'\rangle \langle 1'|\mu|2\rangle \langle 2|\mu|1\rangle \langle 1'|\mu|0\rangle \langle 0|\mu|1'\rangle \langle 1'|\mu|0 \rangle \].
\]

Equation (23) would include all terms, of which this is one, with products of six dipole transition operators which can arise from this figure in the manner prescribed. Similarly, contributions to \( P_3 \) arise from the only diagram contributing to the left hand side of Fig. 2(a), i.e. \( |\langle 0|\mu|1'\rangle|^2 \). Finally, contributions to the interference term \( P_1 \) can be obtained from Fig. 3, which results from superimposing the two angular momentum ladders in Fig. 2(a) for those continuum angular momentum states which contribute to the interference term. To obtain the contribu-

![Diagram](image)

**FIG. 3.** Angular momentum levels (for the \( J = 0 \) case) connected by both one- and three-photon routes to the continuum \( J \) state which is shared by both types of absorption. The diagram may be used to qualitatively identify terms which contribute to the \( (\omega_1, \omega_3) \) interference, as described in the text.

![Contour Plot](image)

**FIG. 4.** Contour plot of the yield of \( \text{Br}^*(1\Sigma_g^+) \) (percentage of \( \text{Br}^* \) as product) in the photodissociation of \( \text{IBr} \) from an initial bound state in \( X^1\Sigma_v^+ \) with \( \omega = 0, J = 0, M = 0 \). Results arise from simultaneous \( (\omega, \omega_3) \) excitation (\( \omega_3 = 3\omega_3 \)), with (a) \( \omega_3 = 6558.0 \text{ cm}^{-1} \), (b) \( \omega_3 = 6658.4 \text{ cm}^{-1} \), (c) \( \omega_3 = 6657.6 \text{ cm}^{-1} \). The abscissa is labeled by the amplitude parameter \( s = x^2/(1 + x^2) \) and the ordinate by the relative phase parameter \( \theta = 3\theta \).
tions to $P_1$, one constructs all matrix element products which involve four dipole transitions in making a complete circuit from ground state $J = 0$, through the continuum level, and back down to the ground state.

Figure 4 displays the yield of $\text{Br}^*(\pi P_{1/2})$ (i.e., the ratio of the probability of $\text{Br}^*$ to the sum of the probabilities to form $\text{Br}$ plus $\text{Br}^*$) for this $v = 0, J = 0$ case. The figure axes are the amplitude parameter $s = x^2/(1 + x^2)$ and the phase parameter $\theta = 3\theta_1$, and Figs. 4(a)-(c) show results for three different sets of $(\omega_1, \omega_2)$ with $e_0 = 1/2$ a.u. (where 1 a.u. $= 5.142 \times 10^8$ volt/cm). It is convenient, when discussing these figures, to introduce a parameter $e = E_i + 2\omega_1$. In Fig. 4(a), $\omega_1 = 6658.0$ cm$^{-1}$ ($\omega_2 = 3\omega_1$) with the corresponding $e = -0.005 717 00$ a.u., a value which is very close to the energy of the $(J = 2, \nu = 77)$ bound state (see Table I). The contour plot shows little control, being very flat throughout, with a maximum of 91% and a minimum of 70%. $\text{Br}^*(\pi P_{1/2})$ is the dominant product throughout the full range of the laser parameters $s$ and $\theta = 3\theta_1$, qualitatively the same result as if using either the $\omega_1$ or the $\omega_2$ excitation alone.

In Fig. 4(b), $\omega_1 = 6658.4$ cm$^{-1}$, slightly larger than that of the previous case. As a consequence $e = -0.005 714 00$ a.u., further off resonance with the $(J = 0, \nu = 77)$ and $(J = 2, \nu = 77)$ levels than in the previous case. This small change in $\omega_1$ makes an enormous difference in control, with Fig. 4(b) showing a very wide range of control: The $\text{Br}^*(\pi P_{1/2})$ quantum yield changes from less than 47%, for $s = 0.2\theta_1 = 3\theta_1 = 20^\circ$, to greater than 95% for $s = 0.5$ and $\theta_1 = 3\theta_1 = 300^\circ$. Similar results attain for Fig. 4(c), where $\omega_1 = 6657.6$ cm$^{-1}$ and $e = -0.005 721 00$ a.u., which is even further away from $(J = 0, \nu = 77)$. The yield control plot is essentially the same as in Fig. 4(b).

These results are consistent with the following interpretation, easily understood in terms of Fig. 2. The first of these cases, which gives weak control [Fig. 4(a)], uses a frequency which yields near-resonant absorption with the $J = 2, \nu = 77$ level, a level which connects with both the $J = 3$ and $J = 1$ in the continuum. Since $J = 3$ is uncontrolled (i.e., there is no corresponding $J = 3$ term from the one photon absorption) pumping very close to $J = 2, \nu = 77$ enhances production of continuum $J = 3$, undesirable for purposes of control. Tuning away from this level hence enhances control. Specifically, in both nonresonant cases, i.e., Figs. 4(b) and 4(c), the $J = 0$ and $J = 2$ routes in the three photon excitation are energy-denominator-weighted equally. By contrast, in the case of Fig. 4(a), the resonant energy denominator overweights the $J = 2$ route by a factor of four, substantially reducing control.

(B) $J = 1$: In this case, $M$, can be $-1, 0,$ or $+1$ for the $M$-polarized case. The angular momentum channels involved in the calculation are summarized in Figs. 2(b) and 2(c). Figs. 5(a) and 5(b) display the yield of $\text{Br}^*(\pi P_{1/2})$ for the $M$-selected calculation with $M_1 = 0$ and $M_1 = +1$ or $-1$, respectively. Results are shown at $\omega_1 = 6657.5$ cm$^{-1}$ with $e = -0.005 721 00$. Both figures are essentially the same as that of Fig. 4(b)–4(c), and a wide range of control (here 25%–95% for $M_1 = 0$ and 45%–95% for $M_1 = 1$) is

![Fig. 5](image-url)
demonstrated. This control is maintained in Fig. 5(c), which displays the yield of $\text{Br}^*(2P_{3/2})$ for the $M$-averaged calculation.

(C) $J = 42$: Finally, we examine the case of $J = 42$, chosen because it is the most populated angular momentum state at room temperature. The results on $J = 42$ control should therefore serve as a useful test of the effects of the extensive $M$ averaging accompanying such temperatures. The angular momentum levels involved in the computation are summarized in Fig. 6 for the case of $0 < |M| < 39$. An analogous diagram can be drawn for $40 < |M| < 42$. For the cases shown, $J = 41, 43$ lead to interference terms whereas the remaining $J = 39, 45$ terms are uncontrolled.

Here we present result for $\omega_1 = 6635.0 \text{ cm}^{-1}$ a frequency which gives two-photon excitation very close ($\epsilon = -0.00546400 \text{ a.u.}$) to the $\nu = 77$ bound state [see Table I]. In accordance with Fig. 6, tuning close to this bound state substantially reduces contributions from the uncontrolled $J = 39$ and $J = 45$ continuum states.

Systematically examining contour plots of yields vs $s$ and $\theta_1 - 3\theta_0$, on a coarse $s$ scale suggests that there is little control for most of the smaller $|M|$ values. Control on this coarse $s$ scale does appear, however, for larger $|M|$, an example of which is shown in Fig. 7(a) for $|M| = 38$. Similar results are seen for higher values of $|M|$ with the maxima and minima of the yield shifted to larger values of $s$, similar to the trend seen in Figs. 5(a) and 5(b). These higher $|M|$ values contribute little, however, to the overall averaged yield so that the average shows virtually no control over yield on a coarse $s$ scale. However, examination of the yield vs $s$ and $\theta_1 - 3\theta_0$, on a finer $s$ scale for both small $M$, and for the overall $M$ average, shows that extensive control exists and does survive $M$ averaging. These results are shown in Fig. 7(b) where the yield varies over a range of 30–95% as $s$ varies between 0 and 0.01.

We have little doubt that a further search of the $\omega_1$ space will allow us to obtain similar control over a wider $s$ range, making control experiments somewhat easier. This study is, however, unwarranted. Specifically, the actual range of $s$ over which one sees control (although not the magnitude of the maximum and minimum yield) is affected by the size of the transition dipole moment. We have chosen here to incorporate this unknown value in the magnitude of $\epsilon_0$, so that varying $\epsilon_0$ corresponds to changing this dipole. However,
examing Eq. (14) shows that changing $\epsilon_p$ also corresponds to changing $x$ and hence to altering the scale of the $s$ axis, albeit nonlinearly. In particular, reducing $\epsilon_p$ has the effect of magnifying the small $s$ regime of the yield plot. This is clearly shown in Fig. 7(c), where the $M$-averaged yield for the case shown in Fig. 7(b) is now shown with $\epsilon_p = 1/8$ a.u. Control is seen to be restored over a wide range of $s$.

V. SUMMARY

We have shown that it is possible, in a relatively straightforward way, to use interference between one-photon and three-photon optical paths to control the relative yield of product in the photodissociation of IBr. Control was also shown to survive extensive averaging over $M$ states and to allow a wide range of control over the product ratio.
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Interference between Optical Transitions and Control of Relative Cross Sections

In a recent Letter, Chen, Yin, and Elliott\(^1\) showed that the probability of ionization can be altered by varying the relative laser phase in the simultaneous five-photon and three-photon excitation of I\(_{1g}\). This result provides an important experimental demonstration of the utility of pure quantum interference in altering this process. It also provides the first laboratory demonstration of an experimental scenario\(^2\) based upon a general principle for controlling atomic and molecular processes termed\(^3\) coherent radiative control. Other experimental scenarios based upon the same interference principle include one-photon photodissociation of a superposition state\(^{1\text{a,b,c}}\) with applications to currents in semiconductors,\(^4(d)\) pulse-pulse schemes for both unimolecular and bimolecular processes,\(^5(d)\) and variable-elliptic-polarization control of differential cross sections.\(^5(d)\) In all cases the theory suggests generalizations of the experiment of Chen, Yin, and Elliott\(^1\) to systems with multiple product channels.

The purpose of this Comment is to computationally demonstrate that the molecular multiple-product-channel generalization of the experiment of Chen, Yin, and Elliott\(^1\) affords the prospect of a vast range of experimental control over the ratio of total product cross sections (i.e., the relative yield of products). The computation presented below is based upon our previous\(^3\) formal treatment and provides the first numerical evidence that interfering optical excitation paths allow for enormous control over total cross sections in photodissociation from stationary states.

Specifically, consider simultaneous one- and three-photon excitation \((\omega_1 = 3\omega_2)\) of IBr to produce \(1(^2P_{3/2}) + \text{Br}^*\) of \(1^2P_{3/2}) + \text{Br}^*)\). Reliable potential surfaces and coupling strengths\(^4\) were used in conjunction with the artificial channel method\(^5\) to produce accurate one- and three-photon photodissociation amplitudes. These were then appropriately combined \(^6\) to produce the overall dissociation probabilities. As an example consider photodissociation from the ground vibrational state of \(X^1\Sigma^+\) with rotational quantum number \(J = 1\) using \(\omega_1 = 6657.5\text{ cm}^{-1}, \omega_3 = 3\omega_1\). Excitation with either of the two frequencies, with electric-field amplitudes \(E_2\) and \(E_1\), independently produces predominantly \((> 70\%)\) \(1+\text{Br}^*\). The results of simultaneous photodissociation with both frequencies are shown as a contour plot of constant yield (i.e., \(	ext{Br}^*\) probability divided by \(\text{Br}^*+\text{Br}\) probability) in Fig. 1. Here the figure axes are labeled by the amplitude parameter \(s = x^2/(1+x^2), x = \sqrt[3]{E_1/E_2}\), and the relative laser phase \(\theta = 3\theta_1\). The results demonstrate extensive control over product yield, the ratio varying from \(45\%\) to \(95\%\).

Previous theoretical studies\(^6\) have indicated that similar control can be exercised over chemically distinct arrangement channels and over rotational-vibrational distributions within a particular product channel.
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It is shown how the principles of coherent control can be applied to a pulsed experiment aimed at controlling curve-crossing processes. A realistic computational study (incorporating the ground, A, B, and Y electronic states of IBr) of control of atomic states produced in the photodissociation of IBr is presented. The suggested scheme, which consists of applying an excitation pulse followed by a dissociation pulse, is theoretically shown to yield essentially total control over the Br*/Br atomic branching ratio. It is shown that the only external parameters that need to be varied are the central frequency of the excitation pulse and the time delay between the two pulses. A brief description of a proposed experiment is provided.

I. INTRODUCTION

Considerable progress has been made in recent years in our understanding of how to resolve the long-standing objective of using lasers to control chemical reactions.1-4 The emerging new field, termed coherent control of chemical reactions, has, however, consisted solely of theoretical studies. One of the reasons for this is that most of these studies have dealt with the principles of coherent control and were less concerned with real molecular systems. In this paper we wish to carry the theory one step further by presenting a detailed, realistic study of a coherent control process. This study will hopefully form a basis for an experimental demonstration of the predicted effect.

In order to demonstrate that coherent control principles can be extended to the pulsed laser domain, we recently derived a pump-dump scheme for controlling both unimolecular18 and bimolecular reactions. The scenario was computationally implemented for two model collinear systems, and was shown to be highly successful. For example, we were able to show3 that the yield of the D + H2 product (with DH + H being the other product) can be altered over a range of 18% to 84% by varying external laser parameters, such as center frequency and time delay. Of particular importance was our demonstration that the implementation of these ideas can be carried out on a picosecond time scale, well within the grasp of most laser chemists.

Our previous pulsed work was, however, not aimed at exploring real systems: Our calculations were confined to the collinear domain and, in the unimolecular work,18 we followed Tannor and Rice2 is assuming a model of a hypothetical DH3 molecule.

In this paper we present a realistic study in which we examine electronic curve-crossing processes occurring during IBr dissociation. Our aim is to control the electronic states of atoms resulting from this photodissociation process. We have chosen IBr because its electronic structure is sufficiently well characterized to allow for accurate modeling of all aspects of a nonadiabatic photodissociation control experiment. Theoretical demonstrations of control in IBr, followed by a successful experiment of this type, will pave the way to controlling more “chemical” processes such as bond-breaking in polyatomic molecules.

II. CONTROL OVER THE PHOTODISSOCIATION OF IBr

IBr, when subjected to visible radiation, (e.g., at 0.5 μ), dissociates to yield both Br and Br* atoms7 as

\[ \text{IBr} + h\nu = \text{Br} + \text{Br}^* + \text{Br}. \]

The “natural” Br/[Br* + Br] yield is ≈0.3 at hν = 0.5 μ. This ratio is not zero, although the molecule is formed initially on the B state, which correlates with I + Br*.

This, as illustrated in Fig. 1, is due to a curve-crossing process that diverts some of the molecules from the B state to the Y state, the latter giving rise to the I + ground state Br products.

We show below that it is possible to control the yield in this process, using two picosecond pulses in the following way. First, as illustrated in Fig. 1, an “excitation pulse” e1(t) is used to simultaneously pump two excited bound states, resulting in the formation of a nonstationary superposition state,

\[ |\chi\rangle = c_1|E_1\rangle + c_2|E_2\rangle. \]
The generation of $|\chi\rangle$ is possible if $E_1$ and $E_2$ are within the excitation-laser bandwidth. (Since we have a picosecond laser in mind, $E_1$ and $E_2$ can be no more than a few cm$^{-1}$ apart.) In the second step, $|\chi\rangle$ is subjected, after some time delay $\tau$, to a second pulse $e_2(t)$, which dissociates the molecule by forcing a transition (see Fig. 1) to an energy above the dissociation limit.

Assuming for simplicity that each pulse, given as

$$e_a(t) = \int dE e_a(E) \cos \left[ E \mu / \hbar + k \cdot R + \phi(E) \right],$$  

where $\sigma = x, d$, 

is Gaussian, we have that

$$\epsilon_a(E_a) = \epsilon_a(E) \exp \left[ -2 \ln 2 \left[ (E - E_a) / \Delta_a \right]^2 \right] \ \ \ \ (2)$$

is Gaussian, we have that

$$\epsilon_a(E_a) = \epsilon_a(E) \exp \left[ -2 \ln 2 \left[ (E - E_a) / \Delta_a \right]^2 \right] \ \ \ \ (3)$$

In deriving Eq. (8), it was assumed that the optical phases of different modes within $e_a$ are the same, i.e., that $\phi_1(\omega_{E_1}) = \phi_2(\omega_{E_2})$. The same goes for $e_a$, an assumption justified for mode-locked pulses. Notice also that, because $k_{E_1} R$ of Eq. (4b) is added to $k_{E_2} R$ of Eq. (6), all $R$-dependence disappears from Eq. (8), provided that $e_a$ and $e_d$ are co-propagating.

$P(q, a | E)$, the total probability to populate arrangement $q_a$ is obtained from $P(q, a | E)$ by summing of $a$ and integrating over the frequencies of the dissociating pulse. An analytical result may be obtained if one assumes that the $\mu(q, a, i)$ amplitudes do not vary appreciably over the energy range spanned by the dissociating pulse. This assumption, though justified for 1Br, was not made here because the computations are simple enough to be carried out exactly.

The key result of this derivation is that the probability $P(q, a | E)$ is experimentally adjustable via the interference term, which is the signature of coherent control. Specifically, by altering the time delay $\tau$ between the two pulses or by

where $a = x$ denotes the excitation pulse, $a = d$ the dissociation pulse, and $E_p$ is the photon energy. With the system initially in a bound state $|E_q\rangle$, and given the pulse shape in Eqs. (2)-(3), we readily obtain, within first-order perturbation theory, that the $c_1$ and $c_2$ coefficients in Eq. (1) are

$$c_i = \mu(i, g) e_i(i); \ \ i = 1, 2, \ \ (4a)$$

where $\mu(i, g) = \langle E_i | \mu | E_q \rangle$ ($i = 1, 2$) is the transition dipole matrix element between the $|E_q\rangle$ and $|E_i\rangle$ states, and

$$\epsilon_s(i) = \epsilon_s(\omega_{E_i}) \exp \left[ -i \left[ k_{E_i} R + \phi(\omega_{E_i}) \right] \right]; \ \ i = 1, 2. \ \ (4b)$$

The wave vector $k_{E_i}$ is that associated with the $\omega_{E_i}$ frequency absorbed from the excitation pulse at the end of the transition process.

The time evolution of $|\chi\rangle$ to $t = \tau$ causes each $c_i$ coefficient to acquire an extra phase,

$$c_i(\tau) = c_i(0) \exp \left[ -i E_i \tau / \hbar \right]; \ \ i = 1, 2, \ \ (5)$$

Assuming that at time $\tau$ the excitation pulse if over, the probability of dissociating $|\chi(\tau)\rangle$ to yield fragments of a given electronic state $q$, vib-rotational quantum numbers $a$, at energy $E$, is given, in first-order perturbation theory, by

$$P(q, a | E)$$

$$= \sigma^2 \{ c_1(0) \mu(q, a, 1) + c_2(0) \mu(q, a, 2) \}^2. \ \ (6a)$$

where $\mu(q, a, i) = \langle E_i | \mu | E, a, q^- \rangle$, and where $|E, a, q^- \rangle$ denotes a scattering state leading, as $t \to \infty$, to the desired $|q, a\rangle$ product. In Eq. (6), in analogy to Eq. (4b), $\epsilon_s$ is defined as

$$\epsilon_s(i) = \epsilon_s(\omega_{E_i}) \exp \left[ -i \left[ k_{E_i} R + \phi(\omega_{E_i}) \right] \right]; \ \ i = 1, 2. \ \ (6b)$$

In order to better analyze the interference inherent in the probability expression of Eq. (6), we separate out the phase factors from the molecular matrix elements. Writing

$$\mu(q, a, i) = \mu(q, a, i) \exp [i \alpha(q, a, i)], \ \ (7)$$

we can, using Eqs. (4b), (6b), expand Eq. (6) to obtain

$$P(q, a | E) = \sigma^2 \left[ |c_1|^2 \epsilon_s(\omega_{E_1}) |\mu(q, a, 1)|^2 + |c_2|^2 \epsilon_s(\omega_{E_2}) |\mu(q, a, 2)|^2 + 2 |c_1| c_2 \epsilon_s(\omega_{E_1}) \epsilon_s(\omega_{E_2}) |\mu(q, a, 1)||\mu(q, a, 2)| \cos \left[ \alpha(q, a, 1) - \alpha(q, a, 2) - \omega \tau \right] \right]. \ \ (8)$$

FIG. 1. Potential curves for IBr and the two-pulse excitation-dissociation scheme. The length of the arrows do not represent the actual frequencies used in the calculations.
varies the $c_i$ coefficients (this can be most conveniently done by shifting the $E_m$ pulse center), one can alter the yield of a desired product. Computations provided below show the extent of this yield control in the case of IBr.

A. IBr level structure

The scenario proposed here relies on the existence of pairs of levels that are spaced no more than a few cm$^{-1}$ apart and that are optically accessible from the ground state. As pointed out above, the required spacing between the two levels stems from our desire to use an excitation pulse that is close to transform limited. Since most available nanosecond lasers are far from this limit, this dictates the use of picosecond lasers, which in turn dictates the energy spacing of a few cm$^{-1}$. Another requirement of this particular formulation is that these adjacent pairs of levels should be isolated, so that only two levels are excited by the pulse. Of course the formalism is readily modifiable if we are to excite more than two levels.

The level structure of IBr and other diatomic molecules can accommodate these stringent demands. This results from the presence of perturbations between levels belonging to different electronic states. Thus, whereas the spacing between adjacent vibrational levels belonging to the same electronic state is much larger than a few cm$^{-1}$ (which guarantees their isolated), coincidental near degeneracy between levels belonging to different electronic states may occur. In IBr such perturbations occur between some highly excited $\chi(3\Sigma_g^+)$ vibrational levels and levels of the $A(3\Pi_u^+)$ state.

The situation is illustrated in Fig. 1. For example, the $X(\nu = 93, J = 1), A(\nu = 21, J = 1)$ levels and the $X(\nu = 97, J = 1), A(\nu = 24, J = 1)$ levels are 1.0 cm$^{-1}$ and 1.1 cm$^{-1}$ apart, respectively. (In all the calculations performed here, the $|\chi>|_m$ state is assumed to be in the $J = 0$ state, $|E_i>$ and $|E_f>$ in the $J = 1$ state, and $|E_x, v, q>$ in the $J = 0$ state. Henceforth, we shall therefore omit the rotational quantum number notation.)

The $X$ and $A$ levels do not remain pure. Rather, they mix due to coupling between the electronic and nuclear angular moments. As a result, both the $X$ levels, which borrow intensity from the $X-A$ transition dipole operator, and the $A$ levels are optically accessible (at around 14 300 cm$^{-1}$) from the ground state.

The mixing between the $A$ and $X$ levels enters the calculation of the $\mu(i, g)$ matrix elements of Eq. (4). In order to account for it we write each of the pair of levels of Eq. (1) as a linear combination of $A$ and $X$ states,

$$|E_i> = b_{A,1}|E_{A,m}> + b_{X,1}|E_{X,i}>;$$

$$|E_f> = b_{A,2}|E_{A,m}> + b_{X,2}|E_{X,f}>.$$

(9a)

(9b)

Assuming that $\langle E_x|\mu|E_f>$ is zero (since $|E_f>$ is $\chi$ and $l$ is typically $\approx 90$), the $\mu(i, g)$ matrix elements are simply given as

$$\mu(i, g) = b_{A,1}\langle E_{A,m}|\mu|E_i>| + b_{X,1}\langle E_{X,f}|\mu|E_f> \quad i = 1, 2.$$

(10a)

Using the Franck-Condon approximation we further reduce this expression to

$$\mu(i, g) = b_{A,1}\langle E_{A,m}|\mu|E_i>| + b_{X,1}\langle E_{X,f}|\mu|E_f> \quad i = 1, 2.$$

(10b)

where $\mu_{A,X}$ is an average electronic matrix element.

The exact value of the $\mu_{A,X}$ constant is irrelevant for the yield equations, within first-order perturbation theory for the interaction with the excitation pulse, because its square simply multiplies the whole probability expression of Eq. (8). The calculation of the photodissociation yield thus depends only on knowing the $b_{A,1}$ coefficients and the $\langle E_{A,m}|E_f>$ overlap integrals. The latter, as discussed below, are calculable in a straightforward manner, using uniform Airy functions.

In order to evaluate the remaining $b_{A,1}$ coefficients, we use Eqs. (9) to form a set of $2 \times 2$ secular equations. These are solved for $E_1$, $E_2$, and the $b_{A,1}$ coefficients in terms of the unperturbed $E_{A,m}$ and $E_{X,i}$, eigenvalues and the perturbation matrix element $H_m$. We obtain in the usual way that

$$E_i = 0.5[E_{A,m} + E_{X,i}] \pm \sqrt{(E_{A,m} - E_{X,i})^2 + 4H_m^2}$$

(11)

and

$$b_{A,1} = \cos \theta; \quad b_{A,2} = \sin \theta;$$

$$b_{X,1} = -\sin \theta; \quad b_{X,2} = \cos \theta.$$

(12a)

where

$$\tan \theta = -\frac{E_{A,m} - E_{X,i}}{H_m}.$$

(12b)

The unperturbed $E_{A,m}$ and $E_{X,i}$ eigenvalues are obtained using WKB quantization. The respective eigenfunctions $\langle R|E_{A,m}\rangle$ and $\langle R|E_{X,i}\rangle$ are accurately given in terms of uniform Airy functions expressed about the inner and outer turning points and matched at some midpoint. These eigenfunctions are needed for both calculating the $\langle E_{A,m}|E_f>$ overlap integrals, discussed above, as well as for the $H_m$ perturbation matrix elements, which are simply written, using the Condon approximation, as

$$H_m \equiv \langle E_{A,m}|\mathbf{H}|E_{X,i}> \approx H_{A,X}\langle E_{A,m}|E_{X,i}>.$$

(13)

As indicated in Eq. (13), the perturbation matrix elements depend, in addition to the overlap integral, on the average non-Born-Oppenheimer interaction term $H_{A,X}$. We obtain this term by fitting it to observed level spacing between the $E_1$ and $E_2$ levels. The value $H_{A,X} = 170$ cm$^{-1}$ was found to give reasonable agreement with observed spacings between a number of perturbed pairs in the energetic region of $\approx 14$ 300 cm$^{-1}$ above $E_x$.

A number of other terms must be computed as well. Specifically, the control probabilities in Eq. (8) involve the dissociation amplitudes that depend upon the bound-free $\mu(q, m, l)$, $i=1, 2$, matrix elements. Using Eqs. (9) we have that the required matrix elements are given by

$$\mu(q, m, l) = b_{A,1}\langle E, m, q^-|\mu|E_{A,m}>$$

$$+ b_{X,1}\langle E, m, q^-|\mu|E_{X,i}>.$$

(14)
Both the \( \langle E, q, q^- | \mu | E_A, m \rangle \) and \( \langle E, q, q^- | \mu | E_X, l \rangle \) matrix elements were calculated exactly using the artificial channel method.\(^{10}\)

In Figs. 2 and 3 we examine the absolute magnitude of these matrix elements by plotting the \( (X; l = 97) \) and \( (A; m = 24) \) absorption cross sections as a function of \( E \).

As is clear from the figures, these spectra are very oscillatory, due to the oscillatory nature of the highly excited \( |E_{A, 24}\rangle \) and \( |E_{X, 97}\rangle \) levels. The artificial channel method obviates the need for first calculating these wavefunctions, then calculating the continuum wavefunctions and then integrating over the product. Rather, the matrix elements are obtained directly in a single calculation involving both the bound and continuum potentials. (In fact, the Morse wavefunctions analytic expressions and finite difference methods for generating diatomic bound wavefunctions become unreliable for such highly excited states. This is indeed the reason why the uniform Airy functions are used for the bound-bound overlap integral calculations.)

Having obtained \( \langle E, q, q^- | \mu | E_A, m \rangle \) and \( \langle E, q, q^- | \mu | E_X, l \rangle \) we can, using Eqs. (12) and (14), generate the \( \mu(q, m, l) \) matrix elements. These, together with \( \mu(i, g) \) of Eq. (10) and the laser parameters defining \( \varepsilon_t \) and \( \varepsilon_p \), enter into the expression for \( P(q, m | E) \) [Eq. (8)] and hence into the integrated probability \( P(q) \) derived from it. Results of the \( P(q) \) calculations are discussed below.

**II. Yield control in iBr**

In Figs. 4–6 we plot \( P(q = Br) \), the integrated yield to form ground state Br atoms, as a function of \( E_p \), the excitation pulse center frequency, and \( \tau \), the delay time between the \( \varepsilon_p(t) \) and \( \varepsilon_t(t) \) pulses. The three plots differ in the length of the \( \varepsilon_p(t) \) pulse; i.e., the pulse gets shorter, and consequently the bandwidth gets wider, in going from Fig. 4 to Fig. 6. The effect of changing this parameter is quite striking: The Br yield \( = Br/(Br + Br^+ \rangle \) is seen to vary from 36% to 76% for the \( \Delta_d = 5 \text{ cm}^{-1} \) case (see Fig. 4); from 21% to 86% for the \( \Delta_d = 10 \text{ cm}^{-1} \) case (see Fig. 5); and reaches almost complete control, 6%–91%, for the \( \Delta_d = 20 \text{ cm}^{-1} \) case (see Fig. 6).
The reason that the dissociation laser pulse width has such a dramatic effect is that by increasing the width we eliminate uncontrollable photodissociation contributions (which we term satellites) that accompany the controlled process. As can be seen from Eq. (8), if $E_d(\omega_{E_1})$ is much smaller than $E_d(\omega_{E_2})$, or vice versa, the interference term of Eq. (8) is virtually eliminated. This is our ability to control the process. This always occurs at the satellites that are the very red edge of the energy integral over $P(q, a | E)$, where $E_d(\omega_{E_2})$ is smaller than $E_d(\omega_{E_1})$, and the very blue edge, where $E_d(\omega_{E_2})$ is larger than $E_d(\omega_{E_1})$. Making the pulse width $\Delta_d$ large relative to the $E_1-E_2$ level spacing guarantees that the integrated $P(q, a | E)$ probability in the satellite regions is negligible relative to the integrated probability in the "control" region, where $E_d(\omega_{E_2})$ is smaller than $E_d(\omega_{E_1})$.

To conclude this section, we emphasize that the potential curves and most other parameters in our calculation are known and that the nuclear dynamics has been solved exactly. Although we have only looked at the $J=0-J=1$ process, it is our experience that the region of optimal control varies quite slowly with $J$. This is due to the fact that ratios such as $\mu(1, g)/\mu(2, g)$ and $\mu(q, m, 1)/\mu(q, m, 2)$ appearing in our control equations [Eqs. (4)-(8)] vary quite slowly with $J$. Thus, provided one works with a well-cooled beam, the conclusions reached here for the $J=0-J=1$ transitions are expected to hold in real experimental situations. This situation will be further studied in a future publication.

III. PROPOSED EXPERIMENT

The principles of coherent control have now been established in a number of papers. We believe that this IBr study should motivate experimental work to demonstrate this effect and, in what follows, we present a sketch of an experiment. Specifically, we briefly discuss the dissociation system and the detection system.

As a possible candidate for a picosecond laser system one may wish to consider a frequency-doubled mode-locked Nd-Yag laser simultaneously pumping two dye lasers. One dye laser is used to generate the excitation pulse, the other, operating at a slightly different frequency (to avoid further excitation of the ground state to the same levels pumped by the first pulse), the dissociating pulse. Picosecond pulses generated in this manner can be made to be transform limited. Indeed, one of the reasons we have chosen IBr is that it can be controlled by picosecond pulses that are usually Gaussian and transform limited. Clearly, in the scheme outlined above, no chirping is necessary.

The train of pulses emanating from the two dye lasers should be spatially united in a co-propagating geometry, on a cell containing IBr vapors. The latter feature insures that the $k-R$ part of the phase, introduced in the excitation phase, exactly cancels the $k-R$ part of the phase introduced by the dissociating pulse.

The essential control parameters can be readily varied. A time delay between the two pulse trains may be introduced by changing the optical paths of one color relative to the other. The center of the excitation pulse ($E_x$) can be changed by fine tuning the first dye laser over a range of 1-2 cm$^{-1}$.

In order to detect the products, one must be able to measure both the Br* and Br species. This can be achieved by MPI or LIF using vuv lasers, both standard techniques in modern labs. Alternatively one may use CARS spectroscopy with two beams differing in frequency by the Br*-Br energy difference. The remarkable range of control expected from our Figs. 4-6 should be readily observable.

IV. SUMMARY

We have shown that a two-pulse scheme, in the picosecond domain, is capable of providing enormous control over the yield of atomic products in the photodissociation of IBr. The scheme is both practical and straightforward.
and we urge experimental verification of the principle of coherent control in this setting.
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We consider the effect of the partial coherence of the excitation light source on the characteristics of quantum beats in isolated molecules. Using a variant of a phase diffusion model we show that the laser incoherence can induce two distinctly different types of behavior, depending upon the relative location of the pulse carrier frequency and the excited molecular eigenstates, as well as upon the Franck-Condon factors for excitation. The approach is applied to analyze both transform limited and partially coherent excitation in the C('B3) state in SO2, providing previously unavailable spectroscopic parameters.

1. Introduction

Quantum beats, which constitute one of the simplest manifestations of quantum interference, have been observed in a wide variety of systems including subatomic, atomic and molecular systems as well as in the condensed phases [1-7]. Of particular interest to this paper are quantum beats in the time-resolved fluorescence spectroscopy of isolated molecules [3,4,8], an observational tool which provides a sensitive probe of quasiperiodic excited state dynamics. In such an experiment an excitation light pulse prepares a linear superposition of rovibronic excited states. The molecular coherence established in the prepared state is reflected in the fluorescence emission as quantum beats.

It is well known that both the state created by photon excitation and any subsequent measurement depend upon the characteristics of the excitation source. For example, a completely chaotic source will produce a stationary mixture of eigenstates whereas a transform limited pulse produces a pure quantum state with associated time evolution. Picosecond and femtosecond sources can be well characterized and tend to have minimum incoherence. General light sources, however, such as nanosecond pulses or dye lasers without an étalon, are generally partially coherent, i.e. not transform limited. We show below that laser incoherences of this kind have a significant effect on the modulation depth of the induced quantum beats. In particular we provide a useful theory and methodology for analyzing quantum beats arising from excitation with partially coherent sources. In doing so we also call attention to possible difficulties associated with neglecting the effect of the electric field amplitude in analyses of quantum beats arising from excitation with transform limited sources. Numerical studies are also presented which show that quantum beat data display distinctive pattern changes with changing laser coherence, depending upon the location of the laser central frequency relative to the eigenstates which are excited, as well as the Franck-Condon factors for excitation. Finally, the theory is applied to analyze data on SO2, extracting new information about coupling in this molecule.

For a comprehensive review see ref. [8].
Indeed such incoherences have been advantageously utilized to obtain coherent information. See ref. [9].
2. Theory

2.1. Exact eigenstate basis

The theory of fluorescence quantum beats is most transparent in the exact eigenstate basis set which can be worked out by either conventional time-dependent perturbation method or Green function formalism [10]. Both approaches lead to the fluorescence intensity \( I(t) \) being given by the square of the projection of the created wavefunction onto the final states. That is, \( I(t) \), barring a multiplicative constant, is given by

\[
I(t) = \sum_n |\langle \phi_n | \mu | \psi(t) \rangle|^2 ,
\]

where \( |\phi_n \rangle \) are the energy eigenstates of the ground electronic state and \( |\psi(t) \rangle \) is the time-evolved excited state, which was prepared as \( |\psi(0) \rangle \) by the laser pulse.

Consider then a state prepared by excitation from a ground level \( |\phi_0 \rangle \) with a weak coherent pulse, so that first-order perturbation theory is valid. Under these conditions [11]:

\[
|\psi(t) \rangle = \sum_j c_j |j \rangle \exp(-\frac{1}{2} \Gamma_j t) \exp(-iE_j t/\hbar)
\]

where \( |j \rangle \) denotes a rovibrational level of the excited electronic state of energy \( E_j, \omega_j = (E_j - E_{\phi_0})/\hbar \), \( \Gamma_j \) is the lifetime of state \( j \) and \( \epsilon(\omega_m) \) is the electric field amplitude of the light source at frequency \( \omega_m \). Note the dependence of the created state on the electric field amplitude, a feature which persists as long as the pulse is not infinitely fast. This feature, frequently neglected in quantum beat analyses, is carefully included throughout this treatment.

Using eqs. (1) and (2) we have

\[
I(t) = \frac{2\pi}{\hbar^2} \sum_n |\sum_j c_j |\langle \phi_n | \mu |j \rangle \langle j | \mu |\phi_0 \rangle \epsilon(\omega_m) \exp(-\frac{1}{2} \Gamma_j t) \exp(-iE_j t/\hbar)|^2 .
\]

Eq. (3) only applies if the ket \( |\psi(0) \rangle \) is defined, i.e. if the laser source is fully coherent (i.e. transform limited). If this is not the case then we can generalize eq. (1) to

\[
I(t) = \sum_n \text{Tr}[|\mu_{\phi_n} \rangle \langle \mu_{\phi_n} | \rho(t) ] ,
\]

where \( \rho(t) \) is the time evolution of the molecular density matrix \( \rho(0) \) formed by the partially coherent pulse at \( t=0 \). The quantity \( \rho(0) \) is the natural generalization of \( |\psi(0) \rangle \langle \psi(0) | \) to the incoherent case. Specifically [12],

\[
\rho(0) = -\frac{2\pi}{\hbar^2} \sum_n \sum_k |\langle \mu | \phi_0 \rangle \langle \phi_0 | \mu |k \rangle \langle k | \epsilon(\omega_m) \epsilon^*(\omega_m) |j \rangle |j \rangle |
\]

\[
\rho(t) = -\frac{2\pi}{\hbar^2} \sum_n \sum_k |\langle \mu | \phi_0 \rangle \langle \phi_0 | \mu |k \rangle \langle k | \epsilon(\omega_m) \epsilon^*(\omega_m) |j \rangle |j \rangle | \exp[-\frac{1}{2} (\Gamma_j + \Gamma_k) t] \exp(-i\omega_m t) | ,
\]

where \( \omega_m = (E_j - E_{\phi_0})/\hbar \) and \( \langle \epsilon(\omega_m) \epsilon^*(\omega_m) \rangle \) denotes averaging over the ensemble which embodies the statistics of the partially coherent field. Combining eqs. (4) and (5) gives the general expression for the fluorescence emission spectrum associated with a state created by a partially coherent source.

Below we examine experimental quantum beat data in SO2, induced by both coherent and partially coherent sources. The coherent data were well fit [4] by a three-level model, i.e. a single \( |\phi_0 \rangle = |g \rangle \) excited to produce
a superposition of two excited states, denoted \(|1\rangle, |2\rangle\), with fluorescence emission back to \(|g\rangle\). To recover this model from eqs. (3)-(5) requires that we assume that \(\langle g|\mu|j\rangle\) is well approximated as \(\langle g|\mu|j\rangle\) for all \(n\). In this case \(I(t)\) is given, for the coherent and partially coherent excitations respectively, in accordance with eqs. (3)-(5) by

\[
I_{\text{coh}}(t) = |\langle g|\mu|1\rangle|^4 \epsilon_1^2 \exp(-\Gamma_1 t) + |\langle g|\mu|2\rangle|^4 \epsilon_2^2 \exp(-\Gamma_2 t)
+ 2|\langle g|\mu|1\rangle|2|\langle g|\mu|2\rangle|^2 \exp[-i(f_1^2 + f_2)] \exp\left(-i(E_1 - E_2) t/\hbar\right),
\]

\[
I_{\text{inc coh}}(t) = |\langle g|\mu|1\rangle|^4 \epsilon_1^2 \exp(-\Gamma_1 t) + |\langle g|\mu|2\rangle|^4 \epsilon_2^2 \exp(-\Gamma_2 t)
+ 2|\langle g|\mu|1\rangle|2|\langle g|\mu|2\rangle|^2 \exp[-i(f_1^2 + f_2)] \exp\left(-i(E_1 - E_2) t/\hbar\right).
\]

For the computations described below the pulse is assumed Gaussian so that

\[
\epsilon(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \exp(i\omega \tau) \epsilon(t) \, dt, \quad j = 1, 2,
\]

with

\[
\epsilon(t) = E_0 \exp\left(-t^2/\tau^2\right) \exp\left(-i\omega_0 t + i\alpha(t)\right).
\]

Here \(\alpha(t)\) is a constant phase for coherent light sources and a stochastic variable for partially coherent sources.

In the partially coherent case we adopt a Gaussian variant of the phase diffusion model to simulate both the pulse shape and the field coherence [12], giving the following correlation function:

\[
\langle \epsilon(\omega_n) \epsilon(\omega_n) \rangle = \frac{E_0^2 \tau T}{\sqrt{2\pi}} \exp\left[-i(\omega_n - \omega_n)\right] \exp\left[-\frac{1}{2}(\omega_n - \omega_n)^2\right] \exp\left[-\frac{1}{2}T^2(\omega_n + \omega_n - 2\omega_n)^2\right],
\]

where \(\tau\) and \(\tau_c\) are the pulse duration and the correlation decay time and \(T\), related to the laser frequency profile [12], is given by

\[
T = \tau_c/(\tau^2 + \tau_c^2)^{1/2}.
\]

Inserting eq. (8) into eq. (6b) gives the explicit form for \(I_{\text{inc coh}}(t)\).

2.2. Zeroth-order two-state basis

In this section we provide useful expressions for the analysis of fluorescence from partially coherent sources using the alternate interacting-zeroth-order-states viewpoint. In this popular approach [3,8] the true molecular eigenstates \(|1\rangle\) and \(|2\rangle\) result from diagonalizing the intramolecular interaction \(V_{\nu}\) between the zeroth-order states denoted \(|s\rangle\) and \(|l\rangle\). That is

\[
|1\rangle = D_{s1}|s\rangle + D_{l1}|l\rangle, \quad |2\rangle = D_{s2}|s\rangle + D_{l2}|l\rangle,

|s\rangle = D_{s1}|1\rangle + D_{s2}|2\rangle, \quad |l\rangle = D_{l1}|1\rangle + D_{l2}|2\rangle,
\]

where the orthogonality of \(|D\rangle\) implies that \(|D\rangle^T = |D\rangle\) and where the exact values of \(|D\rangle\) depend upon the \(V_{\nu}\). Note that the crucial parameters to be determined experimentally, from the zeroth-order-basis viewpoint, are the mixing coefficients \(D_{s1}, D_{l1}\) (or \(D_{s2}, D_{l2}\)) since they provide insight into the coupling between the pumped state \(|s\rangle\) (see below) and the "background state" \(|l\rangle\). The standard model assumes that \(|s\rangle\) and \(|l\rangle\) are ro-vibronic states belonging to the electronic surface and that only \(|s\rangle\) is radiatively coupled to the ground state \(|g\rangle\). That is, \(\langle g|\mu|s\rangle \neq 0\) and \(\langle g|\mu|l\rangle = 0\) so that the prepared state, assuming two levels excited is (from eqs. (2) and (10))

\[
|\psi(0)\rangle = \left(\sqrt{2\pi/\hbar}\right) \langle s|\mu|g\rangle \left[D_{s1} \epsilon(\omega_n) |1\rangle + D_{s2} \epsilon(\omega_n) |2\rangle \right].
\]
To recover \( |\mu(j)\rangle \) for all \( j \) and \( \mu \), one assumes a coherent and partially coherent source excitation, in terms of the zeroth-order states, being given by

\[
I_{\text{coh}}(t) = |D_{11}|^4 |\epsilon_1|^2 \exp(-\Gamma_1 t) + |D_{22}|^4 |\epsilon_2|^2 \exp(-\Gamma_2 t) + 2 \Re \left( |D_{11}|^2 |D_{22}|^2 |\epsilon_1 \epsilon_2|^2 \exp(-\frac{1}{2}(\Gamma_1 + \Gamma_2)t) \exp[i(E_1 - E_2)t/\hbar] \right)
\]

(6a)

\[
|\tilde{\epsilon}_1|^2 \exp(-\Gamma_1 t) + |\tilde{\epsilon}_2|^2 \exp(-\Gamma_2 t) + 2 \Re \left( |\tilde{\epsilon}_1|^2 |\tilde{\epsilon}_2|^2 \exp(-\frac{1}{2}(\Gamma_1 + \Gamma_2)t) \exp[i(E_1 - E_2)t/\hbar] \right)
\]

(6b)

\[
I_{\text{coh}}(t) = |D_{11}|^4 |\epsilon_1|^2 \exp(-\Gamma_1 t) + |D_{22}|^4 |\epsilon_2|^2 \exp(-\Gamma_2 t) + 2 \Re \left( |D_{11}|^2 |D_{22}|^2 |\epsilon_1 \epsilon_2|^2 \exp(-\frac{1}{2}(\Gamma_1 + \Gamma_2)t) \exp[i(E_1 - E_2)t/\hbar] \right)
\]

(7a)

\[
|\tilde{\epsilon}_1|^2 \exp(-\Gamma_1 t) + |\tilde{\epsilon}_2|^2 \exp(-\Gamma_2 t) + 2 \Re \left( |\tilde{\epsilon}_1|^2 |\tilde{\epsilon}_2|^2 \exp(-\frac{1}{2}(\Gamma_1 + \Gamma_2)t) \exp[i(E_1 - E_2)t/\hbar] \right)
\]

(7b)

where \( \epsilon_j = \epsilon(\omega_\mu) \) and \( |\tilde{\epsilon}_j|^2 = |D_{j\mu}|^2 \). And

\[
I_{\text{coh}}(t) = |D_{11}|^4 \langle |\epsilon_1|^2 \rangle \exp(-\Gamma_1 t) + |D_{22}|^4 \langle |\epsilon_2|^2 \rangle \exp(-\Gamma_2 t) + 2 \Re \left( |D_{11}|^2 |D_{22}|^2 \langle |\epsilon_1 \epsilon_2|^2 \rangle \exp(-\frac{1}{2}(\Gamma_1 + \Gamma_2)t) \exp[i(E_1 - E_2)t/\hbar] \right)
\]

(7c)

Eqs. (12) and (13) neglect the overall multiplicative constant \(-2\pi/\hbar^2\) \(\langle |\epsilon_1|^2 \rangle \langle |\epsilon_2|^2 \rangle\).

Note that both eqs. (12) and (13) constitute extensions of the traditional two-level zeroth-order-basis model result, eq. (13) insofar as it applies to partially coherent sources and eq. (12) in that it properly includes the effect of the electric field amplitude. The standard literature result [4] obtains in the latter case if, for example, one assumes a \( \delta(t) \) pulse excitation which gives \( \epsilon(\omega_\mu) = \epsilon(\omega_\mu) \) and hence

\[
I_{\text{coh}}(t) = |D_{11}|^4 \exp(-\Gamma_1 t) + |D_{22}|^4 \exp(-\Gamma_2 t) + 2 |D_{11}|^2 |D_{22}|^2 \exp(-\frac{1}{2}(\Gamma_1 + \Gamma_2)t) \cos(E_1 - E_2)t.
\]

(14)

Results below suggest that use of this formula to extract molecular coupling parameters is highly suspected.

3. Dependence on \( \tau_c \) and application to SO2

The fluorescence decay of the \( \tilde{C}(^1B_2) \) state of SO2 in a beam has been examined by Wallace and co-workers [4] using a Nd: YAG-pumped tunable dye excitation laser of \( \tau = 5 \) ns duration. Experiments were done using two different cavity configurations, one with an étalon which gives an essentially transform-limited pulse and the other without an étalon, generating a partially coherent pulse. Both configurations show fluorescence decay with quantum beats of identical periods but with a modulation depth which decreases significantly upon introduction of laser incoherence. Below we analyze both the coherent and partially coherent data and extract new and useful information regarding the prepared state and mixing coefficients in SO2. Prior to doing so we correct an error in the data analysis of ref. [4]. Specifically, they analysed the data generated by the coherent pulse by doing a numerical fit in which both system parameters and those of a Gaussian instrument response function \([4,13]\) were varied. We repeated this computation, correcting a numerical error and have obtained the following parameters (see fig. 1): response function width, 4.0 ns; \( \omega_{12} = 0.00835 \) cm\(^{-1}\); \( \Gamma_1 = 1/50 \) ns; \( \Gamma_2 = 1/71.4 \) ns, and \( |\tilde{D}_{11}/\tilde{D}_{21}| = 2.2 \).

Consider then the content of this result, typical of those obtained in the standard analysis of quantum beats prepared with transform limited pulses. As is evident from eq. (11), the value of \( |\tilde{D}_{11}/\tilde{D}_{21}| \) determined in this fit provides the (absolute values of the) coefficients of the state prepared by the coherent source, but does not provide the desired molecular mixing coefficient ratio \( D_{11}/D_{22} \) since the \( \tilde{D}_{ij} \) contain the unknown \( \epsilon(\omega_\mu) \). Barring phases, these quantities could be determined if there were an experimental way to adjust the detuning (i.e. the relative locations of \( \omega_\mu \) and the bound states). However, this is generally unknown, the common technique being to vary \( \omega_\mu \) until one achieves maximum intensity of the excitation laser or maximum quantum beat signal. This is often presumed to correspond to the case of central tuning, i.e. the laser frequency is assumed tuned.
to the middle of the pair of the excited states. Further, \( \epsilon(\omega_1) \) and \( \epsilon(\omega_2) \) are often assumed equal, on the basis of an argument that the pulse is ultrafast. However, we will show below that an assumption of \( \epsilon(\omega_1) = \epsilon(\omega_2) \) is incorrect for the experiments done on SO\(_2\), for example, and that this has important consequences for extracting desired molecular parameters.

Specifically, we used the models described above (eq. (6)) to fit the SO\(_2\) fluorescence data associated with both the coherent and partially coherent excitation. We obtain, using the model for the pulse discussed above (eqs. (7) and (8)), and the observed power spectrum width of 0.5 cm\(^{-1}\), that the field decay time \( \tau_c \) of the partially coherent source is 0.18 ns. Further, in accord with ref. [4], we assume that \( \omega_0 \) for both the transform-limited and the partially coherent pulses are the same. In addition, we choose the width of the instrument response function for the partially coherent case to be 3 ns, rather than the 4 ns corresponding to the coherent pulse case. This is not unreasonable since the power varies significantly between these two pulses. The fit we obtain to the experimental results, shown later below, justifies these parameter choices. Note that because the constraint \( |D_{11}|/|D_{22}| = 2.2 \) (obtained from the coherent excitation case) links the two parameters \( |D_{11}|/|D_{22}| \) and \( \omega_0 \), the numerical fit to the observed \( I_{\text{beam}} \) is actually conducted in one-parameter space.

The numerical fits reveal interesting behavior which is quite general. Specifically, we find that if \( |D_{11}| \approx |D_{22}| \) (and hence \( |D_{11}| \approx |D_{22}| \)) then the quantum beat modulation depth is relatively insensitive to variations in \( \tau_c \) (for examples see figs. 2a and 2b). However, when \( D_{11} \) and \( D_{22} \) are substantially different then the modulation depth can depend sensitively on the value \( \tau_c \). That is, in zeroth-order language, two equally bright excited states show little \( \tau_c \) dependence, whereas one-bright plus one-dark-eigenstate (which implies weak interaction between two zeroth-order states) can show strong \( \tau_c \) dependence. However, even in the latter case, we find two different patterns of beat signals as a function of the incoherence parameter \( \tau_c \), depending upon the location of the central frequency \( \omega_0 \) relative to the two levels \( |E_1\rangle \) and \( |E_2\rangle \). Specifically, if \( \omega_0 \) causes excitation to the center (or near center) of the two bound states then the modulation is large and relatively insensitive to \( \tau_c \) (see fig. 2c). However, if \( \omega_0 \) corresponds to off-center tuning then we find large modulation depths for the coherent excitation and decreasing modulation depths \(^2\) with decreasing \( \tau_c \) (fig. 2d). These computations are consistent with eq. (13) in which the degree of modulation (defined as the ratio of cross and diagonal terms) is proportional to the ratio \( R \)

\(^2\) Note that the modulation depth appears to approach a constant as \( \tau_c \) gets smaller. That is, the quantum beat persists even as one approaches the chaotic source case of \( \tau_c = 0 \). Examination of eqs. (13) and (8) shows that the origin of this behavior lies in the \( T \) dependence of both the diagonal (proportional to \( \langle |\epsilon|^2 \rangle \)) as well as the interference terms in eq. (13).
The essential point then is that observing substantial changes in the modulation depth of the quantum beat fluorescence signal is evidence for off-center excitation of two states with substantially different values of $D_1$ and $D_2$. The SO$_2$ data show precisely this strong variation of modulation depth with $\tau_c$, consistent with the
Fig. 3. Best fit (solid curve) to SO$_2$ fluorescence emanating from excitation in a partially coherent pulse experiment. Experimental data are shown dashed and parameters are given in the text.

case of off-center tuning. More specifically, our fit to the experimental partially coherent data for SO$_2$, shown in fig. 3, gives $\omega_0 = 0.011$ cm$^{-1}$ and $|D_{1a}/D_{2a}| = 3.66$. Since $\omega_0 > \frac{1}{2} \omega_{12}$ the laser frequency profile has its maximum at an energy which is larger than that of both $|E_1>$ and $|E_2>$. Further, the computed $|D_{1a}/D_{2a}|$ ratio, with a dominant $|D_{1a}|$ indicates a small interaction of states from the viewpoint of the zeroth-order state model. Therefore, the combination of fluorescence from excitation with a coherent and partially coherent source has provided new information on the important term, $|D_{1a}/D_{2a}|$. In principle, it also can be used to determine the absolute energies of the excited states. However, the pulse frequency is known only to 0.1 cm$^{-1}$, a considerable uncertainty compared to the beat frequency is 0.0085 cm$^{-1}$. This uncertainty limits our ability to extract the bound state locations.

4. Summary

Fluorescence spectroscopy with a transform limited excitation source measures the beat frequency, decay constants of each individual level and the ratio $|D_{1a}/D_{2a}|$. Here we have shown that quantum beat studies utilizing partially coherent sources can also be analyzed, using the approach developed here, to obtain similar data, although with possibly less precision due to the fluctuations inherent in the partial coherent source. Two characteristically different patterns have emerged in our examination of the dependence of quantum beat modulation depths on excitation laser coherence (i.e. $\tau_c$): (1) a modulation depth which is generally insensitive to $\tau_c$, corresponding either to large interaction between zeroth-order levels or central tuning, and (2) strong dependence of the modulation on $\tau_c$, corresponding to off-central tuning and small interaction between zeroth-order levels, as is the case for the analyzed SO$_2$ experiment. Thus, experiments that observe quantum beats with modulation depths which are smaller than that calculated on the basis of a coherent excitation source are suggestive of a case (2) situation. Several such cases have been reported in the literature [8] and might benefit from being reanalyzed in terms of the partially coherent model which we have introduced.

In addition, we have emphasized that even the analyses of quantum beat data obtained with a transform limited excitation source should take proper account of the electric field contributions in order to properly extract the desired $|D_{1a}/D_{2a}|$ mixing coefficients.

Finally we remark that although our application has been to two-state quantum beats the general formalism we have presented applies to the multistate case as well.
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The existence and role of enantiomers, i.e., nonidentical pairs of chiral molecules related to one another through reflection, stands as one of the fundamental broken symmetries in nature. It has motivated a longstanding interest in asymmetric synthesis, i.e., a process which preferentially produces a specific chiral species. It is a longstanding belief that asymmetric synthesis must necessarily involve either chiral reactants, or chiral external system conditions such as chiral crystalline surfaces. In this paper we show that preferential production of a chiral photofragment can occur even though the parent molecule is not chiral. In particular two results are demonstrated: (1) photodissociation, using plane polarized light, of a prochiral molecule containing two enantiomers is shown to yield different cross sections for the production of right and left handed products, when the products are $m_j$ selected; and (2) that this natural symmetry breaking may be enhanced and controlled using coherent lasers. Our treatment constitutes a major extension of the "coherent control" approach to affecting molecular dynamics.

Below we demonstrate the theory for the photodissociation of $BAB'$ to two different arrangement channels,

$$e^{ih\varphi}_{\pm}(q=2), B' + AB - BAB' - B + AB', (q=1),$$

where $q$ defines the product arrangement channel and $BAB'$ denotes a molecule, or a molecular fragment, which is symmetric with respect to reflection $\sigma$ across the plane which interchanges the enantiomers $B$ and $B'$ (e.g., Ref. 5). The existence of this plane implies that the point group of the reactant is at least $C_\sigma$. We sketch the theory, an extension of Ref. 3, for controlling the branching and, in doing so, expose the natural symmetry breaking associated with photodissociation to selected $m_j$ states.

Consider a molecule $BAB'$, initially ($t=0$) in eigenstate $|E_2\rangle$ of Hamiltonian $H_{MB}$ which is subjected to two sequential transform limited light pulses. The total Hamiltonian is of the form

$$H = H_M + V = H_M - \mu [\hat{E}(t) + \hat{E}^*(t)],$$

where $\mu$ is the dipole operator along the electric field direction. The field $\hat{E}(t)$ consists of two temporally separated pulses $\hat{E}(t) = \hat{E}_s(t) + \hat{E}_d(t)$, with the Fourier transform of $\hat{E}_s(t)$ denoted $\hat{E}_s(\omega)$, etc. For convenience these are chosen as Gaussian pulses peaking at $t=t_s$ and $t_d$, respectively. The $\hat{E}_s(t)$ pulse lifts the system to the excited electronic states with nuclear eigenfunctions $|E_j\rangle$ and $\hat{E}_d(t)$ induces a transition back to the lower surface via stimulated emission. The fields are sufficiently weak for perturbation theory to be valid, and we assume no temporal overlap between the two pulses. The state prepared after the $\hat{E}_s(t)$ pulse, whose width is chosen to excite only two levels $|E_1\rangle$ and $|E_2\rangle$, is given in first order perturbation theory as

$$|\phi(t)\rangle = |E_2\rangle e^{-iE_2t/\hbar} + c_1|E_1\rangle e^{-iE_1t/\hbar} + c_2|E_2\rangle e^{-iE_2t/\hbar},$$

$$c_k = (\sqrt{2\pi}/\hbar)|\langle E_k|\mu|E_2\rangle\rangle (\hat{E}_s(\omega_k)), \tag{3}$$

with $\omega_k = (E_k - E_2)/\hbar$. Subsequently, the system is subjected to a $\hat{E}_d(t)$ and its wave function, expanded in a complete set of continuum eigenstates $|E,n,q\rangle$ labeled by energy $E$, arrangement channel label $q$ and remaining labels $n$ is then

$$|\psi(t)\rangle = |\phi(t)\rangle + \sum_{n,q} \int dE B(E,n,q|t)|E,n,q\rangle e^{-iE_l/\hbar}. \tag{4}$$

We require below the probability $P(E,m,q)$ of forming product in arrangement channel $q$ at energy $E$ with total fragment angular momentum projection $m$, along a space fixed axis. Using first order perturbation theory and the rotating wave approximation in conjunction with Eq. (4), gives

$$P(E,m,q) = \sum_n |B(E,n,q|t=\infty)|^2 \sum_{n+1.2} c_k(E,n,q-|\mu|E_k) \times \epsilon_d(\omega_{Ek}), \tag{5}$$

where $\omega_{Ek} = (E - E_k)/\hbar$, $c_k$ is given by Eq. (3) and where the prime denotes summation over all quantum numbers $n$ (including scattering angles) other than $m_r$.

Expanding the square and using the Gaussian pulse shape gives

$$P(E,m,q) = (2\pi/\hbar^2)\left(\sum_{n} |c_1|^2 \mu_{1,1}^{(q)} \epsilon_1 + |c_2|^2 \mu_{2,2}^{(q)} \epsilon_2^* \right. \left. + 2|c_1| |c_2| \epsilon_1 \epsilon_2^* \cos(\omega_{21}(t_d - t_s)) \right. \left. + a_{21}^{(q)}(E + \phi) \right). \tag{6}$$
where \( \epsilon_i = | \epsilon_q (\omega_{\mathcal{E}q}) \| \), \( \omega_{\mathcal{E}q} = (E_1 - E_i) / h \) and the phases \( \phi, a_{\mathcal{E}q}^{(1)}(E) \) are defined by
\[
(E_1 | \mu | E_q) \langle E_q | u | E_2 \rangle \equiv | (E_1 | \mu | E_q) (E_q | \mu | E_2) | e^{\phi}.
\]
\[
\mu_{\mathcal{E}q}^{(1)}(E) \equiv | (E_1 | \mu | E_q) | e^{a_{\mathcal{E}q}^{(1)}(E)}
\]
\[
= \sum_n^\infty | (E, n, q - | \mu | E_k) | | (E_k | \mu | E, n, q - ) \rangle \langle E | E_k | \mu | E, n, q - ) \rangle.
\]

Integrating over \( E \) to encompass the width of the second pulse, assumed sufficiently small so that \( \mu_{\mathcal{E}q}^{(1)}(E) \) can be assumed constant, and forming the ratio
\[
Y = P(q = 1, m_1) / [P(q = 1, m_1) + P(q = 2, m_1)],
\]
gives the quantity shown controllable below.

In general control arises from the possibility of manipulating, in the laboratory, the quantum interference term in Eq. (6). Specifically, the product ratio \( Y \) can be varied by changing the delay time \( \tau = (t_d - t_e) \) or ratio \( x = |c_1 / c_2| \), the latter by detuning the initial excitation pulse. Active control over the products \( B + AB' \) vs \( B' + AB \), and hence control over left vs right handed products, will result as long as \( P(q = 1, m_1) \) and \( P(q = 2, m_1) \) have different functional dependences on \( x \) and \( \tau \).

We now show that \( P(q = 1, m_1) \) is indeed different from \( P(q = 2, m_1) \) for the \( B'AB \) case. We do this by examining the behavior of \( c_k \) and \( \mu_{\mathcal{E}q}^{(1)}(E) \) for \( | E_1 \rangle \) and \( | E_2 \rangle \) of different symmetry with respect to the reflection \( \sigma \). For simplicity we restrict attention to \( B'AB' \) belonging to point group \( C_{4v} \), the smallest group possessing the required symmetry plane. We rely primarily upon symmetry arguments but resort to detailed manipulations on a model three body problems when necessary to gain insight. Such a model has two identical terminal atoms which are nevertheless labeled differently in the computation. Further, we focus upon transitions between electronic potential energy surfaces of similar species, e.g., \( A' \) to \( A' \) or \( A'' \) to \( A'' \) and assume the ground vibronic state to be of species \( \mathcal{A}' \). Similar arguments apply for larger groups containing \( \mathcal{S}_{\mathcal{A}} \), to ground vibronic states of odd parity, and to transition between electronic states of different species.

Excitation coefficients \( c_k \): Components of \( \mu \) lying in the symmetry plane, denoted \( \mu_\mathcal{A} \), transform as \( \mathcal{A}' \) and are symmetric with respect to reflection whereas the component perpendicular to the symmetry plane, denoted \( \mu_\mathcal{A} \), is antisymmetric \( (\mathcal{A}'') \). Hence \( (E_1 | \mu | E_2) = (E_1 | \mu_a + \mu_\mathcal{A} | E_2) \), and hence \( c_k \) is nonzero for transitions between vibronic states of the same symmetry due to the \( \mu_a \) component, and nonzero for transitions between vibronic states of different symmetry due to the \( \mu_\mathcal{A} \) component. The latter is common in IR spectroscopy. In electronic spectroscopy such transitions result from the non Franck-Condon Herzberg-Teller intensity borrowing mechanism. Thus, the excitation pulse can create an \( | E_1 \rangle \) - \( | E_2 \rangle \) superposition consisting of two states of different reflection symmetry and hence a state which no longer displays the reflection symmetry of the Hamiltonian.

Cumulative matrix elements \( \mu_{\mathcal{E}q}^{(1)} \): In contrast to the bound states, the continuum states of interest \( | E, n, q \rangle \) are neither symmetric nor antisymmetric. Rather, \( \sigma_{| E, n, q \rangle = 1} = | E, n, q \rangle \) and vice versa. Such a representation is possible because of the exact degeneracies which exist in the continuum. To examine \( \mu_{\mathcal{E}q}^{(1)} \) we introduce symmetric and antisymmetric continuum eigenfunctions of \( \sigma \),
\[
\psi_\mathcal{A} = (| E, n, q = 1 \rangle + | E, n, q = 2 \rangle) / 2 \quad \text{and} \quad \psi_\mathcal{A} = (| E, n, q = 1 \rangle - | E, n, q = 2 \rangle) / 2.
\]

Assuming \( | E_1 \rangle \) is symmetric and \( | E_2 \rangle \) antisymmetric, rewriting \( | E, n, q \rangle \) as a linear combination of \( \psi_\mathcal{A} \) and \( \psi_\mathcal{A} \), and adopting the notation \( A_{\mathcal{A}2} = (\psi_\mathcal{A} | \mu | E_2) \), \( S_{\mathcal{A}2} = (\psi_\mathcal{A} | \mu | E_1) \), etc., we have, after elimination of null matrix elements,
\[
\mu_{\mathcal{E}q}^{(1)} = \sum | S_{\mathcal{A}2} |^2 + | A_{\mathcal{A}2} |^2 + A_{\mathcal{A}2} S_{\mathcal{A}2} = A_{\mathcal{A}2} S_{\mathcal{A}2},
\]
where the plus sign applies for \( q = 1 \) and the minus sign for \( q = 2 \). Equation (8) displays two noteworthy features:

1. \( \mu_{\mathcal{A}2}^{(1)} \neq \mu_{\mathcal{A}2}^{(1)} \). Thus laser controlled symmetry breaking, which depends upon \( \mu_{\mathcal{A}2}^{(1)} \) in accordance with Eq. (6), is therefore possible, allowing enhancement of the enantiomer ratio for the \( m_1 \) polarized product.

2. \( \mu_{\mathcal{A}2}^{(1)} \neq \mu_{\mathcal{A}2}^{(1)} \). Consider the generic matrix element between \( | E, n, q \rangle \) and the bound state \( | E_1 \rangle = | \Phi (E, m_1, j, \mathcal{P}) \rangle \), where the scattering direction \( \mathcal{K} \), vibrational and rotational product quantum numbers \( v, j \) and projection \( m_1 \) are explicitly indicated, as are the initial bound state angular momentum \( J_1 \), space fixed \( z \) projection \( M \), and parity \( \mathcal{P} \). We have
\[
\langle \psi^- (q, \mathcal{E}, \mathcal{K}, v, j, m_1) | \mu | \Phi (E, m_1, j, \mathcal{P}) \rangle =
\]
\[
\left( \frac{\rho k_{u, q}}{2\pi R^2} \right)^{1/2} \sum_{\mathcal{J}_d} \left( 2J + 1 \right)^{1/2} (-1)^{J_d - J_d - J} 
\]
\[
\times D_{\mathcal{J}_d, \mathcal{J}_d} (\phi, \theta, 0) D_{\mathcal{J}_d, \mathcal{J}_d} (\phi, \theta, 0) \times \tilde{E}^{(4)} (E, j, v, \mathcal{J} | E, j, \mathcal{P}),
\]
where \( D \) are the rotation matrices, \( \rho \) is the reduced mass, \( k_{u, q} \) is the momentum of the products and \( \tilde{E}^{(4)} (E, j, v, \mathcal{J} | E, j, \mathcal{P}) \) is proportional to the partial wave matrix element \( (\psi^- (q, E, m_1, j, \mathcal{P}) | \mu | \Phi (E, m_1, j, \mathcal{P})) \).
Here $\lambda$ is the helicity associated with total $J$ along the body fixed axis of product separation.

Equation (9) allows the construction of product matrix elements which comprise the $\mu_{ji}^{(q)}$. The generic matrix element product, integrated over scattering angles and averaged over initial states $M_{\mu} = \langle M_{\mu} \mid \psi \rangle$.

\[
(2J_{1} + 1)^{-1} \sum_{n_{1}} \int d\tau \langle \Phi(E_{n_{1}}, J_{1}, \rho_{n_{1}}) \mid \psi \rangle \langle q', E, \vec{k}, \nu_{1}, m_{1} \rangle \langle \psi \rangle \langle q, E, \vec{k}, \nu_{1}, m_{1} \rangle \langle \Phi(E_{n_{1}}, J_{1}, \rho_{n_{1}}) \rangle
\]

\[
= (-1)^{m_{1}} \frac{16\pi^{3} \rho_{n_{1}}}{(2J_{1} + 1)} \sum_{l_{1} \lambda_{1}} k_{l_{1}} \sum_{m_{1}} ((2J_{1} + 1)(2J_{1} + 1))^{1/2} \sum_{\mu_{0}} \sum_{\mu} \langle 1 \mid \mu \rangle \langle 1 \mid \mu \rangle \langle 1 \mid \mu \rangle \langle 1 \mid \mu \rangle \langle \Phi(E_{n_{1}}, J_{1}, \rho_{n_{1}}) \rangle
\]

Here $J_{1} = J_2$ has been assumed for simplicity. These equations, in conjunction with the artificial channel method\(^4\) for computing the $t$ matrix elements, were used to compute the ratio $Y$ of the HO + H (as distinct from the H + OH) product in a fixed $m$ state. Specifically, Fig. 1 shows the result of first exciting the superposition of symmetric plus asymmetric vibrational modes [(1,0,0) + (0,0,1)] with $J_{1} = J_{2} = 0$ in the ground electronic state, followed by dissociation at 70 700 cm$^{-1}$ to the $B$ state using a pulse width of 200 cm$^{-1}$. Results show that varying the time delay between pulses allows for controlled variation of $Y$ from 61% to 39%.

Finally we sketch the effect of a summation over product $m$ states on symmetry breaking and chirality control. In this regard the three body model is particularly informative. Specifically, note that Eq. (8) provides $\mu^{(q)}_{ji}$ in terms of products of matrix elements involving $|\psi^{q}\rangle$ and $|\psi^{j}\rangle$. Focus attention on those products which involve both wave functions, e.g., $A_{\alpha}, S_{\alpha}^{\mu}$. These matrix element products can be written in the form of Eq. (10) where $q$ and $j$ now refer to the antisymmetric or symmetric continuum states, rather than channels 1 and 2. Thus, for example, $A_{\alpha}, S_{\alpha}^{\mu}$ results from using $|\psi^{q}\rangle$ in Eq. (9) to form $A_{\alpha}$ and $|\psi^{j}\rangle$ to form $S_{\alpha}^{\mu}$.

The resultant $A_{\alpha} S_{\alpha}^{\mu}$ has the form of Eq. (10) with $I^{(q)}_{\alpha}$ and $I^{(j)}_{\alpha}$ associated with the symmetric and antisymmetric continuum wave functions, respectively. Consider now the effect of summing over $m_j$. Standard formula\(^4\) imply that this summation introduces a $\delta_{m_{j}0}$ which, in turn forces $\lambda = \lambda'$ via the first and second $3^j$ symbol in Eq. (10). However, a rather involved argument\(^10\) shows that $t$ matrix elements associated with symmetric continuum eigenfunctions and those associated with antisymmetric continuum eigenfunctions must have $\lambda$ of different parities. Hence, summing over $m_j$ eliminates all contributions to Eq. (8) which involve both $\psi^{q}$ and $\psi^{j}$.

Specifically, we find\(^10\) after $m_j$ summation,

\[
\mu^{(q)}_{ji} = \mu^{(j)}_{ji} = \sum [S_{\alpha}^{\mu}]^2 [A_{\alpha}]^2.
\]

That is, natural symmetry breaking is lost [Eq. (11a)] upon $m_j$ summation, both channels $q = 1$ and $q = 2$ having equal photodissociation probabilities, and control over the enantiomer ratio is lost since the interference terms [Eq. (11b)] no longer distinguish the $q = 1$ and $q = 2$ channels.

Having thus demonstrated the principle of $m_j$ selected enantiomer control it remains to determine the extent to which realistic systems can be controlled. Further computations are therefore planned.

We gratefully acknowledge support from the U. S. Office of Naval Research, under Contract No. N00014-90-J-1014.


FIG. 1. Contour plot of percent HO + H (as distinct from H + OH) in HOH photodissociation. Ordinate is the detuning from $E_{\alpha} = (E_{I} - E_{J})/2$, abscissa is time between pulses.
The reliance of coherent control on a small number of participating bound states of specific symmetries is central to the application described herein. As such it is distinct, for example, from the alternative control method of D. Tannor and S. A. Rice (J. Chem. Phys. 85, 5805 (1986)) which utilizes localized wave packets involving large numbers of excited bound states.

An example, although requiring a slight extension of the ABC notation, is the Norrish type II reaction: D(CH$_2$)$_3$CO(CH$_2$)$_3$D' dissociating to DCHCH$_2$ + D'(CH$_2$)$_3$COCH$_3$ and D'CHCH$_2$ + D(CH$_2$)$_3$COCH$_3$ where D and D' are enantiomers.

7) (a) $M = M'$ since both $|E>$ and $|E'>$ arise by excitation, with linearly polarized light, from a common eigenstate. (b) Equation (10) is a generalized version of Eq. (48), Ref. 8.
9) As an aside we note that control is not possible in collinear models since, in that case, $\mu_+$ and $\mu_-$ cannot both couple to the same electronically excited state.
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pumping to the desired final state. What is particularly significant is our preparation of stationary states instead of time-dependent initial zeroth-order states. Such an approach automatically bypasses any difficulties associated with intramolecular vibrational dynamics and fast time scales. In essence, isomer selectivity lies in frequency control and in properties of exact molecular eigenstates.

The basic technique for control is outlined in section 2, followed, in section 3, by calculations on a simplified three-level two-laser model which allows us to gain insight into the problem of controlled photoisomerization. Section 4 contains the description, and results, of calculations performed on a model polyatomic system, illustrating the possibilities afforded by this method. The model is based upon, but far simpler than, the stilbene molecule for which there is a vast array of data available and for which stimulated emission pumping has already been experimentally demonstrated.

2. Branching in Unimolecular Isomerization

In this section we describe the nature of isomerization in an isolated molecule using a simple one-dimensional model; the ideas are, however, completely general.

Consider a system, in the Born–Oppenheimer approximation, which has two electronic states and for which there is a significant barrier to isomerization in the ground electronic state. Figure 1 depicts the reaction coordinate for such a simple system; there may or may not be a barrier to isomerization in the excited state. We assume that the probability of tunneling through the ground-state barrier at room temperature is negligible so that two thermally stable isomers exist. The two wells are therefore effectively uncoupled at low energies, and the low-lying exact eigenstates of the molecular Hamiltonian are localized in either of the two wells (regions I and II in Figure 1). This description is, however, inappropriate for the eigenstates that are close to the top of the barrier and above it. In these cases (region III in Figure 1) the probability density is distributed over the full conformational space of the molecule, and one can no longer distinguish stable isomers. Similarly, if the excited electronic state has a barrier, the same description applies, with the system losing its conformational identity when excited above the barrier to isomerization.

Isomerization can then take place by several different routes, e.g., (1) excitation to a high-lying vibronic state of the ground electronic surface which lies above the barrier, followed by collisional quenching; (2) tunneling through the ground-state barrier (highly unlikely unless the energy of the system is close to the top of the barrier); or (3) by electronic excitation to a vibronic state above the isomerization barrier in the excited potential surface, followed by fluorescence or collisional deexcitation. Each of these different routes will result in different cis/trans products ratios, and traditional methods for controlling this ratio are limited to varying gross properties such as excitation energy, temperature, or pressure. For example, in electronic excitation (route 3 above)

\[
|\psi(t)\rangle = a(t)|e\rangle + \sum_{i} b_i(t)|g_i\rangle + \sum_{i,j} c_{ij}(t)|g_i\rangle |g_j\rangle + \sum_{i} d_{i}(t)|g_i^\pi\rangle
\]

in the absence of collisions, as discussed in detail in section 2.1, the product yield is completely determined by the nature of the excited state and by the radiative transition matrix elements between this state and the ground states. Hence we have virtually no control over cis/trans product ratios in this case. Prior to discussing control of the cis/trans ratio we first describe this situation, where emission from the excited state is spontaneous and hence uncontrollable.

2.1. Uncontrolled Isomerization. To understand the physics we first consider an uncontrolled experiment corresponding to excitation from a ground-state \(|g\rangle\) to a single vibronic level of an excited electronic state \(|e\rangle\), followed by spontaneous emission. Specifically, a molecule is prepared at \(t = t_0\) in a single excited energy eigenstate by a device such as a sharp laser; when the laser is turned off, the molecule is left in a quasistationary state that can only decay by spontaneous emission. We emphasize that the molecular system is dynamics-free (barring emission) after excitation, since it is a single exact energy eigenstate of the molecular Hamiltonian. Subsequent to excitation the state vector can then be written as \((t \geq t_0)\)

\[
|\psi(t)\rangle = a(t)|e\rangle + \sum_{i} b_i(t)|g_i\rangle + \sum_{i,j} c_{ij}(t)|g_i\rangle |g_j\rangle + \sum_{i} d_{i}(t)|g_i^\pi\rangle
\]

with the initial condition, immediately after preparation, of

\[
|\psi(t=t_0)\rangle = a(t_0)|e\rangle = |e\rangle
\]

Here the superscript in \(|g_i\rangle\) denotes one of the three regions I, II, or III of the ground state. The fluorescence rate \(s_i\) into state \(i\) of the ground vibronic states \(f \left( f = I, I, III \right)\) is given by the rate of change of the population of these states, brought about by the spontaneous fluorescent decay of the excited vibronic state:

\[
S_i(t=t_0) = |a(t_0)|^2 \langle e|\langle e|D(t)|e\rangle^2
\]

Here \(e = \sum_i \gamma_i \gamma_i^\dagger + \sum_i \gamma_i^\ast \gamma_i + \sum_i \gamma_i^\ast \gamma_i^\dagger\) is the total decay constant for the excited state \(|e\rangle\), whose coefficient \(a(t)\) evolves as

\[
a(t=\infty) = a(t_0)e^{-[e+\sum_i \gamma_i^\ast \gamma_i^\dagger]}(t_r)
\]

and

\[
\gamma_i^\ast = \frac{e^i}{3}\langle e|D(t)|g_i\rangle^2
\]

with \(\omega_i = E_i/h\) and \(\omega_e = E_e/h\) and \(D\) is the dipole moment operator. The total probability \(R^i(t)\) that after a certain time \(t\) the system will have decayed by spontaneous emission to stable conformations I is then

\[
R^i(t) = \sum_{r} R^i_r(t) = \sum_{r} \int_{t_0}^{t} S_i(t) dt = a(t_0)^{-1} e^{-\sum_i \gamma_i^\ast \gamma_i^\dagger t_r}
\]

and similarly for conformer II:

\[
R^{ii}(t) = a(t_0)^{-1} e^{-\sum_i \gamma_i^\ast \gamma_i^\dagger t_r}
\]

Clearly, it is only the relative fluorescence rates into the different states that determine the product ratios in this simple uncontrolled photoinduced process.

Generalizing this result to arbitrary excited states (e.g., superposition states, coherent or otherwise) produced by different excitation processes is straightforward. For example, if the excited state is a mixed state comprised of \(|e_\alpha\rangle\), the discussion above carries forward essentially unchanged, with the inclusion of an extra sum over the different excited states \(|e_\alpha\rangle\)

\[
R^i(t) = \sum_{\alpha} \sum_{i} R^i_{\alpha}(t) = a_\alpha(t_0)^{-1} e^{-\sum_i \gamma_i^\ast \gamma_i^\dagger t_r} \sum_{\alpha} \gamma_i^\ast \gamma_i^\dagger t_r \alpha = f, 1, II
\]

where \(\gamma_i^\ast \) is given by eq 5 with \(|e\rangle\) replaced by \(|e_\alpha\rangle\) and \(\omega_i\) by \(E_i/h\). If, however, the initial state is a coherent superposition \(|\psi(t_0)\rangle = \sum_\alpha a_\alpha(t_0)|e_\alpha\rangle\), the time evolution of the prepared state is more complicated, with the probabilities now given by

\[
R^i(t) = \sum_{i} (R^i_{\alpha}(t) + \sum_{\alpha} R^i_{\alpha\beta}(t))
\]
where the first term is the same as eq 8, and the summand in the second (interference) term is:

\[ R_{\text{int}}(t) = \frac{ie^2}{3\pi\epsilon_0c^3} a_{\text{in}}(t_0) a_{\text{in}}(t) \langle |e_n| |g_i| |g_j| \rangle \times \]

\[ \left[ (\omega_m - \omega_0)^2 + (\omega_m - \omega_0)^2 \right] \left[ 1 - e^{-i(\omega_0 + \omega_m)t/2} e^{i\omega_m t} \right] \omega_m + \frac{1}{2} (\Gamma_i + \Gamma_m) \]

(10)

with \( \omega_m = \omega_0 - \omega_m \). Here \( a_{\text{in}}(t) \) is the coefficient of \( |e_n| \) at time zero and \( \Gamma_0 \) is the decay rate from this level.

It is clear from this discussion that once the excited state is defined the product ratios are determined. Thus, the extent of our control over these ratios in this standard approach is limited to our ability to produce and choose the well-defined excited states. For example, suppose \( R^I \ll R^I \) (i.e., the transition matrix elements between the excited state and states of type \( |g_i^k \rangle \) are much smaller than those with states \( |g_j^k \rangle \) for most of the \( |e_n| \) state accessible from the initial configuration I. Under these circumstances it is difficult to use this route to produce excess conformation II. Below, we demonstrate how this situation may be altered.

2.2. Controlled Isomerization. Our proposal is to use stimulated-emission-pumping to induce the system into the desired particular conformation, from the prepared state \( |e_n| \) as follows.

The molecule is first prepared in an excited stationary state \( |e_n| \) using a narrow band laser. Then, a laser pulse is tuned to a well defined emission line (e.g., \( |g_i^k \rangle \rightarrow |e_n| \) or \( |g_j^k \rangle \rightarrow |e_n| \) in Figure 1), stimulating the downward transition to the chosen ground vibronic state at a rate competitive to, or faster than, that for spontaneous emission. This route allows for production of the desired conformation but it is qualitatively clear that a number of conditions must be met. We list them below and investigate them quantitatively in sections 3 and 4:

1. The stimulated transition rate to the desired state must be comparable to, or faster than, the spontaneous emission rate.
2. The duration of the down-pumping pulse must be short compared to the natural lifetime of the excited state \( |e_n| \).
3. The emission line of interest must be isolated, that is, must not have lines belonging to the “other” conformation closer to it than the width of the pulse. Indeed, it is this feature, i.e., that conformations may have sufficiently different emission frequencies, that is the essence of this entire control scheme.

Conditions 2 and 3 are not necessarily independent since the pulse frequency width is inversely proportional to the pulse duration, or wider, depending on the laser operation conditions. In order to satisfy condition 1, while keeping the pulse short, one need only have a laser with a photon number density \( \gg 1 \) in the mode of interest, as the stimulated transition rate is proportional to the photon number (intensity). However, if the laser intensity is too high, oscillations in the state populations can arise (Rabi oscillations), making the controlled production of a particular state more cumbersome and possibly inefficient. Thus, numerical studies are required and carried out below. These calculations are of two types. The first is an analytic solution in the dressed states approximation for the simplest possible system, i.e., three levels. The second are computations on a model polyatomic system.

The numerical calculations are based upon the Schrödinger equations of motion for the coefficients of the state vector \( |\Psi(t)\rangle \), eqs 11-12, in the presence of a coherent transform-limited pulse, in the Weisskopf-Wigner approximation. That is,

\[ \frac{d}{dt} \alpha_f(t) = 2\hbar \sum_{\ell} e^{-i\omega_{\ell}t} \langle \ell | |\text{g}_i| |\text{g}_j| \rangle \langle \text{g}_i| |\text{e}_\ell\rangle \alpha_{\ell}(t), \]

f = I, II, III \hspace{1cm} (11)

\[ \frac{d}{dt} \alpha_{\ell}(t) = \frac{\hbar}{2} \alpha_{\ell}(t) e^{i\omega_{\ell}t} \]

\[ \beta_{\ell}(t) = b(t) e^{i\omega_{\ell}t}, \hspace{0.5cm} f = I, II, III \]

(12)

and \( \alpha_{\ell}(t) \) is the time-varying amplitude of that part of the electric field corresponding to the laser pulse. The notation \( f = 1, II, III \) identifies the three regions depicted in Figure 1. These equations can be solved numerically, or approximately (if the laser intensity is not too high) using perturbation theory. An application of the technique to a polyatomic model is given in section 4. First, however, we focus on insight afforded by a simple three-level system.

3. Three-Level Two-Laser Dressed Model

The case of a three-level system subjected to two laser frequencies has been the subject of extensive, often highly detailed, studies.\(^5,6\) Radmore and Knight\(^6\) have studied the population dynamics of a three-level system using the dressed state approach.

The study we present in this section is similar in approach, and serves to illustrate the amount of population shifting among the three levels that can be achieved by careful control over the laser frequencies and intensities. Here we focus on the simple physics of the system in order to illustrate our control technique in its simplest form. Consider a simple three-level model system (see Figure 2), consisting of the following molecular states: (1) a ground state \( |\psi_1\rangle \) modeling one isomer, (2) a ground state \( |\psi_2\rangle \) modeling the other isomer, and (3) the excited state \( |\psi_3\rangle \), which has nonzero dipole matrix elements to both \( |\psi_1\rangle \) and \( |\psi_2\rangle \). Two laser fields are used, each tuned to one of the system transition frequencies (i.e., \( \omega_1 = \omega_{\psi_1} \) and \( \omega_2 = \omega_{\psi_2} \)), with variable intensities and duration of interaction with the molecule.

In the limit of high laser intensities, as is the case for the present example, it is most convenient to describe the system in terms of the dressed-molecule approach.\(^5,6\) This approach yields energy eigenstates of the molecule + radiation field, which are only coupled by spontaneous emission. As will be shown below, we can, for the purpose of our discussion, neglect the very small spontaneous emission coupling.

In the uncoupled molecule–radiation field basis, the full Hamiltonian \( \hat{H} \) (molecule + lasers) matrix is block diagonal, with the blocks being \( 3 \times 3 \) matrices. The only coupling between the blocks is through spontaneous emission;\(^5\) and a representative Hamiltonian block is

\[ \begin{pmatrix} \omega_1 & iB_1 & 0 \\ -iB_1 & \omega_2 & 0 \\ 0 & 0 & \omega_3 \end{pmatrix} \]


configuration. That
and associated eigenvectors

\[ |e\rangle = |\psi_1\rangle |n_1 - 1\rangle |n_2 + 1\rangle \]  

\[ |c\rangle = |\psi_2\rangle |n_1 + 1\rangle |n_2\rangle \]  

\[ |t\rangle = |\psi_3\rangle |n_1\rangle |n_2\rangle \]  

\[ \text{(14)} \]

\( |t\rangle \) corresponds to the molecule being in the trans ground state \( |\psi_3\rangle \) in the presence of \( n_1 \) photons of laser 1 (of frequency \( \omega_1 \)), and \( n_2 \) photons of laser field 2 (frequency \( \omega_2 \)); in \( |c\rangle \) the molecule has been excited to state \( |\psi_2\rangle \) with laser 1 losing one photon and laser 2 remaining the same as for \( |t\rangle \), while in \( |e\rangle \) the molecule is in the cis ground state, having emitted one photon into field populations of the states \( |\psi_1\rangle \) and \( |\psi_3\rangle \). Laser intensities: \( I_1 = 1.0 \times 10^{10} \) W m\(^{-2}\), \( I_2 = 1.0 \times 10^{10} \) W m\(^{-2}\).

These zeroth-order states yield the following Hamiltonian matrix elements:

\[ H_{1\alpha} = \hbar [\omega_1 (n_1 - 1) \omega_1 + (n_2 + 1) \omega_2] = E_0 \]

\[ H_{2\alpha} = \hbar [\omega_1 (n_1 -1) \omega_1 + (n_2 +1) \omega_2] = E_0 \]

\[ H_{3\alpha} = \hbar [\omega_1 (n_1 -1) \omega_1 + n_2 \omega_2] = E_0 \]

\[ H_{1\alpha} = \hbar \left( \frac{\hbar \omega_1}{2 \omega_0 V} \right)^{1/2} e^{iD_{\alpha} n_1^{1/2}} = i e^{iD_{\alpha} D_{\alpha}} \]

\[ H_{2\alpha} = \hbar \left( \frac{\hbar \omega_1}{2 \omega_0 V} \right)^{1/2} e^{iD_{\alpha} n_2^{1/2}} = i e^{iD_{\alpha} D_{\alpha}} \]

\[ \text{(15)} \]

where \( D_{\alpha} = (e^\alpha D forehead), etc.

Diagonizing the Hamiltonian matrix produces the eigenvalues

\[ E_1 = E_0 + K; \quad E_2 = E_0; \quad E_3 = E_0 - K \]

\[ \text{(18)} \]

and associated eigenvectors

\[ |\psi_1\rangle = \frac{1}{\sqrt{2}} [(H_{1\alpha} |t\rangle + H_{1\alpha} |c\rangle)] + \frac{1}{\sqrt{2}} |e\rangle \]

\[ |\psi_2\rangle = \frac{1}{K} [H_{1\alpha} |t\rangle - H_{1\alpha} |c\rangle] \]

\[ |\psi_3\rangle = \frac{1}{K} [H_{1\alpha} |t\rangle + H_{1\alpha} |c\rangle] - \frac{1}{\sqrt{2}} |e\rangle \]

\[ \text{(19)} \]

where \( K = \sqrt{|H_{1\alpha}|^2 + |H_{1\alpha}|^2} \).

A general time-dependent state of the molecule + laser system can now be described in terms of these eigenstates as

\[ |\Psi(t)\rangle = \sum_{\alpha} e^{iE_{\alpha}\theta / h} C_{\alpha} |\psi_{\alpha}\rangle \]

\[ \text{(22)} \]

As an example, consider the case where the molecule is initially (just before the laser fields are turned on) in the \( |t\rangle \) ground configuration. That is,

\[ |\Psi(t=0)\rangle = \sum_{\alpha} \frac{1}{K} \sqrt{2} (|\psi_1\rangle + |\psi_2\rangle) + \frac{H_{1\alpha} \sqrt{2}}{H_{1\alpha}} |\psi_3\rangle \]

this state evolves as

\[ |\Psi(t)\rangle = \frac{H_{1\alpha} \sqrt{2}}{K} e^{-iE_{\alpha}\theta / h} |\psi_1\rangle + e^{-iE_{\alpha}\theta / h} |\psi_2\rangle + \frac{H_{1\alpha} \sqrt{2}}{H_{1\alpha}} e^{-iE_{\alpha}\theta / h} |\psi_3\rangle \]

\[ \text{(24)} \]
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Figure 5. As in Figure 3 but with \( I_1 = 4.472 \times 10^9 \text{ W m}^{-2} \), \( I_2 = 1.0 \times 10^{10} \text{ W m}^{-2} \).

laser tuned to the \( |\phi_3\rangle \leftrightarrow |\phi_4\rangle \) transition (\( \omega_3 \)) is kept constant at \( I_1 = 1.0 \times 10^{10} \text{ W m}^{-2} \), while that of the other laser, tuned to the \( |\phi_1\rangle \leftrightarrow |\phi_2\rangle \) transition (\( \omega_1 \)), decreases from Figure 3 to Figure 5. In Figure 3 the system oscillates mainly between states \(|t\rangle\) and \(|c\rangle\), with little population being channeled into \(|e\rangle\). A factor of 10 decrease in \( I_1 \) results in Figure 4, where the two transitions have comparable Rabi frequencies, and a near-complete conformational inversion is seen at \( t \sim 0.7 \text{ ns} \). By a further decrease in \( I_1 \), one can achieve full conformational inversion as seen in Figure 5, where the system is totally in the \(|e\rangle\) state at \( t = 0.914 \text{ ns} \).

The neglect of spontaneous emission in this experiment can be justified by noting that, in the absence of radiation, a system prepared initially in state \(|e\rangle\) would, after 1 ns, lose only 1.15% of its population to spontaneous radiative decay (for values of the decay constants see section 4). This is clearly negligible when compared with the large population oscillations induced by the lasers.

In order for this control scheme to work when applied to real molecules, fulfillment of the same conditions as those described in section 2 is required. That is, the laser intensities must be high enough to make the stimulated transition rates faster than (or at least competitive to) the spontaneous emission, the pumped lines must be isolated (i.e., the three molecular levels which our scheme uses must be clearly resolvable with the lasers used), and the light duration must be short compared to the natural lifetime of the excited state. All these conditions are satisfied by our model, which uses the same molecular parameters as the model system of case 2 in section 4 below. There, the spectral lines of interest are well isolated, and the natural lifetime of the excited state is \( \sim 86 \text{ ns} \), about 2 orders of magnitude longer than the interaction duration needed to achieve full conformational inversion at the laser powers used here (\( \sim 1 \text{ ns} \) for laser intensities \( I_1 \sim 0.5 \times 10^9 \text{ W m}^{-2} \) and \( I_2 = 1.0 \times 10^{10} \text{ W m}^{-2} \)).

The lasers used in the present calculations are available in the laboratory. The sole experimental issue to be dealt with is that of timing, i.e., controlling the duration of the interaction between the molecule and the laser fields, as well as the relative phases of the lasers, in order to "stop" the Rabi oscillations at the precise point of the desired population ratio. This timing is important because of the frequency width induced by the light pulse. If the light pulses are too short, a decrease in spectral resolution ensues, resulting in the possible loss of isomerization control. This decrease-of-spectral-resolution difficulty manifests itself when the three level model is extended to realistic models, as described below.

4. A Polyatomic Model

Given the insights afforded by the three-level system we examine, in this section, results of controlled photoisomerization as applied to a model polyatomic system. This system is based on data from cis-trans stilbene isomerization, but in no sense in-
in terms of the cis + trans harmonic oscillator wavefunctions of the reactive mode, which form a complete basis. This would reduce the overlap problem to that of evaluating harmonic polyatomic Franck-Condon factors, which we can do very efficiently.\(^9\)

Although the above procedure is desirable in practice, the experimental information on molecules like cis-stilbene is very scant, so that one can neither infer the proper coefficients nor their energies for such a linear combination of states. Therefore, it is not unreasonable to assume that the major term in the basis set expansion consists of equal contributions from those harmonic cis and trans states of the reactive mode, \(|\phi_{\text{cis}}^{\text{react}}\rangle\) and \(|\phi_{\text{trans}}^{\text{react}}\rangle\), which are closest in energy to the hindered-rotor state of interest. As such, we approximate the excited vibronic states of the model by

\[
|\psi^n\rangle = \frac{1}{\sqrt{2}} (|\phi_{\text{cis}}^{\text{harmonic}}\rangle |\phi_{\text{cis}}^{\text{react}}\rangle \pm |\phi_{\text{trans}}^{\text{harmonic}}\rangle |\phi_{\text{trans}}^{\text{react}}\rangle),
\]

with corresponding energies

\[
E^+ = \min (E_{\text{cis}}^{\text{harmonic}}, E_{\text{trans}}^{\text{harmonic}}), \quad E^- = \max (E_{\text{cis}}^{\text{harmonic}}, E_{\text{trans}}^{\text{harmonic}})
\]

Here \(E_{\text{cis}}^{\text{harmonic}}\) and \(E_{\text{trans}}^{\text{harmonic}}\) are respectively the energies of the cis and trans \((3N - 6)\)-dimensional harmonic states which constitute the linear combination \(|\psi^n\rangle\), as obtained from the QCFF/\(\pi\) calculation of the excited electronic state.

Equation 29 contains only the bare essentials of the character of the exact molecular vibrational states in the excited electronic state. Nevertheless, it suffices as a useful first step in the examination of conditions for laser induced isomerization, described below.

4.2. Spectra. In order to assess the suitability of a molecule for isomerization control, it is necessary to acquire a reasonably detailed understanding of its molecular spectroscopy, and to determine which vibronic transitions are the most useful for the application of this technique. In this section we present the absorption and some single-vibronic-level (SVL) emission spectra (purely harmonic) for the two separate conformational models. The oscillator strengths for the electronic transitions are given by the QCFF/\(\pi\) program\(^4\) and used without modification. Although we are not attempting a realistic model of a molecule,\(^10,11\) it is useful to attempt an approximation to a real system such as stilbene. Hence, we use experimental spectral data to adjust the calculated stilbene QCFF/\(\pi\) surfaces, as described below. We report spectra below simply as Franck-Condon (FC) factors for absorption or emission; that is, we do not take any line broadening or resolution factors into account.

(i) The Model Trans Configuration. Very good experimental spectra for trans-stilbene are available\(^12-16\) including the absorption, fluorescence excitation, and dispersed fluorescence spectra of the jet-cooled molecule. Much of this has been assigned using Warshel's calculations.\(^2\)\(^7\)\(^17\) The spectra we have calculated by directly using the QCFF/\(\pi\) normal modes and equilibrium nuclear configurations do not adequately reproduce the experimental intensity patterns. Thus, we altered the surfaces to fit the intensity data, specifically, by modifying the excited-state equilibrium conformation.

Little effort was required to fit the calculated spectra to major features of the experimental spectra. This procedure is described in detail elsewhere.\(^6\) However, it is of sufficient general interest to warrant displaying some results. As an example, consider Figure 6 which is the fitted absorption FC spectrum for the trans model, from the vibrationless level in the ground electronic state to vibronic levels of the first excited singlet. Frequencies are relative to the origin of the electronic transition. Maximum FC factor = 3.418 \(\times 10^2\). Excited-state normal frequencies: \(\nu_{10} = 475.669 \text{ cm}^{-1}, \nu_{14} = 230.825 \text{ cm}^{-1}\).

Figure 6. Absorption FC factors for the trans model, from the vibrationless level in the ground electronic state to vibronic levels of the first excited singlet. Frequencies are relative to the origin of the electronic transition. Maximum FC factor = 3.418 \(\times 10^2\). Excited-state normal frequencies: \(\nu_{10} = 475.669 \text{ cm}^{-1}, \nu_{14} = 230.825 \text{ cm}^{-1}\).

(ii) The Model cis Configuration. Figure 7 shows the fitted absorption FC spectrum for the cis model, from the vibrationless level in the ground electronic state to vibronic levels of the first excited singlet. The spectrum compares

Figure 7. Emission FC factors for the trans-model. Ground state normal frequencies: \(\nu_{48} = 228.634 \text{ cm}^{-1}\). (a) Emission from the vibrationless level in the first excited singlet state to vibronic levels of the ground electronic state. Frequencies are relative to the origin of the electronic transition. Maximum FC factor = 3.418 \(\times 10^2\). (b) Emission from the state with one quantum in the \(C_2C_2\) bending mode \((\nu_{31}\) or our mode 66) to the 66's. Frequencies are relative to the 66's transition. Maximum FC factor = 2.700 \(\times 10^2\).
very favorably with the experimental data shown in Figure 4 of ref 12, showing the same trends for the dominant peaks and a similar sort of background. Mode 61, which corresponds to the reactive mode (i.e., torsion about the ethylene bond), has been enhanced in this fit; this line is not unambiguously identified in ref 12.

The excited-state equilibrium conformation resulting from this fit was used to calculate the FC factors for emission from single vibronic levels of the excited electronic state, as shown in Figure 7. The fluorescence FC factors for the vibrationless level of $S_1$ are plotted in Figure 7a, while emission from the state with one quantum in the $C=C$ bending mode ($\nu_6$ of ref 13, or our mode 68), which forms the major progression in both absorption and emission, is shown in Figure 7b. These can be favorably compared to the corresponding bottom two spectra in Figure 7 and the top spectrum in Figure 1a of ref 12. As one can readily observe, the same trends in the spectral progressions are evident, e.g., the line corresponding to the 68$^1$ transition (or 25$^1$ in Syage et al.'s notation) is noticeably absent.

The obtained fit is quite good. A better fit than that presented here is certainly possible, but the nature of our model does not warrant the effort.

(ii) Model Cis Configuration. The situation regarding cis-stilbene$^2$ is quite different than that for trans since high-resolution experimental data for the cis form are unavailable. Hence, the QCFF/PI calculations were used directly.

The absorption (8a) and SVL fluorescence (8b) FC spectra of the cis model are shown in Figure 8. Note the low values for the FC factors relative to those of the trans model. Figure 9 shows the SVL fluorescence spectra (emission Franck-Condon factors) from levels with one and two quanta of excitation in the reactive mode (our mode 61), for both trans and cis model stilbene. The oscillator strength for the cis model electronic transition is also substantially lower than for the trans (0.825727 for cis vs. 1.364626 for trans).

4.3. Stimulated Emission and Branching Control. We present here results on controlled isomerization in our model polyatomic. In order to investigate the variety of behavior which can be observed, we devised two models differing by the different assignments of the cis electronic transition energy, $\omega_{0cis}$. Parameter values for the two cases are as follows:

Case 1. The origin of the cis transition was set at $\omega_{0cis} = 50.000$ cm$^{-1}$, the approximate origin$^{19}$ in diphenylmethane. For the trans, $\omega_{0trans} = 32.234.2$ cm$^{-1}$, equal to the actual $S_1 - S_0$ transition origin. The zero-point energy difference in the ground electronic state, as calculated by the QCFF/PI program, is $E_0 cis - E_0 trans = 212.65$ cm$^{-1}$, in good accord with the $S_0$ potential energy diagrams in refs 11 and 13.

Case 2. Here we set the cis origin at $\omega_{0cis} = 32.000$ cm$^{-1}$, equal to the approximate $S_1 - S_0$ origin in gaseous cis-stilbene.$^{19}$ The origin $\omega_{0trans}$ is the same as in case 1, so that the ground zero point energy difference becomes $E_0 cis - E_0 trans = 126.56$ cm$^{-1}$. The relative energies of the excited electronic potential surfaces for the cis and trans model are the same in both cases studied.

The initially prepared excited eigenstate of the model molecule is chosen as the linear combination

$$|e^+\rangle = \frac{1}{\sqrt{2}} [|2a_1\rangle_{cis} + |2a_1\rangle_{trans}]$$

(31)

i.e., the combination of the cis and trans states with 2 quanta of excitation in the $S_1$ vibrational mode 61, which corresponds to the isomerization coordinate. The remaining oscillators are in their ground states.

The energy of this excited state is then $2\omega_6 = 894.2616$ cm$^{-1}$ above the trans $S_1$ origin and 1001.9016 cm$^{-1}$ above the cis $S_1$ origin. Experimental preparation of such a state in our model systems would not pose a problem, since (see Figures 6 and 8a) the 61$^1$ transition is well isolated in both the cis and trans model. That is, although the vibrational density of states at the energy corresponding to the state $|e^+\rangle$ is ~40 states/cm$^{-1}$,
where \( \omega_{m} = \omega_{m'} - \omega_{e} < 0 \) for stimulated emission. In addition, we neglect the smaller second term in the brackets in eq 32, in accord with the resonance approximation.\(^{21}\)

The total excited-state depopulation \( R_{\text{tot}}(t,\omega) \) is given by

\[
R_{\text{tot}}(t,\omega) = \sum_{f} \sum I_{f}\beta(t)|^{2}
\]

with similar definitions for the probabilities of producing a ground-state molecule in a particular conformation (i.e., \( f = 1, 2 \)). In the Condon approximation, and assuming the polarization of the field is parallel to the electronic dipole moment of the molecule \( \mu_{e} \), we therefore have

\[
R_{\text{tot}}(t,\omega) = \left( \frac{e \mu_{e} \phi_{e}^{2}}{2} \right) \sum_{f} \sum I_{f} \beta(t)|^{2} \frac{\sin \left( (\omega_{m} + \omega)f/2 \right)}{(\omega_{m} + \omega)/2}
\]

The results of our calculations for the system parameters defined above follow. In each case the number of ground levels had to be restricted to allow effective calculation. The criterion used to restrict the number of states to be included was that the overlaps of the excited state with ground vibronic states are largest for states with small number of quanta. As verified in our calculations, the neglected overlaps are indeed extremely small.

1. **Case 1.** In this case, using eq 8 and including in the sums over the damping coefficients all the states discussed below, the spontaneous trans/cis ratio is determined to be

\[
\frac{R_{\text{trans}}^{\text{total}}(t_{p})}{R_{\text{cis}}^{\text{total}}(t_{p})} = \frac{\sum \gamma_{\text{trans}}}{\sum \gamma_{\text{cis}}} = \frac{24869086.0 \text{ s}^{-1}}{407916.9 \text{ s}^{-1}} = 61.0
\]

That is, trans heavily predominates in spontaneous emission. The key question is therefore whether we can stimulate production of the cis conformer. We show below that this is, in fact, not a suitable case for laser induced isomerization.

Figure 10 shows the spectrum of \( \text{cis}^{+} \) stimulated down to the ground electronic state. Approximately 35,000 transitions to both cis and trans conformers are included. The calculation is restricted

Some of the cis transitions that can be used for selective stimulated emission pumping are marked as follows: (a) the cis origin, 361, with frequency = 33 128.46 cm\(^{-1}\); (b) 361[68], with frequency = 32 800.57 cm\(^{-1}\); (c) 361[68], with frequency = 32 599.23 cm\(^{-1}\). Maximum actual depopulation = 2.19 \times 10^7.

to ground vibronic states as follows: (i) for the cis model, states with up to 4 quanta of excitation in each vibrational mode were included; (ii) for the trans model, the restriction was much more severe, with only states with up to 2 quanta per mode and a maximum total number of vibrational quanta (summed over all modes) of 3. With these constraints there are 7652 states in the first 1100 cm\(^{-1}\) of the cis ground state (the full state count is 13 010), and 32 339 states in the first 3500 cm\(^{-1}\) of the trans ground state (an estimate of the total number of states, 32 gives \sim 10^7 states in this energy range). The density of trans states in the vicinity of the origin for the cis transitions (31 001.90 cm\(^{-1}\)), i.e., between 2100 and 2200 cm\(^{-1}\) of vibrational energy above the zero-point level, is approximately 3.5 \times 10^4 states/cm\(^{-1}\). In addition, the transitions to the cis conformation are quite weak relative to those to the trans conformation (by as much as 2 orders of magnitude).

The latter feature, coupled with the high density of trans states, makes the selective production of the cis isomer impractical by the method of section 2.

It is true that we can use stimulated emission pumping to enhance the trans yield, but this is not of much interest in this case since the ratio of trans to cis produced by spontaneous emission is already quite large.

(ii) Case 2. In this case the model parameters are such that the origin for the cis transitions is moved, relative to case 1, closer to that for the trans. As a consequence, a whole new range of possibilities for isomerization control opens up. A computation similar to that above shows that the trans still dominates in spontaneous emission, with a spontaneous trans/cis ratio \(R_{sp} = R_{cis}/R_{trans} \approx 24.0\) so that the issue is to show enhanced cis production.

The stimulated emission spectrum for this case is presented in Figure 11, and includes transitions to all states in the energy range shown containing up to 4 quanta of vibrational excitation per mode for both cis and trans (there are 31 146 such states in the first 1100 cm\(^{-1}\) of the trans ground state, and 7652 in the first 1100 cm\(^{-1}\) of the cis). It is evident from Figure 11 that the density of significant transitions, in the first 550 cm\(^{-1}\), is low enough to allow selective down pumping of isolated lines with reasonable lasers. Some of the cis transitions that can be used for selective stimulated emission pumping are marked in the figure. Table 1 lists the

<table>
<thead>
<tr>
<th>(\omega, \text{cm}^{-1})</th>
<th>(R_{sp} = R_{cis} / R_{trans})</th>
<th>(R_{pm} = R_{pm} / R_{trans})</th>
</tr>
</thead>
<tbody>
<tr>
<td>33 128.46</td>
<td>1.1800 \times 10^2</td>
<td>0</td>
</tr>
<tr>
<td>33 091.92</td>
<td>1.5577 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>33 033.08</td>
<td>2.9383 \times 10^4</td>
<td>0</td>
</tr>
<tr>
<td>33 011.85</td>
<td>3.0412 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>33 001.90</td>
<td>0</td>
<td>1.4774 \times 10^3</td>
</tr>
<tr>
<td>32 949.81</td>
<td>2.5519 \times 10^4</td>
<td>5.3766 \times 10^4</td>
</tr>
<tr>
<td>32 916.46</td>
<td>7.6687 \times 10^4</td>
<td>0</td>
</tr>
<tr>
<td>32 899.83</td>
<td>9.2890 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>32 863.29</td>
<td>1.2263 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>32 844.97</td>
<td>1.0369 \times 10^3</td>
<td>4.7894 \times 10^3</td>
</tr>
<tr>
<td>32 844.93</td>
<td>1.120 \times 10^3</td>
<td>2.3676 \times 10^3</td>
</tr>
<tr>
<td>32 804.44</td>
<td>2.3488 \times 10^3</td>
<td>1.7777 \times 10^3</td>
</tr>
<tr>
<td>32 800.57</td>
<td>1.3211 \times 10^1</td>
<td>3.2069 \times 10^3</td>
</tr>
<tr>
<td>32 783.21</td>
<td>2.4157 \times 10^3</td>
<td>4.8533 \times 10^3</td>
</tr>
<tr>
<td>32 783.19</td>
<td>2.3690 \times 10^3</td>
<td>2.0654 \times 10^3</td>
</tr>
<tr>
<td>32 748.47</td>
<td>1.0208 \times 10^3</td>
<td>1.1216 \times 10^3</td>
</tr>
<tr>
<td>32 712.47</td>
<td>2.3131 \times 10^3</td>
<td>7.5686 \times 10^3</td>
</tr>
<tr>
<td>32 687.83</td>
<td>6.1009 \times 10^4</td>
<td>0</td>
</tr>
<tr>
<td>32 687.80</td>
<td>5.9826 \times 10^4</td>
<td>0</td>
</tr>
<tr>
<td>32 671.19</td>
<td>3.6066 \times 10^3</td>
<td>1.4347 \times 10^4</td>
</tr>
<tr>
<td>32 670.96</td>
<td>5.0795 \times 10^4</td>
<td>8.5233 \times 10^4</td>
</tr>
<tr>
<td>32 624.65</td>
<td>8.4739 \times 10^4</td>
<td>8.1576 \times 10^4</td>
</tr>
<tr>
<td>32 624.53</td>
<td>9.4802 \times 10^4</td>
<td>1.8645 \times 10^4</td>
</tr>
<tr>
<td>32 624.02</td>
<td>2.1986 \times 10^1</td>
<td>0</td>
</tr>
<tr>
<td>32 623.45</td>
<td>4.4414 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>32 623.22</td>
<td>3.5243 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>32 623.20</td>
<td>3.6138 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>32 623.18</td>
<td>3.4013 \times 10^3</td>
<td>0</td>
</tr>
<tr>
<td>32 616.34</td>
<td>8.1628 \times 10^4</td>
<td>8.8838 \times 10^3</td>
</tr>
<tr>
<td>32 616.29</td>
<td>8.7540 \times 10^4</td>
<td>6.5691 \times 10^4</td>
</tr>
<tr>
<td>32 599.45</td>
<td>1.0849 \times 10^4</td>
<td>6.6465 \times 10^4</td>
</tr>
<tr>
<td>32 599.45</td>
<td>1.0850 \times 10^3</td>
<td>6.6118 \times 10^4</td>
</tr>
<tr>
<td>32 599.33</td>
<td>7.3285 \times 10^3</td>
<td>2.4854 \times 10^3</td>
</tr>
<tr>
<td>32 599.23</td>
<td>2.9021 \times 10^3</td>
<td>3.3036 \times 10^3</td>
</tr>
<tr>
<td>32 588.00</td>
<td>7.9790 \times 10^3</td>
<td>1.2746 \times 10^3</td>
</tr>
<tr>
<td>32 587.49</td>
<td>1.8411 \times 10^2</td>
<td>3.2020 \times 10^3</td>
</tr>
</tbody>
</table>

For comparison, the spontaneous emission probabilities, for \(t_p = 0.1\) ns, are \(R_{sp} = 1.1110 \times 10^4 / 32599.23 \times 10^2\) and \(R_{pm} = 1.1110 \times 10^2 / 32599.23 \times 10^2\). The stimulated transition probabilities to both trans and cis final ground-state conformations, \(R_{sp} = R_{pm} / R_{trans}\), for all the major lines in the first 550 cm\(^{-1}\) of the spectrum. Note that for most of the lines described in Table 1 there is some probability for stimulated emission to both conformations, even though each of the spectral transitions on which the laser pulses are centered corresponds to a "single" conformation. This is due to the lifetime broadening of the laser, which results in more than one emission line being under the laser bandwidth.

Consider, for example, the ground-state populations obtained by centering the laser pulse on the cis transition c61[68] at 32 599.23 cm\(^{-1}\). Here the stimulated production of trans conformer is 4 orders of magnitude smaller than that of cis at this frequency—see Table 1. For the laser power used (10^7 W/m\(^2\)) we can make the production of cis ground state occur at a rate comparable to the spontaneous production of trans ground molecules. Increasing the laser power will proportionately increase the stimulated rates (eq 34), enabling the enhancement of the cis/trans product ratio. Similarly dramatic results can be obtained by tuning the down pumping laser to other predominantly cis transitions, e.g., the cis origin c61[68] at 33 001.90 cm\(^{-1}\). Results on induced isomerization for this case have already been provided in section 3 where full conformational inversion has been shown possible.

5. Summary

In this paper we have suggested a means of using stimulated emission pumping to control isomerization in isolated molecules. Specifically, one first excites the molecule to a single excited vibronic eigenstate with a sharp laser and then uses stimulated emission pumping to pump the system down to the desired isomer. The approach (although not necessarily our computations) is based
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The Metals-HTP (high-temperature photochemistry) technique has been adapted for studies with thermally unstable reactants, here N$_2$O. The rate coefficients for the reaction Cu(4s $^2S_2$) + N$_2$O $\rightarrow$ CuO + N$_2$ from 470 to 1190 K are best fitted by $k_i(T) = 1.7 \times 10^{-10} \exp\left(-5129 \text{ K}/T\right) \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}$ with 2σ precision limits varying from ±2% to ±18%, depending on temperature, and corresponding 2σ accuracy limits of ±22 to ±27%. It is shown that this expression correlates well with data on a series of other metal atom-N$_2$O reactions. Above about 1190 K, the Arrhenius plot shows distinct upward curvature, which may be due to a contribution to the observed rates of vibrationally excited N$_2$O in bending modes. For the entire 470-1340 K range the measurements are best described by $k_i(T) = 3.04 \times 10^{-10} \exp\left(-3087 \text{ K}/T\right) \text{ cm}^3 \text{ molecule}^{-1} \text{ s}^{-1}$ with estimated 2σ accuracy limits of ±22 to ±28%.

I. Introduction

Recently, we reported on the development of the Metals-HTP (high-temperature photochemistry) technique, to complement our well-established HTTFR (high-temperature fast-flow reactor) method for studying reactions of metallic and other refractory species. Metals-HTP differs from regular HTTFR in that metal salts are evaporated in the apparatus to replace permanent gases as atom precursors. In HTTFR techniques, atoms are produced photolytically and the reactions are observed in real time in the same volume element in which they are formed; pressures that can be utilized range from about 40 mbar to around atmospheric, and wall reactions are negligible. In HTTFR experiments, atoms or radicals are produced upstream of the reaction zone by evaporative or microwave methods and pressures are typically in the 5-80 mbar range.

In the first Metals-HTP study, we made measurements on the termolecular Na + O$_2$ + N$_2$ $\rightarrow$ NaO$_2$ + N$_2$ reaction. Here we report on the first bimolecular reaction studied by this technique

$$\text{Cu}(4s ^2S_2) + \text{N}_2\text{O} \rightarrow \text{CuO} + \text{N}_2$$

No previous studies on this reaction have been reported, but more metal atom oxidation reactions with N$_2$O have been studied than with any other oxidant, (see e.g. ref 4 and section 3), which allows
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INTRODUCTION

The last 20 years have seen enormous strides in our understanding of the detailed dynamics of elementary chemical reactions (1–3). With this understanding well in hand, attention has turned to controlling, rather than passively observing, molecular collision processes. Theoretical and computational advances, supported by preliminary experimental results, now clearly indicate that efficient control over molecular processes is possible. We review these advances in detail below.

The primary goal of practical chemistry is to produce desired molecular products in substantial yield. For decades, enhanced productivity was attained by thermodynamic techniques, e.g., variations in pressure and temperature. Recently, efforts have been directed toward using properties of lasers to enhance desired product yield selectively. Initial efforts attempted to utilize high laser power (4–5c) to manipulate molecules; control was based on introducing into the system Hamiltonian, laser-molecule coupling terms of comparable size to interatomic potentials. A second thrust, "mode-selective excitation," emphasized selective excitation of particular bond(s), which encourage reaction toward one channel. These
efforts were generally unsuccessful, although a few recent studies on molecules, in which local modes are excited (6–8), have shown some success.

These approaches attempted to take advantage of the power and frequency resolution of the laser. However, as we have recently shown (9–24), a third property, laser coherence, proves far more useful in the control of molecular processes. Specifically, manipulation of material phases, through use of laser phase, provides a general route for controlling molecular processes. We provide details of this approach in the next section. In the third section, we describe related contributions introduced from other perspectives, with a specific focus on pulse-shaping methods and optimal control theory. In the interest of historical accuracy, references (9–24) are referred to as work on the method of coherent control (CC).

COHERENT RADIATIVE CONTROL OF MOLECULAR PROCESSES

Coherent radiative control of chemical reactions, which has been developed over the last five years (9–24), affords a direct method for controlling reaction dynamics by using coherence properties of weak lasers, with a large range of yield control expected in laboratory scenarios. In addition, the CC theory provides deep insights into the essential features of reaction dynamics and quantum interference, which are necessary to achieve control over elementary chemical processes. Below, we provide a schematic overview of coherent radiative control, including the general principles, and a survey of several experimental scenarios, which implement the principles of coherent control.

The Essence of Control: Quantum Interference

Consider a chemical reaction that, at total energy E, produces several distinct products. The total Hamiltonian is denoted $H = H_s^q + V_q$, where $H_s^q$ is the Hamiltonian of the separated products in the arrangement channel labeled by $q$ ($q = 1, 2, \ldots$), and $V_q$ is the interaction between products in arrangement $q$. We denote eigenvalues of $H_s^q$ by $|E, n, q^n\rangle$, where $n$ denotes all quantum numbers other than $E$ (including scattering angles). Eigenfunctions of $H$, which correlate with $|E, n, q^n\rangle$ at large product separation, are labeled $|E, n, q^n\rangle$. By definition of the minus states, a state prepared experimentally as a superposition $|\psi(t = 0)\rangle = \sum_{n,q} \alpha_{n,q} |E, n, q^n\rangle$ has probability $|\alpha_{n,q}|^2$ of forming product in channel $q$, with quantum numbers $n$. Thus, control over the probability of forming a product in any asymptotic state is equal to the probability of initially forming the appropriate minus state that correlates with the desired product. The essence of control, therefore, lies in forming the desired linear combination at the time of preparation. The essence of the coherent radiative control approach is to utilize phase and intensity properties of laser excitation to alter the character of the prepared state, so that production of the desired product is enhanced.

Note that a proper analysis of the relationship between the state of the molecule to be excited and the desired product is built upon the molecular eigenstates $|E, n, q^n\rangle$. Qualitative thinking in mode-selective chemistry, however, relies upon the idea of using lasers to excite specific bonds or modes in the reactant molecule in order to drive a reaction in a desired direction. The brief remarks above, elaborated upon elsewhere (18), make clear that the proper modes to excite in order to produce product in arrangement $q$ are the eigenfunctions $|E, n, q^n\rangle$, the system's natural modes, if you will. (For a related discussion of the role of bound eigenstates in controlled cis-trans isomerization, see Ref. 25.) Thus, the extent to which excitation of some zeroth order state $|\chi\rangle$ is successful in promoting reaction to the desired product $q$ depends entirely on the extent to which $|\chi\rangle$ overlaps $|E, n, q^n\rangle$.

Many of the proposed CC scenarios rely upon a simple way of achieving active control over the prepared state and product. Specifically, active control over products is achieved by driving an initially pure molecular state through two or more independent coherent optical excitation routes. The resultant product probability displays interference terms between these two routes, whose magnitude and sign depend upon laboratory parameters. Thus, product probabilities can be directly manipulated in the laboratory.

This approach has a well-known analogy: The interference between paths as a beam of either particles or of light passes through a double slit. In that instance, source coherence leads to either constructive or destructive interference, manifest as patterns of enhanced or reduced probabilities on an observation screen. With CC, the overall coherence of a pure state plus laser source allows for the constructive or destructive manipulation of probability in product channels.

Consider, as an example of coherent control, a specific scenario for unimolecular photoexcitation (13, 21) (Figure 4a), in which a system, initially in pure state $|E\rangle$, is excited to energy $E$ by simultaneous application of two CW fields $\phi(t) = e^{i\omega t} \cos((\omega t + \theta)) + e^{i\omega t} \cos((\omega t + \theta))$, $(\omega = 3\omega)$, thus providing two independent, optically driven routes from $|E\rangle$ to $|E, n, q^n\rangle$. Here, $i (i = 1, 3)$ denotes a unit vector in the $i$th field direction.

Straightforward perturbation theory, valid for the weak fields under consideration, gives the probability $P(E, q; E)$ of forming product at energy $E$ in arrangement $q$ as
\[ P(E, q; E_i) = P(E, q; E_i) + P_{13}(E, q; E_i) + P_{1}(E, q; E_i). \]

Here, \( P_i(E, q; E_i) \) is the probability arising from the one-photon route,

\[ P_i(E, q; E_i) = \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_i \sum_{\delta} \langle E, n, q^- | (\mathbf{\hat{e}} \cdot \mathbf{\mu})_{\delta} | E_i \rangle |^2. \]

where \( \mathbf{\mu} \) is the electric dipole operator, and

\[ (\mathbf{\hat{e}} \cdot \mathbf{\mu})_{\delta} = \langle \varepsilon | \mathbf{\hat{e}} \cdot \mathbf{\mu} | q \rangle. \]

where \(|q\rangle\) and \(|\varepsilon\rangle\) are the ground and excited electronic state wavefunctions, respectively. The second term is the photodissociation contribution from the three-photon route, given by

\[ P_{13}(E, q; E_i) = \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_i \sum_{\delta} \langle E, n, q^- | T | E_i \rangle |^2. \]

with

\[ T = (\mathbf{\hat{e}} \cdot \mathbf{\mu})_{\delta}(E_i - H_e + 2\hbar\omega_1)^{-1}(\mathbf{\hat{e}} \cdot \mathbf{\mu})_{\delta}(E - H_e + \hbar\omega_1)^{-1}(\mathbf{\hat{e}} \cdot \mathbf{\mu})_{\delta}. \]

The final and most significant term \( P_{1}(E, q; E_i) \) arises from one-photon-three-photon interference:

\[ P_{1}(E, q; E_i) = -2 \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_i \varepsilon_j \cos \left[ \theta - 3\theta + \delta_{\theta} \right] | F_{13} \rangle | F_{1} \rangle \]

with the amplitude \(|F_{13}\rangle|\) and phase \(\delta_{\theta}\) defined by

\[ |F_{13}\rangle| \exp(i\delta_{\theta}) = \sum_{\delta} \langle E_i | T | E, n, q^- \rangle \langle E, n, q^- | (\mathbf{\hat{e}} \cdot \mathbf{\mu})_{\delta} | E_i \rangle. \]

The branching ratio \( R_{q\gamma} \) for channels \( q \) and \( q' \), can then be written as

\[ R_{q\gamma} = \frac{P(E, q; E_i)}{P(E, q'; E_i)} = \frac{F_{13}^\gamma - 2\varepsilon_i \cos \left[ \theta - 3\theta + \delta_{\theta} \right] | F_{13} \rangle | F_{1} \rangle}{F_{13}^\gamma - 2\varepsilon_i \cos \left[ \theta - 3\theta + \delta_{\theta} \right] | F_{13} \rangle | F_{1} \rangle + x^2 e_i^2 | F_{13} \rangle | F_{1} \rangle}, \]

where

\[ F_{13}^\gamma = \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_i \sum_{\delta} \langle E, n, q^- | T | E_i \rangle |^2. \]

\[ F_{1}^\gamma = \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_i \sum_{\delta} \langle E, n, q^- | T | E_i \rangle |^2. \]

with \( F_{13}^\gamma \) and \( F_{1}^\gamma \) defined similarly. Here, \( x = \delta / \gamma \) with \( \varepsilon_i \approx \varepsilon_i \Delta \); the quantity \( \varepsilon_i \) essentially carries the unit for the electric field.

Both the numerator and denominator of Equation 8 display the canonical CC form, i.e. independent contributions from more than one route, modulated by an interference term. Because the interference term is controllable through variation of laboratory parameters (here, the relative intensity and relative phase of the two lasers), so, too, is the product ratio \( R \).

As an example of this scenario, consider the photodissociation of IBr to produce I + Br and I + Br*, obtained computationally with high quality potential surfaces and accurate photodissociation methods. A typical result is shown in Figure 1, which provides a contour plot of the Br yield as a function of relative laser phase and amplitude. The results show extensive control over the product ratio, with the yield ranging from 25–95% as relative laser phase and intensity are varied. Similar results are shown in Figure 2, but with the case of initial rotational state \( J = 42 \). Remarkably, no loss of control results from the extensive \( m_J \) averaging included in the latter computation, nor is any strong \( J \) dependence evident.
A related CC scenario (24), which invokes resonant two-photon + two-photon excitation routes, has proven to be equally impressive in a study of Na2 photodissociation. This particular approach has the advantage of canceling out possible deleterious effects caused by laser jitter, as well as providing a means of selective excitation from a thermal sample.

This three-photon + one-photon scenario has now been experimentally implemented in studies of Hg and HCl ionization through a resonant bound Rydberg state (26, 28). Specifically, in the work of Gordon and colleagues (27, 28), HCl is excited to a selected rotational state in the \( ^3\Sigma^- (\Omega^*) \) manifold using \( \omega_1 = 336 \text{ nm} \); \( \omega_3 \) is obtained by third harmonic generation in a Krypton gas cell. The relative phase of the light fields was then varied by passing the beams through a second gas cell and varying the gas pressure. The population of the resultant Rydberg state was interrogated by ionizing to HCl* with an additional photon. This REMPI type experiment showed that the HCl* ion probability depended upon both the relative phase and intensity of the two exciting lasers, in accord with the theory described above. Figure 3 illustrates a sample result, in which the HCl* signal oscillates as a function of gas pressure, i.e. as a function of relative laser phase. In this case, control is achieved by simultaneous excitation to a nondegenerate bound state. As a consequence, there is no sum over \( n \) in Equations 2, 4, and 7; hence, \( |F \rangle \langle F'| = |F \rangle |F'| \). Satisfaction of this Schwartz equality ensures that the probability of forming the HCl Rydberg state can be varied over the full range of zero to unity (9). Specifically, setting \( \theta_1 - 3 \theta_1 = - \delta \theta_1 \) and \( c_2 \langle \varepsilon_2^* \rangle = \langle F \rangle |F'| \) gives zero probability in channel \( q \). A similar phase control experiment has been performed on atoms in the simultaneous three-photon + five-photon ionization of Hg (26). Although the effect of the relative laser intensity was not studied, the Hg* ionization probability was shown to be a function of relative phase of the two lasers. Because excitation is nonresonant in this case, this experiment shows the feasibility of control over continuum channels via interfering optical excitation routes.

In another laboratory study, photocurrent directionality, which we predicted to be achievable in semiconductors by using CC techniques with no bias voltage (14), has recently been demonstrated by using one-photon + two-photon interferences (29).

These experiments clearly show that coherent control of simple molec-
ular processes through quantum interference of multiple optical excitation routes is both feasible and experimentally observable. Further experimental studies designed to show control over processes with more than one product channel are in progress by several experimental groups.

The Essential Principle and Assorted CC Scenarios

The three-photon + one-photon case is but one example of a scenario that embodies the essential principle of coherent control, i.e., that coherently driving a pure state through multiple optical excitation routes to the same final state allows for the possibility of control. Given this general principle, numerous scenarios may be proposed to obtain control in the laboratory. Such scenarios must, however, properly account for several factors that reduce or eliminate control. We briefly discuss four such features.

1. Adherence to selection rule requirements: Control requires that the interference term [e.g., \( F(E) \) above] arising between optical routes is nonzero. In general, this is the case only if the various optical excitation routes satisfy specific rules regarding conserved integrals of motion. For example, consider the one-photon + three-photon case discussed above. Here, excitation from, for example, \( J = 0 \), where \( J \) is the rotational angular momentum, yields \( J = 1 \) for the one-photon route, and \( J = 1 \) and \( J = 3 \) for the three-photon route. Selection rules are such that only final states with the same \( J \), here \( J = 1 \), interfere.

2. Minimize extraneous and parasitic uncontrolled satellites: The \( J = 3 \) state created by three-photon absorption in the above scenario is an example of a satellite state, i.e., an uncontrolled (and, hence, undesired) product state that arises in the course of the photoexcitation. Effective scenarios must ensure that such contributions are small, compared with the controlled component.

3. Ensure proper laser spatial dependence and phase jitter: Because the ability to manipulate the laser relative phase accurately is crucial to CC, one must account for all laboratory features that affect the phase. For example, scenarios must be designed to eliminate effects caused by the \( k \cdot R \) spatial dependence of the laser phase. Not to do so would result in the diminution of the control that results from the variation of this term over the molecule beam-laser beam intersection volume.

4. Allow maintenance of coherence over time scale associated with any true relaxation processes, e.g., collisions: Proposed scenarios must maintain phase coherence in the face of possibly dephasing effects (e.g., collisions or partial laser coherence). The collision and laser incoherence studies mentioned below indicate that control can survive moderate levels of such coherence-destructive processes (15).

Thus far, we have proposed several different scenarios for coherent control. They are summarized in Figure 4 and discussed briefly below.

Figure 4a shows the three-photon route discussed above. The original CC scenario (9) is shown in Figure 4b in which two bound states prepared in a superposition state \( |\chi(t)\rangle = c_1 |E_1\rangle + c_2 |E_2\rangle \) are photodissociated with two fields \( c(t) = \hat{e}_1 \cos (\omega_1 + \theta_1) + \hat{e}_2 \cos (\omega_2 + \theta_2) \), which lift the levels to energy \( E \) (undesired satellite excitations are not included in the figure, but are included in the full computation). An analysis of this very basic scenario (9) gives the probability \( P(E, q) \) of forming product in product arrangement channel \( q \) as

\[
P(E, q; E) = \varepsilon_1^2 \mu_1^q(E) + 2 \varepsilon_1 \varepsilon_2 \cos (\theta_1 - \theta_2 + \alpha_0^{(E)}(E)) |\mu_1^q(E)| + \varepsilon_2^2 \mu_2^q(E)
\]

where

\[
\mu_1^q(E) = |\mu_1^q(E)| e^{i\alpha_0^{(E)}(E)} = \sum \langle E, n, q^- | E | E_i \rangle |\mu_1(E)| E, n, q^-.\]

Here forming the ratio as in Equation 8 shows that the ratio is a function of the relative laser phase \( \theta_1 - \theta_2 \) and relative laser intensity (\( \varepsilon_1/\varepsilon_2 \)^2. This basic mechanism (9) has been examined in the gas phase, primarily for the photodissociation of \( \text{CH}_3 \) to form \( \text{CH}_2 + \text{I} \) versus \( \text{CH}_3 + \text{I}^* \), both in the absence (9, 10) and presence (15) of collisions. In the former case, sub-
substantial control (e.g., 35-75% of $1^\nu$) was obtained by varying the field properties. In the latter case, saturating the transition between the two bound levels allowed for the maintenance of control into the range of reasonable temperatures (15). That is, as long as coherence survives, control persists.

A theoretically straightforward extension of this scenario to include far more levels and dissociating laser frequencies is conceptually enlightening. Specifically, for the case in which there are $N$ final product states, the use of $N$ bound states in the initial superposition, followed by excitation with an equal number of frequencies carrying all levels to energy $E$, allows for total control (i.e., 0-100%) over the product arrangement channels. This result provides a useful theorem, which proves total control in the perturbation theory regime.

The two-level scenario (Equation 10) has also been applied (30) to examine photodissociation and control of Na$_2$, where stimulated emission pumping is used to prepare the ground state superposition, and control over atomic products is examined. Results show a wide range of control for excitation from initial pairs of vibrationally excited levels. In addition, this scenario has been suggested as a means of controlling currents in semiconductors without bias voltage (14). Basically, we form a superposition of bound states of a shallow donor. Photoionizing the superposition leads to three terms, similar to those in Equation 11. Two terms correspond to photoionization of the individual levels, and the third to interference between them. Only the third term, controllable by manipulating relative laser intensity and phase, is anisotropic, thus leading to a directional current that is controllable. Finally, Mandel and coworkers (31a,b) have independently examined this scenario for the case of three bound levels, with attention focused on absorption of radiation into the uppermost level. Simple considerations show the ability to suppress absorption to the upper level, which leads to interesting suggestions for lasing without population inversion.

We note one final application in the domain of CW lasers (12). Specifically, the scenario in Figure 4b may be simplified to that shown in Figure 4c, in which the two independent optical routes to the continuum are the parallel and perpendicular components of a single electric field. Control here is also achieved by varying the relative field intensities and phases, which is equivalent to varying the degree of laser elliptic polarization. However, control is restricted to the product ratio in the differential cross-section; the interference contribution to the total cross-section vanishes, because these two routes reach different values of the angular momentum projection $M_f$. Results in this case show that total control (variations of the yield from 0-100%) results for diatomics initially in a well-defined $M_f$ state. If this is not the case, then control survives for some $M_f$ averaged cases, such as $^1\Sigma \rightarrow ^1\Pi$ transitions.

Developments in pulsed-laser technology may be used to advantage in a straightforward modification of the above scenario, as shown in Figure 4d. Specifically, the superposition state preparation and subsequent excitation with frequencies $\omega_1, \omega_2$ may both be carried out by using pulsed lasers in accord with Figure 4d. In this instance, the frequencies required to excite to energy $E$ are contained within the second excitation pulse, which also creates product, and the associated interference contributions over a wider energy range. Multiple excitation paths are contained within this overall pump-pump excitation scheme and serve to introduce the necessary interfering coherent paths.

In general, the initial excitation pulse, $\xi(t)$, creates a linear superposition state in the excited state, and the temporally separated dump pulse, $\xi(t)$, brings the system to $E$, where product is energetically accessible. The state prepared after the $\xi(t)$ is given in first order perturbation theory by

$$\ket{\phi(t)} = \ket{E_f}e^{-iE_f t/h} + \sum_i c_i \ket{E_i}e^{-iE_i t/h}$$

with

$$c_i = (\sqrt{2\pi/j/h}) \langle E_f|\mu_i|E_i\rangle e_{\omega_{i\mu}} = d_{i\mu} e_{\omega_{i\mu}}$$

where $\omega_{i\mu} = (E_f - E_i)/h$, the excitation frequency to level $\ket{E_i}$, and where $d_i$ is defined by the second equality. Note that $e_{\omega}(\omega)$ or $e_{\omega}(\omega)$ denote the Fourier transform of the respective laser pulse.

Subsequently, the system is subjected to the dump pulse, and perturbation theory, plus the rotating wave approximation, gives the probability $P(E,q)$ of forming product in arrangement channel $q$ at energy $E$ as

$$P(E,q) = (2\pi/h^2)^2 \sum_{E_n,q} | \sum_i c_i \langle E_f,n,q^-|\mu_i|E_i\rangle e_{\omega_{EE}} \rangle|^2$$

where $\omega_{EE} = (E_f - E_i)/h$, and $c_i$ is given by Equation 12.

Expanding the square gives the canonical form

$$P(E,q) = (2\pi/h^2)^2 \sum q c_i^* e_{\omega_{EE}} e_{\omega_{EE}} e_{\omega_{EE}}^* e_{\omega_{EE}}^* \mu_i(E)$$

$$= (2\pi/h^2)^2 \sum d_{i\mu} c_i^* e_{\omega_{i\mu}} e_{\omega_{i\mu}} e_{\omega_{i\mu}}^* e_{\omega_{i\mu}}^* \mu_i(E).$$

Equation 14 shows how coherence created in the initial excitation, which is subsequently utilized to alter the product state in the decoexcitation step. Because picosecond pulses are easily generated, it is important to note that
it suffices to create this coherence by excitation of only two levels (16, 19). Under these circumstances, and assuming Gaussian pulses for convenience, $P(E, q)$ is given by

$$P(E, q) = (2\pi/h^2)\left[|c_1|c_1|\mu_{1,1}^0 + |c_2|c_2|\mu_{2,2}^0ight. + 2|c_1c_2|\mu_{1,2}^0\cos(\omega_2\Delta t + \alpha(E) + \beta)]$$

with $\Delta t = (t_2 - t_1)$ and $\langle E_1|\mu|E_2\rangle \langle E_2|\mu|E_2\rangle = \langle E_2|\mu|E_2\rangle \langle E_2|\mu|E_2\rangle e^{i\alpha}$. Integrating over $E$ to encompass the width of the second pulse produces $P(q)$; the controllable quantity of interest is then the yield $Y = P(q)/P(q)$.

The laboratory control parameters are the time delay $\Delta t$ between the pulses and the coefficients $c$, of the initially created superposition, controlled via properties of the initial excitation pulse. Below, the latter is varied by changing the energy of the excitation pulse.

The scenarios involving two bound levels described above are not restricted to two-state problems. Rather, we recognize that two levels are sufficient to carry the necessary phase information to allow control over the relative yield. That is, lasers with narrow frequency profiles (i.e., long pulses in time) are sufficient. Indeed, as the molecules increase in size, and the density of states increases, longer and longer pulses could be used, and two intermediate levels retained. There appears little advantage to the inclusion of more than two levels, a situation that would result if the pulses were considerably shorter in time.

We have applied this scenario to model DH$_2$ (16), to IBr photodissociation (19), and to selective bond breaking in HOD photodissociation. Figure 5 illustrates sample results for the IBr case, in which a contour plot of the Br yield is shown as a function of the energy of the excitation pulse and the delay time between the two pulses. Control is almost complete, with relatively small changes in the detuning or in the time delay, which is in the convenient picosecond domain, thus resulting in yields that vary from 4–96%.

In a related study, Metiu & Engel (33) have examined the effect of pump coherence on pump-probe experiments, in which the pumps cause molecular predissociation. In this case, their initial excitation prepares a linear combination of continuum, rather than bound, states, which are subsequently pumped to a higher state. The studies show, in accordance with the discussion above, that the coherence established by the pump leads to oscillations in the dependence of the two-pulse laser-induced fluorescence signal on the delay time between pulses.

In a rather unique application of this coherent control scenario, we have examined the possibility of bond breaking in the prochiral molecule ABA', where A and A' are enantiomers (34). Control over channel yield would correspond to the ability to alter the yield of A + BA' versus AB + A', i.e., controlled production of a given enantiomer via a nonchiral external perturbation, starting with an achiral molecule. [One example, which requires a slight extension of the BAB' notation, is the Norrish type II reaction: $D(CH_3)_2CO(CH_3)D'$, which dissociates to DCHCH$_3$ + D' (CH$_3$)$_2$COCH$_3$ and D'CHCH$_3$ + D(CH$_3$)$_2$COCH$_3$, where D and D' are enantiomers.] Studies show that such control could be achieved when the observation is restricted to states with well-defined projection of the total angular momentum (i.e., $M_J$) along the z axis (34).

This pump-dump type scheme has also been applied to control bimolecular reactions (22). In this case, the initial excitation is from the continuum ground electronic state to a bound excited electronic state, followed by a dump back down to the ground electronic state. Significant control results only in the energy domain that is essentially below reaction threshold. Above threshold, the interference term does not effectively compete with the energetically allowed reaction.
Studies of the pump-dump scenario that use very large numbers of intermediate levels $|E\rangle$ have been independently developed and advocated by Rice and coworkers (35–39). In this instance, the initially created state is spatially localized, as is the wavefunction that results from the subsequent deexcitation. This is achieved by using ultrafast laser pulses, which create states over numerous levels. This approach is discussed in further detail in the next section.

Finally, Jiang, Shapiro, and Brumer have studied the effect of partial laser coherence on this scenario. In this case, Equation 14 is extended to include partial coherence by averaging the laser field over an ensemble of phases and intensities that model the density matrix of the laser field; that is, Equation 14 becomes

$$P(E, q) = \sum \langle \psi_e | \psi_e \rangle \langle \psi_{ee} \rangle \langle \psi_{ee} \rangle \mu_{ij}(E)$$

with the frequency-frequency correlation functions given by models discussed elsewhere (40, 41). The results of model computational studies suggest that modest amounts of laser incoherence in the excitation pulse can be tolerated. Significantly larger amounts of incoherence in the deexcitation pulse allow control to persist, as long as the matrix elements $\mu_{ij}(E)$ do not vary significantly over the width of the deexcitation pulse.

The Status of Coherent Control

We have provided a capsule summary of the current status of coherent control of chemical reactions and molecular processes. Three essential points should be emphasized: Theoretical studies show that control over molecular processes, via simple quantum interference, is possible. Computational results show that such control can be extensive, with achievable variations in yield close to the full possible range of 0–100%. And, experimental studies have shown that the proposed CC scenarios are feasible in the laboratory.

PULSING SHAPING AND OPTIMAL CONTROL THEORY

Concurrent with ideas in CC, Rice, Tannor, and coworkers (35–37) initiated an alternative approach to molecular control. Their original idea was to use a (Gaussian) pulse to create a localized wavepacket. A bound excited state. Then, during the very short residence time of the wavepacket above the exit channel of the product of interest, they “dumped” it down on the ground state by using a second strong pulse (35). This scheme has obvious appeal, even their initial variational analysis indicated that it is unclear which pulses would best do the job. For example, the wavepacket, once created, is expected to disperse quickly and not remain localized. The solution to this problem was to abandon intuition [often based on classical simulations (35, 36)] in favor of a more systematic pulse optimization scheme, i.e., the use of optimal control theory (OCT) methods (38, 39), emanating from the work of Rabitz and coworkers (43–52) and Manz and coworkers (53–59).

In the next section, we first outline the general principles of OCT, as emerging from the work of the various groups involved in the field, and then analyze specific cases.

General Principles of OCT

Whereas CC is a linear theory, in which one maximizes the long-time $P(E, q; E)$ probabilities by using weak fields, OCT is a nonlinear theory involving strong laser pulses, in which one attempts to attain these, as well as more general, objectives. Most such general objectives can be expressed as the production of a specified wavefunction $\Phi$ at a specified time $t_f$ given a wavefunction $\Psi(t_0)$ at time $t_0$. Clearly, because of the more general scope, even the partial attainment of such an objective usually results in the loss of the relative simplicity of the perturbative regime.

The general principles of OCT are best understood via a case study presented by Rice and coworkers (38, 39), in which the objective is to concentrate a wavefunction in one of the exit channels of a bifurcating chemical reaction:

$$AAB \rightarrow AA + B, \text{ channel A}$$
$$\rightarrow A + AB, \text{ channel B}.$$  \hspace{1cm} (16)

Defining this wavefunction as $\Phi$, the objective is to maximize

$$J = \langle \Psi(t_f) | P | \Psi(t_f) \rangle$$  \hspace{1cm} (17)

where $P = |\Phi \rangle \langle \Phi|$ is a projection operator on the state of interest.

The maximization of $J$ is subject to a set of physical and practical constraints that make the optimization problem meaningful. For example, we usually wish to solve the optimization problem for a laser pulse of a given total energy $\epsilon$. This results in the (practical) constraint equation,

$$\int_0^\tau |\varepsilon(t)|^2 - \epsilon = 0.$$  \hspace{1cm} (18)

Dynamics are introduced as an additional constraint. In this case, it is that $\Psi$ is a solution of the time dependent Schrödinger equation.
\[ [\hbar \partial / \partial t - H(t)] \psi = 0. \]

19.

For example, in the two-state problem considered by Tannor and coworkers (35–37), Kosloff et al (38), Seideman et al (16), and Levy et al (19), \( \psi \) is a two-component state-vector

\[ \psi = \begin{pmatrix} \psi_+ \\ \psi_- \end{pmatrix} \]

20.

and \( H(t) \) — the full time-dependent Hamiltonian — is a \( 2 \times 2 \) matrix,

\[ H(t) = \begin{pmatrix} H_+ & -\mu_p \cdot \mathbf{e}(t) \\ -\mu_p \cdot \mathbf{e}^*(t) & H_- \end{pmatrix} \]

21.

where \( \mu_p \) is the transition dipole moment of Equation 3.

The problem of maximizing the objective \( J \), subject to the above constraints, is transformed into an unconstrained problem by adding Equations 18 and 19, multiplied respectively by \( \lambda \) and \( i \langle \chi \rangle \), where \( \chi \) is a two-component state-vector,

\[ \chi = \begin{pmatrix} \chi_+ \\ \chi_- \end{pmatrix} \]

to Equation 17. The resulting unconstrained objective,

\[ J = \langle \psi(t_f) | \hat{P} | \psi(t_f) \rangle + \lambda \left[ \int_{t_0}^{t_f} |\mathbf{e}(t)|^2 \, dt \right] + i \int_{t_0}^{t_f} dt \left[ \langle \chi | i \hbar \partial / \partial t - H | \psi \rangle + c.c. \right], \]

22.

is maximized by imposing the \( \delta J = 0 \) condition. When this is done, it follows from Equation 22 that \( \dot{\chi} = \lambda H \chi \).

23a.

with the boundary condition,

\[ \chi(t_f) = \hat{P} \psi(t_f). \]

23b.

The optimum field is then related to the above solutions and \( \lambda \) as

\[ \mathbf{e}(t) = \mathbf{O}(t)/\lambda, \]

24a.

where

\[ \mathbf{O}(t) = i[(\langle \chi_+ | \mu_p | \psi_+ \rangle - \langle \psi_+ | \mu_p | \chi_+ \rangle) \]

24b.

\( \lambda \) can now be obtained by substituting Equation 24a in Equation 18 as

\[ \lambda = \pm \left( \frac{1}{E} \int_{t_0}^{t_f} dr |\mathbf{O}(t)|^2 \right)^{1/2} \]

25a.

and \( \mathbf{e}(t) \) can be written in a closed form, obtained from Equations 24a and 25a, as

\[ \mathbf{e}(t) = \mathbf{O}(t) \left( \frac{1}{E} \int_{t_0}^{t_f} dr |\mathbf{O}(t)|^2 \right)^{-1/2} \]

25b.

The above set of equations gives rise to an iterative procedure, which starts by guessing some \( \mathbf{e}(t) \) function. One then determines \( H(t) \), by using Equation 21, and \( \psi(t) \), by propagating it from \( t_0 \) to \( t_f \) by using Equation 19. The final value of \( \chi \), which, by Equation 23b gives \( \psi(t_f) \), is used to obtain \( \chi(t) \) from Equation 23a for all \( t < t_f \). An improved guess for \( \mathbf{e}(t) \) is obtained from Equations 24b and 25b, and the whole procedure is repeated until convergence.

This is essentially the procedure adopted by Kosloff et al (38), who studied the \( \text{HHD} \rightarrow \text{H}_2 + \text{D}, \text{H} + \text{HD} \) dissociation reaction; Amstrup et al (42) who studied the control of the \( \text{HgAr} \) and \( \text{I}_2 \) photodissociation; Hartke et al (56), who looked at the control of the \( \text{Br}^+ / \text{Br} \) branching ratio in the photodissociation of \( \text{Br}_2 \); and Jin et al (57), who studied the control of population inversion between two displaced harmonic oscillators. In all cases, it is possible to increase the yield of the desired product appreciably by optimizing the pulse shape. Although the increase in yield relative to the zero order guess is dramatic, the final selectivity is often much less than that obtained in the linear regime by the CC procedure. This has been explicitly shown in the HHD case for the Rice-Tannor potential (16).

The fact that OCT may sometimes give poorer results than CC arises from the difficulty involved in globally maximizing the objective functional and from the nonlinear nature of the theory. Even the choice of constraints, such as the range of laser power via the energy (Equation 18), seriously affects the solution. Thus, for example, weak-field CC results, which give superior yield control, will not emerge from the standard strong field considerations of OCT. Indeed, the very existence of a unique solution is not guaranteed. This point has been investigated in the context of square integrable functions by Peirce et al (45) and for unbounded systems by Rice and coworkers (50, 51), who proved the existence of an optimal solution under certain conditions. In contrast, Yao et al (52) show that
nonlinearities may give rise to multiple solutions, each of which produces exactly the same physical effect on the molecule.

As Kosloff et al. (38) have discussed, global optimization is a difficult procedure, which involves search in a complex function space. (See, however, Ref. 57 for a description of an improved search routine that uses conjugate gradient methods.) The search is difficult, because each step necessitates solving the time-dependent Schrödinger equation, which although done very efficiently, is still time consuming (60–62).

An additional complication arises because of uncertainties in the parameters of the system to be optimized, the most obvious such parameter being the Hamiltonian itself (interaction potentials are only rarely known to sufficient accuracy). In CC, the experimentalist does not really need a theoretical evaluation of the molecular matrix elements that appear in the control equations (e.g. Equations 8 and 15). Rather, if necessary, these parameters, which are coefficients of a quadratic expression, can be evaluated experimentally, by making a preliminary scan of the external laser parameters and fitting to the quadratic form. By contrast, OCT, which is a nonlinear theory and necessitates the full solution of the Schrödinger equation at every iteration stage, is much more sensitive to these uncertainties. This point has been thoroughly analyzed by Dahleh et al. (49), who proposed strategies for designing optimal pulses that would be least sensitive to errors in the molecular Hamiltonians. Basically, they recommend pulses that prohibit the wavepacket from venturing into regions of uncertainty.

The pulses recommended by Dahleh et al. (49) may not always yield the best results as far as objectives. In fact, Rice and coworkers (38, 39) show great sensitivity of the outcome to even slight changes in pulse shapes. The frequency and time representation of their optimal pulses shows surprisingly small difference between pulses designed to select the AA + B channel versus the AB + A channel. This means that one has to tailor these pulses very carefully to achieve the desired product. Thus, in spite of the great progress in pulse shaping (63–65d), the resulting optical fields may be difficult to generate in the lab because of their complexity. This problem can be made easier by smoothing the pulses. As Amstrup et al. (42) have shown, it is often possible to do almost as well as in the full optimization by restricting the last stages of the iteration to a search in a space spanned by two Gaussian pulses.

There is, as yet, no direct experimental confirmation of the effect of the pulse shapes recommended by OCT. The role of the phase between two pulses, predicted in CC studies (16, 19, 34) and in OCT by Rice and coworkers (38, 39), has been confirmed experimentally by Fleming et al. (66a,b), who showed that fluorescence from I \(_1\) in the B-state is influenced by constructive or destructive interference between two wavepackets induced by two phase-locked excitation pulses. (For a study of the dependence of the sensitivity of such experiments to the potential energy surfaces, see Ref. 67.) The study of Fleming et al. ties in with a large volume of work on wavepacket interferometry in atoms (68–70), as well as with the femtochemistry experiments of Zewail and coworkers (71a–d), where similar effects were seen in absorption.

**Case Studies in Pulse Shaping**

Perhaps the simplest objective is to control the population of a given vibrational state. The interest in this topic dates back to the early days of Infrared Multi-Photon Dissociation (IRMPD) (72). The idea was to populate a given vibrational state preferentially, "before intra-molecular vibrational relaxation (IVR) sets in." Thus, one could "beat" IVR by populating a given level while it remains "pure."

Whenever the lowest (\(N\)) order perturbation theory for the \(N\)-photon problem is valid, it is possible to generate a zero-order bright state. This can be shown as follows: We write every (field-free) energy eigenstate \(|E_i\rangle\) as a linear combination of a bright state \(|\phi\rangle\) and dark states, \(|\chi_m\rangle\).

\[ |E_i\rangle = |\phi\rangle \langle \phi | E_i\rangle + \sum_m b_m |\chi_m\rangle, \]

where the dark states are defined such that,

\[ \langle E_i | T^{NN}\rangle |\chi_m\rangle \approx 0, \]

with \(|E_i\rangle\) denoting the initial state. Here, \(T^{NN}\) is the lowest order \(N\)-photon transition operator (the \(N\)-photon analogue of the three-photon operator of Equation 5), given by

\[ T^{NN} = \Pi_{\kappa=1,2,...,N-1}[\hat{e} \cdot \mu (E_i - H + k\hbar \omega)^{-1}]\hat{e} \cdot \mu, \]

where \(H\) is the field-free Hamiltonian for one or more electronic states. For one-photon transition \(T^{NN}\) is \(\hat{e} \cdot \mu\).

An optical pulse

\[ e(t) = \int d\omega \sigma(\omega) \exp(-i\omega t) + c.c., \]

where \(t \equiv t - z/c\), and \(z\) is the direction of propagation, will create, in the perturbative limit at the end of the pulse, a superposition-state of the form,

\[ |\psi(t)\rangle = \frac{2\pi i}{\hbar} \sum_n \hat{e}^{\dagger}(\omega_n) |E_i\rangle \langle E_i | T^{NN}(\omega_n) |E_i\rangle \exp(-iE_i t/\hbar) \]

\[ = \frac{2\pi i}{\hbar} \sum_n \langle \phi | T^{NN}(\omega_n) |E_i\rangle \hat{e}^{\dagger}(\omega_n) |E_i\rangle \langle E_i | \phi \rangle \exp(-iE_i t/\hbar), \]
where \( \omega_n \equiv [(E_n - E_0)/\hbar], \sigma(\omega_n) = e(\omega_n) \exp(\omega_n z/c). \) We have used Equation 27 in the last equality.

If the band-width of the pulse is large enough (i.e., a sufficiently short pulse), and \( \omega_n \) is far from an intermediate resonance (or the power broadening is large enough to smooth out such resonances), we can assume that \( T^{(n)}(\omega_n) \rho^{(n)}(\omega_n) \) varies more slowly with \( n \) than \( \langle E_n | \phi \rangle \). Under these circumstances, we can take \( T^{(n)}(\omega_n) \rho^{(n)}(\omega_n) \) out of the sum of Equation 30, as some constant \( T^{(n)}(\tilde{\omega}) \rho^{(n)}(\tilde{\omega}) \), and obtain

\[
|\psi(t)\rangle = \frac{2\pi i}{\hbar} \langle \phi | T^{(n)}(\tilde{\omega}) | E_n \rangle \rho^{(n)}(\tilde{\omega}) \sum_n |E_n\rangle \langle E_n| \phi \rangle \exp(-iE_n t/\hbar) \\
= \frac{2\pi i}{\hbar} \langle \phi | T^{(n)}(\tilde{\omega}) | E_n \rangle \rho^{(n)}(\tilde{\omega}) \exp(-iHt/\hbar)|\phi\rangle. \tag{31}
\]

It follows from Equation 31 that immediately after the pulse \((t = 0)\)

\[
|\psi(0)\rangle = \mathcal{A} |\phi\rangle, \tag{32}
\]

where \( \mathcal{A} = 2\pi i/\hbar \langle \phi | T^{(n)}(\tilde{\omega}) | E_n \rangle \rho^{(n)}(\tilde{\omega}) \). Hence, we see that in the perturbative regime, a short enough pulse can, indeed, create the pure zero-order bright state at \( t = 0 \).

Postponing the discussion of whether this zero-order state is desired, from the photochemical point of view, we note that this result can be generalized to the multiphoton case for strong fields. Larsen & Bloembergen (73) noted that an \( M \)-level oscillator with the right anharmonicity,

\[
E_n = E_0 + h\omega_n - \Delta^*(v - 1), \tag{33}
\]

where \( \omega_{1,0} \) is a basic harmonic frequency and \( \Delta^* \) is the anharmonicity constant, which is driven from the ground state by a CW field

\[
\varepsilon(t) = \varepsilon_0 \cos(\omega t), \tag{34}
\]

is equivalent to a two-level system. This can be shown by expanding the system wavefunction in \( \phi \), the energy eigenstates of the oscillator,

\[
|\psi(t)\rangle = \sum_v \alpha_v \exp(-iE_v t/\hbar). \tag{35}
\]

The set of coupled equations for the \( \alpha \) coefficients assumes the form,

\[
i \frac{d}{dt} \alpha_v = [(n-v) - S_v] \alpha_v - F_v (v+1)^{1/2} \alpha_{v+1} + v^{1/2} \alpha_{v-1},
\]

\[
\alpha_0 = 0, 1, 2, \ldots, M. \tag{36}
\]

where, \( \tau = \Delta^* t \) is a dimensionless time,
Paramonov used a laser pulse of the form,

\[ \epsilon(t) = \epsilon_0 \sin^2(\alpha t) \cos(\omega t), \]

with \( \alpha \ll \omega \). The set of equations analogous to Equation 36 is now of the form,

\[ \frac{d}{dt} a_n = [(n-v) - S_n] a_n - F_0 \sin^2 \left( \frac{\alpha t}{\Delta} \right) [(v+1)^{1/2} a_{v+1} + v^{1/2} a_{v-1}]. \]

\[ v = 0, 1, 2, \ldots, M. \]

When these equations are solved, it is possible to excite any level \( n \) preferentially, depending on the values of \( \omega, F_0 \), and \( \alpha \) (74a-c).

The pulse considered by Paramonov can be thought of as a sum of three rectangular pulses,

\[ \epsilon(t) = \frac{\epsilon_0}{2} (2 \cos(\omega t) - \cos((\omega + \alpha) t) - \cos((\omega - \alpha) t)), \]

which have two additional frequencies, as compared with the pulse of Equation 34. Thus, on top of the shortness of the pulse, multiphoton excitation with \( \sin^2(\alpha t) \) modulation is more efficient, because it provides additional frequencies that help overcome bottlenecks. In fact, a pulse of the type,

\[ \epsilon(t) = \epsilon_0 \sin^{m \alpha} (\alpha t) \cos(\omega t), \]

which has also been considered by Paramonov & Savva (75), has, depending on the value of \( m \) and \( \alpha \), all the "right" resonance frequencies for a sequential multiphoton process, as

\[ \epsilon(t) = \epsilon_0 \sum_{k=1}^{m} C_k \cos((\omega + 2k\alpha) t). \]

By comparing \( \omega + 2k\alpha \) with the level spacing \( \omega_1 - 2\alpha \), we see that all the anharmonic frequencies, up to level \( m \), are contained in the pulse, provided we choose \( \alpha = \Delta \).

The numerical simulation of Paramonov and coworkers (74-75), which was later confirmed by Manz and coworkers (53, 54, 59) via OCT, show that this effect, though important (in accordance with the sequential model, the excitation of the \( m \)th resonance occurs toward the end of the pulse), is not as important as the introduction of a continuum of frequencies afforded by the leading and trailing edges of the pulse. This is in agreement with the above-mentioned perturbative treatment of the \( n \)-photon pulsed excitation.

Theoretical studies of tailored frequency chirped pulse excitation of diatomic dissociation have been carried out by Chelkowski et al (76). Here, as in the above work, the high field pulse is tailored, with frequency decreasing as a function of time, so that the pulse is resonant with transitions between higher lying diatomic levels at later times. The result is an increase of dissociation rates by many orders of magnitude over unchirped pulses. In an extension to vibrational excitation (77), chirped intense infrared fields were used in a computation to excite and dissociate the CH bond in the local mode molecule HCN selectively.

Consider now the raison d'être for producing a single excited vibrational state. If we are not interested in photochemistry, i.e. we just want to control populations of stable molecules, then no more need be said. In fact, as shown by Shi et al (44, 46), who used classical OCT, it is possible to control the vibrational states of local bonds in a chain of harmonic oscillators. However, if we are interested in photochemistry, then this goal requires further consideration.

In photochemistry, the production of a single excited vibrational state may lead to the desired product in excitation + dissociation or excitation + reaction schemes. This is particularly true for local-mode type molecules, such as HOD. As shown theoretically by Zhang & Imre (80) and Engel & Schinke (81), and later confirmed experimentally by Vander Wal et al (8) and Bar et al (7), excitation of the OH stretch results in marked enhancement of the A-state H + OD photodissociation channel. Vibrational excitation can also have a strong inhibitory effect, which also results in great selectivity, as shown recently for the B-state photodissociation of HOD (82). Recently, Zare and coworkers (83), in confirming the theoretical predictions of Schatz et al (84) and Clary (85), demonstrated that excitation of either the OH or the OD bond leads to selective enhancement of the H + HOD reaction: When the OH bond is excited, the reaction yields \( \text{H}_2 + \text{OD} \); when the OD bond is excited, H reacts with HOD to form the HD + OH product.

Rather than affect the excitation for the \( v = 4 \) state of HOD by overtone excitation, as done by Crim and coworkers (6a-c, 8), or to the \( v = 1 \) state by Raman pumping, as done by Bar et al (7), Manz and coworkers (59) showed that strong optimized pulse can also achieve selective excitation.

All these cases consider local mode molecules (86). In HOD, for example, the large frequency difference between the OH and OD oscillators maintains the local nature of the excitation, and one need not worry about IVR. Similar dynamic separability exists if one excites a resonance state that displays local behavior. Such is the case studied by Joseph & Manz (55) for an ABA type molecule, in which a neat separation between an asymmetric and symmetric vibrational resonances exists.

In the context of iRMPD, the main argument often given for using short laser pulses is to try to complete the excitation rapidly, so as to beat
IVR. However, as we have shown, the preparation of a zero-order state at $t = 0$ does not guarantee overcoming IVR (18, 87). In fact, as discussed in the context of CC, the quantum yield to forming various photochemical channels is entirely contained in the $\{E, n, q\}$ states. As shown in Equation 31, the production of $|\beta\rangle$ at $t = 0$ is a result of forming a linear combination of many of these energy eigenstates. Is it possible that $\langle E, n, q | \{E, n, q\} \rangle$ will do better than its average constituent $\{E, n, q\}$ states? Obviously not. Expressed in another way, the amplitude populating the $n$ and $q$ channels as $t \to \infty$ is already dictated by the "on-the-energy-shell" $d_{E,n,q}$ (E) coefficients. Asymptotically, the Hamiltonian commutes with the channel indices $q$ and $n$. Hence, these quantities are entirely independent of the spreading in energy space. As a result, the production of a pure zero-order state does nothing to enhance the yield of photochemical reactions beyond that achievable over a series of CW preparations with different frequencies.

**SUMMARY**

In sharp contrast to the situation of less than ten years ago, the future of laser control over chemical reactions and molecular processes is bright. Recent advances in theory have focused attention upon the importance of molecular and laser coherence in both molecular dynamics and control schemes. Simultaneously, experimental techniques have advanced to the stage at which coherence is becoming a manageable laboratory variable. As a consequence, significant strides in this new area of coherence chemistry (17) are anticipated over the next decade.
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Abstract

The quantum scattering theory of resonant two photon $(\omega_1 + \omega_2)$ dissociation is developed and applied to Na$_2$ photodissociation. In the energy range considered photodissociation primarily occurs via excitation to the $A^1\Sigma_u^+$ state, intersystem crossing to the $b^3\Pi_u$ state and subsequent excitation to the triplet continuum. Photodissociation probabilities to produce Na(3s) + Na(3d), Na(3s) + Na(4s) and Na(3s) + Na(3p) are reported as a function of both $\omega_1$ and $\omega_2$. Characteristic features due to spin-orbit coupling and to multiple product production are observed and discussed.
I Introduction

Photodissociation has emerged as an informative approach to the study of molecular structure, interactions and dynamics\(^1\). Typical studies now utilize laser sources to initiate one photon absorption to the continuum, with dynamics and products studied via a variety of detection methods. Additional interest in laser initiated photodissociation has arisen as a result of recent ideas in the coherent radiative control of photodissociation\(^2\), a technique for using laser and molecular coherence to alter the relative product yield in photon initiated dynamics.

The availability of increased laser power motivates interest in multiphoton induced dissociation, with two photon processes being the subject of this paper. The theory and application to Na\(_2\) discussed here also provide part of the theoretical basis for a second paper\(^3\) which shows how resonant two photon absorption may be used to provide a means of controlling molecular processes in a thermally equilibrated systems, affording an enormous improvement in coherent control technology.

In this paper we develop the theory of two photon dissociation, discuss the artificial channel method\(^4\) as applied to treat this problem and apply the method to the photodissociation of Na\(_2\), a problem currently under experimental study\(^5\). In addition to providing a direct link with these experiments, the study of the Na\(_2\) two photon dissociation provides insight into the spin-orbit coupling between the Na\(_2\) \(^1\Sigma^+\) and \(^3\Pi_u\) electronic states, which has been the subject of a series of studies\(^6\), \(^7\). Here we treat this coupling nonperturbatively and find that the dissociation probability is sensitive to the strength of the spin-orbit interaction, providing direct information on the magnitude of this interaction.

The paper is organized as follows: in the next section, we describe the quantum scat-
tering theory of photodissociation and derive explicit formulæ for the resonant two-photon processes. The artificial channel method, which provides a direct numerical method to compute the two-photon dissociation amplitudes, is explained. Aspects of the Na$_2$ numerics and the artificial channel method for two photon dissociation are discussed in Section 3. Numerical results are discussed in Section 4.

II Quantum Scattering Theory and Two-Photon Dissociation

11.1 Formalism

Consider the photodissociation of a molecule $AB$. The Hamiltonian $H_M$ can be conveniently written as the sum of the nuclear kinetic parts, $K, k$, and the electronic part $H_{el}(q|R, r)$,

$$H_M = K(R) + k(r) + H_{el}(q|R, r), \quad (1)$$

where $R$ is the displacement vector between $A$ and $B$, $r$ are the remaining nuclear coordinates, and $q$ denotes the collection of all electronic coordinates. As the molecule dissociates, $(R \rightarrow \infty)$, $H_M$ approaches its asymptotic form $H_M^\infty$ while $H_{el}(q|R, r)$ approaches $h_{el}(q, r)$,

$$\lim_{R \rightarrow \infty} H_M = H_M^\infty, \quad (2)$$

$$H_M^\infty = K(R) + [k(r) + h_{el}(q, r)], \quad (3)$$

where the term in the bracket of the right hand side of Eq.(3) is the Hamiltonian of the fragments $A$ and $B$. 
The Hamiltonian of the total system, the molecule plus the radiation field, can be written as

\[ H = H_0 + V \]  \hspace{1cm} (4)

\[ H_0 = H_M + H_R \]  \hspace{1cm} (5)

where \( H_R \) is the radiation Hamiltonian, and \( V \) is the molecule-radiation interaction which can be expressed in the electric dipole approximation as

\[ V = -\mu \cdot \mathbf{E}, \quad \mathbf{E} = i \sum_k \epsilon_k (e_k a_k - e_k^* a_k^\dagger). \]  \hspace{1cm} (6)

Here \( \mu \) is the electric dipole operator, \( \epsilon_k = (2\pi \omega_k / L^2)^{1/2} \), and \( e_k \) and \( \omega_k \) are the polarization vector and angular frequency of mode \( k \), respectively. We set \( \hbar = 1 \) throughout the paper.

Consider photodissociation, i.e.\(^8\), a transition from a molecular bound state \( |E_i\rangle \) to dissociating states \( |E, m^-\rangle \), where \( |E_i\rangle \) and \( |E, m^-\rangle \) are orthogonal eigenstates of \( H_M \) with discrete energy \( E_i \) and continuous energy \( E \), respectively:

\[ H_M |E_i\rangle = E_i |E_i\rangle \]  \hspace{1cm} (7)

\[ H_M |E, m^-\rangle = E |E, m^-\rangle, \]  \hspace{1cm} (8)

The notation \( m^- \) implies the incoming boundary condition that at large \( R \) the states \( |E, m^-\rangle \) approach well-defined asymptotic states \( |E, m\rangle \), which are eigenstates of the asymptotic Hamiltonian \( H_M^{\infty} \)

\[ H_M^{\infty} |E, m\rangle = E |E, m\rangle. \]  \hspace{1cm} (9)

The quantity \( m \), being good quantum number of \( H_M^{\infty} \), specifies, apart from energy \( E \), the states \( |E, m\rangle \) of the fragment products and includes the arrangement channel label.
The presence of radiation is conveniently described by field modes characterized by occupation quantum number $n_k$ of a Fock state $|n_k\rangle$ with energy $n_k\omega_k$. (Later, we will deal with the case in which the field is described by a coherent state.) In the multimode case the notation $n_k$ is to be understood as the set of quantum numbers specifying each of the modes in the collective state $|\{n_k\}\rangle \equiv |n_1, n_2, \cdots\rangle$, and $n_k\omega_k$ is understood to imply the sum $\sum_k n_k\omega_k$. The eigenstates of $H_0$, which do not include the molecule-radiation field coupling, are the direct product of the molecular and photon states; e.g., $|E, m^-\rangle|n_k\rangle$ and $|E_i\rangle|n_k\rangle$, denoted by $|(E, m^-), n_k\rangle$ and $|E_i, n_k\rangle$, respectively.

The dynamics of photodissociation is completely described\textsuperscript{9a} by the fully interacting state $|(E, m^-), n_k^-\rangle$ of the total Hamiltonian $H$, which satisfies the eigenequation:

$$H|(E, m^-), n_k^-\rangle = (E + n_k\omega_k)|(E, m^-), n_k^-\rangle. \quad (10)$$

Again, the minus superscript on $n_k$ in the fully interacting state $|(E, m^-), n_k^-\rangle$ suggests the boundary condition that when the radiative interaction $V$ is switched off, the incoming state $|(E, m^-), n_k^-\rangle$ becomes the non-interacting state $|(E, m^-), n_k\rangle = |E, m^-\rangle|n_k\rangle$.

To obtain an explicit expression for the two photon dissociation probability we proceed in two steps. First, we sketch a derivation, somewhat different from that previously given\textsuperscript{9a}, showing that the photodissociation amplitude is given by $|(E, m^-), n_k^-|V|E_i, n_i\rangle$ and contains all orders of the molecule-field interaction. Then we restrict attention to the two photon case to obtain an explicit expression, and computational technique, for the two photon photodissociation amplitude.

Consider then the system initially in the state $|\psi(0)\rangle = |E_i, n_i\rangle$. The time evolution of the system is given by

$$|\psi(t)\rangle = \exp(-iHt)|\psi(0)\rangle. \quad (11)$$
Our primary interest is to study transitions into the continuum subspace of the system as 
\( t \to \infty \). Expanding \( U(t) = \exp(-iHt) \) in terms of the fully interacting incoming states Eq.(10) gives

\[
|\psi(t)\rangle = \sum_{m,n} \int dE \exp(-i(E + n_k \omega_k)t)|\langle E, m^-)\rangle |\langle E, m^-)|n_k^-\rangle |E_i, n_i\rangle. \tag{12}
\]

The overlap integral \( |\langle E, m^-)\rangle |n_k^-\rangle \) can be evaluated by noting that \( |\langle E, m^-)\rangle |n_k^-\rangle \) satisfies the Lippmann-Schwinger equation

\[
|\langle E, m^-)\rangle |n_k^-\rangle = |\langle E, m^-)\rangle |n_k^-\rangle + |\langle E, m^-)\rangle |n_k^-\rangle V G_0(E^+ + n_k \omega_k) \tag{13}
\]
where \( G_0(E) = 1/(E - H_0) \) is the Green function associated with \( H_0 \), and \( E^+ \) denotes \( E + i\epsilon (\epsilon \to 0^+ \) at the end of the computation). Using Eq. (13) and state orthogonality, we have

\[
|\langle E, m^-)\rangle |n_k^-\rangle |E_i, n_i\rangle = \frac{|\langle E, m^-)\rangle |n_k^-\rangle |V|E_i, n_i\rangle}{E^+ - E_i - (n_i \omega_i - n_k \omega_k)}. \tag{14}
\]

To obtain the desired long time result we substitute Eq.(14) into Eq.(12), perform the integration and let \( t \to \infty \). The contributions to the integration come from the poles of the integrand Eq.(14) in the lower half of the complex \( E \) plane, and are given by \([E_i + (n_i \omega_i - n_k \omega_k) - i\epsilon]\) and by the poles of \( |\langle E, m^-)\rangle |n_k^-\rangle |V|E_i, n_i\rangle \) in that half-plane. The latter contain an imaginary part which contributes an exponentially decaying term to the integration, and hence vanishes in the long time limit. The final result is then

\[
\lim_{t \to \infty} |\psi(t)\rangle = -2\pi i \sum_{m,n} |\langle E, m^-)\rangle |n_k^-\rangle |\langle E, m^-)|n_k^-\rangle |V|E_i, n_i\rangle \exp[-i(E + n_k \omega_k)t], \tag{15}
\]
where \( E \) is constrained by the on-resonance condition

\[
E = E_i + (n_i \omega_i - n_k \omega_k). \tag{16}
\]
The quantity \((E, m^-), n_k^-|V|E_1, n_1\) in Eq.(15) includes all orders of interaction \(V\) and, as the photodissociation amplitude, contains all information required for the complete description of the photodissociation cross section. Different photodissociation processes (e.g. involving different photon numbers) result in different structures for \((E, m^-), n_k^-|V|E_1, n_1\).

For one-photon dissociation processes, the complete theory has been developed\(^9\), as has the perturbative non-resonant three photon case\(^10\). Below we consider two-photon processes and obtain an explicit form for photodissociation amplitude. This form allows considerable insight into the nature of the photodissociation and also provides the basis for partial wave resolution required to obtain computational results.

Note that Eq.(13) is displayed in terms of the Green function \(G_0\) of the free Hamiltonian \(H_0\). To evaluate \((E, m^-), n_k^-|V|E_1, n_1\), we reexpress it in terms of the Green function \(G\) of the full Hamiltonian \(H\):

\[
((E, m^-), n_k^-|V|E_1, n_1) = ((E, m^-), n_k|V|E_1, n_1) + ((E, m^-), n_k|VG(E^+ + n_k \omega_k)|E_1, n_1)
\]  

(17)

where \(G(E^+) = 1/(E^+ - H)\). On multiplying both sides of Eq.(17) by \(V|E_1, n_1\), we obtain

\[
\langle(E, m^-), n_k^-|V|E_1, n_1 \rangle = \langle(E, m^-), n_k|V|E_1, n_1 \rangle
\]

\[
+ \langle(E, m^-), n_k|VG(E^+ + n_k \omega_k)V|E_1, n_1 \rangle
\]

(18)

Note that the essential result of this equality is to rewrite the matrix elements in terms of the free field states, placing the molecule-radiative coupling entirely into the Green's function.

In two-photon transitions, \(|E_1\rangle\) is assumed not directly coupling to \(|E, m^-\rangle\) by the radiative interaction \(V\), but to bound intermediate states \(|E_m\rangle\) of \(H_M\). Since we assume
that photodissociation does not occur via one photon excitation the first term on the right
hand side is negligible compared to the second term. Inserting $\sum_{E_m, n_m} |E_m, n_m\rangle \langle E_m, n_m|$ between $V$ and $G$ and between $G$ and $V$ in the second term on the right hand side of
Eq.(18), and separating the $H_M$ diagonal elements from the off-diagonal elements of $G$,
we obtain

$$\langle (E, m^-), n^-_k | V | E_i, n_i \rangle$$

$$= \sum_{E_m, n_m} \langle (E, m^-), n_k | V | E_m, n_m \rangle \langle E_m, n_m | G | E_m, n_m \rangle \langle E_m, n_m | V | E_i, n_i \rangle$$

$$+ \sum_{(E_m, n_m) \neq (E_{m'}, n_{m'})} \langle (E, m^-), n_k | V | E_m, n_m \rangle \langle E_m, n_m | G | E_{m'}, n_{m'} \rangle \langle E_{m'}, n_{m'} | V | E_i, n_i \rangle$$

(19)

where the argument of $G$ is $(E^+ + n_k \omega_k)$. The off-diagonal elements of $G$ represent the
interactions between two intermediate states and are negligible in the two-photon process
if the radiation field intensities are moderate so that the perturbation caused by the
interaction $V$ is smaller than the spacing between $|E_m, n_m\rangle$ and $|E_{m'}, n_{m'}\rangle$. Under these
conditions $\langle E_m, n_m | G | E_{m'}, n_{m'} \rangle \approx \langle E_m, n_m | G_0 | E_{m'}, n_{m'} \rangle = 0$ for $(E_m, n_m) \neq (E_{m'}, n_{m'})$.

For Na$_2$, the spacing between two adjacent rotational levels of low $J$ is on the order $\sim 10^{-1}$
cm$^{-1}$. Thus, as long as the laser intensities are less than $10^6$ W/cm$^2$, the condition is
fulfilled. (Larger intensities are allowed for higher $J$.) For the simplicity of the derivation
we assume this condition and neglect the second term on the right hand side of Eq.(19).
Note, however, that this assumption is not made in the numerical calculations discussed
later below.

To evaluate the diagonal element $\langle E_m, n_m | G(E^+ + n_k \omega_k) | E_m, n_m \rangle$, we introduce the
projection operators $Q$ and $P$

\[ Q = |E_m, n_m\rangle\langle E_m, n_m| \quad (20) \]
\[ P = 1 - Q \quad (21) \]

In terms of the projection operators, $QGQ$ can be written as

\[ QG(E)Q = Q[E - H_0 - QR(E)Q]^{-1}Q \quad (22) \]
\[ R(E) = V + VP[E - PHP]^{-1}PV \quad (23) \]

where the operator $R$ will be seen being responsible for the shifts and widths of the intermediate bound states. After letting $\epsilon$ in $E^+$ approaches zero, we obtain

\[ \lim_{\epsilon \to 0} \langle E_m, n_m|G(E^+ + n_k\omega_k)|E_m, n_m\rangle = \lim_{\epsilon \to 0} \langle E_m, n_m|QG(E^+ + n_k\omega_k)Q|E_m, n_m\rangle \]
\[ = \frac{1}{(E + n_k\omega_k) - (E_m + \delta_m + n_m\omega_m) + i\Gamma_m} \quad (24) \]

where

\[ \delta_m = \text{Re}(\lim_{\epsilon \to 0} \langle E_m, n_m|R(E + i\epsilon + n_k\omega_k)|E_m, n_m\rangle) \quad (25) \]
\[ \Gamma_m = -\text{Im}(\lim_{\epsilon \to 0} \langle E_m, n_m|R(E + i\epsilon + n_k\omega_k)|E_m, n_m\rangle) \quad (26) \]

are the shift and width of the bound state $|E_m\rangle$, respectively. Substituting Eq.(24) into Eq.(19) for the diagonal element and neglecting the off-diagonal elements on the right hand side of the equation, we obtain,

\[ \langle (E, m^-), n_k^-|V|E_i, n_i \rangle \]
\[ = \sum_{E_m, n_m} \frac{\langle (E, m^-), n_k^-|V|E_m, n_m\rangle\langle E_m, n_m|V|E_i, n_i \rangle}{E - (E_m + \delta_m + (n_m\omega_m - n_k\omega_k)) + i\Gamma_m} \quad (27) \]

Consider now the case of diatomic photodissociation. Here the quantum number $m$ refers to scattering angles $\hat{k}$ and the channel index $q$, which specifies the states of the
fragment products. To further simplify the result, we denote the first and second photons absorbed by the molecule by $\omega_1$ and $\omega_2$, respectively, and $|n_i| = |n_1, n_2|$, $|n_m| = |n_1 - 1, n_2|$ and $|n_k| = |n_1 - 1, n_2 - 1|$, where $n_1$ and $n_2$ are the initial occupation numbers of the field modes $\omega_1$ and $\omega_2$, respectively, and the photon $\omega_1$ is in resonance with one of the intermediate states. Using the expression Eq.(6) for $V$ and the on-resonance condition (16), we perform the calculation in the numerator of Eq.(27) with respect to photon states. The result, the negative of $T_{kq,i}(E, E_i, \omega_2, \omega_1)$ with

$$T_{kq,i}(E, E_i, \omega_2, \omega_1) = \sum_{E_m} \frac{\langle E, kq^- | \mu_2 E_2 | E_m \rangle \langle E_m | \mu_1 E_1 | E_i \rangle}{\omega_1 - \delta E_{m,i} + i\Gamma_m},$$

(28)

has the characteristic form of the product of two transition matrix elements divided by an energy denominator in which proper account is taken of the level width and shift. Here $E = E_i + \omega_1 + \omega_2$, $\delta E_{m,i} = E_m + \delta_m - E_i$, $\xi_i = \sqrt{n_i} \gamma_i$, which is the amplitude of the field mode $\omega_i$, and $\delta_m$ and $\gamma_m$ are given by Eqs.(25) and (26), respectively, with $|n_m|$ replaced by $|n_1 - 1, n_2|$. The $\mu_1$ and $\mu_2$ are the components of the dipole moment along the radiation electric-field vectors of the modes $\omega_1$ and $\omega_2$, respectively. For simplicity we assume later that both lasers are linearly polarized and have parallel electric field vectors, along which the space-fixed z-axis is conventionally defined. The dissociation probability of observing the product in channel $q$ is then of the form

$$P(q)(E, E_i, \omega_2, \omega_1) = \int d\mathbf{k} |T_{kq,i}(E, E_i, \omega_2, \omega_1)|^2$$

$$= \int d\mathbf{k} \left| \sum_{E_m} \frac{\langle E, kq^- | \mu_2 E_2 | E_m \rangle \langle E_m | \mu_1 E_1 | E_i \rangle}{\omega_1 - \delta E_{m,i} + i\Gamma_m} \right|^2.$$  

(29)

In the above discussion, the states of the external electric field are described by Fock states. This description is appropriate when the laser phases are irrelevant. In cases where the field phases are crucial, such as in two photon coherent radiative control, the field
modes are appropriately described by the coherent states that contain phase information\textsuperscript{9}.

For the field mode \( k \), the coherent state \(|\alpha_k\rangle\) is a superposition of the Fock states\textsuperscript{11}

\[
|\alpha_k\rangle = \sum_{n_k} P(\alpha_k, n_k)|n_k\rangle
\]  

(30)

where \( P \) is the Possion distribution function

\[
P(\alpha_k, n_k) = \exp(-|\alpha_k|^2/2) \frac{\alpha_k^{n_k}}{\sqrt{n_k!}}
\]  

(31)

with \( \alpha_k = |\alpha_k|\exp(i\theta_k) = \sqrt{n_k}\exp(i\theta_k) \), where \( \theta_k \) and \( \bar{n}_k \) are the phase and average photon number of the mode \( k \), respectively. In multi-mode case, \(|\alpha_k\rangle\) is replaced by \(|\alpha_1, \alpha_2 \cdots \rangle\), \( \sum_{n_k} \) by \( \sum_{n_1, \sum_{n_2} \cdots} \), and \( P(\alpha_k, n_k) \) by \( P(\alpha_1, n_1)P(\alpha_2, n_2) \cdots \). The initial state of the total system is now described by

\[
|\psi(0)\rangle = |E_i, \alpha_i\rangle = \sum_{n_i} P(\alpha_i, n_i)|E_i, n_i\rangle
\]  

(32)

Repeating the derivations from Eqs.(11) to (28) and specifying the field modes as the two modes \(|\alpha_1, \alpha_2\rangle\), we obtain the wavefunction at the long time limit after the absorption of the two photons from the modes \( \alpha_1 \) and \( \alpha_2 \),

\[
\lim_{t\to-\infty} |\psi(t)\rangle = 2\pi i \sum_{m, n_k, n_1, n_2} (\langle E, m^-|, n_k^- \rangle \exp[-i(E + \sum \omega_k) t])
\]

\[
\times \langle n_k|n_1 - 1, n_2 - 1\rangle P(\alpha_1, n_1)\sqrt{n_1} P(\alpha_2, n_2)\sqrt{n_2} \sum_{E_m} \frac{\langle E, m^-|\mu_2\bar{\epsilon}_2|E_m\rangle\langle E_m|\mu_1\epsilon_1|E_i\rangle}{\omega_1 - \delta E_{m,i} + i\Gamma_m}
\]

(33)

Substituting into Eq.(33) the equalities \( P(\alpha_1, n_1)\sqrt{n_1} = \alpha_1 P(\alpha_1, n_1-1) \) and \( P(\alpha_2, n_2)\sqrt{n_2} = \alpha_2 P(\alpha_2, n_2-1) \), replacing \( n_1 - 1 \) and \( n_2 - 1 \) in the summations by \( n_1 \) and \( n_2 \), respectively, and performing the summation \( \sum_{n_k} \), we rewrite Eq.(33) as

\[
\lim_{t\to-\infty} |\psi(t)\rangle = 2\pi i \sum_{m} \left\{ \sum_{n_1, n_2} P(\alpha_1, n_1)P(\alpha_2, n_2)(\langle E, m^-|, (n_1 n_2)^- \rangle \exp[-i(E + n_1 \omega_1 + n_2 \omega_2) t]) \right\}
\]

\[
\times T_{m,i}^c(E, E_i, \omega_2, \omega_1).
\]

(34)
Here $T_{m,n}^c$ is defined by

$$T_{m,n}^c(E_i, E, \omega_2, \omega_1) = \sum_{E_m} \frac{\langle E, m^- | \mu_2 \hat{\mathcal{E}}_2 | E_m \rangle \langle E_m | \mu_1 \hat{\mathcal{E}}_1 | E_i \rangle}{\omega_1 - \delta E_m + i \Gamma_m}$$

(35)

where $\hat{\mathcal{E}}_1 = \mathcal{E}_1 \exp(i\delta_1)$ and $\hat{\mathcal{E}}_2 = \mathcal{E}_2 \exp(i\delta_2)$, which are the complex amplitudes of the field modes $\omega_1$ and $\omega_2$, respectively. The state in the brackets in Eq.(34) asymptotically approaches the non-interacting state

$$U_0(t) |(E, m^-), \alpha_1 \alpha_2 \rangle \equiv \exp(-iH_0 t) |(E, m^-), \alpha_1 \alpha_2 \rangle,$$

where the radiation is in coherent states. Hence the coefficient $T_{m,n}^c(E_i, E, \omega_2, \omega_1)$ in the equation is the desired photodissociation amplitude to the state $|(E, m^-), \alpha_1 \alpha_2 \rangle$. Note that the amplitude $T_{m,n}^c$ in Eq.(35) differs from that in Eq. (28) only by the inclusion of the phase in Eq.(34). We will use the latter in the present paper, and the former in the subsequent paper

III Two-Photon Dissociation of Na$_2$

Na$_2$ has been the subject of both one photon$^{12}$ and two photon dissociation experiments$^{13}$. In addition theoretical studies on Na$_2$ one photon dissociation are available$^{14}$. Here we consider photodissociation of Na$_2$ by the resonant absorption of two visible photons. The resonant absorption not only greatly enhances dissociation probabilities, but provides selective excitation of molecules out of the thermal distribution, a property which is of great importance for the control of reactions in a realistic environment.

The electronic potential curves$^{15}$ of Na$_2$ relevant for this study are shown in Fig. 1. The energetics are such that upon absorption of the photon $\omega_1$, the molecule, initially in the bound state $|E_i \rangle$ of $^1\Sigma_g^+$, is excited to an intermediate bound state $|E_m \rangle$, which is a
superposition of the $A^1\Sigma_u^+$ and $b^3\Pi_u$, as discussed below. Subsequently absorption of the second photon $\omega_2$ lifts the system to the dissociating state $|E, kq\rangle$.

Dissociation of $\text{Na}_2$ in the energy range of interest yields:

$$\text{Na}_2 \overset{\omega_1 + \omega_2}{\rightarrow} \text{Na}(3s) + \text{Na}(q)$$

(36)

where the channel index $q$ is either $3p$, $4s$ or $3d$. Below we consider energy regimes $\omega_1$ from 16500 to 18680 cm$^{-1}$ and $\omega_2$ from 10000 to 22000 cm$^{-1}$. Usually more than one electronic state correlates with a dissociation product [see Fig. 1]. Note, however, that the dominant contributions to the Na($3p$), Na($4s$) and Na($3d$) dissociation come from $^3\Pi_g$, $^3\Sigma_g^+$ and $^3\Pi_u$ states. The other curves, although included in the computation, make insignificant contributions due to substantially less favorable Franck-Condon factors.

III.1 Spin-Orbit Coupling

Since the first photon $\omega_1$ carries the system to the region of the $^1\Sigma_u^+$, $^3\Pi_u^+$ states, the spin-orbit coupling between these zeroth order states plays an important role in the two photon dissociation. In this section we analyze the photodissociation in terms of the zeroth order states by diagonalizing the spin-orbit interaction. In the computation later below, the diagonalization is carried out numerically and nonperturbatively.

To examine the coupling we divide the electronic Hamiltonian into an electrostatic part $H_{es}$, which provides the electrostatic nuclear potentials, and the spin-orbital coupling $H^{so}$ so that the molecular Hamiltonian $H_M$ becomes

$$H_M = H_M^0 + H^{so}$$

(37)

where $H_M^0 = K(R) + H_{es}$. Now define $|E_{m_1}, ^1\Sigma_u^+\rangle$ and $|E_{m_3}, ^3\Pi_u\rangle$ as the eigenstates of $H_M^0$ [Eq.(37)] with electronic wavefunctions corresponding to the $^1\Sigma_u^+$ and $^3\Pi_u$ states.
respectively;

\[
H_M^0|E_{m_1}, 1\Sigma^+_u\rangle = E_{m_1}|E_{m_1}, 1\Sigma^+_u\rangle \tag{38}
\]

\[
H_M^0|E_{m_3}, 3\Pi_u\rangle = E_{m_3}|E_{m_3}, 3\Pi_u\rangle, \tag{39}
\]

For simplicity, these states are denoted by \(|E_{m_1}\rangle, |E_{m_3}\rangle\) with the subscripts \(m_1\) and \(m_3\) serving as reminders of the singlet and triplet state character. Typical high lying zeroth order energy levels, used below, are shown in Table 1. The true intermediate states \(|E_m\rangle\), being eigenstates of \(H_M\), are the superposition states

\[
|E_m^\pm\rangle = A^\pm|E_{m_1}\rangle + B^\pm|E_{m_3}\rangle. \tag{40}
\]

where the states in both sides of the equation implicitly have the same rotational quantum number, \(J_m\), since the spin-orbit interaction is \(J\)-independent. By diagonalizing the spin-orbit interaction, the perturbed energies \(E_m^\pm\) and the mixing coefficients \(A^\pm\) and \(B^\pm\) are expressed in terms of the unperturbed energies \(E_{m_1}\) and \(E_{m_3}\) and the matrix element of the spin-orbit interaction

\[
V_{so} \equiv \langle E_{m_1}|H^{so}|E_{m_3}\rangle = \langle 1\Sigma^+_u|H^{so}|3\Pi_u\rangle\langle v_{m_1}|v_{m_3}\rangle, \tag{41}
\]

where \(\langle v_{m_1}|v_{m_3}\rangle\) is the overlap of the vibrational wavefunctions between the two states, and \(\langle 1\Sigma^+_u|H^{so}|3\Pi_u\rangle = 5.91 \text{ cm}^{-1}\). The results are

\[
E_m^\pm = \frac{1}{2}\left\{E_{m_1} + E_{m_3} \pm \sqrt{(E_{m_1} - E_{m_3})^2 + 4V_{so}^2}\right\}^{1/2} \tag{42}
\]

\[
A^+ = \frac{(E_m^+ - E_{m_3})}{\sqrt{(E_m^+ - E_{m_3})^2 + V_{so}^2}}, \quad B^+ = \frac{V_{so}}{\sqrt{(E_m^+ - E_{m_3})^2 + V_{so}^2}} \tag{43}
\]

\[
A^- = \frac{(E_m^- - E_{m_3})}{\sqrt{(E_m^- - E_{m_3})^2 + V_{so}^2}}, \quad B^- = \frac{V_{so}}{\sqrt{(E_m^- - E_{m_3})^2 + V_{so}^2}}. \tag{44}
\]
Typical $V_{so}$ values (See Table 2) range from 0.01 to 1.0 cm$^{-1}$, depending on the wavefunction overlap. Inserting Eq.(40) into Eq.(29), we rewrite the probability

$$P^{(q)}(E, E_i, \omega_2, \omega_1) = \mathcal{E}_1^{2} \mathcal{E}_2^{2} \int d\mathbf{k} \left( \sum_{E_{m_1}, E_{m_3}} \left( \frac{A^{+}B^{+}(E, \mathbf{kq}^{-}|\mu_2|E_{m_3}) + (A^{+})^2(E, \mathbf{kq}^{-}|\mu_2|E_{m_1})}{\omega_1 - \delta E_{m_1}^{+} + i\Gamma_{m_1}^{+}} \right. \right.$$ 

$$\left. + \frac{A^{-}B^{-}(E, \mathbf{kq}^{-}|\mu_2|E_{m_3}) + (A^{-})^2(E, \mathbf{kq}^{-}|\mu_2|E_{m_1})}{\omega_1 - \delta E_{m_1}^{-} + i\Gamma_{m_1}^{-}} \right) \langle E_{m_1}|\mu_1|E_{i}\rangle \right)^2. \quad (45)$$

where $\delta E_{m,i}^{\pm} = E_{m}^{\pm} + \delta_{m}^{\pm} - E_{i}$, and $\delta_{m}^{\pm}$ and $\Gamma_{m}^{\pm}$ are the shifts and widths of the states $|E_{m}^{\pm}\rangle$. The states $|E_{m_1}\rangle$ and $|E_{m_3}\rangle$ possess the same rotational quantum number $J_{m}$ and the summation over $J_{m}$ is implicitly incorporated in the sum in Eq. (45).

In accord with Eq.(45), the probability $P^{(q)}(E, E_i, \omega_2, \omega_1)$ should display the following structure as a function of the photon energy $\hbar\omega_1$: for a given $J_{m}$, $P^{(q)}$ shows a double-peak at $\omega_1 = \delta E_{m,i}^{+}$ and $\delta E_{m,i}^{-}$ if $(E_{m_1} - E_{m_3} \leq 2V_{so})$, i.e., if $|E_{m_1}\rangle$ and $|E_{m_3}\rangle$ are strongly coupled. The distance between the pair of peaks is $[(E_{m_1} - E_{m_3})^2 + 4V_{so}^2]^{1/2}$, from which the spin-orbit interaction $V_{so}$ may be extracted. Alternatively, if $(E_{m_1} - E_{m_3}) \gg 2V_{so}$, i.e. if the $|E_{m_1}\rangle$, $|E_{m_3}\rangle$ coupling is weak, then $E_{m}^{\pm}$ approaches $E_{m_1}$ and $E_{m_3}$, and the coefficient $A^{-}$ vanishes at $E_{m}^{-} = E_{m_3}$. The peak at $\omega_1 = E_{m_1} - E_{i}$ predominates over that at $\omega_1 = E_{m_3} - E_{i}$, leading to a single peak of $P^{(q)}$ as a function of $\omega_1$. Note that since the $E_{m_3}(J_{m}), E_{m_1}(J_{m})$ spacing depends on the rotational quantum number $J_{m}$, the location of the double-peak changes as a function of rotational temperature. That is, a pair of the rovibronic states $(E_{m_3}(J_{m}), E_{m_1}(J_{m}))$ that are strongly coupled for a particular $J_{m}$ may be weakly coupled at a different $J_{m}'$, and vice-versa. As a consequence the location of the doublet would shift from $\delta E_{m,i}^{\pm}$ to some $\delta E_{m,i}'$, as $J_{m}$ changes to $J_{m}'$. This behavior is indeed observed in the computations presented in Section 4.
III.2 Computational Details

To compute the required photodissociation probability we utilize the artificial channel method, which provides a means of rewriting the photodissociation problem, i.e. a half collision process, in terms of a full collision problem, and permits the use of full collision computational methods to compute the photodissociation amplitudes in a way which avoids integrations over highly oscillatory continuum matrix elements. The technique works by introducing an artificial open channel that couples to the physical bound states. As a result the artificial channel serves as an incoming channel of a full collision problem, the physical continua serve as outgoing channels, and the physical bound states become poles at positive energies. The resultant problem is then amenable to treatment by full collision problem techniques.

To see the general structure, consider an artificial channel \(|A\rangle\) which is weakly coupled to \(|E_i, n_i\rangle\) by an artificial interaction \(\langle E_i, n_i|W|A\rangle\). This interaction can be regarded as a component of the interaction \(V\) which connects \(|A\rangle\) and \(|E_i, n_i\rangle\) only and thus does not affect the couplings between the physical states. Further, to avoid the disturbance to \(|E_i, n_i\rangle\) caused by the introduction of \(W\), the element \(\langle A|W|E_i, n_i\rangle\) is set to zero in the computation. A rough derivation of the method results from multiplying the Lippmann-Schwinger equation [Eq. (13)] by \(V|A\rangle\) to give:

\[
\langle(E, m^-), n^-_k|V|A\rangle = \sum_{E_i} \frac{\langle(E, m^-), n^-_k|V|E_i, n_i\rangle\langle E_i, n_i|W|A\rangle}{E^+ - E_i - (n_i\omega_i - n_k\omega_k)}
\]

where we have used \(\langle E_i, n_i|W|A\rangle = \langle E_i, n_i|V|A\rangle\). That is, \(W\) is the component of \(V\) which couples the artificial channel to the initial bound state. The left hand side of Eq. (46) defines the \(T\)-matrix element \(T_{m^-,A}\) between the two open states of the artificial
full-collision problem and can be computed accurately by utilizing well-developed collision techniques. Because we have set \(\langle A|W|E_i, n_i \rangle = 0\), the poles at \(T_{m_n, A}\) have no width. The residue of \(T_{m_n, A}\) at \(E = E_i + (n_i \omega_i - n_k \omega_k)\) gives the requisite photodissociation amplitude \(\langle (E, m^-), n_k^- | V | E_i, n_i \rangle\) at the on-resonance condition. For a more complete derivation the reader is referred to Ref. 4.

The argument above applies to different photodissociation processes (e.g., one-photon, two-photon processes, etc.), and the computational procedures of the method are similar: we expand the full interacting state \(|(E, m^-), n_k^-\rangle\) in terms of the non-interacting states \(|E_i, n_i\rangle, |E_m, n_m\rangle\) and \(|(E, m^-), n_k\rangle\), where the molecule states contain rotational, electronic and radial parts with the radial parts, serving as expansion coefficients, to be determined. Substituting the expansion into Eq. (10) and performing the calculations over photon states gives a set of coupled equations for the molecular states. Adding the artificial channel to the coupled equations and solving the resultant equations for the \(T_{m_n, A}\) numerically, gives \(\langle (E, m^-), n_k^- | V | E_i, n_i \rangle\) according to Eq.(46), or in the two photon case, the amplitude \(T_{\omega_1, \omega_2, \omega_3}(E, E_i, \omega_2, \omega_1)\) [Eq.(28)].

Specifically, the electronic states are chosen as eigenstates of the electrostatic Hamiltonian \(H_{ee}\), and they generate the bound and continuous nuclear-electronic wave functions in Eq.(28). The rotational functions are chosen as the parity adapted rotation matrices \(^{16}\)
defined as

\[
D_{\lambda, M}^J(\Omega) = t_\lambda \left[ D_{\lambda, M}^J(\Omega) + (-1)^p D_{-\lambda, M}^J(\Omega) \right], \quad p = \pm 1
\]  

where parity under inversion is given by \(p(-1)^J\). Here \(D_{m, m'}^J\) are the rotation matrices of Edmonds \(^{17}\), \(\Omega\) are the Euler angles which specify the rotation that takes the space-fixed to the molecule-fixed coordinate system, \(J\) and \(M\) are the angular momentum and its
projection along the space-fixed z-axis, respectively, \( \lambda (=|\Lambda + \Sigma|) \) is the absolute value of the projection of \( J \) on the internuclear axis, which is a function of the electronic state, and \( t_\lambda = \sqrt{\frac{1}{2}} \) for \( \lambda \neq 0 \) and \( t_\lambda = \frac{1}{2} \) for \( \lambda = 0 \). For the \( ^1\Sigma \) electronic states, \( \lambda = 0 \) only, and \( D_{Jp,M}^{E} \) reduces to \( D_{0,M}^{J} \) with \( p = 1 \).

The notation \( |E_i\rangle \) and \( |E_m\rangle \) are extended to properly include the full complement of quantum numbers, i.e., they are denoted \( |E_i,J_i,M_i\rangle \) and \( |E_m,J_m,M_m\rangle \). Therefore, we have\(^{16}\)

\[
\langle R, \Omega | E_i, J_i, M_i \rangle = \sqrt{\frac{2J_i + 1}{8\pi^2}} D_{0,M_i}^{J_i}(\Omega) |i\rangle \Phi_i^{J_i}(R)/R
\]

\( (48) \)

\[
\langle R, \Omega | E_m, J_m, M_m \rangle = \sqrt{\frac{2J_m + 1}{8\pi^2}} D_{\lambda,m,m}^{J_m}(\Omega) |m\rangle \Phi_{\lambda,m,m}^{J_m}(R)/R
\]

\( (49) \)

\[
\langle R, \Omega | E, k^{-} \rangle = \sum_{J_m,p,\lambda \geq 0} \sqrt{\frac{2J + 1}{8\pi^2}} D_{\lambda,M}^{J_p}(\theta_k, \phi_k, 0) \times \sum_{\xi} \sqrt{\frac{2J + 1}{8\pi^2}} D_{\lambda,M}^{J_p}(\Omega) |\xi\rangle \Phi_{\lambda\xi}^{(Jpq)^{-}}(R)/R
\]

\( (50) \)

where \((\theta_k, \phi_k)\) are the scattering angles in the \( \hat{k} \) direction, and the curved kets stand for the (electrostatic) electronic states, in which \( |i\rangle = |^1\Sigma^+_q\rangle, |m\rangle \) is \( |m_1\rangle = |^1\Sigma^+_q\rangle \) or \( |m_3\rangle = |^3\Pi^+_q\rangle \), and \( |\xi\rangle \) denotes electronic states that correlate with the specific product in channel \( q \). The radial parts of the expansion, \( \Phi_i^{J_i}(R), \Phi_{\lambda,m,m}^{J_m}(R) \) and \( \Phi_{\lambda\xi}^{(Jpq)^{-}}(R) \), are the nuclear-vibrational wavefunctions of the bound states and continua.

Inserting Eqs.(48)-(50) into Eq.(28), we first perform the integration over the rotational wavefunctions in the interaction matrix elements and separate geometric factors from physical elements to give terms like

\[
\sqrt{(2J + 1)(2J_m + 1)} \int d\Omega D_{\lambda,M}^{J_p}(\Omega)(\xi|\mu_2E_2|m)D_{\lambda,m,M_m}^{J_m}(\Omega)

= (-1)^{-M} \left( \begin{array}{cc} J & 1 \\ J_m & 0 \end{array} \right) V_{\xi,m}(Jp_{\lambda}, J_m)
\]

\( (51) \)
Here, we have introduced the reduced radiative interaction elements $V_{\xi,m}$ and $V_{m,i}$,

$$V_{\xi,m}(Jp\lambda, J_m) = (-1)^{J_m+J_p} t_\lambda t_\mu \sqrt{(2J+1)(2J_m+1)} \sum_{K=0,\pm 1} [1 + pp_m(-1)^{J+J_m+K+1}]$$

$$\times \left[ \left( \begin{array}{cc} J & 1 \\ -\lambda & K \end{array} \right) + (-1)^{J_p} \left( \begin{array}{cc} J & 1 \\ \lambda & K \end{array} \right) \right] (|\xi\mu_K(R)|m)|E_2$$

$$V_{m,i}(J_m, J_i) = (-1)^{J_m+J_i} t_\mu \sqrt{(2J_m+1)(2J_i+1)} \sum_{K=0,\pm 1} [1 + p_m(-1)^{J_m+J_i+K+1}]$$

$$\times \left[ \left( \begin{array}{cc} J_m & 1 \\ -\lambda_m & 0 \end{array} \right) + (-1)^{J_m p_m} \left( \begin{array}{cc} J_m & 1 \\ \lambda_m & K \end{array} \right) \right] (|\mu_K(R)|i)|E_1,$$

where $\mu_K(R)$ are components of the dipole moment (assumed all equal in the computation below) in the body-fixed frame. For $|m_1\rangle$ electronic state, $\lambda_m = 0$ only; for $|m_3\rangle$ state, $\lambda_m$ can be 0 and 1, but only the former couples with $|m_1\rangle$ by the spin-orbit interaction.

We thus take $\lambda_m = 0$. The expressions (53) and (54) imply the selection rules: $p_m = (-1)^{J_m+J+1}$, $p = p_m(-1)^{J+J_m+1}$ (for $\lambda = \lambda_m$) and $p = p_m(-1)^{J+J_m}$ (for $|\lambda - \lambda_m| = 1$).

With these, we then rewrite the photodissociation amplitude $T_{k,q,i}$ in Eq.(28) as

$$T_{k,q,i}(E, E_i, \omega_2, \omega_1) = \sum_{J,p,\lambda \geq 0} \sum_{E_m, J_m} \left( \begin{array}{cc} J & 1 \\ -M_i & 0 \end{array} \right) \left( \begin{array}{cc} J_m & 1 \\ -M_i & 0 \end{array} \right)$$

$$\times \sqrt{2\mu_k(2J+1)} D^p_{\lambda, M_i}(\theta_k, \phi_k, 0) t(E, E_m, E_i; J, J_m, J_i; p\lambda q)$$

where $E = E_i + \omega_1 + \omega_2$, and $t(E, E_m, E_i; J, J_m, J_i; p\lambda q)$ is the reduced matrix element of the resonant two-photon photodissociation, which is computed by the artificial channel method. The set of the differential equations for the computation of the reduced $t$-matrix element is comprised of the equations for $\Phi^j_i(R)$, $\Phi^j_{\lambda, m,m}(R)$ and $\Phi^j_{\lambda, \xi}(R)$, with coupling due to the reduced radiative interaction elements, $V_{\xi,m}$ and $V_{m,i}$, and the spin-orbit.
interaction, plus the equation for the artificial channel. One example of such a set of the equations is described in detail in Ref.18.

Finally, inserting Eqs.(55) into Eq.(29) and integrating over scattering angles we obtain the dissociation probability explicitly as

$$P^{(q)}(E, E_i, \omega_2, \omega_1) = \frac{8\pi \mu k_q}{\hbar^2} \frac{1}{2J_i + 1} \sum_{M, i, p, h \geq 0} \sum_{E_m, J_m} \left( \begin{array}{c} J \\ 1 \\ J_m \\ 1 \\ J_i \end{array} \right) t(E, E_m, E_i; J, J_m, J_i; p\lambda q)^2 \right)^2$$

where no polarization of the molecule prior to excitation is assumed.

**IV Results and Discussion**

We have used the artificial channel method to compute the resonant two-photon dissociation probability $P^{(q)}(E, E_i, \omega_2, \omega_1)$ [Eq.(56)] for Na$_2$. The data for the potential curves and transition dipole moments are taken from the work of Schmidt and Meyer.$^{15}$

The frequency $\omega_1$ is chosen to selectively excite a specific vib-rotational state by choosing small detuning $\Delta = \omega_1 - \delta E_{m,i}$, significantly enhancing the photodissociation rate as long as the line width $\Gamma_m$ is less than $\Delta$. For Na$_2$, with laser intensity less than $10^6$ W/cm$^2$, $\Gamma_m$ (and $\delta_m$) are order of magnitude of $10^{-2}$ cm$^{-1}$, the latter being smaller than the energy separation of adjacent rotational lines of low $J$. Under these conditions excitation of a single rotational line out of the initial thermal distribution can be achieved. Hence below we choose the laser intensities as $5 \times 10^5$ W/cm$^2$ to be consistent with this intensity constraint.

Consider first Figure 2a which shows $P^{(q)}(E, E_i, \omega_2, \omega_1)$ vs. $\omega_1$ for an arbitrary constant $\omega_2 = 16777.1$ cm$^{-1}$. Here $q$ corresponds to the 3$p$ channel and the initial state is chosen
as \( v = 0, J_i = 0 \). The probability \( P^{(s)} \) appears as a set of peaks of varying intensity corresponding to the excitation to vibrational energy levels with varying \( v_m \) and \( J_m = 1 \). Of considerable interest is the doublet at \( \omega_1 \approx 17,080 \, \text{cm}^{-1} \), shown on an expanded scale in Fig. 2b. A similar structure appears for \( q = 4s \), shown in Fig. 3. In both cases the doublet is found to be substantially stronger than the single peaks, the distance between the double peaks is 1.9 cm\(^{-1}\) and the width of the individual peaks corresponds to power broadening at the incident laser field strength.

The doublet peaks clearly reflect strong spin-orbit coupling between vib-rotational levels of the \( ^1\Sigma_u^+ \) and \( ^3\Pi_u \) states. Specifically note (Table 1) that all levels of \( ^1\Sigma_u^+ \) from \( v_{m_1} = 18 \) to 35, except \( v_{m_1} = 23 \), are sufficiently well separated energetically to be weakly coupled to the levels of \( ^3\Pi_u \). The exception is \( v_{m_1} = 23 \), which is nearly degenerate (0.6 cm\(^{-1}\) apart) with the \( v_{m_3} = 26 \) level of \( ^3\Pi_u \). Both the spacing between the doublet (1.9 cm\(^{-1}\)) and its frequency location is consistent with Eq. (45), assuming this assignment. Thus, in accord with Eq.(45) we see a series of the single-peaks and one double-peak in \( P^{(s)}(E, E_i, \omega_2, \omega_1) \) when \( \omega_1 \) is scanned. In addition, we note that Eq.(45) has terms containing the factors \( A^+B^+ \) and \( A^-B^- \) which contribute to photodissociation through the triplets states \( ^3\Pi_g \) or \( ^3\Sigma_g^+ \), while the terms containing the factors \( (A^+)^2 \) and \( (A^-)^2 \) contribute through the singlet states. Our numerical results show that the primary photodissociation contribution is via the triplet states. Therefore, since the first photon carries the system to the singlet state, the two photon \( \text{Na}_2 \) photodissociation is seen to occur via intersystem crossing between the \( |E_{m_1}, ^1\Sigma_u^+ \rangle \) and \( |E_{m_3}, ^3\Pi_u \rangle \) states.

With increasing initial rotational state the \( P^{(s)} \) spectrum becomes more complex. Figure 4a shows \( P^{(3p)}(E, E_i, \omega_2, \omega_1) \) vs. \( \omega_1 \) with \( \omega_2 \) as above but for the case of \( J_i = 9 \).
Only a narrow $\omega_1$ scan, about $v_{m_1} = 31$ (Figure 4a) and $v_{m_1} = 32$ (Figure 4b) are shown. The former shows a set of two lines corresponding to transitions to $J_m = 8$ and 10 whereas the latter displays more complex structure resulting from the splitting of the $J_m = 10$ line. Once again, the results show agreement with Tables 1 and 2 insofar as the location of the doublet has shifted to a frequency corresponding to the regime of strongly coupled $v_{m_1} = 32$ of $^1\Sigma_u^+$ and $v_{m_2} = 33$ of $^3\Pi_u$ for $J_m = 10$. Further, the reduced splitting (1.1 cm$^{-1}$) in accord with Eq. (45).

Consider now the photodissociation probability with $\omega_1$ fixed and $\omega_2$ variable. Figure 5 shows a series of cases for excitation from $v_i = 0$, $J_i = 0$ where $\omega_1$ is resonant with successively higher $v_{m_1}$ ($J_m = 1$) levels. In each case $P(q)(E, E_i, \omega_2, \omega_1)$ is shown as a function of $\omega_2$ for all three products $q = 3p, 4s, 3d$. The degree of the detunings $\Delta$ are in the same order of magnitude in the figures. The general features of each of these curves is similar and readily explained in terms of the Franck-Condon principle and the oscillatory character of the wavefunctions from which photodissociation occurs. For example the number of oscillations in $P(q)(E, E_i, \omega_2, \omega_1)$ increases with increasing $v_{m_1}$, reflecting the increasingly oscillatory character of intermediate bound state wavefunction. Note also that $P(4s)$ and $P(3p)$ behave similarly as a function of $\omega_2$ (except for the sharp cutoff of $P(4s)$ at the 4s threshold), since the potentials of $^3\Pi_g$ and $^3\Sigma_g^+$ states are similar in the regime where $\omega_2$ is scanned. Dissociation to Na(3d) occurs only at higher $\omega_2$ and overlaps the energy region of Na(4s) and Na(3p) only at larger $\omega_1$, (e.g. $v_{m_1} = 35$ in Fig. 5d), when the intermediate bound state wavefunction becomes sufficiently broad in $r$.

These results are confined to the case of $v_i = 0$. Preliminary results on higher $v_i$ (realized in a heat pipe, for example), show an increase in $P(q)$. For example, at $v_i = 5$
$P^{(v)}$ for the $v_{m_1} = 35$ case is a factor of $10^4$ larger than that at $v_i = 0$, a consequence of improved Franck-Condon overlap in the initial $\omega_1$ excitation. The relevance of these probabilities in the control of photodissociation will be discussed elsewhere\textsuperscript{3}.

V Conclusions

We have derived a consistent non-perturbative theory of two photon dissociation and applied it to the photodissociation of Na\textsubscript{2}. Illumination with the first photon in the 500 to 610 nm regime, widely available with conventional dye lasers, leads to excitation to the $A^1\Sigma_u^+$ state, followed by intersystem crossing to the $b^3\Pi_u$ state and subsequent dissociation. With the second photon again in the convenient 600 $\sim$ 690 nm region we see significant photodissociation intensity to three different atomic products.

The efficient two photon dissociation probabilities obtained for Na\textsubscript{2} serves as input to a new coherent control scenario in which we demonstrate control over systems initially in thermal equilibrium. This scenario and its ramifications are to be discussed elsewhere\textsuperscript{3}.
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In this paper we neglect the orbit-rotation coupling which is much smaller than $V_{so}$.


Table 1: Na₂ zeroth order bound state energies (in cm⁻¹).

<table>
<thead>
<tr>
<th>(v_m)</th>
<th>(J_m = 1) (\Sigma^+_u)</th>
<th>(\Sigma^+_u)</th>
<th>(J_m = 10) (\Pi_u)</th>
<th>(\Pi_u)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>10910.4</td>
<td>10427.7</td>
<td>10921.1</td>
<td>10442.5</td>
</tr>
<tr>
<td>21</td>
<td>11012.5</td>
<td>10561.6</td>
<td>11023.2</td>
<td>10576.4</td>
</tr>
<tr>
<td>22</td>
<td>11114.0</td>
<td>10694.5</td>
<td>11124.6</td>
<td>10709.2</td>
</tr>
<tr>
<td>23</td>
<td>11214.8</td>
<td>10826.3</td>
<td>11225.3</td>
<td>10840.9</td>
</tr>
<tr>
<td>24</td>
<td>11314.9</td>
<td>10957.1</td>
<td>11325.3</td>
<td>10971.6</td>
</tr>
<tr>
<td>25</td>
<td>11414.3</td>
<td>11086.8</td>
<td>11424.7</td>
<td>11101.2</td>
</tr>
<tr>
<td>26</td>
<td>11513.0</td>
<td>11215.4</td>
<td>11523.4</td>
<td>11229.8</td>
</tr>
<tr>
<td>27</td>
<td>11611.0</td>
<td>11343.0</td>
<td>11621.3</td>
<td>11357.3</td>
</tr>
<tr>
<td>28</td>
<td>11708.4</td>
<td>11469.5</td>
<td>11718.6</td>
<td>11483.7</td>
</tr>
<tr>
<td>29</td>
<td>11805.0</td>
<td>11594.9</td>
<td>11815.2</td>
<td>11609.1</td>
</tr>
<tr>
<td>30</td>
<td>11901.0</td>
<td>11719.3</td>
<td>11911.1</td>
<td>11733.4</td>
</tr>
<tr>
<td>31</td>
<td>11996.2</td>
<td>11842.6</td>
<td>12006.3</td>
<td>11856.6</td>
</tr>
<tr>
<td>32</td>
<td>12090.7</td>
<td>11964.8</td>
<td>12100.7</td>
<td>11978.7</td>
</tr>
<tr>
<td>33</td>
<td>12184.6</td>
<td>12086.0</td>
<td>12194.5</td>
<td>12099.9</td>
</tr>
<tr>
<td>34</td>
<td>12277.7</td>
<td>12206.1</td>
<td>12287.6</td>
<td>12219.8</td>
</tr>
<tr>
<td>35</td>
<td>12370.1</td>
<td>12325.1</td>
<td>12380.0</td>
<td>12338.7</td>
</tr>
</tbody>
</table>
Table 2: Spin orbit coupling matrix elements $V_{so} = H_{so} < v_{m_3} | v_{m_1} >$ with $H_{so} = 5.91$ cm$^{-1}$.

<table>
<thead>
<tr>
<th>$v_{m_3}$</th>
<th>20</th>
<th>21</th>
<th>22</th>
<th>23</th>
<th>24</th>
<th>25</th>
<th>26</th>
<th>27</th>
<th>28</th>
<th>29</th>
<th>30</th>
<th>31</th>
<th>32</th>
<th>33</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{m_1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.94</td>
<td>0.22</td>
<td>0.95</td>
<td>0.36</td>
<td>0.90</td>
<td>0.59</td>
<td>0.75</td>
<td>0.89</td>
<td>0.40</td>
<td>1.14</td>
<td>0.22</td>
<td>1.07</td>
<td>0.99</td>
<td>0.36</td>
</tr>
<tr>
<td>21</td>
<td>0.66</td>
<td>0.68</td>
<td>0.67</td>
<td>0.66</td>
<td>0.76</td>
<td>0.55</td>
<td>0.91</td>
<td>0.33</td>
<td>1.05</td>
<td>0.06</td>
<td>1.08</td>
<td>0.62</td>
<td>0.78</td>
<td>1.18</td>
</tr>
<tr>
<td>22</td>
<td>0.15</td>
<td>0.91</td>
<td>0.22</td>
<td>0.92</td>
<td>0.21</td>
<td>0.95</td>
<td>0.91</td>
<td>0.17</td>
<td>0.14</td>
<td>1.01</td>
<td>0.49</td>
<td>0.86</td>
<td>0.92</td>
<td>0.42</td>
</tr>
<tr>
<td>23</td>
<td>0.79</td>
<td>0.36</td>
<td>0.86</td>
<td>0.28</td>
<td>0.89</td>
<td>0.28</td>
<td>0.91</td>
<td>0.37</td>
<td>0.88</td>
<td>0.56</td>
<td>0.78</td>
<td>0.82</td>
<td>0.53</td>
<td>1.09</td>
</tr>
<tr>
<td>24</td>
<td>0.82</td>
<td>0.42</td>
<td>0.74</td>
<td>0.56</td>
<td>0.68</td>
<td>0.63</td>
<td>0.67</td>
<td>0.64</td>
<td>0.73</td>
<td>0.59</td>
<td>0.85</td>
<td>0.44</td>
<td>1.01</td>
<td>0.14</td>
</tr>
<tr>
<td>25</td>
<td>0.30</td>
<td>0.85</td>
<td>0.59</td>
<td>0.88</td>
<td>0.12</td>
<td>0.88</td>
<td>0.22</td>
<td>0.89</td>
<td>0.25</td>
<td>0.92</td>
<td>0.19</td>
<td>0.98</td>
<td>0.38</td>
<td>1.03</td>
</tr>
<tr>
<td>26</td>
<td>0.37</td>
<td>0.69</td>
<td>0.62</td>
<td>0.50</td>
<td>0.77</td>
<td>0.34</td>
<td>0.45</td>
<td>0.23</td>
<td>0.89</td>
<td>0.18</td>
<td>0.92</td>
<td>0.22</td>
<td>0.94</td>
<td>0.35</td>
</tr>
<tr>
<td>27</td>
<td>0.79</td>
<td>0.11</td>
<td>0.84</td>
<td>0.21</td>
<td>0.78</td>
<td>0.45</td>
<td>0.68</td>
<td>0.60</td>
<td>0.59</td>
<td>0.69</td>
<td>0.56</td>
<td>0.74</td>
<td>0.58</td>
<td>0.75</td>
</tr>
<tr>
<td>28</td>
<td>0.76</td>
<td>0.50</td>
<td>0.52</td>
<td>0.74</td>
<td>0.24</td>
<td>0.84</td>
<td>0.03</td>
<td>0.85</td>
<td>0.22</td>
<td>0.82</td>
<td>0.36</td>
<td>0.81</td>
<td>0.44</td>
<td>0.82</td>
</tr>
<tr>
<td>29</td>
<td>0.35</td>
<td>0.80</td>
<td>0.08</td>
<td>0.77</td>
<td>0.43</td>
<td>0.60</td>
<td>0.67</td>
<td>0.39</td>
<td>0.79</td>
<td>0.18</td>
<td>0.86</td>
<td>0.03</td>
<td>0.89</td>
<td>0.07</td>
</tr>
<tr>
<td>30</td>
<td>0.19</td>
<td>0.68</td>
<td>0.59</td>
<td>0.35</td>
<td>0.79</td>
<td>0.02</td>
<td>0.79</td>
<td>0.34</td>
<td>0.69</td>
<td>0.57</td>
<td>0.54</td>
<td>0.72</td>
<td>0.39</td>
<td>0.81</td>
</tr>
<tr>
<td>31</td>
<td>0.62</td>
<td>0.25</td>
<td>0.79</td>
<td>0.23</td>
<td>0.66</td>
<td>0.59</td>
<td>0.38</td>
<td>0.77</td>
<td>0.06</td>
<td>0.81</td>
<td>0.22</td>
<td>0.76</td>
<td>0.44</td>
<td>0.67</td>
</tr>
<tr>
<td>32</td>
<td>0.78</td>
<td>0.27</td>
<td>0.59</td>
<td>0.66</td>
<td>0.19</td>
<td>0.78</td>
<td>0.24</td>
<td>0.67</td>
<td>0.56</td>
<td>0.43</td>
<td>0.75</td>
<td>0.16</td>
<td>0.82</td>
<td>0.29</td>
</tr>
<tr>
<td>33</td>
<td>0.63</td>
<td>0.65</td>
<td>0.15</td>
<td>0.75</td>
<td>0.36</td>
<td>0.53</td>
<td>0.68</td>
<td>0.16</td>
<td>0.78</td>
<td>0.23</td>
<td>0.68</td>
<td>0.53</td>
<td>0.48</td>
<td>0.73</td>
</tr>
</tbody>
</table>
VI Figure Captions

Figure 1: Potential Energy Curves for Na₂

Figure 2: Probability for two photon \( v_i = 0, J_i=0 \) Na₂ photodissociation into the Na(3p) + Na(3s) product with \( \omega_2 = 16777.1 \text{ cm}^{-1} \), as a function of \( \omega_1 \). (a) Over a wide \( \omega_1 \) range and (b) in the neighborhood of the doublet. In the former figure the peaks are labeled by the \( v_{m_1} \) state resonant with \( \omega_1 \)

Figure 3: As in Figure 2, but for the Na(3s) + Na(4s) product.

Figure 4: As in Figure 2, but for the Na(3s) + Na(4s) product and with initial \( J_i=9 \). (a) sample probability in region of a single peak and (b) in region of a doublet.

Figure 5: Probability for two photon Na₂ photodissociation into assorted atomic products starting in \( v_i = 0, J_i = 0 \) as a function of \( \omega_2 \) and for various values of \( \omega_1 \). Here \( \omega_1 \) is chosen resonant with \( J_m = 1 \) and (a) \( v_{m_1} = 17, \Delta = 0.003 \text{ cm}^{-1} \), (b) \( v_{m_1} = 25, \Delta = 0.004 \text{ cm}^{-1} \), (c) \( v_{m_1} = 31, \Delta = 0.002 \text{ cm}^{-1} \), (d) \( v_{m_1} = 35, \Delta = 0.003 \text{ cm}^{-1} \).
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Abstract

We show that resonant 2-photon vs. 2-photon interference provides a means of controlling relative photodissociation cross sections even when the initial molecular system is in a mixed state, e.g. in thermal equilibrium. The resultant technique, which also allows cancellation of incoherences due to laser phase fluctuations and the reduction of uncontrolled background photodissociation contributions, is demonstrated computationally on Na₂ photodissociation, where a wide range of control over branching into Na(3s) + Na(4s) vs. Na(3s) + Na(3p) is achieved.
Introduction: Utilizing and manipulating quantum interference phenomena has become an increasingly important area of atomic and molecular physics as evidenced by advances in quantum devices, atomic and molecular interferometry and coherent radiative control of molecular processes. In the latter case, active control over product cross sections is achieved by driving an initially pure molecular state through two or more independent coherent optical excitation routes to the same final continuum state. If this continuum state can decay into a number of product arrangements then the probability of forming a particular product arrangement displays interference terms between the two routes, whose magnitude and sign depend upon laboratory parameters. Specifically, by manipulating laser parameters one can directly alter the quantum interference terms, and hence manipulate cross sections for various processes.

As in all interference phenomena the known system phase, both molecular and optical, plays a crucial role. Incoherence effects leading to a mixed initial matter-photon state, such as partial laser coherence or an initially mixed molecular state, degrade control in quantum interference based methods. As a consequence, all but one of the previous coherent control scenarios were limited to isolated molecules in a pure state, e.g. molecular beam systems. Here we show that it is possible to maintain control in a molecular system in thermal equilibrium by interfering two distinct resonant two-photon routes to photodissociation. The resonant character of the excitations insure that only a selected state out of the molecular thermal distribution participates in the photodissociation. Hence coherence is re-established by the excitation and maintained throughout the process. The proposed control scenario also provides a method for overcoming destructive interference loss due to phase jitter in the laser source. In addition, we show that this approach allows the reduction of contributions from uncontrolled ancillary photodissociation routes. Computational
results support the feasibility and broad range of control afforded by this approach. Thus, this letter advances a coherent control scenario which eliminates three major incoherence effects and defines a method for controlling molecular reactions in natural environments.

Resonant Two Photon Dissociation: Although the control theory we propose is completely general, we focus on the realistic case of two photon photodissociation in Na₂. Our recent analysis\(^\text{10}\) of resonant two photon dissociation of a diatomic molecule yielded the following results, which serve as input to the coherent control scenario discussed later below. Consider a molecule in a state \(|E_i, J_i, M_i\rangle\) which is subjected to two laser fields and photodissociates to a number of different product channels labeled by \(q\). Absorption of the first photon of frequency \(\omega_1\) lifts the system to a region close to an intermediate bound state \(|E_m J_m M_m\rangle\), and a second photon of frequency \(\omega_2\) carries the system to the dissociating states \(|E, \hat{k} q^-\rangle\). These continuum states are of energy \(E\) and correlate with the product in arrangement channel \(q\), in the direction specified by the scattering angles \(\hat{k} = (\phi_k, \theta_k)\). Here the \(J\)'s are the angular momentum, \(M\)'s are their projection along the z-axis, and the values of energy, \(E_i\) and \(E_m\), include specification of the vibrational quantum numbers. Photon states of the incident lasers are described by the coherent states. Specifically if we denote the phases of the coherent states by \(\phi_1\) and \(\phi_2\), the wavevectors by \(k_1\) and \(k_2\) with overall phases \(\theta_i = k_i \cdot r + \phi_i \ (i = 1, 2)\) and the electric field amplitudes by \(E_1\) and \(E_2\), then the probability amplitude for resonant two photon \((\omega_1 + \omega_2)\) photodissociation is given\(^\text{10}\) by
Here \( d_i \) is the component of the dipole moment along the electric-field vector of the \( i^{th} \) laser mode, \( E = E_i + (\omega_1 + \omega_2) \), \( \delta_m \) and \( \Gamma_m \) are respectively the radiative shift and width of the intermediate state, \( \mu \) the reduced mass, and \( k_q \) is the relative momentum of the dissociated product in \( q \)-channel. The \( D_{\lambda,M}^{JP} \) is the parity adapted rotation matrix\(^{11} \) with \( \lambda \) the magnitude of the projection on the internuclear axis of the electronic angular momentum and \((-1)^J p \) the parity of the rotation matrix. We have set \( \hbar \equiv 1 \), and assumed for simplicity that the lasers are linearly-polarized and their electric-field vectors are parallel. Note that the \( T \)-matrix element in Eq.(1) is a complex quantity, whose phase is the sum of the laser phase \( \theta_1 + \theta_2 \) and the molecular phase, i.e. the phase of \( t \).

The essence of the photodissociation lies in the molecular two photon \( t \)-matrix element whose structure has been analyzed in detail elsewhere\(^{10} \). It incorporates integrations over radial nuclear-vibrational wavefunctions of the bound and continuous states in the numerator and contains the essential dynamics of the photodissociation process. Below we compute the \( t \)-matrix elements for \( \text{Na}_2 \) exactly by the artificial channel method\(^{10,12} \).

The probability of producing the fragments in \( q \)-channel is obtained by integrating the square of Eq.(1) over the scattering angles \( \hat{k} \), with the result:

\[
T_{kq,i}(E, E_i J; M_i, \omega_2, \omega_1) = \\
= \sum_{E_m J_m} \frac{\langle E, \hat{k} q^- | d_2 E_2 | E_m J_m M_i \rangle \langle E_m J_m M_i | d_1 E_1 | E_i J_i M_i \rangle}{\omega_1 - (E_m + \delta_m - E_i) + i\Gamma_m} \exp[i(\theta_1 + \theta_2)] \\
= \frac{\sqrt{2\mu k_q}}{h} \sum_{J,p,\lambda \geq 0} \sum_{E_m J_m} \left( \begin{array}{c} J & 1 & J_m \\ -M_i & 0 & M_i \end{array} \right) \left( \begin{array}{c} J_m & 1 & J_i \\ -M_i & 0 & M_i \end{array} \right) \\
\times \sqrt{2J + 1} D_{\lambda,M}^{JP}(\theta_k, \phi_k, 0) t(E, E_i J_i, \omega_2, \omega_1, q | Jp \lambda, E_m J_m) \exp[i(\theta_1 + \theta_2)] \tag{1}
\]
Because the t-matrix element contains a factor of \[ \omega - (E_m + \delta_m - E_i) \] the probability is greatly enhanced by the approximate inverse square of the detuning \( \Delta = \omega_1 - (E_m + \delta_m - E_i) \) as long as the line width \( \Gamma_m \) is less than \( \Delta \). Here only the levels closest to the resonance \( \Delta = 0 \) contribute significantly to the dissociation probability. This allows us to selectively photodissociate molecules from a thermal bath, reestablishing coherence necessary for quantum interference based control and overcoming dephasing effects due to collisions.

Coherent Control via Resonant 2-photon vs. 2-photon Interference: The essence of control lies in the simultaneous excitation of a molecule via two or more coherent paths, which introduces a controllable quantum interference term between them. Consider then the following scenario. A molecule is irradiated with three interrelated frequencies, \( \omega_0, \omega_+, \omega_- \) where photodissociation occurs at \( E = E_i + 2\omega_0 = E_i + (\omega_+ + \omega_-) \) and where \( \omega_0 \) and \( \omega_+ \) are chosen resonant with intermediate bound state levels. The probability of photodissociation at energy \( E \) into arrangement channel \( q \) is then given by the square of the sum of the \( T \) matrix elements from pathway "a" \( (\omega_0 + \omega_0) \) and pathway "b" \( (\omega_+ + \omega_-) \).

That is the probability into channel \( q \)

\[
P_q(E, E_i J; M_i; \omega_0, \omega_+, \omega_-) \equiv \int \frac{d\vec{k}}{\hbar^2} \left| T_{kq,i}(E, E_i J; M_i; \omega_0, \omega_0) + T_{kq,i}(E, E_i J; M_i; \omega_-, \omega_+) \right|^2 
\]

\[
\equiv P^{(a)}(q) + P^{(b)}(q) + P^{(ab)}(q) 
\]
with routes $a$ and $b$ respectively and $P^{(q)}(ab)$ is the interference term between them, discussed below. Note that the two $T$ matrix elements in Eq.(3) are associated with different lasers and as such contain different laser phases. Specifically, the overall phase of the three laser fields are $\theta_0 = k_0 \cdot r + \phi_0$, $\theta_+ = k_+ \cdot r + \phi_+$ and $\theta_- = k_- \cdot r + \phi_-$, where $\phi_0$, $\phi_+$ and $\phi_-$ are the photon phases, and $k_0$, $k_+$, and $k_-$ are the wavevectors of the laser modes $\omega_0$, $\omega_+$ and $\omega_-$, whose electric field strengths are $\mathcal{E}_0, \mathcal{E}_+, \mathcal{E}_-$ and intensities $I_0, I_+, I_-.$

The optical path-path interference term $P^{(q)}(ab)$ is given by

$$P^{(q)}(ab) = 2|F^{(q)}(ab)| \cos(\alpha_a^q - \alpha_b^q)$$

with relative phase

$$\alpha_a^q - \alpha_b^q = (\delta_a^q - \delta_b^q) + (2\theta_0 - \theta_+ - \theta_-).$$

where the amplitude $|F^{(q)}(ab)|$ and the molecular phase difference $(\delta_a^q - \delta_b^q)$ are defined by

$$|F^{(q)}(ab)| = \frac{8\pi \mu k_q}{\hbar^2} \sum_{J, p, \lambda \geq 0} \sum_{E_m, J_m} \sum_{E_m, J_m} \left( \begin{array}{ccc} J & 1 & J_m \\ J_m & 1 & J_i \end{array} \right) \left( \begin{array}{ccc} J & 1 & J_m' \\ 1 & J_i & M_i \end{array} \right) \left( \begin{array}{ccc} J & 1 & J_m' \\ -M_i & 0 & M_i \end{array} \right) \left( \begin{array}{ccc} J & 1 & J_m' \\ -M_i & 0 & M_i \end{array} \right) \times \left( \begin{array}{ccc} J_m' & 1 & J_i \\ -M_i & 0 & M_i \end{array} \right) t(E, E_i J_i, \omega_0, \omega_q, q|J p \lambda, E_m J_m) t^*(E, E_i J_i, \omega_-, \omega_q, q|J p \lambda, E_m J_m').$$

Consider now the quantity of interest, the branching ratio of the product in $q$-channel to that in $q'$-channel, denoted by $R_{qq'}$. Noting that in the weak field case $P^{(q)}(a)$ is proportional to $\mathcal{E}_0^4$, $P^{(q)}(b)$ to $\mathcal{E}_+^2 \mathcal{E}_-^2$, and $P^{(q)}(ab)$ to $\mathcal{E}_+^2 \mathcal{E}_-^2$ - we can write

$$R_{qq'} = \frac{\mu^{(q)}_{aa} + z^2 \mu^{(q)}_{bb} + 2z \mu^{(q)}_{ab} \cos(\alpha_a^q - \alpha_b^q) + (B^{(q)} / \mathcal{E}_0^4)}{\mu^{(q')}_{aa} + z^2 \mu^{(q')}_{bb} + 2z \mu^{(q')}_{ab} \cos(\alpha_a^{q'} - \alpha_b^{q'}) + (B^{(q')} / \mathcal{E}_0^4)}$$

where $\mu^{(q)}_{aa} = P^{(q)}(a)/\mathcal{E}_0^4$, $\mu^{(q)}_{bb} = P^{(q)}(b)/(\mathcal{E}_+^2 \mathcal{E}_-^2)$ and $|\mu^{(q)}_{ab}| = |F^{(q)}(ab)|/(\mathcal{E}_+^2 \mathcal{E}_-^2)$ and $x = \mathcal{E}_+ \mathcal{E}_- / \mathcal{E}_0^2 = \sqrt{I_+ I_-} / I_0$. The terms with $B^{(q)}$, $B^{(q')}$, described below, correspond to
resonant photodissociation routes to energies other than $E = E_i + 2\hbar\omega_0$ and hence to terms which do not coherently interfere with the $a$ and $b$ pathways. We discuss the minimization of these terms later below. Here we just emphasize that the product ratio in Eq. (7) depends upon both the laser intensities and relative laser phase. Hence manipulating these laboratory parameters allows for control over the relative cross section between channels.

The proposed scenario, embodied in Eq. (7), also provides a means by which control can be improved by eliminating effects due to laser jitter. Specifically, the term $2\phi_0 - \phi_+ - \phi_-$ contained in the relative phase $a_+^q - a_-^q$ can be subject to the phase fluctuations arising from laser instabilities. If such fluctuations are sufficiently large then the interference term in Eq. (7), and hence control, disappears. The following experimentally desireable implementation of the above 2-photon plus 2-photon scenario readily compensates for this problem. Specifically, consider generating $\omega_+ = \omega_0 + \delta$ and $\omega_- = \omega_0 - \delta$ in a parametric process by passing a beam of frequency $2\omega_0$ through a nonlinear crystal. This latter beam is assumed generated by second harmonic generation from the laser $\omega_0$ with the phase $\phi_0$. Then the quantity $2\phi_0 - \phi_+ - \phi_-$ in the phase difference between the $(\omega_0 + \omega_0)$ and $(\omega_+ + \omega_-)$ routes is a constant. That is, in this particular scenario, fluctuations in $\phi_0$ cancel and have no effect on the relative phase $a_+^q - a_-^q$. Thus the 2-photon plus 2-photon scenario is insensitive to the laser jitter of the incident laser fields.

Finally, this control scheme allows for the controlled reduction of the background contributions $B^{(q)}$ and $B^{(r)}$ [Eq. (7)]. These terms include contributions from the resonant photodissociation processes due to absorption of $(\omega_0 + \omega_-), (\omega_0 + \omega_+), (\omega_+ + \omega_0)$ or $(\omega_+ + \omega_+)$ which lead to photodissociation at energies $E_- = E_i + (\omega_0 + \omega_-), E_+ = E_i + (\omega_0 + \omega_+), E_{++} = E_i + (\omega_+ + \omega_+)$, respectively. Possible non-resonant pathways are negligible by
comparison. Controllable reduction of this background term is indeed possible because $B(q)$ and $B(q')$ are functions of $E_+$ or $E_-$, while the products resulting from paths $a$ and $b$ depend on the product $E_+ E_-$. Thus, changing $E_+$ (or $E_-$) while keeping $E_+ E_-$ fixed will not affect the yield from the controllable paths $a$ and $b$, but will affect $B(q)$. To this end we introduce the parameters $\xi = E_+ + E_-$ with $\xi_2 = \eta \xi_0, \xi_2 = \xi_0 / \eta$. The terms $B(q)$ and $B(q')$ are the only terms dependent upon $\eta$ and may be reduced by appropriate choice of this parameter. Numerical examples are discussed below.

Control of Na$_2$ Photodissociation. To examine the range of control afforded by this scheme consider the photodissociation of Na$_2$ in the regime below the Na(3d) threshold where dissociation is to two product channels Na(3s) + Na(3p) and Na(3s) + Na(4s). Two photon dissociation of Na$_2$ from a bound state of the $^1\Sigma_g^+$ state occurs in this region by initial excitation to an excited intermediate bound state $|E_mJ_mM_m\rangle$. The latter is a superposition of states of the $A^1\Sigma_u^+$ and $B^3\Pi_u$ electronic curves, a consequence of spin-orbit coupling. That is, the two photon photodissociation can be viewed as occurring via intersystem crossing subsequent to absorption of the first photon. The continuum states reached in the excitation can be either of singlet or triplet character but, despite the multitude of electronic states involved in the computation, the predominant contributions to the products Na(3p) and Na(4s) are found to come from the $^3\Pi_g$ and $^3\Sigma_g^+$ states, respectively. Methods for computing the required photodissociation amplitude, which involves eleven electronic states are discussed elsewhere. Since the resonant character of the two photon excitation allows us to select a single initial state from a thermal ensemble we consider here the specific case of $v_i = J_i = 0$ without loss of generality, where $v_i, J_i$ denote the vibrational and rotational quantum numbers of the initial state.

The ratio $R_{qq'}$ depends on a number of laboratory control parameters including the
relative laser intensities \( x \), relative laser phase, and the ratio of \( E_+ \) and \( E_- \) via \( \eta \). In addition, the relative cross sections can be altered by modifying the detuning. Typical control results are shown in Fig. 1 and 2 which provide contour plots of the Na(3p) yield (i.e., the ratio of the probability of observing Na(3p) to the sum of the probabilities to form Na(3p) plus Na(4s)). The figure axes are the ratio of the laser amplitudes \( x \), and the relative laser phase \( \delta \theta = 2\theta_0 - \theta_+ - \theta_- \). Consider first Fig. 1 resulting from excitation with \( \omega_0 = 623.367 \) nm and \( \omega_+ = 603.491 \) nm, frequencies which are in close resonance with the intermediate states \( v=13 \) and \( 18, J_m=1 \) of \( ^1\Sigma_u^+ \), respectively. The corresponding \( \omega_- \) is 644.596 nm. The yield of Na(3p) is seen to vary from 58% to 99%, with the Na(3p) atom predominant in the products. Although this range is large, variation of the \( \eta \) parameter should allow for improved control by minimizing the background contributions. This improvement is, in fact, not significant in this case since reducing \( \eta \) decreases \( B^{(a)} \) from the \((\omega_0 + \omega_-)\) route but increases the contribution from the \((\omega_0 + \omega_+ )\) route. By contrast the background can be effectively reduced for the frequencies shown in Fig. 2. Here \( \omega_0 = 631.899, \omega_+ = 562.833 \) and \( \omega_- = 720.284 \) nm in this instance, and with \( \eta = 5 \) we achieve a larger range of control, from 30% Na(3p) to 90% as \( \delta \theta \) and \( x \) are varied.

Finally we note that the proposed approach is not limited to the specific frequency scheme discussed above. Essentially all that is required is that the two resonant photodissociation routes lead to interference and that the cumulative laser phases of the two routes be independent of laser jitter. As one sample extension, consider the case where paths \( a \) and \( b \) are composed of totally different photons, \( \omega_+^{(a)} \) and \( \omega_-^{(a)} \) and \( \omega_+^{(b)} \) and \( \omega_-^{(b)} \), with \( \omega_+^{(a)} + \omega_-^{(a)} = \omega_+^{(b)} + \omega_-^{(b)} \). Both these sets of frequencies can be generated, for example, by passing \( 2\omega_0 \) light through nonlinear crystals, hence yielding two pathways whose relative phase is independent of laser jitter in the initial \( 2\omega_0 \) source. Given these four frequen-
cies we now have an additional degree of freedom in order to optimize control. A sample result is shown in Figure 3 where $\omega_+^{(a)} = 599.728$, $\omega_-^{(a)} = 652.956$, $\omega_+^{(b)} = 562.833$ and $\omega_-^{(b)} = 703.140$ nm, and $(\eta_a = 1/2, \eta_b = 10)$, where $\eta_a$ and $\eta_b$ are the analogues of $\eta$ for the a and b paths, respectively. Here the range of the control is from 14 % to 95 %, i.e. a substantial fraction of total product control and an improvement over the three frequency approach.

In summary, we have described an effective means of eliminating major incoherence effects in radiative control, allowing quantum interference effects to dominate and allowing for coherent control in a natural environment.
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Figure Captions

Figure 1: Contours of equal Na(3p) yield. Ordinate is the relative laser phase and the abscissa is the field intensity ratio \( z \). Here for \( \omega_0 = 623.367, \omega_+ = 603.491, \omega_- = 644.596 \) nm and \( \eta = 1 \).

Figure 2: As in Figure 1 but for \( \omega_0 = 631.899, \omega_+ = 562.833, \omega_- = 720.284 \) nm and \( \eta = 5 \).

Figure 3: As in Figure 1 but for four field case with \( \omega_+^{(a)} = 599.728, \omega_-^{(a)} = 652.956, \omega_+^{(b)} = 562.833, \omega_-^{(b)} = 703.140 \) nm, \( \eta_a = 1/2 \) and \( \eta_b = 10 \).
Figure 3
A three dimensional quantum mechanical study of the control of a branching photochemical reaction, H+OD→DOH→D+OH, is presented. It is shown that with two laser pulses, one pulse used to generate a superposition of the (0,2,0) and the (1,0,0) states, and the other, a VUV pulse, used to dissociate the molecule by exciting it to the B-continuum, it is possible to control which of two chemical channels is preferred. The control parameters used are the center frequency of the excitation laser and the time delay between the two pulses. For the above superposition state, a combination of a 200 fsec excitation pulse and a 50 fsec dissociation pulse is found to yield the widest (10% to 90% yield in the H+OD channel) range of control, essentially irrespective of the photolysis wavelength.
1. Introduction

Control of isotopic branching ratios in polyatomic photofragmentation processes is one of the most demanding mode specific tasks. This is especially true when the mass ratio between the two isotopes is close to unity. In the Born-Oppenheimer approximation, differences in the exit-channel potentials that may sometimes enable selectivity are absent in the case of different isotopomers. Conventional methods therefore rely entirely on kinematic factors.

In conventional methods one takes advantage of kinematic factors by using the bound part of the molecular spectrum. This is done by a pre-excitation process in which the dissociation step is preceded by an optical transition to one of the bound excited states. The wavelength of the photodissociation step is then tuned to the red-edge of the absorption spectrum, where only the pre-excited state can be energetically dissociated.

If such pre-excitation is associated with excitation of a well localized mode, and if the greater extension of the excited nuclear wavefunction associated with that mode enhances its subsequent dissociation probability, than the process may lead to mode (and isotopic) selectivity. Indeed, this combination of the existence of well localized modes and red-edge effects underlie many of the mode specific dissociations studied in the past, both theoretically\(^1-4\) and experimentally\(^5-9\).

A prime example of a molecule for which the pre-excitation approach works very well is HOD. This molecule has been studied both theoretically\(^1, 3, 4\) and experimentally\(^5-9\). Most of these studies concentrated on the A-system dissociation of HOD. It was shown that due to the local nature of the OH and OD bonds, an excitation of a stretch mode results in elongation of either an OH or an OD bond. Such elongations result in a strong increase of
the absorption at the red-edges. Because of the local nature of the pre-excitation, the bond that has been elongated is the one to be dissociated. This is true even if the pre-excitation is only to the first excited state of the bond, although, as pointed out by Imre and Zhang\textsuperscript{3} and by Bar et al.,\textsuperscript{8} the effect is more pronounced for OH($v = 1$) than for OD($v = 1$). In the case of OD pre-excitation, with photolysis conducted at threshold energies, the effect is mainly felt by exciting HOD to a higher (e.g., the (4,0,0)) level\textsuperscript{3, 7}.

An alternative effect, in which one inhibits the dissociation of one bond while leaving another unchanged was also shown theoretically to exist in HOD, when excited to the B-state.\textsuperscript{10} The inhibitory effect was shown to result in even greater selectivity.

If local modes cannot be identified by the pre-excitation step, or a large amount of mode coupling exists in the excited state, or photodissociation is performed at wavelengths corresponding to the center of the absorption continuum, then the above schemes are not expected to work. Unfortunately, first molecules fall into this category.

In recent years, a very general strategy for control which holds the promise of being able to overcome many of these difficulties, has emerged.\textsuperscript{11–15} In this scheme, called Coherent Radiative Control (CRC) one uses the laser's phase-coherence to control dissociation processes. It was shown theoretically that molecules may be made to disintegrate in a specific manner, through quantum interference effects, thus overcoming dynamical and statistical biases. Initial experimental verifications of this theory have now been reported.\textsuperscript{16–18}

An alternative approach, called Optimal Control Theory (OCT), in which one tries to optimize the laser pulse-shapes in order to achieve certain tasks has also been developed.\textsuperscript{19, 20, 21} The importance of relative phase between pulses, common to both the CRC and OCT approaches, has been recently demonstrated experimentally.\textsuperscript{22}
None of the CRC or OCT calculations reported thus far have dealt with a photochemical reaction in three dimensions which branches to different chemically distinct species. That CRC is in fact possible for a real three dimensional rotating polyatomic molecule, despite averaging over the (parent molecule and fragments') magnetic ($M$) and other (e.g., $j, v$) quantum numbers, has been demonstrated in the case of CH$_3$I.\textsuperscript{23} In that case, however, CH$_3$I disintegrates into only one chemically distinct channel, namely that of the CH$_3$ and I fragments and control over the fine structure states ($^{2}P_{1/2}$ or $^{2}P_{3/2}$) of iodine was demonstrated. Here we show that such $M, j, v$ averaging does not affect control in the important case of branching into chemically distinct channels.

In the present paper we study the CRC of the B-system photodissociation of HOD,

$$H + OD \rightarrow HOD \rightarrow HO + D,$$

a process induced by VUV photons ($h\nu \approx 70000 - 80000 cm^{-1}$).

The effect of ordinary pre-excitation of vibrational states on the HOD B-system has already been studied.\textsuperscript{1, 24} It was shown that excitation of the bend mode does not result in a dramatic isotope effect\textsuperscript{1}, whereas excitation of the stretch modes results in a strong inhibitory effect of the mode associated with that excitation.\textsuperscript{24} The inhibitory effect is a result of both the validity of the Franck-Condon approximation and red-edge effects. Basically, in the B-state of water, the OH bond characteristics (the equilibrium position and the vibrational frequency) are very similar to those of the ground state of H$_2$O and free OH($A^2\Sigma$). As a result, the dissociation process cannot couple different vibrational channels. The same applies to the optical transition process. Therefore, excitation of the OD bond of HOD to $v = 1$ puts the molecule in a subspace which is essentially decoupled from the H + OD($v = 0$) channel. The molecule would dissociate to the H + OD($v = 1$)
channel, were this channel not closed for \( E_{av} < 2770 \text{cm}^{-1} \), where \( E_{av} \), the available energy, equals \( h\nu - E_{th} \) with \( E_{th} \) being the threshold energy for dissociation in the B-state (to the \( \text{H} + \text{OD}(A^2\Sigma) \) channel). Thus, the excitation completely turns-off the \( \text{H} + \text{OD} \) channel, leaving the \( \text{D} + \text{OH} \) channel as the only possibility. Thus, although excitation of the OD bond does prefentially produce \( \text{D} + \text{OH} \) it does so by an unexpected inhibitory mechanism.

This effect disappears once the \( \text{H} + \text{OD}(v = 1) \) channel opens, hence the effect strongly depends on the photolysis laser being tuned to the red-edge of the absorption spectrum. This limitation can be overcome by using coherent radiative control techniques: As shown below, with CRC we can achieve chemical selectivity irrespective of the photolysis wavelength. We do this by employing a two-pulse control scenario in which the molecule is photodissociated from an intermediate superposition state. This scenario has been successfully demonstrated in the collinear reactive regime for the \( \text{DH}_2 \) case,\(^{12}\) and for diatomic electronic branching ratio, for the \( \text{IBr} \) case.\(^{13}\) The present study is the first 3D theoretical calculation of two-pulse control of a branching photochemical reaction.

2. Two-Pulse Control via a Superposition State

Following Refs. [12, 13], we consider the action of two pulses, one an excitation pulse and one a dissociation pulse, on a molecular system. The pulses are assumed weak enough so that second order perturbation theory applies and the time delay between them is denoted \( \tau \). The first pulse, an excitation pulse, denoted \( \varepsilon_x(t) \), is used to coherently pump just two excited bound states, thus generating a non-stationary superposition state,

\[
|\chi\rangle = c_1|E_1\rangle + c_2|E_2\rangle.
\] (1)
The generation of $|\chi>\$ is possible if $E_1$ and $E_2$ are within the excitation laser band-width. (For a picosecond laser, $E_1$ and $E_2$ can be no more than a few cm$^{-1}$ apart). In the second step, $|\chi>$ is subjected, after some time-delay $\tau$, to a second dissociation pulse $\varepsilon_d(t)$, which induces a transition to the continuum.

Assuming for simplicity that each pulse, given as,

$$\varepsilon_a(t) = \int d\omega_p \varepsilon_a(\omega_p) \cos(\omega_p t + k \cdot \mathbf{R} + \phi(\omega_p))$$

is Gaussian, we have that,

$$\varepsilon_a(\omega_p) = \varepsilon_a(\omega_a) \exp\{-4 \ln 2[(\omega_p - \omega_a)/\Delta_a]^2\}; \quad a = x, d.$$  \hspace{0.5in} (3)

where $a = x$ denotes the excitation pulse, $a = d$ denotes the dissociation pulse, and $\omega_p$ is the photon frequency.

With the system initially in a bound state $|E_g>$, and given the pulse shape in Eqs. (2)-(3), we readily obtain, within first order perturbation theory, that the $c_1$ and $c_2$ coefficients in Eq. (1), are,

$$c_i = 2\pi \mu(i, g)\varepsilon_x(i); \quad i = 1, 2,$$  \hspace{0.5in} (4)

where $\mu(i, g) \equiv <E_i|\mu|E_g>$, $(i = 1, 2)$ is the transition dipole matrix element between the $|E_g>$ and $|E_i>$ states, and

$$\varepsilon_x(i) \equiv \varepsilon_x(\omega_{i,g}) \exp[-i\{k_{i,g}\cdot \mathbf{R} + \phi(\omega_{i,g})\}]; \quad i = 1, 2.$$  \hspace{0.5in} (5)

The wavevector $k_{i,g}$ is that associated with the $\omega_{i,g} = (E_i - E_g)/\hbar$ frequency absorbed from the excitation pulse at the end of the transition process.

The time-evolution of $|\chi>$ from $t = -\infty$ to $t = \tau$ causes each $c_i$ coefficient to acquire an extra phase,

$$c_i(\tau) = c_i \exp(-iE_i\tau/\hbar), \quad i = 1, 2.$$  \hspace{0.5in} (6)
Assuming that at time \( r \) the excitation pulse is over, the probability of dissociating \( |\chi(\tau)\rangle \) to yield a given chemical product \( q \), with internal quantum numbers \( n \), at energy \( E \), is given, in first order perturbation theory, by,

\[
P(q, n|E) = 4\pi^2|c_1(\tau)\epsilon_d(1)\mu(q, n, 1) + c_2(\tau)\epsilon_d(2)\mu(q, n, 2)|^2,
\]

where \( \mu(q, n, i) \equiv \langle q|\mu|E, n, q^- \rangle \), \( |E, n, q^- \rangle \) denoting a scattering state leading, as \( t \to \infty \), to the desired \( \{q, n\} \) product. In Eq. (7), in analogy with Eq. (5), \( \epsilon_d \) is defined as,

\[
\epsilon_d(i) \equiv \epsilon_d(\omega_{E,i})\exp[-i(\mathbf{k}_{E,i}\cdot\mathbf{R} + \phi(\omega_{E,i}))]; \quad i = 1, 2.
\]

In order to better analyze the interference inherent in the probability expression of Eq. (7), we separate out the phase factors from the molecular matrix elements. Writing,

\[
\mu(q, n, i) \equiv |\mu(q, n, i)|\exp[\alpha(q, n, i)],
\]

we can, using Eqs. (5) and (8), expand Eq. (7) to obtain that,

\[
P(q, n|E) = 4\pi^2[|c_1|^2\epsilon_d^2(\omega_{E,1})|\mu(q, n, 1)|^2 + |c_2|^2\epsilon_d^2(\omega_{E,2})|\mu(q, n, 2)|^2 + 2|c_1||c_2|\epsilon_d(\omega_{E,1})\epsilon_d(\omega_{E,2})|\mu(q, n, 1)||\mu(q, n, 2)|\cos[\alpha(q, n, 1) - \alpha(q, n, 2) - \omega_0\tau]],
\]

where, \( \omega_0 = (E_2 - E_1)/\hbar \).

In deriving Eq. (10), it was assumed that the optical phases of different modes within \( \epsilon_d \) are the same, i.e., that, \( \phi(\omega_{E,1}) = \phi(\omega_{E,2}) \). The same assumption, justified for mode-locked pulses, applies to \( \epsilon_x \). Notice also that because \( \mathbf{k}_{i,g}\cdot\mathbf{R} \) of Eq. (5) is added to \( \mathbf{k}_{E,i}\cdot\mathbf{R} \) of Eq. (7), all \( \mathbf{R} \)-dependence disappears from Eq. (10), provided that \( \epsilon_x \) and \( \epsilon_d \) are co-propagating.
$P(q)$, the total probability to populate arrangement $q$, is obtained from $P(q, n, E)$ by summing of $n$ and integrating over the frequencies of the dissociating pulse.

The key result of the method is that the probability $P(q)$ is experimentally adjustable via the interference term, which is the signature of coherent control. Specifically, by altering the time-delay $\tau$ between the two pulses or by varying the $c_i$ coefficients (most conveniently done by shifting the $\omega_x$ pulse center), one can alter the yield of a desired product.

3. Results

Calculating the probability of controlling the $q = H+OD$ channel vs. the $q = D+OH$ channel requires, in accordance with Eq. (10), the bound-free $\mu(q; v, j, m_j; i)$ matrix elements in both channels. The $v, j, m_j$ quantum numbers denote, respectively, the vibration, the rotation, and the projection of the rotational angular momentum on a space-fixed $z$ axis, of the OH or OD fragment. Our method of solution amounts to expanding the $|E, n, q^->$ wavefunction in the OH or OD vib-rotational basis. This leads to two sets of coupled-channels equations for the expansion coefficient, which are functions of either the H-OD(c.m.) separation or the D-OH(c.m.) separation. In principle, after obtaining the $|E, n, q^->$ wavefunctions for each arrangement, we have to overlap them with the product of $\langle E_i \rangle$ and $\mu$. This is however unnecessary, because we calculate the whole integral in one step using the artificial channel method. This algorithm, which now incorporates a logarithmic-derivative propagator, has therefore been used in all the present calculations.
The full details of the calculations, including the “natural” partial cross-sections to the various $v, j$ channels in each $q$ arrangement will be given elsewhere. Some of the results concerning the “natural” D+OH vs. H+OD branching ratio have already been published. Here we concentrate on the ability to coherently control the process.

Since our excitation pulse must excite two intermediate levels we have chosen two levels which are sufficiently close in energy to be excited by available laser sources. The (0,2,0) bend state and the (1,0,0) stretch state, where the first number applies to the OD stretch, the second number to the HOD bend and the third number to the OH stretch, are separated by 43cm\(^{-1}\) from one another. Thus, a pulse of 0.2 psec in duration has a wide enough frequency spread to simultaneously excite these two states, yet its band-width is narrow enough to exclude other states.

In Figs. 1-4 we show the results of the H+OD yield in the

$$\text{HOD}((0,0,0); J = 0) \rightarrow \text{HOD}(\chi; J = 1) \frac{h\nu}{\hbar} \text{ H + OD (D + OH)}$$

process, where $J$ is the total angular momentum, as a function of $\omega_x$ and $\tau$ for three different dissociation pulse-widths. In all the computations the excitation pulse-width was fixed at 50cm\(^{-1}\). Results are reported as contour plots of the H+OD (percentage) yield as a function of the time delay $\tau$ and of the detuning of the center of the excitation pulse ($E_x = h\omega_x$) from the energetic center [$E_{av} = (E_1 + E_2)/2$] of the superposition state being excited.

Figures 1-3 demonstrate that the range of control is a strong function of the dissociation pulse-length: In Fig. 1 where a 50 fsec-long dissociation pulse (band-width of 200cm\(^{-1}\)) is used, a wide range (10%-90%) of control is demonstrated. It is worth noting that this type of control is achieved after a summation over all open channels (which at this
energy are only the OD and OH rotations) has been performed. Similar control is seen in Fig. 2 at a somewhat different dissociation pulse central frequency (72,100 cm\(^{-1}\)) and narrower bandwidth (100 cm\(^{-1}\)). However, when longer pulses are used the range of control diminishes considerably. Thus, in Fig. 3 for example, where the dissociation laser is 200 fsec long, the range of control is only 64.5% - 77.5%.

Two points are worthy of discussion. First, note that control depends more heavily upon the detuning \([E_x - E_{av}]\) than upon the time delay \(\tau\). This is a reflection of the differing natural bias of the (0,2,0) and (1,0,0). That is, photodissociation from one favors production of H+OD, while the other favors production of D+OH. Second, control is improved for shorter dissociation pulses. This has already been explained in the context of the two-pulse control of IBr.\(^{13}\) Basically, by broadening the pulse's bandwidth we diminish the importance of the uncontrollable “satellites” which arise from the excitation of \(|E_n, q^-\rangle\) states by the red edge or the blue edge of the dissociation pulse. These states are accessible from only one of the intermediate \(|E_i\rangle\) states. (The red-edge continuum states are only accessible from the \(|E_1\rangle\) state and the blue-edge states - from only the \(|E_2\rangle\) state). When this happens, we lose our control ability, which as shown in Eq. (10), comes from interference between the \(|E_1\rangle\) and \(|E_2\rangle\) routes. The broader the bandwidth of the pulse (i.e., the shorter the pulse) the less important are these satellites.

In Fig. 4 we show that the nature of the intermediate superposition state (and hence the exact nature of the mode structure of the molecule) is not important for coherent radiative control. We have used the ground (0,0,0) level and the second (0,2,0) bend states. As shown previously\(^1\) excitation of the bending states perse does little to enhance isotopic selectivity in the B-continuum. However, in the context of CRC the (0,0,0)+(0,2,0) super-
position state is almost as efficient (control ranging from 44% to 96%) as the \((0,2,0)+(1,0,0)\) state. Of course, because of the wide separation between the \((0,0,0)\) and the \((0,2,0)\) state, the creation of this superposition does require an extremely short excitation pulse (the results shown in Fig. 4 are generated with a 3 fsec excitation pulse).

In contrast to the "natural" process aided by the pre-excitation step, the degree of control is not expected to diminish even if we tune our dissociation laser to the center of the B-continuum. This is in fact shown in Figs 1 and 4 which involve dissociation frequencies differing by as much as \(4000\text{cm}^{-1}\).

4. Summary

We have shown that the pump-sump scenario of coherent radiative control of chemical reactions provides a means of controlling photochemical reactions which branch into products with different chemical arrangements. Sample 3D computations for the case of photodissociation HOD into HO + D and H + OD show that one can alter the yield substantially by manipulating the time delay between the laser and the central laser pump frequency. Applications to other chemical reactions are planned.
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Figure Captions

1. Percentage yield of the H+OD channel in the photodissociation of the DOH(0,2,0+1,0,0) superposition state. The excitation pulse band-width is 50cm⁻¹, the dissociation pulse bandwidth is 200cm⁻¹ and the center frequency is 71600cm⁻¹. Ordinate is the detuning of the excitation pulse ωₓ from the energy center of the (0,2,0) and (1,0,0) states.

2. The same as in Fig. 1 but for a 100cm⁻¹ dissociation pulse band-width and center frequency of 72100cm⁻¹.

3. The same as in Fig. 1 but for a 50cm⁻¹ dissociation pulse band-width.

4. Percentage yield of the H+OD channel in the photodissociation of the DOH(0,2,0+0,0,0) superposition state. The excitation pulse band-width and that of the dissociation pulse is 2800cm⁻¹. The center frequency of the dissociation pulse is 74400cm⁻¹.
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Abstract

We show that the branching ratios into two or three channel photodissociation products can be controlled by a resonant 2-photon vs. 2-photon coherent control scenario. The method allows for control even when the initial molecular system is in a mixed state, e.g. in thermal equilibrium. The resultant technique also allows cancellation of incoherences due to laser phase jumping as well as the reduction of uncontrolled background photodissociation contributions. The scenario is demonstrated computationally on Na$_2$ photodissociation, where a wide range of control is achieved over branching into two product channels [Na(3s) + Na(4s) vs. Na(3s) + Na(3p)] at lower energies and over three product channels at energies above the Na(3s) + Na(3d) threshold.
1 Introduction:

Utilizing and manipulating quantum interference phenomena has become an increasingly important area of atomic and molecular physics. Of particular interest is the possibility of controlling molecular processes via quantum interference, i.e. coherent radiative control of molecular processes\(^1\). In this approach\(^2-7\) active control over product cross sections is achieved by driving an initially pure molecular state through two or more independent coherent optical excitation routes to the same final continuum state. If this continuum state can decay into a number of product arrangements then the probability of forming a particular product arrangement displays interference terms between the two routes, whose magnitude and sign depend upon laboratory parameters. Specifically, by manipulating laser parameters one can directly alter the quantum interference terms, and hence manipulate cross sections for various processes.

As in all interference phenomena the known system phase, both molecular and optical, plays a crucial role. Incoherence effects leading to a mixed initial matter-photon state, such as partial laser coherence or an initially mixed molecular state, degrade control in quantum interference based methods. As a consequence, all but one\(^3\) of the previous coherent control scenarios were limited to isolated molecules in a pure state, e.g. molecular beam systems. Here we show that it is possible to maintain control in a molecular system in thermal equilibrium by interfering two distinct resonant two-photon routes to photodissociation. The resonant character of the excitations insure that only a selected state out of the molecular thermal distribution participates in the photodissociation. Hence coherence is re-established by the excitation out of a mixed state and maintained throughout the process. The proposed control scenario also provides a method for overcoming destructive interference loss due to phase jumps in the laser source. In addition, we show that this ap-
proach allows the reduction of contributions from uncontrolled ancillary photodissociation routes. Computational results support the feasibility and broad range of control afforded by this approach. Thus, this paper presents a coherent control scenario which eliminates three major incoherence effects and defines a method for controlling molecular reactions in natural environments. Further, this paper demonstrates, for the first time, the feasibility of controlling branching ratios into three reaction products in a realistic molecular system.

The paper is organized as follows: in the next section, we outline the relevant results of resonant two photon dissociation theory\(^8\), which serve as input to the coherent control scenario presented later below. The theory of multichannel product control is presented in Section 3. Numerical results are discussed in Section 4, where the wide range of control over the formation of two or three photodissociation products is shown.

2 Resonant Two Photon Dissociation

Although the control theory we propose is completely general, it is convenient to focus on the realistic case of two photon photodissociation in Na\(_2\). Our recent analysis\(^8\) of resonant two photon dissociation of a diatomic molecule yielded the following results, which serve as input to the coherent control scenario discussed later below. Consider a molecule in a state \(|E, J, M\rangle\) which is subjected to two laser fields \((\omega_1 + \omega_2)\) and photodissociates to a number of different product channels labeled by \(q\). Absorption of the first photon of frequency \(\omega_1\) lifts the system to a region close to an intermediate bound state \(|E_m J_m M_m\rangle\), and a second photon of frequency \(\omega_2\) carries the system to the dissociating states \(|E, kq^-\rangle\).

These continuum states are of energy \(E\), and correlate with the product in arrangement channel \(q\) in the direction specified by the scattering angles \(\hat{k} = (\theta_k, \phi_k)\). Here the \(J\)'s are the angular momentum, \(M\)'s are their projection along the z-axis, and the values of
bound state energy, $E_i$ and $E_m$, include specification of the vibrational quantum numbers. Photon states of the incident lasers are described by the coherent states which contain phase information about the laser modes. Specifically, if we denote the phases of the coherent states of the laser modes by $\phi_1$ and $\phi_2$, the wavevectors by $k_1$ and $k_2$ with overall phases

$$\theta_1 = k_1 \cdot r + \phi_1, \quad \theta_2 = k_2 \cdot r + \phi_2,$$

and the electric field amplitudes by $\mathcal{E}_1$ and $\mathcal{E}_2$, then the probability amplitude for resonant two photon ($\omega_1 + \omega_2$) photodissociation is given by

$$T_{k,q,i}(E, E_i J_i M_i, \omega_2, \omega_1) = \frac{1}{\delta E} \sum_{E_m, J_m} \frac{\langle E_i \mathbf{k} q - | \mu_2 \mathbf{E}_2 | E_m J_m M_i \rangle \langle E_m J_m M_i | \mu_1 \mathbf{E}_1 | E_i J_i M_i \rangle}{\omega_1 - (E_m + \delta_m - E_i) + i \Gamma_m} \exp[i(\theta_1 + \theta_2)]$$

$$= \sqrt{2 \mu k_q} \frac{\delta E}{\hbar} \sum_{J, \lambda \geq 0} \sum_{E_m, J_m} \begin{pmatrix} J & 1 & J_m \\ -M_i & 0 & M_i \end{pmatrix} \begin{pmatrix} J_m & 1 & J_i \\ -M_i & 0 & M_i \end{pmatrix}$$

$$\times \sqrt{2J + 1} D^{Jp}_{\lambda M_i}(\theta_k, \phi_k, 0) \langle E, E_i J_i, \omega_1, \omega_2, q | J p \lambda, E_m J_m \rangle \exp[i(\theta_1 + \theta_2)]$$

Here $\mu_i$ is the component of the dipole moment along the electric-field vector of the $i^{th}$ laser mode, $E = E_i + (\omega_1 + \omega_2)$, $\delta_m$ and $\Gamma_m$ are respectively the radiative shift and width of the intermediate state, $\mu$ is the reduced mass, $\delta E$ is the (narrow) linewidth of the laser mode $\omega_2$, and $k_q$ is the relative momentum of the dissociated product in $q$-channel. The $D^{Jp}_{\lambda M_i}$ is the parity adapted rotation matrix with $\lambda$ being the magnitude of the projection on the internuclear axis of the electronic angular momentum and $(-1)^J p$ the parity of the rotation matrix. We have set $\hbar = 1,$ and assumed for simplicity that the lasers are linearly-polarized and that their electric-field vectors are parallel. The second step in Eq.(2) comes from the usual procedure of expanding the molecular wavefunctions in a partial wave resolution followed by the integration over rotational wavefunctions.

The essence of the photodissociation lies in the molecular two photon $t$-matrix element
whose structure has been analyzed in detail elsewhere. It incorporates integrations over radial nuclear-vibrational wavefunctions of the bound and continuous states in the numerator and the energy offset \( \omega_1 - (E_m + \delta - E_i) + i\Gamma_m \) in the denominator [Eq.(2)], and thus contains the essential dynamics of the photodissociation process. Note that the T-matrix element in Eq.(2) is a complex quantity, whose phase is the sum of the laser phase \( \theta_1 + \theta_2 \) and the molecular phase, i.e. the phase of \( t \). Below we compute the t-matrix elements for \( \text{Na}_2 \) exactly by the artificial channel method.

The square of \( T_{kq,i}(E, E_i J_i M_i, \omega_2, \omega_1) \) gives the photodissociation probability per unit energy, and the overall dissociation probability of observing the product in channel \( q \) over all scattering angles and in the energy range \( (E - E_0 + \delta E) \) is then of the form

\[
P^{(q)}(E, E_i; \omega_2, \omega_1) = \frac{\delta E}{2J_i + 1} \sum_{M_i} \int \sum |T_{kq,i}(E, E_i J_i M_i, \omega_2, \omega_1)|^2 \times t(E, E_i J_i, \omega_2, \omega_1, q, |J p\lambda, E_m J_m)|^2.
\]

Since no \( M \)-selection prior to laser excitation is assumed we have averaged over the quantum number \( M_i \). Because the t-matrix element contains a factor of \( [\omega_1 - (E_m + \delta - E_i) + i\Gamma_m]^{-1} \) the probability is greatly enhanced by the approximate inverse square of the detuning \( \Delta = \omega_1 - (E_m + \delta - E_i) \) as long as the (laser induced) line width \( \Gamma_m \) is less than \( \Delta \). Thus only the levels closest to the resonance \( \Delta = 0 \) contribute significantly to the dissociation probability. This allows us to selectively photodissociate molecules from a thermal bath, reestablishing coherence necessary for quantum interference based control.

Two photon dissociation of \( \text{Na}_2 \) from a bound state of the \( ^1\Sigma^+_g \) state occurs by initial excitation to an excited intermediate bound state \( |E_m J_m M_m \rangle \). The latter is a superposition of states of the \( A^1\Sigma^+_u \) and \( b^3\Pi_u \) electronic curves, a consequence of spin-
orbit coupling. That is, the two photon photodissociation can be viewed\textsuperscript{8} as occurring via intersystem crossing subsequent to absorption of the first photon. The continuum states reached in the excitation can be either of singlet or triplet character but despite the multitude of electronic states involved in the computation, the predominant contributions to the products Na(3p), Na(4s) and Na(3d) are found to come from the $^3\Pi_g$, $^3\Sigma_g^+$ and $^3\Pi_g$ states, respectively. Methods for computing the required photodissociation amplitude, which involve the fourteen electronic states shown in Figure 1, are discussed elsewhere\textsuperscript{8}. Below we utilize these methods to compute the required amplitudes for coherent control in Na\textsubscript{2}.

The products of Na\textsubscript{2} photodissociation depend on the energy $E=E_i + \omega_1 + \omega_2$ and we focus on the regime above the Na(4s) threshold. In the energy regime below the Na(3d) threshold dissociation is to two products Na(3s) + Na(3p) (denoted $q = 3p$) and Na(3s) + Na(4s) (denoted $q = 4s$). At higher photon energies, above the Na(3s) + Na(3d) ($q = 3d$) threshold, we have a three product regime.

3 Coherent Control via Resonant 2-photon vs. 2 -photon Interference

The essence of control lies in the simultaneous excitation of a molecule via two or more coherent paths, which introduces a controllable quantum interference term between them, and results in a control of products by varying laser intensities and relative phases between paths\textsuperscript{2}. In the scenario described here, we have two excitation paths, each of which is composed of a resonant two photon dissociation process leading to the total energy $E$. These two coherent paths generally involve four different photon frequencies. That is,
path \( a \) consists of \((\omega_1^{(a)} + \omega_2^{(a)})\) and path \( b \) of \((\omega_1^{(b)} + \omega_2^{(b)})\) with \(\omega_1^{(a)} + \omega_2^{(a)} = \omega_1^{(b)} + \omega_2^{(b)}\).

The photodissociation probability then displays the form

\[
P(q)(E, E_i; \omega_1^{(a)}, \omega_2^{(a)}, \omega_1^{(b)}, \omega_2^{(b)})
\]

\[
\equiv \frac{\delta E}{2J_i + 1} \sum_{M_i} \int d\vec{k} \left| T_{kq,i}(E, E_i, M_i, \omega_1^{(a)}, \omega_2^{(a)}) + T_{kq,i}(E, E_i, M_i, \omega_1^{(b)}, \omega_2^{(b)}) \right|^2
\]

where \(E = E_i + \omega_1^{(a)} + \omega_2^{(a)}\). The right hand side is the sum of three terms: two independent photodissociation probabilities from each of the two paths, and interference between them.

Below we consider both the four frequency scenario as well as the simpler three color case where \(\omega_1^{(a)} = \omega_2^{(a)} = \omega_0\). In both cases we are careful to prescribe a specific means of obtaining these frequencies in the laboratory in order to minimize incoherence effects due to laser phase jumping.

### 3.1 Three Frequency Arrangement

Consider the case where a molecule is irradiated with three interrelated frequencies, \(\omega_0, \omega_+, \omega_-\). That is, \(\omega_1^{(a)} = \omega_2^{(a)} = \omega_0, \omega_1^{(b)} = \omega_+\) and \(\omega_2^{(b)} = \omega_-\), and photodissociation occurs at \(E = E_i + 2\omega_0 = E_i + (\omega_+ + \omega_-)\), where \(\omega_0\) and \(\omega_+\) are chosen resonant with intermediate bound state levels. Applying Eq.(4), we write the probability of photodissociation from pathway "a" \((\omega_0 + \omega_0)\) and pathway "b" \((\omega_+ + \omega_-)\) as

\[
P(q)(E, E_i; a, b) \equiv P(q)(E, E_i; \omega_0, \omega_0; \omega_-, \omega_+)
\]

\[
= P(q)(a) + P(q)(b) + P(q)(ab).
\]

Here \(P(q)(a)\) and \(P(q)(b)\) are the independent photodissociation probabilities associated with routes \(a\) and \(b\)

\[
P(q)(a) \equiv P(q)(E, E_i; \omega_0, \omega_0).
\]

\[
P(q)(b) \equiv P(q)(E, E_i; \omega_-, \omega_+).
\]
with the right hand sides defined as in Eq.(3), and $P^{(q)}(ab)$ is the interference term between them, discussed below. Note that the path $a$ and $b$ in Eq.(5) are associated with different lasers and as such contain different laser phases. Specifically, the overall phase of the three laser fields are

$$\theta_0 = k_0 \cdot r + \phi_0, \quad \theta_+ = k_+ \cdot r + \phi_+ \quad \text{and} \quad \theta_- = k_- \cdot r + \phi_-,$$  \hspace{1cm} (8)

where $\phi_0, \phi_+,$ and $\phi_-$ are the photon phases, and $k_0, k_+,$ and $k_-$ are the wavevectors of the laser modes $\omega_0, \omega_+,$ and $\omega_-,$ whose electric field strengths are $E_0, E_+, E_-$ and intensities $I_0, I_+, I_-.$

The optical path-path interference term $P^{(q)}(ab)$ is expressed by

$$P^{(q)}(ab) = 2 |F^{(q)}(ab)| \cos(\alpha_a^q - \alpha_b^q)$$ \hspace{1cm} (9)

with the relative phase between the two paths

$$\alpha_a^q - \alpha_b^q = \delta_a^q - \delta_b^q + \delta \theta, \quad \delta \theta = 2\theta_0 - \theta_+ - \theta_-.$$  \hspace{1cm} (10)

where $\delta_a^q - \delta_b^q$ and $\delta \theta$ are the relative molecular and laser phase between the two paths, respectively. The amplitude $|F^{(q)}(ab)|$ and the relative molecular phase are defined by

$$|F^{(q)}(ab)| \exp[i(\delta_a^q - \delta_b^q)]$$

\[
\begin{align*}
&= \frac{8\pi \mu k^4}{(2J_i + 1)\hbar^2} \sum_{M_i} \sum_{J_p \geq 0} \sum_{E_m, E_m'} \sum_{J_m, J_m'} \left( \begin{array}{cc} J & 1 \\ J_m & J_i \end{array} \right) \left( \begin{array}{cc} J_m & 1 \\ -M_i & M_i \end{array} \right) \left( \begin{array}{cc} J & 1 \\ J_m' & J_i' \end{array} \right) \left( \begin{array}{cc} J_m' & 1 \\ -M_i & M_i' \end{array} \right) \\
&\times \left( \begin{array}{cc} J_m & 1 \\ -M_i & M_i \end{array} \right) t(E, E; J_i, \omega_0, \omega_0, q|Jp\lambda, E_m J_m) t^*(E, E; J_i, \omega_-, \omega_+, q|Jp\lambda, E_m' J_m').
\end{align*}
\]

Consider now the quantity of interest, the branching ratio of the product in $q$-channel to that in $q'$-channel, denoted by $R_{qq'}.$ Note that the product in $q$-channel is the sum of $P^{(q)}(E, E_i; a, b)$ at energy $E = E_i + 2\omega_0$ [Eq.(5)] and $B^{(q)}$ which, described below.
corresponds to background contributions of resonant photodissociation routes to energies other than $E$ and hence$^{11}$ to terms which do not coherently interfere with the $a$ and $b$ pathways. In the weak field $P^{(q)}(a)$ is proportional to $E_0^4$, $P^{(q)}(b)$ to $E_0^2 E_+^2$, and $P^{(q)}(ab)$ to $E_0^2 E_+ E_-$, and we can write the branching ratio

$$R_{qq'} = \frac{P^{(q)}(E, E; a, b) + B^{(q)}}{P^{(q')} (E, E; a, b) + B^{(q')}}$$

where $\mu^{(q)} = P^{(q)}(a)/E_0^4$, $\mu^{(q')} = P^{(q)}(b)/(E_0^2 E_+^2)$ and $|\mu^{(q)}| = |F^{(q)}(ab)/(E_0^2 E_+ E_-)$. The terms $B^{(q)}$ and $B^{(q')}^1$ are independent of the relative laser phase $\delta \theta$, and the minimization of these terms are discussed later below. Here we just emphasize that the product ratio in Eq. (12) depends upon both the laser intensities and the relative laser phase. Hence manipulating these laboratory parameters allows for control over the relative cross section between channels.

The proposed scenario, embodied in Eq. (12), also provides a means by which control can be improved by eliminating effects due to laser phase jumping. Specifically, the term $2 \alpha_0 - \phi_+ - \phi_-$ contained in the relative phase $\alpha_0^q - \alpha_0^q$ to any jumps in phase arising from laser instabilities. If such fluctuations are sufficiently large then the interference term in Eq. (12), and hence control, disappears$^{12}$. The following experimentally desirable implementation of the above 2-photon plus 2-photon scenario readily compensates for laser incoherences which arise from jumps in phase. (Note, however, that other sources of laser incoherence must be treated differently). Specifically, consider generating $\omega_+ = \omega_0 + \delta$ and $\omega_- = \omega_0 - \delta$ in a parametric process by passing a beam of frequency $2 \omega_0$ through a nonlinear crystal. This latter beam is assumed generated by second harmonic generation from the laser $\omega_0$ with the phase $\phi_0$. Then$^{13}$ the quantity $2 \alpha_0 - \phi_+ - \phi_-$ in the phase
difference between the \((\omega_0 + \omega_0)\) and \((\omega_+ + \omega_-)\) routes is a constant. That is, in this particular scenario, fluctuations in \(\phi_0\) cancel and have no effect on the relative phase \(\alpha_0^2 - \alpha_0^2\). Thus the 2-photon plus 2-photon scenario is insensitive to the laser jitter of the incident laser fields.

We now show how this control scheme allows for the controlled reduction of the background contributions \(B^{(q)}\) and \(B^{(q')}\) [Eq. (12)] to improve the range of control over the branching ratio. These \(B\) terms include contributions from the resonant photodissociation processes due to absorption of \((\omega_0 + \omega_-), (\omega_0 + \omega_+), (\omega_+ + \omega_0)\) or \((\omega_+ + \omega_+)\) which lead to photodissociation at energies \(E_- = E_i + (\omega_0 + \omega_-), E_+ = E_i + (\omega_0 + \omega_+), E_{++} = E_i + (\omega_+ + \omega_+)\), respectively. Possible non-resonant pathways are negligible by comparison. In the weak field limit we can write

\[
B^{(q)} = \mathcal{E}_-^2 \mathcal{E}_0^2 \tilde{\mu}_q(\omega_-, \omega_0) + \mathcal{E}_+^4 \tilde{\mu}_q(\omega_+, \omega_+) + \mathcal{E}_+^2 \mathcal{E}_0^2 \tilde{\mu}_q(\omega_+, \omega_0; \omega_0, \omega_+),
\]

(13)

where

\[
\tilde{\mu}_q(\omega_-, \omega_0) = P^{(q)}(E_-, E_i, \omega_-, \omega_0) / (\mathcal{E}_-^2 \mathcal{E}_0^2)
\]

(14)

\[
\tilde{\mu}_q(\omega_+, \omega_+) = P^{(q)}(E_{++}, E_i, \omega_+; \omega_+) / \mathcal{E}_+^4
\]

(15)

\[
\tilde{\mu}_q(\omega_+, \omega_0; \omega_0, \omega_+) = P^{(q)}(E_+, E_i, \omega_+; \omega_0; \omega_0, \omega_+) / (\mathcal{E}_+^2 \mathcal{E}_0^2),
\]

(16)

and where \(P^{(q)}(E_+, E_i, \omega_+; \omega_0, \omega_0, \omega_+)\), defined in Eq.(4), includes the interference term between the \((\omega_+ + \omega_0)\) and \((\omega_0 + \omega_+))\) photodissociation pathways. Note that the \(\tilde{\mu}_q\)'s depend upon the photon energies chosen, and that in practice it may be difficult to minimize all terms simultaneously due to photon energy correlation \(2\omega_0 = \omega_+ + \omega_-\). It is still possible, however, to reduce \(B^{(q)}\) and \(B^{(q')}\) by properly choosing the ratio of \(\mathcal{E}_+\) and \(\mathcal{E}_-\) because each of the terms in Eq.(13) is a function of \(\mathcal{E}_+\) or \(\mathcal{E}_-\). while the products \(P^{(q)}(E, E_i; a, b)\) resulting from paths \(a\) and \(b\) depend on the product \(\mathcal{E}_+ \mathcal{E}_-\). Thus, changing \(\mathcal{E}_+\) or \(\mathcal{E}_-\) while
keeping \( E_+ E_- \) fixed will not affect the yield from the controllable paths \( a \) and \( b \), but will affect \( B(q) \). To this end we introduce the ratio \( \eta \) of \( E_- \) to \( E_+ \) through the parameters

\[
E_-^2 = E_+ E_- \quad \text{with} \quad E_-^2 = \eta E_+^2, \quad E_+^2 = E_-^2 / \eta,
\]

and introduce the ratio of the laser intensity amplitudes

\[
x = \frac{E_+ E_-}{E_0^2} = \frac{E_-^2}{E_0^2} = \sqrt{\frac{I_+ I_-}{I_0}}.
\]

The branching ratio in Eq.\((12)\) becomes

\[
R_{qq'} = \frac{\mu_{aa}^{(q)} + x^2 \mu_{bb}^{(q)} + 2x|\mu_{ab}^{(q)}|\cos(\alpha_0^q - \alpha_0^q') + (B^{(q)}/E_0^q)}{\mu_{aa}^{(q')} + x^2 \mu_{bb}^{(q')} + 2x|\mu_{ab}^{(q')}|\cos(\alpha_0^q - \alpha_0^q')} + (B^{(q')}/E_0^{q'})
\]

where \( B(q)/E_0^q \) (or \( B(q')/E_0^{q'} \)) is given by

\[
\frac{B^{(q)}}{E_0^q} = x \left( \eta \mu_q(\omega_-, \omega_0) + \frac{x \mu_{a}^q(\omega_+, \omega_0)}{\eta^2} + \frac{\mu_q(\omega_+, \omega_0; \omega_0, \omega_+)}{\eta} \right).
\]

The terms \( B(q) \) and \( B(q') \) are the only terms dependent upon \( \eta \) and may be reduced by appropriate choice of this parameter. For instance, one can choose \( \eta < 1 \) or \( \eta > 1 \) depending on whether \( \mu_q(\omega_-, \omega_0) \) is larger or smaller than other two \( \mu_q \) values. Numerical examples are discussed in the next section.

### 3.2 Four Frequency Arrangement

Equation (19) is the primary result of the proposed control scenario using a three frequency arrangement. However, the approach is not limited to the specific frequency scheme discussed above. Essentially all that is required is that the two resonant photodissociation routes lift the molecule to the same energy and lead to interference, and that the cumulative laser phases of the two routes be independent of laser phase jumping. For example, the paths \( a \) and \( b \) can be composed of totally different photons, \((\omega_+^{(a)} + \omega_-^{(a)})\) and \((\omega_+^{(b)} + \omega_-^{(b)})\), with \( \omega_+^{(a)} + \omega_-^{(a)} = \omega_+^{(b)} + \omega_-^{(b)} \) and with \( \omega_+^{(a)} \) and \( \omega_+^{(b)} \) in resonance with
intermediate states. Both these sets of frequencies can be generated, for example, by passing $2\omega_0$ light through nonlinear crystals, hence yielding two pathways whose relative phase is independent of laser phase jumping in the initial $2\omega_0$ source. Given these four frequencies we now have an additional degree of freedom in order to optimize control in terms of the reduction of the background terms.

The analysis of four frequency control is similar to that of the three color case, with additional care being taken to distinguish quantities of the path $a$ from those of the path $b$. For instance, the overall phase of the four lasers are denoted now by $\theta^{(a)}_+ \omega_0$, $\phi^{(a)}_+ \omega_0$ and $\phi^{(b)}_0$, whose electric field strengths are $E^{(a)}_+, E^{(a)}_-$, $E^{(b)}_+$ and $E^{(b)}_-$. The relative phase between the two paths becomes

$$\alpha^a - \alpha^b = \delta^a - \delta^b + \delta \theta, \quad \delta \theta = \theta^{(a)}_+ - \theta^{(b)}_+ - \theta^{(b)}_-. \quad (21)$$

The $\eta_a$ and $\eta_b$, the analogues of the $\eta$-parameter for the paths $a$ and $b$, are defined by

$$E^{(a)}_+ = \eta_a E^2, \quad E^{(a)}_- = \frac{E^2}{\eta_a} \quad (22)$$

$$E^{(b)}_+ = \eta_b E^2, \quad E^{(b)}_- = \frac{E^2}{\eta_b} \quad (23)$$

and the ratio of the laser intensity amplitudes is $x = \frac{E^{(b)}_+ E^{(b)}_- / E^{(a)}_+ E^{(a)}_- = E^2 / \eta_b^2}$. The branching ratio for the four frequency case becomes

$$R_{\eta} = \frac{\eta_a \mu_{aa} + \eta_b \mu_{bb} + 2x |\mu_{ab}^{(g)}|^2 \cos(\alpha^a - \alpha^b) + (B^{(q)} / E^4_a)}{\mu_{aa}^{(g)} + \eta_a \mu_{bb}^{(g)} + 2x |\mu_{ab}^{(g)}|^2 \cos(\alpha^a - \alpha^b) + (B^{(q)} / E^4_a)}. \quad (24)$$

Here $\mu_{aa}^{(g)}$, $\mu_{bb}^{(g)}$ and $|\mu_{ab}^{(g)}|$ are defined similarly as in the three frequency case, and $B^{(q)} / E^4_a$ is given by

$$\frac{B^{(q)}}{E^4_a} = x \left[ \frac{\eta_b}{\eta_a} \mu_q (\omega^{(a)}, \omega^{(a)}) + \frac{\eta_a}{\eta_b} \mu_q (\omega^{(b)}, \omega^{(b)}) + \frac{x}{\eta_b} \mu_q (\omega^{(b)}, \omega^{(b)}) \right] + \frac{\mu_q (\omega^{(a)}, \omega^{(a)})}{\eta_a \eta_b} \quad (25)$$
with $\tilde{\mu}_q$'s defined by analogy with Eqs.(14)-(16). There are now two parameters, $\eta_a$ and $\eta_b$, through which the background terms can be reduced. This is, however, compensated by the larger number of terms in the right hand side of Eq.(25)

4 Control of Na$_2$ Photodissociation

The yield ratio $R_{qq'}$ [Eq.(19) or (24)] depends on a number of laboratory control parameters including the relative laser intensity amplitudes $x$, relative laser phase $\delta \theta$, and the $\eta$-parameters. Experience teaches$^2$ that to enhance the effects of interference, the probability amplitudes arising from each of the paths $a$ and $b$ should be comparable. This can be achieved by modifying the detuning $\Delta$ for each of the paths, as well as by choosing the intermediate levels and energies so that the Franck-Condon factors are as desired. In addition to these considerations, the photon energies can be chosen so that $B'(\nu)$ and $B'(\nu')$ with proper choice of the $\eta$-parameter(s), can be minimized to favor control. Below we discuss numerical results in which extensive control of two or three channel products is demonstrated.

4.1 Control of Two Channel Products

Cross sections for the photodissociation of Na$_2$ in the energy regime where the two products Na(3p) + Na(3s) and Na(4s) + Na(3s) are accessible have been discussed at length elsewhere$^8$. Here we examine the range of control afforded amongst these products by both the three and four frequency scenarios. Since the resonant character of the two photon excitation allows us to select a single initial state from a thermal ensemble, we consider in this subsection, without loss of generality, the case of $v_i = J_i = 0$ where $v_i, J_i$ denote vibrational and rotational quantum numbers of the initial state. Below we discuss
the three and four frequency arrangements, in that order.

Typical control results of the three frequency arrangement are shown in Figures 2 and 3 which provide contour plots of the Na(3p) yield (i.e., the ratio of the probability of observing Na(3p) to the sum of the probabilities to form Na(3p) plus Na(4s)). The complementary Na(4s) yield is obtained by subtracting the Na(3p) yield from unity. The figure axes are the ratio of the laser amplitudes \( x \), and the relative laser phase \( \delta \theta \). Consider now Figure 2 resulting from excitation with \( \omega_0 = 623.367 \text{ nm} \) and \( \omega_+ = 603.491 \text{ nm} \), which are in close resonance with the intermediate states \( v_m=13 \) and \( 18 \), \( J_m=1 \) of the \( \Sigma_u^+ \) electronic state, respectively. The corresponding \( \omega_- \) is 644.596 nm, and \( E_+ + \omega_0 + \omega_- \) is below the Na(4s) threshold so that the background \( \mu_q(\omega_-,\omega_0) \) term is zero for the \( q = 4s \) channel. The yield of Na(3p) is seen to vary from 58% to 99% for \( \eta = 1 \) (Figure 2), with the Na(3p) atom predominant in the products. Although this range is large, variation of the \( \eta \) parameter should allow for improved control by minimizing the background contributions. In fact, some improvement results by varying \( \eta \). For example, control ranges from 48% to 97% Na(3p) for the case of \( \eta = 0.5 \). The improvement in this case is not substantial since reducing \( \eta \) decreases \( B^{(q)} \) contributions from the \( (\omega_0 + \omega_-) \) route but increases the contribution from the \( (\omega_0 + \omega_+) \) route. By comparison, the background can be effectively reduced for the frequencies shown in Figure 3, in which \( \omega_0 = 631.899, \omega_+ = 562.833 \) and \( \omega_- = 720.284 \text{ nm} \). In this instance, the \( \mu_q(\omega_+,\omega_0,\omega_0,\omega_+) \) term is primarily responsible for the large \( B^{(q)} \). Choosing \( \eta = 5 \) allows us to reduce this contribution and achieve a range of control (Figure 3) from 30% to 90% Na(3p) as \( \delta \theta \) and \( x \) are varied. This is a large improvement over the \( \eta = 1 \) results (not shown) for this set of the frequencies which shows a range of control of 21% to 61%.

While the three frequency arrangement may be experimentally simpler than the four
frequency scenario, the latter provides an additional degree of freedom with which to reduce the background terms. Specifically, in the three frequency arrangement the choice of \( \eta \) is restricted because of competition between the term in Eq.(20) which is proportional to \( \eta \) and those which go as \( 1/\eta \) and \( 1/\eta^2 \). This makes minimization of \( B(q) \) difficult unless these two terms are substantially different in size. By comparison, minimization of these competitive terms is easier in the four frequency arrangement since there is the possibility of improvement by varying an additional photon energy to change the relative size among the \( \mu_q \) terms. A sample four frequency result is shown in Figure 4 where \( \omega^{(a)}_+ = 599.728 \), \( \omega^{(a)}_- = 652.956 \), \( \omega^{(b)}_+ = 562.833 \) and \( \omega^{(b)}_- = 703.140 \) nm. A preliminary study of control with this set of photon energies showed that \( \mu_q(\omega_-^{(a)}, \omega_+^{(b)}) \) dominates \( B(q) \), being two order of magnitudes larger than the other \( \mu_q \) terms, and slightly smaller than \( \mu_{aa}^{(q)} \) and \( \mu_{bb}^{(q)} \). Control with \( \eta_a = 1, \eta_b = 1 \) (not shown) ranges from 36% to 75% Na(3p). Substantial improvement results from choosing \( \eta_a = 1/2 \) and \( \eta_b = 10 \) (Figure 4) where control now ranges from 14 % to 95 %.

4.2 Control of Three Channel Products

4.2.1 Photodissociation to Three Products

With energy \( E \) higher than Na(3d) threshold, the three Na products, 3p, 4s and 3d, can be observed simultaneously. Control over these products requires that we first identify an energy regime where all three products appear in two photon dissociation. For Na\(_2\), we observed\(^8\), and readily explained in terms of Franck-Condon factors, that the first excitation step must lead to a high lying vibrational level in order to obtain a sizeable energy region where the three products appear. The photodissociation probability decreases, however, as high intermediate states are reached if excitation is carried out solely from
$v_i = 0$. One can maintain, however, a substantial photodissociation probability in Na$_2$ if the initial excitation is from higher $v_i$ states, due to improved Franck-Condon factors in the first excitation step. Such states are, in fact, reasonably well populated in a typical Na$_2$ (heat pipe) laboratory environment. For example, in a heat pipe at $T = 600^\circ$K the ratio of population $n(v_i)$ in $v_i = 5$ to that, $n_0$, in the ground vibrational state is 0.158, and, in $v_i = 10$, the ratio is 0.027. Thus selectively exciting from such higher vibrational levels is straightforward and advantageous. For example, the statistically weighted probability $[n(v_i)/n_0]P^{(q)}(E, E_i, J_i, \omega_2, \omega_1)$ with frequencies $\omega_1, \omega_2$ in the range 560 $\sim$ 600 nm is a factor of $10^3$ larger for $v_i = 5$ or 10 than for $v_i = 0$.

Photodissociation cross sections into each of the three open channels were studied extensively. Typical results are plotted in Figures 5(a) and 5(b) which show $[n(v_i)/n_0]P^{(q)}(E, E_i, \omega_2, \omega_1)$ ($q = 3p, 4s$ and $3d$) as a function of $\omega_2$ for $v_i = 5, J_i = 0, \omega_1 = 566.651$ nm [Figure 5(a)] and $v_i = 10, J_i = 0, \omega_1 = 579.087$ nm [Figure 5(b)]. Here the photons $\omega_1$ are resonant with the $v_m = 37$ and 41, $J_m = 1$ levels ($\Delta \approx 0.003$ cm$^{-1}$ for both cases) of the $^1\Sigma_u$ electronic state, respectively. These figures show oscillatory photodissociation probabilities, characteristic of high lying intermediate vibrational states, with the $3p$ and $4s$ product showing an overlap region with the $3d$ product in the neighborhood of $\omega_2 = 17,000$ cm$^{-1}$. This region increases as the intermediate resonant state increases, as seen in a comparison of Figures 5(a) and 5(b). Nonetheless the region where all three products are populated is relatively small, with the $3p$ and $4s$ product rapidly disappearing after the opening of the $3d$ threshold.
4.2.2 Control Results

Three product control using a three frequency arrangement, with substantial photodissociation probability, is shown in Figure 6, where the contour plots provide the Na(3p), Na(4s) and Na(3d) yields \((\text{Na}(q)/(\Sigma_{q=3p, 4s, 3d} \text{Na}(q)))\) in Figures 6(a), 6(b) and 6(c). Here we consider an initial state consisting of \(v_i = 10, J_i = 0\) with path a, comprised of \(\omega_0 + \omega_0\), with \(\omega_0 = 591.306\) nm, and path b consisting of \(\omega_+ = 582.057\) nm and \(\omega_- = 600.853\) nm. These consist of pathways which are resonant with the \(v_m = 37, J_m = 1\) and \(v_m = 40, J_m = 1\) states of the \(^1\Sigma_u^+\) electronic state, respectively. The figure axes are the relative laser phase \(\phi\) and the parameter \(s\), defined as \(x^2/(1 + x^2)\). The \(s\) varies from 0 to 1, corresponding to the change from complete shutoff of path b to compete shutoff of path a. The results (here with \(\eta = 0.4\)) show reasonable control with the Na(3p) product controllable over a range of 11% to 42% [Figure 6(a)], the Na(4s) over a range of 2.4% to 57% [Figure 6(b)] and Na(3d) over the range 12% to 72% [Figure 6(c)]. Despite the similarity of the photodissociation probabilities for the \(q = 4s\) and \(q = 3p\) channels, the dependence of control on relative phase and amplitude is substantially different. The origin of this behavior, as well as the role of the background contributions in affecting control, is clear by comparing Figures 7 and 6. Here Figure 7 shows the hypothetical case, with the same laser energies and initial molecular state as in Figure 6 but the background terms \(B^{(z)}, B^{(q')}\) being arbitrarily set to zero. The background contribution is seen to reduce the range of control for all terms and to substantially alter the dependence of the yield on the control parameters. Note, nonetheless, that the range of control including the background is quite large, a consequence of minimization of the background contribution by choice of \(\eta\).

A second example of three frequency, three product control is shown in Figure 8. In this instance the molecule is in \(v_i = 10, J_i = 0\), and the path a now utilizes \(\omega_0 = 594.505\)
nm, and the path b $\omega_+ = 582.057$ nm and $\omega_- = 607.498$ nm, in which $\omega_0$ is resonant with $v_m = 36, J_m = 1$ and $\omega_+$ is with $v_m = 40, J_m = 1$. The results, obtained with $\eta = 0.5$, show substantial control over all three products, each in the range of 10\% to 50\%. Control over the $q = 3p$ channel [Figure 8(a)] and $q = 4s$ channel [Figure 8(b)] are similar in structure, but shifted by approximately $\pi$ along the ordinate, a consequence of a phase difference of approximately $\pi$ in the photodissociation amplitudes for the two pathways.

Finally, we show, in Figure 9 the effect of varying the control parameters on the three product yields for a four frequency arrangement. Here path a consists of $\omega_+^{(a)} = 566.651$ and $\omega_-^{(a)} = 592.965$, and the path b of $\omega_+^{(b)} = 555.421$ and $\omega_-^{(b)} = 605.783$ nm. The paths a and b are in resonant with the transition lines between $v_i = 5, J_i = 0$ of $^1\Sigma_g$, and $v_m = 37$ and $v_m = 41, J_m = 1$ of $^1\Sigma_u$, respectively. The photon frequencies $\omega_-^{(a)}$ and $\omega_-^{(b)}$ are so chosen that the possible background terms are as small as possible. A further reduction of the background is possible by proper choice of $\eta_a$ and $\eta_b$, with the values 3 and 0.5, respectively. The $3d$ product is shown in Figure 9(c) to have a wide range of control, from 15\% to 91\%, the Na(4s) yield changes from 5\% to 55\% [Figure 9(b)] and the Na(3p) over the range of 3\% to 29\% [Figure 9(a)]. Further we note once again a distinct correlation between the behavior of the Na(4s) product and the Na(3p) product as a function of the control parameters. This is presumably a reflection of the similar behavior of these products in the direct photodissociation studies (see Figure 5) in conjunction with minimal differences in the background for these two products.

5 Summary

By using two two-photon pathways which are each resonant with a bound intermediate, one can overcome thermal population effects in coherent control. In addition, by using
nonlinear optics method for generating the required radiation one can overcome incoherence effects due to laser phase jitter. Finally, the availability of a number of control parameters, including the detuning to the bound states, the field strengths and the relative laser phases, allows one to substantially reduce other uncontrolled background terms. The result is a an effective means of eliminating major incoherence effects in radiative control, allowing quantum interference effects to dominate and allowing for coherent control in a natural environment.
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Figure Captions

Figure 1: Fourteen Na$_2$ potential energy curves involved in the photodissociation computation. Arrows indicate typical conditions for the resonant 2-photon vs. 2-photon coherent control scenario.

Figure 2: Contours of equal Na(3p) yield. Ordinate is the relative laser phase and the abscissa is the field intensity ratio $x$. Here for $\omega_0 = 623.367, \omega_+ = 603.491, \omega_- = 644.596$ nm and $\eta = 1$.

Figure 3: As in Figure 2 but for $\omega_0 = 631.899, \omega_+ = 562.833, \omega_- = 720.284$ nm and $\eta = 5$.

Figure 4: As in Figures 2 but for four field case with $\omega_+^{(a)} = 599.728, \omega_-^{(a)} = 652.956, \omega_+^{(b)} = 562.833, \omega_-^{(b)} = 703.140$ nm, $\eta_a = 1/2$ and $\eta_b = 10$.

Figure 5: $[n(v_i)/n_0]P^{(q)}(E, E_1, E_2, \omega_1)$ ($q = 3p, 4s$ and $3d$) vs. $\omega_2$ for two photon dissociation. Here (a) $\omega_1 = 566.651$ nm, $v_i = 5, J_i = 0.$ and (b) $\omega_1 = 579.087$ nm, $v_i = 10, J_i = 0.$ The Na(3p) product is shown as the solid curve, the Na(3d) by the short-dashed curve and the Na(4s) by the long dashes.

Figure 6: The contour plots of the three product yields ($Na(q)/(\Sigma q=3p,4s,3d Na(q))$) for Na(3p), Na(4s) and Na(3d) in Figures 6(a), 6(b) and 6(c), respectively. Each of the three products is generated in the coherently controlled photodissociation of Na$_2$ ($v_i = 10$) using the three frequency pathway described in the text. Ordinate is the relative laser phase and the abscissa is the parameter $s = z^2/(1 + z^2)$. In this case the pathways are resonant with the $J_m = 1, v_m = 37$ and $J_m = 1, v_m = 40$ bound states of the $^1\Sigma_u^+$ electronic state, respectively, and $\eta = 0.4$ is chosen.

Figure 7: As in Figure 6 but without background $B^{(q)}, B^{(q')}$ terms.

Figure 8: As in Figure 6 but for $\omega_0 = 594.505, \omega_+ = 582.057, \omega_- = 607.498$ nm and
\[ \eta = 0.5. \]

Figure 9: As in Figure 6, but for three product, four frequency scenario with frequencies as described in the text.
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The goal of controlling chemical reactions with lasers has been advanced considerably with the introduction of the theories of Coherent Radiative Control (CRC)\textsuperscript{1–3} and Optimal Control (OCT)\textsuperscript{4–9}. The former deals with the use of quantum interference phenomena in the (weak field) control of chemical reactions and has been shown to work well both in the CW\textsuperscript{1} and pulsed regimes.\textsuperscript{2} By contrast, OCT searches for optimal (not necessarily weak) laser pulses in order to reach desired goals. Initial experimental verification of CRC has now been reported\textsuperscript{10} and the importance of the relative phase between the pulses, common to both the CRC and OCT approaches, has been experimentally demonstrated.\textsuperscript{11}

Recently, the important question of the theoretical limitations on complete control in the context of OCT has been addressed in a number papers\textsuperscript{6–9}. Rice et al.\textsuperscript{9} showed that the optimal solution is attainable under certain conditions, but in general, as shown by Yao et al.,\textsuperscript{7} nonlinearities may give rise to multiple solutions, each producing exactly the same physical effect on the molecule. Here we demonstrate unique conditions under which \textit{total} control of product yield distributions is possible in an $N$-interfering-path scenario for weak field coherent control of photodissociation.

Thus far, CRC theory has focused on the use of only \textit{two} interfering paths to reaction. We have demonstrated, in studies on the dissociation of such molecules as CH$_3$I\textsuperscript{1, 12} and HOD\textsuperscript{13} and multiple products in Na$_2$\textsuperscript{14} that in practice the degree of control achieved with two interfering paths can be extensive. Nonetheless, we have long known that the use of two paths poses theoretical limitations on the ability to control the photodissociation outcome when $M$, the number of open fragment channels, exceeds two. Specifically, we explored this issue in detail in Ref. [12] where we showed that the Schwarz inequality,
as applied to two general state-vectors, precludes the realization of complete control in that case.

In this communication we show that by extending the CRC treatment of controlled photodissociation to $N$ paths we obtain an analytic solution for the laser fields which generate a desired target set of product chemical identities and internal state distribution of the photofragments. In doing so we show that the optimal light-amplitudes are obtained as the solution to a set of linear algebraic equations, avoiding the tedious non-linear search procedure required at high fields, yet guaranteeing a full solution. Further, we show that this complete control is achievable under the following conditions: that we use sufficiently-weak light sources so that perturbation theory is valid, that the continuum absorption spectrum is composed of a series of sufficiently-narrow resonances, and that the photodissociation process is a non-factorizeable one, i.e., it cannot be broken up to an excitation process (of a "bright" state) and a dissociation process (to a set of "dark" states). The derivation follows below.

Consider the action of two pulses on a molecule. One pulse serves to excite a superposition of intermediate bound states $\psi_i$, and the other to dissociate these states. We first treat the excitation process by representing the excitation pulse as,

$$\epsilon^{(1)}(t) = \int d\omega \{ \epsilon^{(1)}(\omega) \exp[-i\omega(t - z/c)] + \text{c.c.} \} = \int d\omega \{ \bar{\epsilon}^{(1)}(\omega) \exp[-i\omega t] + \text{c.c.} \}, \quad (1)$$

where $\bar{\epsilon}(\omega) \equiv \epsilon(\omega) \exp(i\omega z/c)$ with $z$ being the propagation direction and "c.c." denotes the complex conjugate of the preceding term.

The wavepacket formed at the end of the the action of this pulse on some initial state
$(\psi_g)$ is given, in first order perturbation theory,\textsuperscript{15, 16} as,

$$
\psi^{(1)}(t) = 2\pi \sum_i \tilde{\epsilon}^{(1)}(\omega_{i,g})\mu_{i,g}\psi_i \exp(-i E_i t/\hbar),
$$

(2)

where

$$
\omega_{i,g} \equiv (E_i - E_g)/\hbar, \quad \mu_{i,g} \equiv \langle \psi_i | \mu | \psi_g \rangle,
$$

(3)

and $\mu$ is the transition-dipole operator.

We now turn our attention to the dissociation process. After a delay time $\tau$, we subject the molecule to the action of a light source composed of a discrete number of modes,

$$
\epsilon_i(t) = \epsilon_i \{\exp[-i\omega_i(t - r - z/c)] + c.c.\} = \{\tilde{\epsilon}_i \exp[-i\omega_i(t - \tau)] + c.c.\}, \quad i = 1, ..., N
$$

(4)

where

$$
\omega_i \equiv (E - E_i)/\hbar,
$$

(5)

with $E$ being some energy in the continuum spectrum of the molecule.

If each $|E_i> state only absorbed the right ($\omega_i$) mode, the whole wavepacket would be converted to a wavepacket composed of continuum eigenstates with a single energy, $E$. However, there is no a priori reason why each state would not absorb other frequencies $\omega_j \neq \omega_i$, thus ending up in other continuum energies $E_{i,j} \equiv E_i + \hbar \omega_j$.

We consider first just the wavepacket of energy $E$. Its form in the long time limit is,

$$
\psi^{(2)}(t) = 2\pi \sum_{v,q} \sum_{i=1}^N \tilde{\epsilon}_i^{(1)}(\omega_{i,g})\mu_{i,g}\mu_{i}^{(q,v)}(E)\psi_{q,v}^{-}(E) \exp[-i(E t + E_i \tau)/\hbar]
$$

(6)

where $q$ and $v$ denote the chemical identity and the internal state of the photo-products, respectively. Here $\psi_{q,v}^{-}(E)$ are the incoming scattering eigenstates of the field-free Hamiltonian, and

$$
\mu_{i}^{(q,v)}(E) \equiv \langle \psi_{q,v}^{-}(E) | \mu | \psi_i \rangle.
$$

(7)
are the transition-dipole matrix elements between the i'th intermediate state and the scattering states.

The probability amplitude of observing a given channel \( q, v \) at infinite \( t \) is given, using the long-time properties of the incoming scattering states,\(^{17}\) as,

\[
A_{v}^{(q)}(E) = \sum_{i=1}^{N} \bar{\epsilon}_{i}(\omega_{i, g}) \mu_{i, g}^{(q, v)}(E) \exp[-iE_{i} \tau/\hbar].
\] (8)

with the associated probability \( P_{v}^{(q)}(E) \) then obtained as \( |A_{v}^{(q)}(E)|^2 \).

Defining a matrix \( d \) as

\[
d_{q, v, i} = \bar{\epsilon}_{i}(\omega_{i, g}) \mu_{i, g}^{(q, v)}(E) \exp(-iE_{i} \tau/\hbar)
\] (9)

and the vector of field amplitudes \( \epsilon \) with elements \( \epsilon_{i} = \bar{\epsilon}_{i} \) allows us to rewrite Eq.(8) as

\[
A = d \cdot \epsilon
\] (10)

where the elements of the complex \( M \) dimensional vector \( A \) are \( A_{v}^{(q)} \). If we now choose to replace \( A \) with a set of desired target amplitudes

\[
A_{v, u} \equiv A_{v, u}^{0},
\] (11)

then Eq.(10) may be inverted to obtain the unknown field amplitudes as

\[
\epsilon = d^{-1} \cdot A
\] (12)

where a unique solution generally requires \( N = M \).

Equation (12) needs to be supplemented by some conditions because, as noted above, in addition to creating continuum eigenstates at energy \( E \), the set of \( \omega_{i} \) frequencies creates continuum eigenstates with other energies \( E_{i, j} = E_{i} + h\omega_{j} \). The probability amplitude of creating any of these "satellites" is given as,
These satellites are uncontrollable because each satellite is produced at a different energy and, as shown in the context of CRC, one of the prime conditions for control is interference between states of the same final energy. However, if the continuum spectrum is composed of a series of resonances whose widths \( \Gamma_n \) are narrower than the spacings between the intermediate \( E_i \) levels,

\[
\Gamma_n \ll |E_i - E_{i+1}|,
\]

and if the target energy \( E = \hbar \omega_i + E_i \) is in the center of one of these resonances, then (as illustrated in Fig. 1) the chances that \( E_{i,j} \) will not coincide with any of the other resonances are high. Under these conditions \( \mu_i^{(q,v)}(E_{i,j}) \approx 0 \) and the probability of satellite production in accord with Eq. (13), is minimal.

Utilizing isolated resonances, while helping overcome the satellite problem, raises a different issue which might undermine our ability to control a process. Specifically, as shown in Ref. [12], if the transition dipole is factorizeable, e.g. if it may be written as

\[
\mathcal{M}(E) = \mu_n, F_n^{(q,v)}(E),
\]

then the \( N \)-state interference of Eq. (8) does little to change the ratio between the yield to produce the various \( q,v \) channels. This follows because when Eq. (15) is substituted into Eq. (8) we obtain that,

\[
A_{k}^{(q)}(E) = \left\{ \sum_i \tilde{\epsilon}^{(i)}(\omega_{i,g})\mu_{i,g}\mu_{n,i,\tilde{\epsilon}_i} \exp[-iE_i\tau/\hbar] \right\} F_n^{(q,v)}(E).
\]
The branching ratios to the various channels, given as $R_{vq,v'q'} \equiv \left| A^q_v(E)/A^q_{v'}(E) \right|^2$, therefore assume the form

$$R_{vq,v'q'} = \left| F^{(q,v)}_n(E)/F^{(q',v')}_n(E) \right|^2,$$

(17)

i.e., the coherent interference between the various paths has absolutely no effect on the branching ratios into the various final channels!

Thus, we need to assure that factorization of the type shown in Eq. (15) does not hold. Factorization occurs, for isolated resonances, whenever only one of the molecular modes is a “bright” mode, i.e., it carries oscillator strengths from the intermediate $|E_i>$ states.

In order to see this we write the full continuum energy eigenstate as,

$$|\psi^{-}_{q,v}(E)\rangle = \{1 + [1 + (E - PHP)^{-1}PH](E - E_n - i\Gamma_n/2)^{-1}|\phi_n\rangle \langle \phi_n|H\} \mathcal{P}|\psi_{0,n}^{-}(E)\rangle >$$

(18)

where $|\phi_n\rangle$ is an eigenstate of the “bright” mode Hamiltonian, $I$ is the identity operator, $P \equiv I - |\phi_n\rangle \langle \phi_n|$ is the projector onto all other states, $H$ is the full Hamiltonian and $P|\psi_{0,n}^{-}(E)\rangle$ is an eigenstate of PHP,

$$\{E - PHP\}P|\psi_{0,n}^{-}(E)\rangle = 0.$$  

(19)

Factorization occurs if we assume that

$$P\mu|E_i\rangle = 0.$$  

(20)

Under this condition it follows from Eq. (18) that,

$$<\psi_{q,v}^{-}(E)|\mu|E_i\rangle = <\psi_{q,v}^{-}(E)|PH|\phi_n\rangle (E - E_n - i\Gamma_n/2)^{-1} <\phi_n|\mu|E_i\rangle >$$

(21)

which is the factorized form of Eq. (15).
We therefore conclude that we can avoid factorization and maintain control whenever Eq. (20) is invalid. This is the case when strong mixing between molecular modes exists such that none of the modes retains its "purity", or that the resonance structure is due to slow predissociation from one bright state to another bright state. The signature of such predissociation is asymmetry of the lineshapes which arises from Fano-type interferences between the $|\phi_n > < \phi_n|$ and the $P$ components.

In summary, we have presented a solution to the $N$-channel controllability problem in the weak field domain. We have shown that in a photodissociation process any desired distribution of $N$ final fragment states can be generated using a series of $N$ light frequencies. This is the case provided that the absorption spectrum is composed of a series of sufficiently narrow non-factorizeable resonances and that the target distribution can arise within perturbation theory. An explicit expression [Eq. (12)] for the complex field amplitudes needed to achieve this goal has been obtained.

The solution we have generated is remarkably simple. It is contained in an inverse of a matrix made up of readily measurable (or calculable) bound-bound and bound-free transition-dipole matrix-elements. Further work is currently ongoing to compute the electromagnetic fields required to achieve various target distributions in the dissociation of both diatomics and polyatomics.
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Figure 1: Schematic diagram depicting the photodissociation scenario discussed in the text. Here $|\psi_i\rangle$ is denoted $|i\rangle$ and $|\psi_g\rangle$ is denoted $|g\rangle$. 
ABSTRACT. We describe the current status of coherent radiative control, a quantum-interference based approach to controlling molecular processes by the use of coherent radiation. In addition to providing an overview of proposed laboratory scenarios, ongoing experimental studies and recent theoretical developments, we call attention to recent theoretical results on symmetry breaking in achiral systems.

1. Introduction

This NATO workshop deals with the rapidly developing area of coherence phenomena in Chemistry and Physics. Of particular interest are the phase characteristics of molecular and optical states, and new phenomena which emerge when one can manipulate the quantum phase of material systems. In this paper we discuss a theory, based upon quantum interference effects, which predicts virtually total control over branching ratios in isolated molecular processes.

Control over the yield of chemical reactions is the raison d'être of practical chemistry and the ability to use lasers to achieve this goal is one primary thrust of modern Chemical Physics. The theory of coherent radiative control of chemical reactions, which we have developed over the last five years [1-16], affords a direct method for controlling reaction dynamics using coherence properties of weak lasers, with a large range of yield control expected in laboratory scenarios. In addition, the theory of coherent control provides deep insights into the essential features of reaction dynamics, and of quantum interference, which are necessary to achieve control over elementary chemical processes. Below we provide a schematic overview of coherent radiative control including an example which
emphasizes the general principles (Section 2), a survey of several experimental scenarios which implement the principles of coherent control (Section 3), an interesting application to symmetry breaking in achiral systems (Section 4) and a summary of the current status of theory and experiment. A qualitative introduction to coherent control is provided in reference [9]. An alternative approach, based upon the use of shaped light pulses has been advocated by Tannor and Rice [17] and Rabitz[18].

2. Interference and Control: An Example

Consider a chemical reaction which, at total energy $E$ produces a number of distinct products. The total Hamiltonian is denoted $H = H_q^0 + V_q$, where $H_q^0$ is the Hamiltonian of the separated products in the arrangement channel labeled by $q, (q = 1, 2, ...)$ and $V_q$ is the interaction between products in arrangement $q$. We denote eigenvalues of $H_q^0$ by $|E, n, q^0\rangle$, where $n$ denotes all quantum numbers other than $E$; eigenfunctions of $H_q$, which correlate with $|E, n, q^0\rangle$ at large product separation, are labeled $|E, n, q^-\rangle$. By definition of the minus states, a state prepared experimentally as a superposition $|\psi(t = 0)\rangle = \Sigma_n \alpha_n |E, n, q^-\rangle$ has probability $|\alpha_n|^2$ of forming product in channel $q$, with quantum numbers $n$. As a consequence, control over the probability of forming a product in any asymptotic state is equal to the probability of initially forming the appropriate minus state which correlates with the desired product. The essence of control lies, therefore, in forming the desired linear combination at the time of preparation. The essential modus operandi of coherent radiative control is to utilize phase and intensity properties of laser excitation to alter the character of the prepared state so as to enhance production of the desired product.

Many of the proposed coherent control scenarios rely upon a simple way of achieving active control over the prepared state and product. Specifically, active control over products is achieved by driving an initially pure molecular state through two or more independent coherent optical excitation routes. The resultant product probability displays interference terms between these two routes, whose magnitude and sign depend upon laboratory parameters. As a consequence, product probabilities can be manipulated directly in the laboratory.

\begin{figure}[h]
\centering
\includegraphics[width=0.2\textwidth]{figure1.png}
\caption{One-photon plus three-photon coherent control scenario.}
\end{figure}
The scheme outlined above has, as a well-known analogy, the interference between paths as a beam of either particles or of light passes through a double slit. In that instance source coherence leads to either constructive or destructive interference, manifest as patterns of enhanced or reduced probabilities on an observation screen. In the case of coherent control the overall coherence of a pure state plus laser source allows for the constructive or destructive manipulation of probabilities in product channels.

We note, as an aside, that practitioners of "mode-selective chemistry" often advocate the use of lasers to excite specific bonds or modes in the reactant molecule in order to drive a reaction in a desired direction. The brief remarks above, elaborated upon elsewhere[10], make clear that the proper modes to excite in order to produce product in arrangement \( q \) are the eigenfunctions \( |E, n, q^- \rangle \), the system's "natural modes", if you will. Thus the extent to which excitation of some zeroth order state \( |\chi \rangle \) is successful in promoting reaction to the desired product \( q \) depends entirely on the extent to which \( |\chi \rangle \) overlaps \( |E, n, q^- \rangle \).

Consider, as an example of coherent control, a specific scenario for unimolecular photoexcitation[5,13] (Figure 1) where a system, initially in pure state \( \phi_g \) (or \( |E_i \rangle \) below), is excited to energy \( E \), by simultaneous application of two CW frequencies \( \omega_3 \) and \( 3\omega_1 \) (\( \omega_3 = 3\omega_1 \)), providing two independent optically driven routes from \( \phi_g \) to \( |E, n, q^- \rangle \).

Straightforward perturbation theory, valid for the weak fields under consideration, gives the probability \( P(E, q; E_i) \) of forming product at energy \( E \) in arrangement \( q \) as:

\[
P(E, q; E_i) = P_3(E, q; E_i) + P_{13}(E, q; E_i) + P_1(E, q; E_i) .
\]

with terms defined as follows:

\[
P_3(E, q; E_i) = \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_3^2 \sum_n |\langle E, n, q^- | (\hat{\mathbf{\mu}}_3 - \mathbf{\mu})_{e,g} | E_i \rangle|^2 .
\]

Here \( \mathbf{\mu} \) is the electric dipole operator, and

\[
(\hat{\mathbf{\mu}}_3 - \mathbf{\mu})_{e,g} = \langle e | (\hat{\mathbf{\mu}}_3 - \mathbf{\mu}) | g \rangle ,
\]

where \( |e\rangle \) and \( |g\rangle \) are the ground and excited electronic state wavefunctions, respectively. The second and third terms in Eq. (1) are

\[
P_{13}(E, q; E_i) = \left( \frac{\hbar}{\pi} \right)^2 \varepsilon_3^2 \sum_n |\langle E, n, q^- | T | E_i \rangle|^2 ,
\]

with

\[
T = (\hat{\mathbf{\mu}}_3 - \mathbf{\mu})_{e,g} (E_i - H_g + 2\hbar\omega_3)^{-1}(\hat{\mathbf{\mu}}_3 - \mathbf{\mu})_{e,g} (E_i - H_e + \hbar\omega_1)^{-1}(\hat{\mathbf{\mu}}_3 - \mathbf{\mu})_{e,g} .
\]

and

\[
P_1(E, q; E_i) = -2\left( \frac{\hbar}{\pi} \right)^2 \varepsilon_3 \varepsilon_1^3 \cos(\theta_3 - 3\theta_1 + \delta_{13}^{(g)}) |P_{13}^{(g)}| .
\]

with the amplitude \( |P_{13}^{(g)}| \) and phase \( \delta_{13}^{(g)} \) defined by

\[
|P_{13}^{(g)}| \exp(i\delta_{13}^{(g)}) = \sum_n \langle E_i | T | E, n, q^- \rangle \langle E, n, q^- | (\hat{\mathbf{\mu}}_3 - \mathbf{\mu})_{e,g} | E_i \rangle .
\]
The branching ratio $R_{qq'}$ for channels $q$ and $q'$, can then be written as

$$R_{qq'} = \frac{P(E_q; E)}{P(E_{q'}; E)} = \frac{c_3^2 F_3^{(q)} - 2c_3 c_3' \cos(\theta_3 - 3\theta_1 + c_3^{(q)} + c_3'F_{13}^{(q)}) + c_3'F_1^{(q)}}{c_3^2 F_3^{(q')} - 2c_3 c_3' \cos(\theta_3 - 3\theta_1 + c_3^{(q')}) + c_3'F_1^{(q')}}$$

(8)

where

$$F_3^{(q)} = (\frac{2}{3})^{2} F_3(E_q, E),$$

$$F_3^{(q')} = (\frac{2}{3})^{2} F_3'(E_{q'}, E).$$

(9)

with $F_3^{(q')}$ and $F_3^{(q)}$ defined similarly.

The numerator and denominator of Eq. (8) each display what we regard as the canonical form for coherent control. That is, independent contributions from two routes, modulated by an interference term. Since the interference term is controllable through variation of laboratory parameters (here the relative intensity and relative phase of the two lasers), so too is the product ratio $R$.

This 3-photon + 1-photon scenario has now been experimentally implemented\[19\] in studies of HCl ionization through a resonant bound Rydberg state. Specifically, HCl is excited to a selected rotational state in the $3\Sigma^{-} (\Omega^+) \text{ manifold}$ using $\omega_3 = 336$ nm; $\omega_3$ is obtained by third harmonic generation in a Krypton gas cell. The relative phase of the light fields was then varied by passing the beams through a second Krypton cell and varying the cell gas pressure. The population of the resultant Rydberg state was interrogated by ionizing to HCl$^+$ with an additional photon. This REMPI type experiment showed that the HCl$^+$ ion probability depended upon both the relative phase and intensity of the two exciting lasers, in accord with the theory described above. Note that in this case, control is achieved by simultaneous excitation to a nondegenerate bound state. As a consequence there is no sum over $n$ in Eqs. (2), (4) and (7) and hence $|F_3^{(q)} F_1^{(q)}| = |F_{13}^{(q)}|^2$. Satisfaction of this Schwartz equality suffices to ensure that the probability of forming the HCl Rydberg state can be varied over the full range of zero to unity\[1\]. Specifically, setting $\phi_3 - 3\phi_1 = -\delta_3^{(q)}$ and $c_3^2/c_3^2' = F_3^{(q)'}/F_3^{(q)}$ gives zero probability in channel $q$.

A similar phase control experiment has been performed on atoms\[20\], in the simultaneous 3-photon + 5-photon ionization of Hg. Although the effect of the relative laser intensity was not studied, the Hg$^+$ ionization probability was shown to be a function of relative phase of the two lasers. Since in this case excitation is nonresonant, this experiment shows the feasibility of control over continuum channels via interfering optical excitation routes.

These experiments clearly show that coherent control of simple molecular processes through quantum interference of multiple optical excitation routes is both feasible and experimentally observable. Further experimental studies designed to show control over processes with more than one product channel are in progress by a number of experimental groups. Further, our recent computational results \[13\] on photodissociation of IBr, to produce I + Br and I + Br$^*$ suggest that such experiments should show huge control over the product ratio. For example, 1-photon plus 3-photon photodissociation of the ground vibrotational state in the ground electronic state of IBr showed variations in the Br$^*$/Br ratio of 45% to 95% with variations of the relative laser intensity and phase. Similar results were obtained for higher $J$, including $J = 42$ where extensive $M_J$ averaging was required.
3. The Essential Principle and Assorted Coherent Control Scenarios

The 3-photon plus 1-photon case is but one example of a scenario which embodies the essential principle of coherent control, i.e. that coherently driving a pure state through multiple optical excitation routes to the same final state allows for the possibility of control. Given this general principle, numerous scenarios may be proposed to obtain control in the laboratory. Such proposals must, however, properly account for a number of factors which reduce or eliminate control. Amongst these are the need to (a) adhere to selection rule requirements, (b) minimize extraneous and parasitic uncontrolled satellites, (c) insure properly treated laser spatial dependence and phase jitter and (d) allow maintenance of coherence over time scale associated with any true relaxation processes, e.g. collisions. Briefly:

(a) control requires that the interference term (e.g. $F_{13}$ above) arising between optical routes is nonzero. In general, this is the case only if the various optical excitation routes satisfy specific rules regarding conserved integrals of motion. For example[21], consider the 1-photon + 3-photon case discussed above. Here excitation from, e.g. $J = 0$, where $J$ is the rotational angular momentum, yields $J = 1$ for the 1-photon route and $J = 1$ and $J = 3$ for the three photon route. In this case selection rules are such that only final states with the same $J$, here $J = 1$, interfere;

(b) the $J = 3$ state created by three photon absorption in this scenario is an example of a satellite state, i.e. an uncontrolled (and hence undesired) product state arising in the course of the photoexcitation. Effective scenarios must insure that such contributions are small compared to the controlled component;

(c) since the ability to accurately manipulate the laser relative phase is crucial to coherent control, one must account for all laboratory features which affect the phase. For example, scenarios must be designed so as to eliminate effects due to the $\mathbf{k} \cdot \mathbf{R}$ spatial dependence of the laser phase. Not doing so would result in the diminution of control resulting from the variation of this term over the molecule beam-laser beam intersection volume.

(d) proposed scenarios must maintain phase coherence in the face of possibly dephasing effects (e.g. collisions or partial laser coherence). Studies indicate[7,22] that control can survive moderate levels of such phase destructive processes.

Figure 2: Basic control scenario.
We have, thus far, proposed a number of different scenarios for coherent control.

Below we comment on some of them, with the intent of providing only the briefest of "roadmaps" for the proposed schemes. Detailed discussions are provided in the literature, along with extensive computations. The original coherent control scenario is shown in Figure 2 wherein a superposition of two bound states is subjected to two cw frequencies which lift the system to energy $E$. An analysis of this very basic scenario shows that the control parameters are the relative intensity and relative phase of the two indicated electromagnetic fields. This basic mechanism has been examined in the gas phase, both in the presence and in the absence of collisions and this scenario has been adapted to control currents in semiconductors. In all cases control was extensive.

Developments in pulsed laser technology may be used to good advantage in a straightforward modification of the above scenario. Specifically, the superposition state preparation and subsequent excitation with frequencies $\omega_1, \omega_2$ may be both carried out using pulsed lasers in accord with Figure 3:

![Figure 3: Pump-Pump scenario](image)

In this instance the frequencies required to excite to energy $E$ are contained within the second excitation pulse, which also creates product, and associated interference contributions over a wider energy range. Multiple excitation paths are contained within this overall pump-pump excitation scheme and serve to introduce the necessary interfering coherent paths. The straightforward analysis[8,11] of this scenario consists of a perturbation theory treatment of the molecule in the presence of two temporally separated, sequential pulses. The first pump step, in which the system is excited from ground state $|E_g\rangle$, yields a superposition state $\sum_b c_b |E_b\rangle$ with $c_b$ proportional to $\langle E_b |\mu| E_g\rangle$; the subsequent pulse causes dissociation. Perturbation theory gives the probability, $P(E, m_j, q)$, required in the section below, of forming product in arrangement channel $q$ at energy $E$ with total fragment angular momentum projection $m_j$ along a space fixed axis as,

$$P(E, m_j, q) = \sum_n |B(E, n, q|t = \infty)|^2$$

$$= (2\pi/\hbar^2) \sum_n \sum_{b=1,3} c_b \langle E, n, q^- |\mu| E_b \rangle c_b(\omega E_b)^3$$

(10)
4. Symmetry Breaking and Chirality Control

The results above make clear that two arrangement channels, whose photodissociation amplitudes differ, can be controlled through manipulation of external laser fields. A particularly interesting example results from consideration of the photodissociation of a molecule schematically written as:

\[(q = 2), B' + AB \xrightarrow{\hbar\omega'} BAB' \xrightarrow{\hbar\omega} B + AB', (q = 1)\]  \hspace{1cm} (13)

where \(q\) defines the product arrangement channel and \(BAB'\) denotes a molecule, or a molecular fragment, which is symmetric with respect to reflection \(\sigma\) across the plane which interchanges the enantiomers \(B\) and \(B'\) (e.g., Ref. 23). The existence of this plane implies that the point group of the reactant is at least \(C_2\).

Consider then the molecule \(B'AB\) subjected to the two pulse scenario sketched above. The probability of forming product in arrangement channel \(q\) with product in the \(m_j\) state is given by Eq. (11). Active control over the products \(B - AB'\) vs. \(B' + AB\), attained by manipulating the time delay or the pulse detuning will result as long as \(P(q = 1, m_j)\) and \(P(q = 2, m_j)\) have different functional dependences on laboratory parameters.

It is surprising that \(P(q = 1, m_j)\) and \(P(q = 2, m_j)\) differ in the \(BAB\) case [24]. To see this consider the behavior of \(c_k\) and \(\mu_{\sigma,k}\), for \(|E_1\rangle\) and \(|E_2\rangle\) of different symmetry with respect to the reflection \(\sigma\). For simplicity we restrict attention to \(BAB'\) belonging to point group \(C_2\), the smallest group possessing the required symmetry plane. Further, we focus upon transitions between electronic potential energy surfaces of similar species, e.g. \(A'\) to \(A'\) or \(A'\) to \(A''\) and assume the ground vibronic state to be of species \(A'\). Similar arguments apply for larger groups containing \(\sigma\), to ground vibronic states of odd parity, and to transition between electronic states of different species.

Excitation Coefficients \(c_k\): Components of \(\mu\) lying in the symmetry plane, denoted \(\mu_s\), transform as \(A'\) and are symmetric with respect to reflection whereas the component perpendicular to the symmetry plane, denoted \(\mu_a\), is antisymmetric\((A'')\). Hence \(\langle E_k | \mu | E_j \rangle = \langle E_k | \mu_s + \mu_a | E_j \rangle\), and hence \(c_k\), is nonzero for transitions between vibronic states of the same symmetry due to the \(\mu_s\) component, and nonzero for transitions between vibronic states of different symmetry due to the \(\mu_a\) component. The latter is common in IR spectroscopy. In electronic spectroscopy such transitions result from the non Franck-Condon Herzberg-Teller intensity borrowing [25] mechanism. Thus, the excitation pulse can create an \(|E_1\rangle, |E_2\rangle\) superposition consisting of two states of different reflection symmetry and hence a state which no longer displays the reflection symmetry of the Hamiltonian.

Cumulative matrix elements \(\mu_{\sigma,k}\): In contrast to the bound states, the continuum states of interest \(|E, n, q^-\rangle\) are neither symmetric nor antisymmetric. Rather, \(\sigma|E, n, q = 1^-\rangle = |E, n, q = 2^-\rangle\) and vice-versa. Such a choice is possible because of the exact degeneracies which exist in the continuum. To examine \(\mu_{\sigma,k}^{(q)}\) we introduce symmetric and antisymmetric continuum eigenfunctions of \(\sigma\), \(|\psi^+\rangle = (|E, n, q = 1^-\rangle + |E, n, q = 2^-\rangle)/2\) and \(|\psi^-\rangle = (|E, n, q = 1^-\rangle - |E, n, q = 2^-\rangle)/2\). Assuming \(|E_1\rangle\) is symmetric and \(|E_2\rangle\) antisymmetric, rewriting \(|E, n, q^-\rangle\) as a linear combination of \(|\psi^+\rangle\) and \(|\psi^-\rangle\), and adopting the notation \(A, S = (\langle \psi^+ | \mu_s | E_1 \rangle, S_{s1} = (\langle \psi^- | \mu_s | E_1 \rangle), \) etc. we have, after elimination of null
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21. As another interesting case consider the use of two components of laser polarization to excite a bound state \( |E_i \) to the continuum[4]. These two components will interfere constructively and destructively and allow control over product ratios in the differential cross section. However, the interference contribution to the total cross section vanishes since these two routes reach different values of \( M_f \).

22. X-P. Jiang, P. Brumer, and M. Shapiro (to be published)

23. An example, although requiring a slight extension of the BAB' notation, is the Norrish type II reaction: \( \text{D(CH}_2\text{)_3CO(CH}_2\text{)_3D'} \) dissociating to \( \text{DCHCH}_2 + \text{D'(CH}_2\text{)_3COCH}_3 \) and \( \text{D'CHCH}_2 + \text{D(CH}_2\text{)_3COCH}_3 \) where D and D' are enantiomers.
