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Abstract

Traditional checkpointing and rollback recovery techniques for parallel systems have typically assumed the communication pattern is specified by program behavior. In this paper we exploit the property that the communication pattern can often be changed at runtime without affecting program correctness. A scheduling algorithm for message processing and its implementation for reducing rollback propagation are described. The algorithm incorporates a user-transparent prioritized scheme based upon the runtime communication and checkpointing history. Communication trace-driven simulation for several parallel programs written in the Chare Kernel language demonstrates that the probability of rollback propagation can be reduced at the cost of slight additional performance degradation.

1 Introduction

Numerous checkpointing and rollback recovery techniques have been proposed in the literature for parallel systems. Rollback propagation and the associated domino effect [1] have been the primary issue of concern in many of these techniques. Checkpointing for parallel and distributed systems can be classified into three primary categories. Coordinated checkpointing schemes synchronize computation with checkpointing by coordinating processors during a checkpointing session in order to maintain a consistent set of checkpoints [2-4]. Rollback propagation is avoided at the cost of potentially significant performance degradation during normal execution. Loosely-synchronized checkpointing schemes [5,6] reduce the overhead for coordination by taking advantage of the loosely-synchronized checkpointing clocks and by bounding the message transmission delay. Independent checkpointing schemes replace the checkpoint synchronization by dependency tracking and possibly message logging [7-11] in order to preserve process autonomy. Rollback propagation in case of a fault is managed by searching for a consistent system state based on the dependency information. Lower runtime overhead during normal execution is achieved by allowing slower recovery and maintaining multiple checkpoints. Our paper considers independent checkpointing schemes for possibly nondeterministic execution.

Research on rollback recovery in multiple-processor systems has typically assumed that the communication pattern is determined by program behavior and is not otherwise controllable. Our approach is based on the observation that the communication pattern (message sending and processing) can often be determined by the run-time support system in a user-transparent way as well as by program behavior. This observation has been used by others to reduce cache thrashing by means of array subscript analysis in nested parallel loop constructs for dynamic thread scheduling [12]. In a message-passing system, since the order in which the messages arrive at a processor cannot be assumed, changing the order of message processing will typically not affect program correctness. We will show that the probability of rollback propagation in a message-passing system can often be greatly reduced by reordering the processing of messages.

Another contribution of this paper is the measurement of actual rollback propagation for several parallel programs. Analysis of checkpointing and rollback recovery protocols has typically been performed by means of theoretical models. We examine the degree of rollback propagation in parallel programs with independent checkpointing and three message scheduling algorithms.
The outline of the paper is as follows. Section 2 describes the system model; the message scheduling algorithm is presented in Section 3; and Section 4 gives our evaluation, the measurement of rollback propagation and comparisons. Section 5 discusses the limitations of our approach.

2 System Model and Checkpoint Consistency

The system model considered in this paper is a message-driven system consisting of a number of concurrent processes for which all process communication between processors is through message passing. Processes on the same processor share a single message queue and belong to the same fail-stop recovery unit [8, 13]. Processes can be dynamically generated and the request for the creation of a new process is sent out as a job message to some processor according to the load balancing strategy. When a processor is ready to process a new message, it can pick any one in the queue, depending on the scheduling algorithm, and then invoke or create the appropriate process as requested by the message. Although this model is usually applied to distributed-memory multicomputers, recent work on parallel environments has shown that the message processing model can also be efficiently used on shared-memory multiprocessors [14].

During normal execution, the state of each processor is occasionally saved as a checkpoint on stable storage. Let $CP_{ik}$ denote the kth checkpoint of processor $p_i$ with $k \geq 0$ and $0 \leq i \leq N - 1$, where $N$ is the number of processors. A checkpoint interval is defined to be the time between two consecutive checkpoints on the same processor and the interval between $CP_{ik}$ and $CP_{i(k+1)}$ is called the kth checkpoint interval. Each message is tagged with the current checkpoint interval number and the processor number of the sender. Each processor takes its checkpoint independently and is also recorded. Koo and Toueg [3] assumed such a checkpoint consistency between two checkpoints. In Fig. 1(a), if processors $p_i$ and $p_j$ restart from $CP_{ik}$ and $CP_{jm}$ respectively, message $m$ is recorded as "received but not yet sent". In a general model without the assumption of deterministic execution [16], message $m$ becomes an orphan message [6] and results in inconsistency between $CP_{ik}$ and $CP_{jm}$.

There are two important situations concerning the consistency between two checkpoints. In Fig. 1(a), if processors $p_i$ and $p_j$ restart from $CP_{ik}$ and $CP_{jm}$ respectively, message $m$ is recorded as "received but not yet sent". In a general model without the assumption of deterministic execution [16], message $m$ becomes an orphan message [6] and results in inconsistency between $CP_{ik}$ and $CP_{jm}$.

![Figure 1: Checkpoint consistency (a) message received but not yet sent; (b) message sent but not yet received.](image)

Fig. 1(b) illustrates the second situation. The message $m$ becomes a lost message [6] according to the system state containing $CP_{ik}$ and $CP_{jm}$. By defining the state of the channels to be the set of messages sent but not yet received, it has been proved [2, 5] that checkpoints like $CP_{ik}$ and $CP_{jm}$ can be considered consistent if the corresponding state of the channels is also recorded. Koo and Toueg [3] assumed such a state is recorded at the sender side by some end-to-end transmission protocol. Another way of recording the channel state is through message logging. Pessimistic logging protocol [17, 18] can ensure such a state is properly recorded at the receiving end\(^2\). As a result, we consider the situation in Fig. 1(b) as consistent.

\(^2\)The recovery protocol described above can also be modified and applied to systems with optimistic logging [11].
3 Scheduling Message Processing

3.1 Problem description

In communication-induced checkpointing [19–22] a checkpoint is taken on the sender side whenever communication between two processors occurs. Because the rollback of a processor does not affect any other processor, rollback propagation is avoided. Our message scheduling algorithm is motivated by the above schemes. The difference is, instead of inserting the checkpoints based on a given communication pattern, we control the communication pattern whenever possible according to the fixed checkpoint pattern. The receiver of each message tries to delay the processing of the message until the sender passes its next checkpoint based on the predetermined checkpoint interval.

For example in Fig. 2(a), message \( m_0 \) enters the queue of processor \( p_1 \) at point \( A \) earlier than the message \( m_2 \) at point \( B \). By using a simple first-in-first-out (fifo) scheduling algorithm, \( p_1 \) will process \( m_0 \) first when it is ready to process a new message at point \( C \). However, since the order of processing these two messages does not affect program correctness in our model, \( m_2 \) is a better candidate at point \( C \) because its sender \( p_2 \) has passed its next checkpoint. If indeed \( m_2 \) is first processed and is finished at point \( D \) (Fig. 2(b)), the sender of message \( m_0 \) will also have passed its next checkpoint. When all the messages can be processed in this way, there will be no rollback propagation.

The following situations need to be considered for modifying the simple scheme described above.

1. If the processing of \( m_2 \) completes at point \( D' \) instead of \( D \), the sender of \( m_0 \) has not passed the checkpoint yet. If \( p_1 \) has to process \( m_0 \) in order to maintain performance, the communication pattern will no longer be free of rollback propagation. However, the delayed processing of message \( m_0 \) does contribute to reducing the rollback propagation probability because it reduces the chance that an error in \( p_0 \) requires the rollback of \( p_1 \) because of \( m_0 \).

2. Consider the case shown in Fig. 3. Suppose \( p_1 \) is forced to process \( m_0 \) at point \( A \). It is clear that any rollback initiated by \( p_0 \) between \( A \) and \( CP_{01} \) will rollback \( m_0 \) and therefore \( m_0' \). It then becomes irrelevant whether the message \( m_0' \) is processed before \( CP_{01} \) or after.

3. Fig. 4 illustrates the situation where the rollback propagation involves more than two processors.

Although \( m_1 \) is processed after \( p_1 \) has passed \( CP_{11} \), a rollback of \( p_0 \) initiated between \( A \) and \( CP_{01} \) can still propagate the rollbacks to \( p_1 \) and \( p_2 \) through \( m_0 \) and \( m_1 \). Such a situation is similar to the indirect potential recaller (IPR) relationship described by Kim, et. al [23, 24].

3.2 The scheduling algorithm

Based on the above observations, we give the following definition:

Definition: A message \( m \) in the queue of a processor \( p \) is safe if the immediate processing of \( m \) by \( p \) does not increase the probability of rollback propagation.
a processor is ready to choose a new message for processing, it will first choose one of the safe messages if there is one; otherwise, the unsafe message with the lowest hazard index will be chosen. With this scheduling algorithm, the probability of rollback propagation is not increased until it is necessary to keep the processors from idling.

3.3 Implementation

In order for the receiver to maintain the hazard indices for the received messages, an additional piece of information needs to be piggybacked on each message: the time to the next checkpoint of the sender when the message is sent. The receiver can then properly manage its message queue based on this information.

Instead of keeping messages from different processors in the same queue, each processor maintains an array of sub-queues, one for each processor. Each message enters its corresponding sub-queue if its hazard index is not zero and is added to the highest-priority safe queue if it is a safe message. Three additional data structures are needed for proper queue management:

1. LastUpdate_Time records the time at which the most recent update of the time-to-next-checkpoint information was completed. It is needed for the aging operation described later.

2. LastKnown_CP_Num[N] is an array, with one entry for each processor, recording the most recent checkpoint interval number of every processor that is known to the local processor based on the communication history.

3. LastProcessed_CP_Num[N] is an array recording the highest checkpoint interval number of the processed messages from each processor. It is used for identifying Type-1 safe messages.

The updates of hazard indices and priorities take place only when a new message arrives (enqueueing) or when the processor is about to process the next message (dequeueing). The operations performed on the message queue for enqueueing and dequeueing are outlined in Fig. 5 and Fig. 6, respectively. The aging operation updates the time-to-next-checkpoint information of the last message in each non-empty unsafe sub-queue by the amount of the difference between current time and Last_Update_Time. If the time to the next checkpoint of a message becomes negative, all the messages in the same sub-queue are moved to the safe queue.
/* message m from the ith checkpoint interval of p, arrives at the message queue Q on p, */
perform aging operation on Q;
if (i < Last_Known_CP_Num[p])
  add m to safe queue;
else {
  if (i > Last_Known_CP_Num[p])
    Last_Known_CP_Num[p] = i;
  if (i <= Last_Processed_CP_Num[p])
    add m to safe queue;
  else
    add m to unsafe sub-queue[p];
}

Figure 5: Operations for enqueueing.

/* p, is about to choose a message from queue Q */
perform aging operation on Q;
if (safe queue is non-empty)
  choose a message from safe queue;
else {
  choose the unsafe message m with the smallest hazard index;
  move the remaining messages in the same sub-queue to the safe queue;
/* if m is from the ith checkpoint interval of p */
Last_Processed_CP_Num[p] = i.
}

Figure 6: Operations for dequeueing.

4 Experimental Evaluation

Our message scheduling algorithm is implemented in the Chare Kernel which has been developed as a medium-grain, machine-independent parallel language [14]. A program written in the Chare Kernel language can run on both shared-memory and distributed-memory machines such as Encore Multimax, Sequent Symmetry, and the Intel iPSC/2 hypercube. Our experiments are on an eight-processor Multimax 510.

A Chare Kernel program is structurally similar to a C program. It contains a superset of the C language without global or static variables. Two Chare Kernel calls resulting in communication are:

1. CreateChare() sends a message to request the creation of a small process, called chare, and the processing of the enclosed data by one of the subroutines, called entry codes, inside the created chare.

2. SendMsg() sends a message to an existing chare and requests the enclosed data to be processed by one of the entry codes.

There is no receive_message statement in a Chare Kernel program. All messages are sent to the copy of the Kernel running on the destination processor and managed by the Kernel according to the scheduling algorithm selected by the user. Messages sent by CreateChare() calls are kept in job queues and those sent by SendMsg() calls enter the message queues. Each message queue has a higher priority than the corresponding job queue. We apply our scheduling algorithm, referred to as PRIoritized Message Process Scheduling (PRIMPS), to both types of queues and force the Kernel to dequeue a message from the job queue when there is no safe message left on the message queue. In this section, we will compare our PRIMPS algorithm with two alternatives supplied by the Kernel: first-in-first-out (fifo) scheduling and last-in-first-out (lifo) scheduling.

The four programs used in this study are Matrix multiplication, Circuit extraction, Knight tour and N-queen. The execution and checkpoint parameters for each program are listed in Table 1. Each checkpoint interval is arbitrarily chosen to be approximately 10 percent of the total execution time. Offsets between corresponding checkpoints on different processors are introduced to study the rollback propagation resulting from asynchronous checkpointing. The ith checkpoint of p, is taken at time i * T – j * Δ where T is the checkpoint interval and Δ, the offset per processor, is arbitrarily set to T/10. Our implementation of periodic checkpointing utilizes the interrupt service routine for UNIX alarm(T) system call as the checkpointing routine. Each checkpointing action is simulated by inserting a constant delay (2 seconds). We assume a technique for detecting the messages which do not require logging [11] is employed so that the overhead for message logging is negligible.

We define several rollback statistics associated with each communication pattern which encapsulate various costs for rollback recovery. They allow quantitative comparison between different scheduling algorithms.
Table 1: Execution and checkpoint parameters of the Chare Kernel programs.

<table>
<thead>
<tr>
<th>Benchmark programs</th>
<th>Matrix multiplication</th>
<th>Circuit extraction</th>
<th>Knight tour</th>
<th>N Queen</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of processors</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Execution time (sec)</td>
<td>290.07</td>
<td>252.51</td>
<td>280.15</td>
<td>1507.78</td>
</tr>
<tr>
<td>Checkpoint interval (sec)</td>
<td>30</td>
<td>30</td>
<td>30</td>
<td>150</td>
</tr>
<tr>
<td>Offset per processor (Δ)</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 2: Rollback statistics.

<table>
<thead>
<tr>
<th>Benchmark programs</th>
<th>Matrix multiplication</th>
<th>Circuit extraction</th>
<th>Knight tour</th>
<th>N Queen</th>
</tr>
</thead>
<tbody>
<tr>
<td>rbcp</td>
<td>lifo</td>
<td>5.42</td>
<td>1.25</td>
<td>30.50</td>
</tr>
<tr>
<td></td>
<td>fifo</td>
<td>2.54</td>
<td>1.15</td>
<td>31.72</td>
</tr>
<tr>
<td></td>
<td>PRIMPS</td>
<td>1.17</td>
<td>1.13</td>
<td>1.62</td>
</tr>
<tr>
<td>rbpe</td>
<td>lifo</td>
<td>2.83</td>
<td>1.19</td>
<td>5.73</td>
</tr>
<tr>
<td></td>
<td>fifo</td>
<td>2.09</td>
<td>1.12</td>
<td>5.78</td>
</tr>
<tr>
<td></td>
<td>PRIMPS</td>
<td>1.13</td>
<td>1.10</td>
<td>1.53</td>
</tr>
<tr>
<td>ckpl</td>
<td>lifo</td>
<td>0.537</td>
<td>0.045</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>fifo</td>
<td>0.224</td>
<td>0.019</td>
<td>0.906</td>
</tr>
<tr>
<td></td>
<td>PRIMPS</td>
<td>0.039</td>
<td>0.016</td>
<td>0.044</td>
</tr>
<tr>
<td>Execution time (sec)</td>
<td>lifo</td>
<td>290.07</td>
<td>252.51</td>
<td>280.15</td>
</tr>
<tr>
<td></td>
<td>fifo</td>
<td>299.50</td>
<td>256.88</td>
<td>282.50</td>
</tr>
<tr>
<td></td>
<td>PRIMPS</td>
<td>304.56</td>
<td>254.34</td>
<td>278.50</td>
</tr>
<tr>
<td>Performance degradation</td>
<td>4.99%</td>
<td>0.72%</td>
<td>0.00%</td>
<td>1.27%</td>
</tr>
</tbody>
</table>

1. The average of the total number of rolled-back checkpoints (rbcp) due to the rollback initiation of a processor.
2. The average of the total number of rolled-back processors (rbpe) due to the rollback initiation of a processor.
3. The probability of rolling back at least one processor to some checkpoint before the most recent checkpoint (ckpl).

Communication traces were collected by intercepting the CreateChare() and SendMsg() calls, and recording the time each message was dequeued. Communication trace-driven simulation was then performed on the traces to obtain the rollback statistics shown in Table 2 and Fig. 7. All the reported numbers were computed by averaging over five runs.

The results show that the degree of rollback propagation varies widely between different programs and different offsets. In all cases, our PRIMPS algorithm reduces the cost of rollback recovery and the probability of rollback propagation at the expense of less than 5 percent performance degradation. Note that the performance degradation reported here is measured against the execution with lifo scheduling and with simulated checkpointing overhead. Therefore, it represents the overhead required for performing the prioritized scheduling above the normal overhead for supporting checkpointing.

One potential disadvantage of independent checkpointing schemes is that slower recovery due to possible rollback propagation may make it unsuitable for real-time applications. Table 2 shows that the rollback cost (rbcp) and restarting cost (rbpe) for the PRIMPS algorithm are not only greatly reduced but also reduced to numbers less than two. Since the minimum value for both rbcp and rbpe is one (the rollback of the faulty processor), the statistics in Table 2 imply
that rollback recovery for independent checkpointing can be made faster by using the PRIMPS algorithm.

The small percentage (less than 5%) of potential rollbacks contributing to the non-zero ckpl’s for the PRIMPS algorithm exist mostly at the starting phase or the ending phase of the program execution where the number of messages is small. Although the checkpoints are not explicitly synchronized, this result shows the set of most recent checkpoints still forms a consistent recovery line with high probability (higher than 0.95) for the PRIMPS algorithm.

Fig. 7 shows that the degree of rollback propagation becomes worse as the offset $\Delta$ increases for all three algorithms. However, it is less sensitive to the offset for the PRIMPS algorithm. Therefore, our approach is particularly attractive for applications where such offsets may exist and the synchronization cost for always maintaining a consistent set of checkpoints is prohibitively high.

6 Concluding Remarks

In this paper, we have exploited the property that reordering the message processing can change the communication pattern to reduce the occurrence of rollback propagation without affecting program correctness. The concepts of safe messages and hazard indices are introduced as the basis for our run-time prioritized scheduling algorithm. Experimental results based on the communication trace-driven simulation for several parallel programs show that the probability of rollback propagation can be greatly reduced at the cost of reasonable performance degradation.
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