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# An Assessment of Software Portability and Reusability for the WAM Program

This paper provides the World Wide Military Command and Control System Automated Data Processing Modernization (WAM) program with the results of an examination of the topics of portability and reusability. This report will be used to assist the WAM program manager in determining the levels of portability and reusability that are needed in the program and in developing a plan to ensure that these levels are achieved. The portability discussion is limited to three services considered the most important for achieving applications portability: (1) the applications themselves, (2) their interface to the operating system, and (3) their interface to the data management system. This discussion was further focused on Ada applications portability, the Portable Operating System Interface for Computer Environments (POSIX), and Structured Query Language (SQL). The software reusability discussion focuses on benefits available now despite unresolved technical issues inhibiting wide-scale software reuse. The reuse of software offers the potential of increasing productivity in building parts of the system and increasing the quality of the system. These increases in productivity and quality can be expected to result in cost savings, reduced development time, higher system reliability, and other benefits. Recommendations are given for both topics.
EXECUTIVE SUMMARY

Portability and reusability are both important goals for the World Wide Military Command and Control System Automated Data Processing Modernization (WAM) program because its system architecture assumes that computers from different manufacturers will be connected together to form the system. The program strategy is designed to allow users to add new functions and to replace individual computers as needed. Users expect to achieve this flexibility without being made to purchase equipment or software from any particular supplier. They will be able to take advantage of previously purchased software or commercially available products.

Although both portability and reusability have been recognized as desirable features of software, much of the software purchased by Department of Defense (DoD) has been difficult to move to new computers. The WAM program is taking early action to identify factors that enhance these characteristics and to implement practices that promote design, development, and use of software that has better portability and reusability characteristics. As a first step in developing detailed guides for program policy and actions, this paper provides the WAM program with the results of an examination of the topics of portability and reusability.

PORTABILITY

There are three service areas where increased portability will be significant to the WAM program: application portability, operating system interfaces, and database interface. In the case of general application software, the use of a tightly regulated standard programming language and validated compilation system, such as with the Ada programming language, will enhance portability. Portability of the application software is further enhanced when applications are designed to operate over operating systems that present a standard interface. An operating system interface, the Portable Operating System Interface for Computer Environments (POSIX), is being developed specifically to promote portability. Similarly, in the case of a database language, the proper use of Standard Query Language (SQL) will increase the chances of portability.

However, simply selecting the appropriate standard is not sufficient to guarantee software portability. In the case of Ada, the standard allows the use of features which are inherently machine dependent [ANSI 1983, Chapter 13]. POSIX is not a single standard, but a collection of standards that describe variations of the "standard" interface. The SQL standard, while encouraging the use of a standard set of capabilities, does not provide every function that may be needed. All these standards are evolving. Thus, in addition to the selection of a standard, the software developer requires guidance in the
application of that standard to achieve the goal of portability.

Using standards such as Ada, POSIX, and SQL makes achieving a level of portability easier, but standards by themselves are not enough. Although Ada was designed to requirements which included portability, there are issues associated with Ada that affect portability of the software written in Ada.

- An understanding of the portability requirements of the application.
- A comprehensive understanding and familiarity with Ada.
- An understanding of the potential for misuse of the features of Ada.
- The selection or development of appropriate portability guidelines.
- The use of porting procedures and demonstrations.
- The use of independent validation and verification.

The operating system is the environment that the application program "sees" when it is executing. If the environment always appears the same, even when the computer changes or the operating system itself changes, then moving the software between computers will be easier. POSIX is a family of standards that has the potential for significantly facilitating applications portability. In addition to having IEEE support, it has broad U.S. Government and industry participation and support and is recommended in the WAM Decision Coordinating Paper (DCP) [DCA 1989, Appendix R]. It has been adopted as a key component of the Applications Portability Profile being developed by the National Institute of Standards and Technology (NIST).

However, the POSIX standardization effort is young and still under development. Further, there are three potential problem areas to be considered when using a POSIX open systems environment (OSE). Namely, POSIX allows for (1) optional features, (2) multi-semantic features, and (3) extensions.

The standard relational database language, SQL, while providing many features required for database management, does not provide significant support for schema manipulation, system tables, and interactive database users. As a result the ANSI committee developing the SQL standard expects to produce a new version of the language, SQL2, in 1992.

Portability Recommendations

Before the goal of portability can be met in the WAM program, several tasks must be successfully completed.

- Quantify portability. A measure of portability must be devised. One option is to use the source lines of code that must be changed when an application is
ported to indicate the relative percent of the software that is changed.

- Establish portability requirements. The requirement for portability must be understood if the software developers are to design the software in an intelligent and cost effective manner.

- Identify portability practices. The selection and appropriate use of available standards such as ANSI/MIL-STD-1815A-1083, IEEE Std. 1003.1-1988, and FIPS-PUB 127-1 will enhance the chances of developing portable software. These standards are evolving however. It is critical that the WAM program anticipate and prepare for these changes. One way to ensure timely knowledge and conformance with the standards is to participate in the standards efforts through balloting on proposed standards or membership in working groups.

- Monitor the development process for compliance. After selecting the appropriate standards, the goal of portable software is largely met through the use of appropriate software engineering practices such as the use and enforcement of a set of portability guidelines, an understanding of the issues surrounding portability, the use of a plan for achieving portability, and the use of automated tools to assist the software developers.

- Test the result. A portability demonstration must serve as an acceptance test for software developed for the WAM program. This demonstration will indicate whether the portability requirements established by the program office have been met. An independent V&V agent should also assess the portability of the delivered software.

REUSABILITY

Although major technical problems must be solved before the full potential of software reuse can be realized, some benefits can be obtained now. But software reuse is difficult because of such non-technical factors as organizational structures, financial disincentives, and lack of specific contractual mechanisms that allow and encourage reusable software.

The unresolved technical issues inhibiting wide-scale software reuse require further research. We see seven significant technical issues that are being (or should be) investigated, with progress in any areas likely to result in enhanced reuse capabilities:

- Improved methods for domain analysis.
- Improved indexing and retrieval systems for reuse libraries.
- Improved conceptual understanding and representations for reuse.
- Methods for raising the assurance that software performs as expected.
- Reuse methods that take into account the fact that software not only carries out
a functional task but does so with certain resource utilization characteristics

- Techniques for managing the increased number of parameters that are required for large components.
- Improved software tools for reuse.

Reusability Recommendations

Software reuse is not yet a mature technology. Although some benefits can be achieved on a small scale, reuse should not be attempted on a large scale at the present time. For example, a small-scale demonstration project designed to assess the applicability of reuse and the effectiveness of software tools in the technical and organizational environment of WAM should be initiated.

Before the benefits of software reuse can be realized, an analysis to determine the requirements for reuse in the WAM program must be conducted by the WAM program office. The results of this study will form the basis of the software design developed by the contractors.

The program office and WAM contractors should be aware of progress as research efforts to enhance software reuse capabilities continue. In addition, the work occurring in other DoD programs, such as Software Technology for Adaptable, Reliable Systems (STARS) and Strategic Defense Initiative Organization (SDIO), should be investigated for applicability to the WAM program.

While technical barriers to increased software reuse exist, contractual and legal problems continue to discourage reuse. Mechanisms to motivate and reward reuse must be developed. Questions about property rights and liability must be answered.
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The purpose of IDA Paper P-2456, *An Assessment of Portability and Reusability*, is to record substantive work done in a quick reaction study for the World Wide Military Command and Control System Automated Data Processing Modernization (WAM) program to follow in achieving appropriate levels of software portability and reusability.
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1. INTRODUCTION

1.1 PURPOSE

This paper provides the World Wide Military Command and Control System (WWMCCS) Automated Data Processing (ADP) Modernization (WAM) program with the preliminary results of an examination of the topics of portability and reusability. The study was begun in July 1990 and this report is a first step in developing detailed guides for program policy and actions.

1.2 BACKGROUND

Portability and reusability are characteristics of software that describe the ease of moving computer programs from one computer to another and of using parts of programs in new programs.\(^1\)

Portability and reusability are both important goals for the WAM program because its system architecture assumes that computers from different manufacturers will be connected together to form the system. The program strategy is designed to allow users to add new functions and to replace individual computers as needed. Users expect to achieve this flexibility without being made to purchase equipment or software from any particular supplier. They will be able to take advantage of previously purchased software or commercially available products.

Although both portability and reusability have been recognized as desirable features for software, much of the software purchased by Department of Defense (DoD) has been difficult to move to new computers. The WAM program is taking early action to identify factors that enhance these characteristics and to implement practices that promote design, development, and use of software that has better portability and reusability.

1.3 SCOPE

This paper presents the findings of a preliminary examination of portability and reusability within WAM. A variety of services, each with its own interfaces, are needed

---

1. Portability is defined in the *IEEE Standard Glossary of Software Engineering Terminology* as “The ease with which software can be transferred from one computer system or environment to another” [IEEE 1983, 26]. The same source defines reusability as “The extent to which a module can be used in multiple applications” [IEEE 1983, 30].
to implement a distributed command and control information system (CCIS) such as WAM. We limit the present effort to just three\(^2\) of the services that we believe to be among the most important for achieving applications portability: the applications themselves, their interface to the operating system, and their interface to the data management system. The portability discussion is further focused on Ada applications portability, the Portable Operating System Interface for Computer Environments (POSIX), and Structured Query Language (SQL).

Reusability, a well-established practice for math libraries and for packages that deal with common data structures, remains a topic of continuing research with regard to software modules in general. We address the general case and its attendant research issues.

1.4 APPROACH

We began work concurrently on three topics related to portability and on the subject of reusability.

The first topic discussed under portability is Ada. This section is concerned with designing and implementing applications programs that are themselves portable. Achieving better portability for applications programs written for the DoD was a goal of the higher order language studies that led to the development of Ada.

The information presented in the section on Ada portability is derived from a survey of open literature, a review of Ada portability guides, and IDA’s contact with the Ada program for almost eight years.

The second topic discussed under portability is the operating system interface, POSIX. POSIX defines a standard interface between the applications and the operating system. This helps to ensure that software being transferred to new environments can take advantage of the same operating system interface found on the first computer. It is not intended to provide operating systems that are themselves portable.

The information contained in the POSIX discussion is based on a survey of open literature, a review of the IEEE 1003 group of standards and draft standards, and our ongoing research.

The third topic under portability is the interface to data management. A technique for promoting portability of software applications is the separation of data

---

\(^2\) We have identified seven classes of services necessary to support an open system architecture: programming language services, operating system services, data management services, data exchange services, network services, user interface services, and security services.
management from other applications functions. By keeping the data management function separate and providing a well-defined interface between it and other applications software, designers hope to encourage independence of applications from details of data storage. Different applications can share access to data and interactive users are not constrained to a single application when accessing data. SQL, which supports an interface to a relational database model, has been identified by the Defense Communications Agency as the preferred mechanism for achieving the desired interface between applications and data management [WWMCCS ADP TUG 1989, A-33].

The SQL discussion is based on a survey of open literature, a review of pertinent standards, and IDA’s experience with the SQL standardization effort.

Less definitive work exists in the area of software reuse. There are no standards or guidelines on software reuse. However, a great deal of research on software reuse is occurring. The section on reuse identifies the state of practice and provides recommendations on how to move toward the goal of reusable software for the WAM program.

Achieving a greater level of reusability is a goal of several DoD programs, e.g., Software Technology for Adaptable Reliable Systems (STARS), Joint Integrated Avionics Working Group (JIAWG), and the Strategic Defense Initiative (SDI). Members of IDA staff are familiar with work in each program as well as independent research within IDA and elsewhere. The discussion and recommendations for reusability are derived from that knowledge.
2. PORTABILITY

Although any software can be evaluated in terms of portability, for this paper we consider the applications software (the programs written to carry out some function for the user.) Examples of application software include programs to prepare routine status reports, to aid staff officers in preparing part of an operation plan, or to help prepare a formatted message for release. Figure 1 represents a software application (dashed rectangle) as a set of packages (solid rectangles). In this figure, some of the packages (the shaded ones) might require modification of the code if the application is moved to a new computer. If software is designed according to accepted principles, then the change should be (1) known about before hand, (2) as few as possible, (3) isolated in just a few packages, and (4) not capable of causing changes in the operation of other packages.

The application itself interacts with the host computer through its interface to the operating system and, in some cases, through its interface to the data management system. The application interfaces to applications that are executing on remote computers via a communication system interface. These interfaces form part of the system architecture.

The advantages of portable software include increased programmer productivity and increased software reliability, flexibility, and maintainability. However, the benefits of portable software are only realized over time. As hardware technology continues to advance, the availability of greater performance, reliability, or functionality may cause the original hardware to be replaced. Software initially developed to be highly portable may accommodate the changes and continue to be used.

We expect that the application software written for WAM will be installed and executed on different computers and on different versions of operating systems. For this reason, portability is an important characteristic of software developed or purchased for the WAM program.

Three service areas where increased portability will be significant to the WAM program are the application software, the operating system interface, and the database interface. In the case of general application software, the use of a tightly regulated standard programming language and validated compilation system, such as with the Ada programming language, will enhance portability. Portability of the applications software, is further enhanced when applications are designed to operate over operating systems that present a standard interface. An operating system interface, the Portable Operating
System Interface for Computer Environments (POSIX), is being developed specifically to promote portability. The WAM program has specified POSIX as its operating system interface for the workstations that have been purchased [DCA 1989, Appendix R]. Similarly, in the case of a database language, the proper use of Standard Query Language (SQL) will increase the chances of portability.

However, simply selecting the appropriate standard is not sufficient to guarantee software portability. In the case of Ada, the standard allows the use of features which are inherently machine dependent [ANSI 1983, Chapter 13]. POSIX is not a single standard, but a collection of standards that describe variations of the “standard” interface. The SQL standard, while encouraging the use of a standard set of capabilities, does not provide every function that may be needed. The SQL standard is still evolving to meet the needs of database application developers. Thus, in addition to the selection of a standard, the software developer requires some guidance in the application of that standard to achieve the goal of portability. The following three sections address the issues of standards and guidance in the development of application software that interacts with operating and database applications through standard interfaces.

2.1 APPLICATIONS PORTABILITY THROUGH ADA

2.1.1 Introduction

Some of the features that characterize portable software are common across programs written in any language. For instance, reliance on machine-dependent features or vendor-supplied math packages will result in non-portable code regardless of the programming language selected for the implementation. Similarly, intelligent use of a programming language standard, avoidance of host-specific features, and adoption of programming style guidelines will tend to enhance portability.

The Ada programming language has been mandated by DoD Directives 3405.1 and 3405.2 for use in developing all mission-critical software [Taft 1987a, 1987b]. A majority of the software developed for the WAM program will therefore be written in Ada. For that reason, this section will address the use of the Ada programming language to improve the portability of software.

2.1.2 Background

In the mid-1970s, the DoD set up a High Order Language Working Group (HOLWG) as part of its Common High Order Language program. The goal of the program was to establish a single high order computer programming language with which to develop mission-critical embedded computer systems. The HOLWG was tasked with formulating DoD requirements for high order languages and evaluating existing languages
Application A is moved from computer X to computer Y.

Figure 1. Example of Portable Application Software
against those requirements. By 1978, the HOLWG had developed a set of requirements, referred to as STEELMAN [DOD 1978], and had determined that none of the existing military and commercial programming languages met those requirements sufficiently. However, the HOLWG also determined that a single language that would essentially meet all of the requirements was feasible. The Ada Programming Language Standard [ANSI 1983] resulted from the evolution of a DoD-sponsored design which attempted to satisfy STEELMAN.

One requirement called out in STEELMAN was for machine independence [DOD 1978, 4]. Machine independence is nearly synonymous with portability as defined by [IEEE 1983]; therefore the Ada language was designed with portability in mind. The high-level nature of Ada, especially its separation of specifications from implementation details and the package facility for encapsulating dependencies, reflects Ada's attempt at the programming language level to promote portability.

2.1.3 Portability Issues

Although Ada was designed to requirements which included portability, there are issues associated with Ada that affect the portability of software written in Ada.

- Determining the requirements for portability
- Comprehensive understanding and familiarity with Ada
- What guidelines should be used
- Porting procedures and porting demonstrations
- Independent validation and verification

Portability requirements analysis should specifically consider which components must be developed to be portable. The cost associated with the development of portable Ada software is generally believed to be higher than for the development of non-portable Ada software. Substantial savings may be gained over time if that software can be ported to a new environment rather than being redeveloped. However, the savings can only occur when there is a need to port the software. Portable software may also be less efficient during execution or require additional memory use than does non-portable software. In general, there are always tradeoffs to be considered when optimizing software for a specific trait such as portability. Thus, an evaluation of the requirement for portable software must occur before any contracting decisions can be made. A level of portability, such as 80% portable, is meaningless if the wrong modules are portable. The criteria for deciding which software modules need to be portable may include life expectancy of the module, commonality across the system, initial cost of development, or behavioral constraints such as performance. Any portability requirements analysis must consider the benefits of developing a portable software module versus the cost associated with that
Creating portable Ada software can not be done without a comprehensive understanding and familiarity with Ada. The potential exists for misuse of the features and facilities provided by Ada to assist in minimizing machine-dependencies. For example, a program relying upon pre-defined numeric types for their bounds, size, or accuracy, will not minimize the machine-dependence of that program. Compiler conformity with the Ada standard, although rigorously tested by DoD, does not mean that Ada source code processing is identical between compilers. One specific instance of this that we have encountered through our experience is with the nesting of Ada generic units. The nesting of generic units is allowed by the standard, but not thoroughly tested against in conformity testing. As a result, some validated compilers handle nested generic units properly while at least one does not.

Once the portability requirements and the documentation and demonstration mechanisms have been determined, the software developer must select or develop portability guidelines to facilitate achieving those requirements. The process of selecting or developing guidelines is important as the guidelines will drive the entire software development process. The guidelines will be used by developers in making all implementation decisions and by software development managers in approving the results of the development effort. The use of inappropriate or inferior guidelines may be as bad as using no guidelines. The cost to develop a set of guidelines will be much higher than using an existing set of guidelines. However, the cost of using an inappropriate guideline must be considered. Having selected or developed a set of portability guidelines, it is critical that the adherence to the guidelines is enforced. This may involve the use of an automated tool specifically developed to check for guideline conformance.

Blind acceptance of Ada software as portable simply because it is written in Ada is not wise. Applications software can be designed for initial operation on several different computers yet it may later be difficult to move to some new computer. Therefore, if customers anticipate a need to move software to new, but unspecified, computers without having to rely on the original developers, then they should insist that software include complete porting instructions. In the case of WAM, for example, software might include a porting instructions for moving the application between WAM hosts and alternative but equivalent platforms. The accuracy of the instructions can be tested by having an independent agent (perhaps an Independent Verification and Validation (IV&V) contractor)

---

3. The porting instructions allow people who did not participate in the original development to move the application to a new environment. Complete instructions, however, will not guarantee that anyone can move the application with equal ease. People who are more familiar with the application and the environments involved will probably have an easier time moving software than will people who are less qualified.
actually carry out the move using the instructions provided. Requiring porting procedures and demonstrating those procedures gives more assurance that the software meets the portability specifications. Selecting computers to use for portability demonstrations is a challenging task, but differences in computer word size, register architecture, instruction set, memory hierarchy, operating system, compiler, and database management system vendor tend to make the demonstration more robust.

If specific host porting requirements cannot be defined for the WAM program, acceptance testing can be based upon a weaker criteria, i.e., a general assessment of the portability of the software as determined by code inspection. This inspection could provide an analysis of the software for attributes which enhance portability. Although no standard set of attributes for portability in Ada exist, the existing portability guidelines can be used to derive these attributes.

The final issue of importance is IV&V of the software to the portability requirements. As discussed in preceding paragraphs, the use of Ada does not guarantee portability. Although it requires additional funds and other resources, IV&V of the porting procedures and the demonstration of requirements satisfaction is strongly recommended.

For the remainder of the discussion of achieving portability using Ada, we concentrate our efforts on the issue of selecting suitable portability guidelines.

### 2.1.4 Portability Guides

Guides have been written on the subject of Ada software portability. These guides generally define what portability is, why it is important, and what some of the issues surrounding portability are. Some of the recommendations contained in these guides are actually style guidance and simply establish a convention for the ways things are done.

Style guidelines by themselves are not sufficient to guarantee portability; however style guidance is important. By establishing conventions, the opportunity exists for using automated tools to assist the developer with the more mundane aspects of building software. For example, templates can be generated to speed the development process and minimize clerical errors. Alternatively, tools may be built to check that the conventions have been followed. While stylistic guidance will increase programmer portability as well as provide the opportunities for other benefits, stylistic aspects of the use of the Ada programming language will not be addressed in this paper. Interested readers should refer to [Nissen 1984] or [SPC 1989] for more information on Ada style.4

---

4. Two copies of SPC's *Ada Quality and Style* are provided with this paper.
As part of our research into Ada software portability, we reviewed the available guides that have been written for Ada:

- Nissen, *Portability and Style in Ada* [Nissen 1984]
- SofTech, *Ada Portability Guidelines* [SofTech 1984]
- SPC, *Ada Quality and Style* [SPC 1989]

We found that in general, the guides may be characterized by approach, structure, level of technical detail, domain for which they were written, and age. Each characterization is discussed in the following sections.

2.1.4.1 Approach

The approaches taken in the development of the guides varied widely. The first Ada portability guide [Nissen 1984] was developed during the Ada language standardization effort. The goal was to encourage the development of portable Ada code from the outset. Some guides that followed used this first guide as the basis for their work while offering specific enhancements. In some cases, the guides were written to provide the software developer with a method to perform tradeoff analyses in determining whether to apply or disregard specific guidance. A result of this approach is that developers have latitude in implementing their design decisions. The developers must consciously analyze the risks and benefits associated with any decision. Thus the rationale for any decision can be evaluated and verified. In other cases, the guidelines were simply stated as suggestions, recommendations, or mandatory rules to be followed with no explicit justifications presented. Using these guides the software developer must blindly follow the guidance offered. However, this may be appropriate in some instances and will provide the benefit of allowing automated tools to check for rule conformance.

One set of guidelines resulted from a single porting effort and thus describes one instance of porting problems and their solutions [Martin Marietta 1989]. Another classifies software development personnel into groups of inexperienced developers, experienced developers, and development managers [SPC 1989]. These guidelines are aimed at providing specific assistance to each group. The approach taken in the development of portability guidelines may be to provide guidance for the development of portable code

5. The reviews are located in Appendix D.

6. This guide is no longer in print and will be difficult to obtain.
for a specific domain [Griest 1989]. The approach taken in the development of a set of guidelines may be considered when selecting an appropriate set of guidelines for a particular project or group of developers. The experience of the developers, constraints or domain of the project, and availability of automated tools will all influence the decision of which set of guidelines is most suitable.

2.1.4.2 Structure

The structure of the guidelines reviewed varied less widely than the approach taken in the development of those guidelines. However, guideline structure may also be used as a criterion in the selection of an appropriate set of guidelines for a project. Several guidelines were written to conform to the organization of the Ada standard. These guidelines provide a systematic treatment of Ada language constructs with the guidelines numbered to correspond to the relevant chapters and sections of the Ada standard. Another guideline was organized around issues impacting portability. For instance, a guideline section on concurrency enumerated the guidance for using Ada features to achieve concurrent, portable Ada code. Because a software developer might need guidance on a particular feature of the Ada language, this set of guidelines was also cross referenced to the Ada standard.

2.1.4.3 Level of Technical Detail

All of the guidelines reviewed contained some guidance that is more appropriately classified as style guidance. That is, the guidance consists of discussions on good software engineering practices. The reason for this may be that experience in porting Ada code has been limited. Style guidance is important but insufficient to guarantee portability.

2.1.4.4 Domain

Most of the guidelines reviewed were aimed at the development of general purpose Ada applications. Only one was limited to the domain of real-time embedded systems. It is to be expected that the more specialized the problem becomes, the more constrained the guidelines will need to be.

2.1.4.5 Age

The first guideline for the development of portable Ada applications was written while the Ada language standardization process was occurring. Since that time Ada compilers have proliferated making the use of Ada on a wide range of platforms possible. Developers continue to gain substantial experience with Ada. It is through this experience that better guidance for the generation of portable Ada code will result. Features of
the Ada language have been discussed and their use clarified through the language revision process. Some guidance initially proposed has now been changed or made obsolete. This will continue to occur. Thus, any software developer must remain aware of the experience of other developers in the field, as well as information derivable from the Ada Issues or ISO Ada Uniformity Rapporteur Group (URG) Issues.

2.2 APPLICATIONS PORTABILITY THROUGH POSIX

A software application is executed under the control of an operating system and requests other system resources (files, memory, input/output devices, etc.) by making calls to the operating system. In a sense, the operating system is the environment that the application program “sees” when it is executing. If the environment always appears the same, even when the computer changes or the operating system itself changes, then moving software between computers will be easier.

In this section, we put forward POSIX as a family of standards that has the potential for significantly facilitating application portability. We begin by giving an overview of POSIX, a snapshot summary of POSIX as it exists today, and a discussion of the significance of POSIX as an open system standard. We then focus on portability considerations. In particular, we describe the POSIX approach to application portability, and we point out some potential problems with this approach.

2.2.1 Background

POSIX has evolved into a term with a broad and still-increasing scope. It is used to refer to the standards being developed by IEEE Project P1003, which is sponsored by the Technical Committee on Operating Systems of the IEEE Computer Society. The term POSIX is also used to refer to P1003 itself, as well as to the collection of working groups that exist under P1003. In addition, it is used as a umbrella term to encompass not only P1003, but also some closely related IEEE standards projects (e.g., P1201 on windows, P1237 on remote procedure call (RPC), and P1238 on the File Transfer, Access and Management (FTAM) Protocol).

IEEE Project P1003 consists of a family of working groups (see Table 1). The P1003 working groups are defining interface standards based on UNIX®. All of the P1003 standards are intended to facilitate application portability at the source code level. While UNIX has become the operating system of choice on a large number of widely varying hardware platforms, its proliferation of versions in fact impedes application portability. The P1003 working groups are chartered to remedy this situation by defining a standard operating system interface and environment based on UNIX.

® UNIX is a registered trademark of AT&T Bell Laboratories.
<table>
<thead>
<tr>
<th>Working Group</th>
<th>Subject</th>
<th>Balloting</th>
<th>Expected Approval</th>
<th>Related Standards</th>
</tr>
</thead>
<tbody>
<tr>
<td>FIPS 151-1</td>
<td>POSIX</td>
<td></td>
<td>Approved 3/90</td>
<td>IEEE P1003.1-X (POSIX)</td>
</tr>
<tr>
<td>P1003.0</td>
<td>Guidance</td>
<td>n/a</td>
<td>Approved 8/88</td>
<td>ANSI (1989), ISO 9945-1</td>
</tr>
<tr>
<td>(1989)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.2a</td>
<td>User Portability Extensions</td>
<td>8/90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.3</td>
<td>Test Methods, generic</td>
<td>2/90</td>
<td>late 1990</td>
<td></td>
</tr>
<tr>
<td>P1003.3.1</td>
<td>Test Methods, system interfaces</td>
<td>2/90</td>
<td>late 1990</td>
<td></td>
</tr>
<tr>
<td>P1003.3.2</td>
<td>Test Methods, shell &amp; utilities</td>
<td>early 1992</td>
<td>late 1992</td>
<td></td>
</tr>
<tr>
<td>P1003.4</td>
<td>Real-Time Extensions</td>
<td>5/90</td>
<td>mid 1991</td>
<td></td>
</tr>
<tr>
<td>P1003.4a</td>
<td>Threads</td>
<td>8/90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.4b</td>
<td>Language Independence</td>
<td>12/90</td>
<td>late 1991</td>
<td></td>
</tr>
<tr>
<td>P1003.4c</td>
<td>Extensions to P1003.4</td>
<td>late 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.5</td>
<td>Ada Language Binding</td>
<td>8/90</td>
<td>early 1991</td>
<td></td>
</tr>
<tr>
<td>P1003.6</td>
<td>Security</td>
<td>5/91</td>
<td>early 1992</td>
<td></td>
</tr>
<tr>
<td>P1003.7</td>
<td>System Administration</td>
<td>early 1992</td>
<td>1993</td>
<td></td>
</tr>
<tr>
<td>P1003.8</td>
<td>Transparent File Access</td>
<td>mid 1992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.9</td>
<td>FORTRAN Language Binding</td>
<td>8/90</td>
<td></td>
<td>ISO DIS 8806, X3.9-1978</td>
</tr>
<tr>
<td>P1003.10</td>
<td>Supercomputing AEP</td>
<td>late 1990</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.11</td>
<td>Transaction Processing AEP</td>
<td>mid 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.12</td>
<td>Protocol Independence</td>
<td>1993</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.XX</td>
<td>Name Space / Directory Services</td>
<td>[1]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.13</td>
<td>Real-Time AEP</td>
<td>early 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.XX</td>
<td>Traditional System AEP</td>
<td>mid 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.14</td>
<td>Multiprocessing AEP</td>
<td>mid 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.15</td>
<td>Supercomputing</td>
<td>7/91</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1003.X</td>
<td>C Language Binding</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1201.1</td>
<td>X Windows - Applications API</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1201.2</td>
<td>User Interface Driveability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1201.3</td>
<td>User Interface Management</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1201.4</td>
<td>X Windows - Library API</td>
<td>early 1991</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1224</td>
<td>X.400 Mail Services</td>
<td></td>
<td></td>
<td>[2]</td>
</tr>
<tr>
<td>P1237</td>
<td>Remote Procedure Calls API</td>
<td>mid 1992</td>
<td>early 1993</td>
<td></td>
</tr>
<tr>
<td>P1238.1</td>
<td>FTAM - Common OSI API</td>
<td>early 1992</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1238.2</td>
<td>FTAM API</td>
<td>early 1992</td>
<td></td>
<td>ISO 8571</td>
</tr>
</tbody>
</table>

[1] - PAR has been withdrawn.

PAR - Project Authorization Request
FTAM - File Transfer, Access and Management
AEP - Application Environment Profile
API - Application Portability Interface
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The first P1003 working group, P1003.1, has produced a standard now known as IEEE Std 1003.1-1988. IEEE Std 1003.1-1988 defines the interfaces to system services, including process management, signals, time services, file management, pipes, file I/O, and terminal device management. IEEE Std 1003.1-1988, in the UNIX tradition, is oriented toward the interactive multi-user application domain. Using IEEE Std 1003.1-1988 as a baseline, other P1003 working groups are extending application portability to additional application domains, as noted in the following section.

2.2.2 Snapshot Summary of POSIX Working Groups and Standards

The set of working groups that make up the POSIX family is evolving; additional working groups may be formed, and support for some existing groups may be withdrawn. Part of the purpose of the P1003.0 working group is to facilitate the coordination of the individual working groups. The purpose of this section is to give a snapshot description of the current POSIX family. In the following sections, we briefly describe the POSIX working groups and standards under eight headings:

- Guidance
- System services
- Utilities
- Language bindings
- Distributed system services
- Windowing
- Conformance
- Profiles

These headings are derived from the POSIX Tracking Report [Digital 1990]. It should be noted that the headings do not represent an official classification scheme. They simply provide a convenient framework in which to discuss the numerous working groups and standards that fall under the POSIX umbrella. Although most of the POSIX effort is intended to produce standards that will enhance applications portability, only the last topic, Profiles, explicitly addresses it.

Further information on the POSIX working groups and standards can be obtained from the publications listed in the bibliography or from the chairs of the working groups (see Appendix A). POSIX drafts can be obtained from the IEEE Computer Society by contacting Lisa Granoien at (202) 371-0101. A complimentary subscription to POSIX Tracking Report can be obtained by contacting Kate Comiskey at (603) 881-1873.
2.2.2.1 Guidance

Guidance for the POSIX effort is offered by working group P1003.0. The P1003.0 draft standard is intended as a centralized document which provides a detailed description for each standard in the POSIX family. The scope for each standard is included as well as a cross reference to related standardization activity by other organizations. A major goal of the working group for this standard is to identify gaps in the POSIX standards structure, and to create new working groups to address those areas. This document is drawing increasing attention from user organizations such as the National Aeronautics and Space Administration (NASA) and the Navy's Next Generation Computer Resources (NGCR) Program.

2.2.2.2 System Services

System services are being defined by three POSIX working groups:

- P1003.1 Systems Services and C Language Binding. This standard defines an interface primarily for low-level system routines, but also includes some higher-level (library) interfaces. It addresses process management, signals, time services, file management, pipes, file I/O, and terminal device management. It is oriented toward the interactive multi-user application domain and to centralized computer architectures. Current efforts are focused on removing the C language dependencies from the standard. A language independent specification is being developed. It will be used as a baseline for developing language bindings, especially for languages other than C (e.g., Ada, FORTRAN).

- P1003.4 Real-Time Extensions. This standard will address issues which are of a particular concern to real-time applications developers, who generally consider a traditional UNIX environment to be unacceptable for fielding these applications. In real-time systems, resources must be managed so that time-critical application functions can control their response time, possibly resulting in delay or even starvation for non-time-critical application functions. Therefore, the P1003.4 Working Group has focused its initial efforts on defining application interfaces to the functional areas which impact resource management (e.g., priority scheduling, real-time files, and process memory locking).

- P1003.6 Security. This standard will address computer security, which is generally considered not very rigorous in a traditional UNIX environment. It will define interfaces to security services and mechanisms. The working group's basis for consideration of security issues is the DoD 5200.28-STD Trusted Computer Security Evaluation Criteria (TCSEC or the "Orange Book") [DOD 1985]. Currently, the major features specified by the standard include
discretionary and mandatory access controls, audit mechanisms, privilege mechanisms, and information labels (added after the April 1990 meeting).

2.2.2.3 Utilities

Three working groups are addressing the topic of utilities:

- P1003.2 Shell and Utilities. The P1003.2 standard will define a standard programmatic interface to utilities which are commonly provided under UNIX. These utilities and the command interpreter (shell) are particularly popular features of UNIX systems, which increases the importance of this particular standard.
- P1003.7 System Administration. This group is addressing topics such as backup, recovery, system startup, system shutdown, clock daemons, print spooling, file management, and system code messaging.
- P1003.15 Supercomputing Batch Environment Extension. This standard will be developed by the same working group as the P1003.10 (Supercomputing Application Environment Profile (AEP)) working group. It will define facilities that provide a network queuing and batch system in a POSIX environment.

2.2.2.4 Language Bindings

A large effort is being made to remove the C language dependencies from the POSIX family base. This effort is being driven in part by the desire to carry POSIX into the international standards arena. The current plan is to supplement the language-independent standards base with interface definitions for specific languages. This is a difficult task since the origin of the POSIX family, UNIX, has matured under the influence of the C language syntax and semantics. The documents reviewed in this section represent the interface definitions which have currently been specified.

At this point, working groups have been established to define language bindings for two languages other than C:

- P1003.5 Ada Bindings. The P1003.5 will not be a standard as such, but rather a supplemental document to the P1003.1 (Systems Services) standard. As noted above, the P1003.1 standard is being revised to remove language-specific dependencies. As the Ada interface description will be of significant interest to U.S. federal employees and contractors, this document will figure heavily into the WWMCCS modernization. After completing the binding to P1003.1, the P1003.5 working group intends to define bindings to the P1003.4 real-time extensions.
- P1003.9 FORTRAN Bindings. This standard will initially define
FORTRAN 77 bindings to the POSIX standards.

2.2.2.5 Distributed System Services

The POSIX groups working on distributed services are trying to define Application Program Interfaces (APIs). At one time, the work to extend POSIX to a distributed computing environment was concentrated in one working group, P1003.8. However, the effort has evolved into several working groups:

- P1003.8 Transparent File Access API. This group is defining an API for a transparent file access facility similar in functionality to Sun Network File System (NFS)®.
- P1003.12 Protocol Independent Interfaces (PII) API. This group is defining an API for a network independent data transport capability.
- P1003.XX Namespace & Directory Services (NS/DS). This standard will be based on CCITT Recommendation X.500 [ISO 1988a].
- P1224 X.400 Mail Services API. This group plans to define an API for a mail service based on CCITT Recommendation X.400. However, due to lack of critical mass for participation in the working group, IEEE support may be withdrawn.
- P1237 Remote Procedure Call (RPC) API. This group is defining an API for a remote procedure call facility, which enables procedure calls to be made across a data communication network.
- P1238 File Transfer, Access and Management (FTAM). This group is defining an API for FTAM, ISO 8571 [ISO 1988b].

2.2.2.6 Windowing

Another IEEE Project, P1201, is defining a standard windowing interface based on X Windows. The P1201 interface is being designed to work with any operating system. It is not dependent on POSIX, although it is anticipated that it will often be used in conjunction with POSIX. It is commonly placed under the POSIX umbrella, and its working group meets jointly with P1003.

2.2.2.7 Conformance

Working group P1003.3 is chartered to develop test methods for measuring conformance to POSIX. The P1003.3 standard will define a uniform way of testings systems for conformance to the P1003.1 (Systems Services) standard. For this reason, the working group has closely monitored the development of the P1003.1 standard to determine and

© Sun Net File System is a registered trademark of Sun Microsystems, Inc.
document all assertions about system behavior. The P1003.3 working group has come to realize that it cannot address all the POSIX standards by itself. The current plan is for individual working groups to develop test assertions for their own standards.

As of April 1990, the focus of this working group has broadened into three major divisions. The P1003.3 standard will address generic test methods which defines how to write assertions and test methods for the other standards. The P1003.3 document is expected to be completed near the end of 1990. Two other documents, P1003.3.1 and P1003.3.2, will specify the test methods for the P1003.1 (Systems Services) and P1003.2 (Shell and Utilities) standards, respectively. Since the P1003.3.1 document encompasses revisions to the Systems Services standard (P1003.1a), it is not expected before early 1991. The P1003.3.2 effort is still in an early stage of development.

2.2.2.8 Application Environment Profiles

Profiles are being developed with groups of experts in the application area who identify existing application standards and focus on applying and extending POSIX to meet their specific needs. If a standard has many options, profile developers select the most appropriate options to meet their needs. The profile approach has also been successful for identifying areas where there are no existing standards to satisfy the application’s needs. In which case, several approaches can be taken to ensure these needs are met. The Application Environment Profiles (AEP) groups can develop the standard themselves, approach the base standards groups, or form a new standards group [Isaak 1990, 67-70]. Although these profiles may provide useful standards in the WAM context, there are portability issues to be addressed.

First, a POSIX AEP is a subset of POSIX OSE, plus an arbitrary collection of options, parameters and extensions. As a result, the use of these profiles will restrict the portability of applications to those environments (domains) that are supported by the POSIX AEP. For example, files may not be supported in the Real-Time AEP, and semaphores may not be supported in the Transaction Processing AEP. These factors must be considered before choosing a POSIX AEP. An improper selection will require the use of non-portable options and extensions, and this will have an adverse affect on the portability of applications. Second, each POSIX AEP may contain optional features, multi-semantic features, and extensions, and their use must be controlled in a similar fashion to the non-portable features of POSIX OSE.

2.2.3 Significance of POSIX

POSIX is the key open system standardization effort in the area of operating systems. In addition to having IEEE support, it has broad U.S. Government participation
and support. It has been adopted as a key component of the Applications Portability Profile being developed by the National Institute of Standards & Technology (NIST). Draft 12 of the P1003.1 standard was adopted as Federal Information Processing Standard (FIPS) 151 in September 1988. Draft 13, which became IEEE Std 1003.1-1988, was adopted as FIPS 151-1 in March 1990. POSIX has been selected by NASA for use in its development of the Space Station Freedom. Most recently, in April 1990, POSIX was selected by the Navy Next Generation Computer Resources (NGCR) Program as the baseline on which to build the NGCR operating system interface standard [OSSWG 1990]. POSIX is now being carried forward into the international standards arena as well. IEEE Std 1003.1-1988 (plus 1003.1a, which makes minor revisions to the 1988 IEEE standard) is expected to be adopted as ISO 9945-1 in late 1990.

POSIX also has broad industry participation and support. All major computer vendors are at least monitoring the POSIX standardization effort by attending meetings and reviewing draft standards, and many are making substantive contributions. In addition, prominent industry consortia, such as X/OPL, the Open Software Foundation (OSF), and UNIX International7 are participating in the POSIX standardization effort and are incorporating POSIX into their plans for their own UNIX standardization efforts. The POSIX standards are expected to become both widely available and widely utilized.

Open system standards are important because they form the foundation for open system environments. As defined in [NIST 1990, 2], “open system environments” (OSEs) are ones:

- that are based upon an architectural framework which allows an extensible collection of capabilities to be defined,
- in which capabilities are defined in terms of non-proprietary specifications that are available to any vendor for use in developingcommercial products, and
- whose evolution is controlled by a consensus-based process for decisions regarding capability definitions, specifications, and other issues related to the computing environment.”

As described in [NIST 1990, 3], the POSIX-based OSE is based upon a framework which divides services (provided by a computing system to an application) into six categories: operating system services, programming services, data management services, data interchange services, network services, and user interface services. The POSIX standards primarily address the operating system services. In the case of the POSIX-based OSE, standards compatible with the POSIX standards are used to address the

7. These three organizations and their interrelationships are described in [Grindley 1989]. Essentially, they are alliances of computer and software vendors with vested interests in the standardization of UNIX.
other five categories of services.

Ideally, an open system environment would be defined in terms of international standards, since consensus on as broad a scale as possible is desirable. However, as noted in [NIST 1990, 3], the set of international standards is not rich enough at this time to enable the definition of a complete, consistent open system environment. Therefore, in defining the POSIX OSE, standards have to be selected from many forums. The P1003.0 draft standard [IEEE 1989, 40] gives a list showing the precedence of standards for inclusion in the POSIX OSE. At the top of the list are “Approved standards developed by accredited international bodies,” and at the bottom of the list are “Approved standards developed by non-accredited national standards bodies using a closed forum.”

Many benefits can be accrued from the adoption of open system environments and open system standards. These benefits include (1) portability of applications, (2) connectivity and interoperability of computer systems and products, (3) protection of software investment, due to the portability of software to new computer systems that conform the open system standards, and (4) encouragement of commercial, off-the-shelf (COTS) acquisitions. COTS acquisitions in turn offer advantages in terms of “timeliness, cost, reliability, completeness of documentation, and training [DSB 1987, 3].” Moreover, COTS acquisitions can significantly reduce the burden that must be borne by the customer (such as the WAM Program) in the area of life cycle support.

2.2.4 POSIX’s Vision for Portability

POSIX working groups have been involved in defining a set of standard specifications which comprise the operating system kernel and utilities. The base standards (e.g., system services, utilities, language bindings, and distributed system services) try to specify functionality and interfaces to satisfy a variety of diverse interests. For example, P1003.4 Real-Time Extensions for Portable Operating Systems must satisfy the needs of embedded real-time, “soft” real-time, transaction processing, and reliable database applications, to name a few [Naecher 1990, 46-51]. For this reason, the final standards are rather large and unwieldy containing all the options necessary to satisfy each application area. To minimize this problem, POSIX has formed groups to define AEPs that support portability in a specific domain [IEEE 1990, 46-51].

Profiles are being developed with groups of experts in the application area who identify existing application standards and focus on applying and extending POSIX to meet their specific needs. If a standard has many options, profile developers select the most appropriate options to meet their needs. The profile approach has also been successful for identifying areas where there are no existing standards to satisfy the application’s needs. In which case, several approaches can be taken to ensure these needs are
The AEP groups can develop the standard themselves, approach the base standards groups, or form a new standards group [Isaak 1990, 67-70].

2.2.4.1 Role of Application Environment Profiles

An AEP is a collection of interface standards tailored to a particular application domain. The idea is that applications would be implemented in accordance with an AEP for a specific application domain. Then, applications conforming to a given AEP would be portable across systems that implement the same AEP.

The purpose of AEPs is to help specify systems that can be built or procured so that the procurement office, developers, users, and platform suppliers can communicate their needs in an unambiguous manner. AEPs are meant to simplify the software developer’s task of identifying relevant standards to ensure the application is portable. System purchasers can avoid the overhead and cost of a system that provides more functionality than required. And vendors can focus on niche markets with specialized systems that implement the requisite profiles.

It should be emphasized that the AEP approach supports portability on an intra-domain basis, and not on a global (inter-domain) basis. Since portability across domains is not supported, domains must be selected and defined with care. The issues of AEPs and portability are further discussed in Section 2.1.5.

Five profiles are being defined by POSIX's working groups: (1) supercomputing (P1003.10), (2) transaction processing (P1003.11), (3) real-time processing (P1003.13), (4) traditional interactive multiuser system (P1003.XX TIMS), and (5) multi-processing support (P1003.14). These working groups are attempting to define the needs of the specific application area, identify standards available to meet those needs, and close any gaps that exist between desired capabilities and standards. To assure that standards do not conflict but work together on a platform in a predictable way, the relationships between the standards is also being addressed. Following is a detailed description of the activity undergone in each of the existing profile groups [Emerging 1990, 19-20].

2.2.4.1.1 Supercomputing Profile P1003.10

Working group P1003.10 is defining a profile to support application and programmer portability in POSIX-based supercomputer environments. The profile developers have already identified existing standards applicable to P1003.10; they range from user interface standards to languages and networking standards. The following supercomputing functions still need standardization:

- Batch system administration and network definition
- Checkpoint recovery
• Resource manager
• Mass storage/archiving facilities
• Multiprocessing capabilities

Working group P1003.10 will continue on with their work and develop the necessary POSIX extensions to provide the missing supercomputing functionality.

2.2.4.1.2 Transaction Processing Profile P1003.11

Working group 1003.11 is defining a profile to support on-line transaction processing (OLTP) in POSIX environments. The profile will support OLTP for both a distributed environment and an environment in which the transactions are located on the same host. P1003.11 has already begun to identify already existing standards and OLTP standards that are under development. There are plans to work with the following standards groups:

• POSIX Remote Procedure Call (RPC)
• European Computer Manufacturers Association (ECMA) 127
• POSIX 1003.4 Real-Time Extensions
• ISO Distributed Transaction Processing
• X/Open Transaction Processing (XTP)

After more work is done with the existing application standard groups, P1003.11 group will be able to recommend ways to obtain missing OLTP functionality [Emerging 1990].

2.2.4.1.3 Real-Time Processing Profile P1003.13

The prospect of a real-time POSIX standard raises the issue of what P1003.4 compliance means. If compliance requires all real-time vendors to implement the entire P1003.4 specification, a real-time system’s responsiveness would be reduced and memory requirements for a space-limited system would increase. For this reason, P1003.14 group was formed to define several real-time profiles to be used by different real-time applications. These applications are currently defined as follows

• Low-end, embedded systems that require minimal functionality
• Mid-range, real-time systems that require medium level real-time requirements.
• High-end, software real-time systems that support full functionality of P1003.1 and P1003.4 [Emerging 1990]

2.2.4.1.4 Traditional Interactive Multiuser System Profile P1003.XX

The profile group for Traditional Interactive Multiuser Systems (TIMS) was recently formed to specify the profile of a typical UNIX environment.
2.2.4.1.5 Multi-Processing Support Profile P1003.14

The profile group for Multi-Processing Support was also just formed. Its purpose is to extend POSIX functionality to a multiple processor computer architecture.

2.2.4.1.6 Other Candidate Profiles

POSIX 1003.0 references six other profiles that are under consideration:

- Software Development Environment *
- Office Automation
- Autonomous Systems
- High Availability systems *
- Embedded Systems
- PC/Workstations *

2.2.4.2 Testing Conformance to POSIX

"Conformance testing involves testing both the capabilities and behavior of an implementation and checking what is observed against both the conformance requirements in the relevant POSIX standards and what the implementor states the implementation’s capabilities are" [IEEE 1990, 8]. Traditionally, conformance testing has been done in a piecemeal manner for each standard; no assumptions existed about the options and parameters within a standard or the relationship that existed between standards. But now, with the advent of Application Environment Profiles, this ambiguity will be eliminated and more comprehensive testing environments will be provided.

The original intent of the POSIX 1003.1 working group was that conformance to the standard would be a condition claimed by operating system vendors and judged in the marketplace. But because of the complexity of the POSIX standards, it became clear that a test suite was needed to evaluate conformance. For this reason, the POSIX 1003.3 working group was formed in 1986 [UniForm 1990a]. It was tasked with publishing a standard that contained (1) general requirements for how test suites should be written and administered and (2) a list of test assertions, showing exactly what had to be tested. In other words, P1003.3 does not define how to test, but what to test.

P1003.1 distinguishes between operating system implementation conformance and application conformance. These two aspects of conformance reflect the two sides of the interface defined in the standard: the operating system side and the application side. A conforming P1003.1 operating system implementation must include a certain set of minimum functionality. It may also include extensions if they don’t conflict with the functionality specified in the standard. A conforming application on the other hand may not

* These profiles would be of greatest importance to WAM portability.
use any extensions and is prohibited from depending on any undefined, unspecified, or implementation specific behavior. It must be able to operate in the absence of any of the optional features of P1003.1 [IEEE 1988, 24-25].

POSIX defines three levels of conformance for applications that correspond roughly to the portability of an application: (1) strictly conforming, (2) conforming, and (3) conforming using extensions [IEEE 1988,24-25]. Strictly conforming applications are highly portable; whereas, the portability of conforming applications that use extensions is dependent on the extensions used. If the extensions are widely implemented in operating systems, it may not be difficult to port an application to a POSIX implementation. But if the standard extensions used are not implemented in a particular, POSIX-compliant machine, portability will not occur.

While IEEE does not certify conformance to a standard, other groups have taken P1003.3 and used it as the requirements specifications to write POSIX conformance test suites. NIST, X/Open, and AT&T have produced test suites for P1003.1 that meet the requirements of P1003.3 [IEEE 1990]. Once the other working groups define their standards and profiles, P1003.3 will develop conformance testing standards and test assertions.

2.3 APPLICATIONS PORTABILITY THROUGH ANSI SQL

This section of the document addresses portability guidelines for SQL. First, a brief description of SQL, as well as the current focus of the ANSI database standards group, is provided. Next, the different domains in which SQL is typically used is described. The issue of supersets and subsets and how they are addressed by ANSI SQL is then described.

2.3.1 Background

In 1986, the ANSI X3H2 Database Committee developed the first ANSI standard relational database language SQL [ANSI 1986]. ANSI SQL provided facilities for defining, manipulating, and controlling data in a relational database. The SQL standard has since been revised to incorporate support for integrity enhancement features and embedded language interface support [ANSI 1989].

The ANSI X3H2 committee currently expects to produce a new version of SQL, named SQL2, in the spring of 1992. SQL2 will provide support for schema manipulation, dynamic SQL, and many of the other "advanced" features found in today's commercial database management systems (DBMSs). The SQL2 specification will comprise three levels, the first being the current SQL, the second being about half of the new, improved, and easily implementable features, and the third specifying all of the new features. A
draft version of the SQL2 standard [ANSI BSR 199X] will be released for public review shortly, but was not available at the time this report was written.

2.3.2 SQL Application Domains

There are several different application domains for SQL. It is important to understand these application domains since the ease with which portable ANSI SQL applications can be developed is different for each domain.

A database administrator is primarily concerned with writing applications involving schema manipulation and storage management. Schema manipulation involves constructs such as CREATE, ALTER, DROP, and REVOKE for tables, views, and privileges. In addition, system tables (i.e., the database catalog) aid the database administrator in understanding the overall database. System tables allow queries which provide much information on all tables and columns existing in the database, such as who the owner is of these tables, when the tables were created, what users may update particular tables and views, etc.

ANSI SQL provides little support for the schema manipulation. Only CREATE constructs are defined for tables, views and privileges. However, complete schema manipulation constructs are usually provided in a commercial database since they are critical to database administration. This additional functionality is usually provided in a similar manner across commercial DBMS implementations.

ANSI SQL does not provide support for the concept of system tables. This functionality is also typically provided by commercial DBMS implementations, but the method of implementation is not common across implementation.

Application programmers often write code which accesses the database from a host language (e.g., COBOL or Ada), retrieves the data, processes it, and then perhaps produces a report. ANSI SQL provides two methods for accessing a database from a host language: the embedded calls approach and the module language approach.

In the embedded call method, the programmer codes (i.e., embeds) the database portions of his code in ANSI SQL within a host program such as COBOL or Ada. The embedded SQL is prefaced by a keyword so that a preprocessor may be used to scan for SQL calls and replace them with appropriate host language code which will then interface with the DBMS.

In the module language approach, the application programmer defines a host language subprogram which forms an abstraction of what is desired of the database call. Within the host language subprogram is a link to an object module which represents
compiled SQL statements. At execution time, the host program will execute the pre-
compiled SQL statements, and then returns data to the host program.

An interactive user is concerned with direct invocation of SQL constructs such as
SELECT, UPDATE, and INSERT. ANSI SQL provides no formal support within the
standard for the interactive user. All interactions with the database are assumed either
through the embedded or module interfaces. Most commercial database implementa-
tions offer an interactive SQL capability; however, there exist subtle but important differ-
ences between them.

The next version of ANSI SQL, SQL2, is anticipated to provide support for sev-
eral different application domains by including additional schema manipulation facilities,
the concept of system tables, and an interactive SQL facility.

2.3.2.1 ANSI SQL Supersets and Subsets

The ANSI SQL standard can be characterized as specifying the “floor” of the
language, as it dictates the minimal syntax and semantics of SQL, and allows supersets
(and, to some extent, subsets) to the language. As a contrast, for example, the Ada pro-
gramming language standard seeks to define the “floor” as well as the “ceiling”, by mand-
ating no supersets or subsets.

There are about fifty “implementor defined” syntactical and semantical aspects
published in the ANSI SQL standard. Most of these pertain to the implementation of
numerics and precision issues. Others deal with issues the ANSI X3H2 committee
defered, such as character set specification, definition of the physical newline termina-
tor, unusual states during a transaction, exceptional conditions, etc. It is unlikely that
many of these issues will be clarified in the SQL2 standard.

2.4 COMPENDIUM OF PORTABILITY ISSUES

The concept of portability is intuitively appealing; users would like easily moving
applications to new environments. Beyond saying that they want portability, however,
program managers face the challenge of translating statements of want into contractual
language, of implementing a strategy that enforces the contract, and of exercising sound
judgement when faced with choices of conflicting wants or needs.

Achieving portability within the WAM Program raises several issues:

• What benefits will portability provide?
• Is portability consistent with other WAM goals?
• How can the requirement for portability be described?
• What means are available to promote portability?
How can portability be verified?

These issues will be discussed in the following sections.

### 2.4.1 Benefits of Portability

Portability is an important characteristic for software in the WAM program because the WAM program strategy and the intended architecture are based on the ability to move applications software among different computers. Portability of software is generally believed to save money, improve the quality, and allow faster development of new capabilities. The expected savings in transferring a program from one computer to another follow when the cost of getting the program to work on the second computer (or environment) is less than the cost of redeveloping it and the cost of maintaining only one program (albeit in two versions) is less than the cost of maintaining two programs. The expected savings from reuse are similar except that a module is being recycled within several different applications.

Quality improvements are less obvious. One view of software holds that programs, when first written, contain a number of undiscovered errors. As the software is tested and used, these errors are discovered and corrected. If the corrections are made without introducing new errors, then the quality of a piece of software improves over time. According to this view, transporting software to a new computer or reusing modules in new applications is expected to result in software with fewer errors on the new computer or in the new application—hence better quality than newly written software.

When considering schedule improvements, portability and reusability seem to offer obvious advantages. In practice the evidence of benefits is more elusive, but the argument might be stated as follows: realistic planners do not expect that software can be transported or reused without some added effort; they know it is not free. However, the effort needed to transfer software to a new environment or to reuse a module is expected to be significantly less than the effort to produce the first item.

### 2.4.2 Architectural Considerations

As a separate effort under this tasking, we are providing a description of the target architecture for WAM and generic CCIS. The target architecture implements the concepts of layering functions so that changes within one layer do not affect activity within another layer. The architecture is outlined in [WWMCCS 1989, Encl (6)] and will be more fully described in a separate IDA report. This architecture will play an important role in promoting portability of applications software as shown in Figure 1. The interface between application software and its environment (i.e., operating system, data management, and other processes) will be clearly defined, using open standards wherever
possible. To the extent possible, applications are designed to be independent of particular features of their environment.

In reviewing available documentation concerning WAM, we learned that the short term plan for connecting the workstation (WIS workstation) to the WWMCCS ADP calls for using terminal emulation [WWMCCS 1989, 24-28]. In particular, the workstation is to emulate a VIP 7705W terminal and will connect with COBOL applications on the DPS 8 mainframe via the existing Datanet. We view this approach as an interim solution to user access to computing resources and not as a long term approach to providing connectivity in a heterogeneous, open systems environment.

Ada provides features that support the development of portable software. The ability to encapsulate machine dependent features allows programmers to limit the number of changes to be made when programs are moved to new computers. Using standard operating system interfaces and separating data from applications also promote portability. We believe these techniques should be used for any application, including terminal emulations. However, the benefits of portability will be limited as long as the architecture remains dependent on vendor unique operating systems and terminal protocols and the data remains bundled within particular applications.

We have participated in the design and implementation of distributed systems based on both the terminal emulation paradigm and on other approaches such as interfaces based on shared access to data. Based on our experience, we believe that terminal emulation, albeit a quick way to achieve integration, has serious limitations if a program intends to comply with GOSIP or to implement automated data analysis tools.

2.4.3 Standards

The standards discussed in this paper are evolving to provide more complete and current frameworks for software systems. This evolution can be viewed as slow but steady progress toward open system architectures. Application systems developed during a particular phase in this evolutionary process will require some change and update later to remove non-standard extensions or workarounds when a more mature open system framework is available.

2.4.3.1 Ada

Although Ada was accepted as a DoD and ANSI standard in 1983, the standard allows some flexibility for compiler vendors to implement optional features (Chapter 13,

---

8. The portability guidelines presented in Appendix E were developed for one such effort. Another effort that involved the terminal emulation approach for its early phases was the Tiger Paw System, in use at the joint agency El Paso Intelligence Center (EPIC).
for example, describes implementation dependent features.) In addition, the DoD has approved specific interpretations on the standard. These interpretations, called Ada Issues [ACM SIGAda1989], as well as proposed interpretations by the ISO Ada URG, may also affect portability.

An effort is underway to develop an update to the Ada standard that will incorporate additional features as identified by users and accepted by the interested parties. This effort is called Ada 9X. We expect the revised standard to be available in 1993. The process of gathering requirements from the user community has been completed. Users will have their next opportunity to influence this standard when the draft versions are circulated for comment.

But all of this discussion is not to suggest that it is difficult to construct portable software using Ada or that the Ada standard is deficient. On the contrary, proper use of the Ada package feature to encapsulate machine-dependencies, the separation of program specifications from the implementation details, and user-definable typing will all assist in making Ada software portable. Nevertheless, following the Ada standard (or following a portability guide) does not, by itself, guarantee that the application will have a particular level of portability.

2.4.3.2 POSIX

The POSIX standardization effort is still young and under development; therefore, some changes to the POSIX family of standards should be expected to occur for several years. Customers cannot, therefore, simply demand that suppliers conform to POSIX. On the other hand, neither should the user simply accept any operating system that the supplier chooses to offer. Allowing suppliers to choose the operating system has historically resulted in users being “locked-in” to proprietary systems. We believe that since the operating systems portion of the POSIX Open System Environment (OSE)\(^9\) is based on UNIX,\(^10\) the WAM Program decision to use UNIX-based systems that conform to POSIX systems, and relevant ISO standards (e.g., language and data communication standards) is correct.

There are three potential problem areas to be considered when using a POSIX OSE. Namely, POSIX allows for (1) optional features, (2) multi-semantic features, and (3) extensions. Because the POSIX standards are designed for general application and

---

9. The POSIX family of standards forms the basis for open systems environment. Therefore, we will refer to a system based on the POSIX family of standards as a POSIX-based Open Systems Environment (POSIX OSE). The reader is referred to Section 2.2.3 for further information on open systems.

10. POSIX P1003.1 is based on tradeoffs between the AT&T System V Interface Definition (SVID) and the Berkeley System Definition (BSD) versions of UNIX.
not specific project needs, it is unrealistic to expect a perfect match between POSIX features and project requirements. For this reason, it is equally unrealistic to prohibit the use of optional features, multi-semantic features and extensions. Nevertheless, all three cases must be examined carefully since their use can affect the portability of applications developed using a POSIX OSE. An example of the variation allowed within a POSIX standard, in this case POSIX P1003.1, is given in Appendix B. In all cases, the use of these features should be scrutinized. In particular, justification for their use and proper isolation and documentation of modules that depend on these features must be employed.

Optional features and extensions present a portability problem since they may not be implemented by every vendor. In the case of extensions, the effect on portability is major since the extension and its semantics are not a part of the POSIX standard. As a result, the use of optional features and extensions should be isolated and documented so that the application can be easily maintained and ported. Further, the use of these features should be justified by a demonstration that either the functionality or required performance characteristics cannot be acquired without their use. When performance is the only reason for using options or extensions, a portable version of the code should be given in the documentation.

Multi-semantic features may be implemented by selecting one (or a subset) of the allowed behaviors for the feature. Thus, multi-semantics features will also create portability problems if the correct function of the system depends on a subset of the allowed behaviors of the multi-semantic features. Once again, the use of these features must be controlled by the WAM Program Office so that the applications minimize their dependence on particular behaviors. In the case of multi-semantic features, a different type of control is needed since the use of the feature itself is not the problem; rather, the expected behavior is the problem. Whenever one of these features is used, the system developer should provide documentation that states whether or not the use of the feature is dependent on any subset of the allowed behaviors. If the use of a feature is dependent on a subset of the allowed behaviors, a justification similar to that provided for optional and extended features must be provided.

By controlling the use of these three types of features (optional, multi-semantic, and extensions), the user is better able to acquire portable systems. In those cases where these features cannot be avoided, their use must be properly isolated, documented, and justified. These control techniques will reduce the cost of transporting the software and provide the Program Office with useful information on deficiencies with respect to the POSIX OSE. This information can then be easily relayed to the IEEE and other standards bodies for future improvements.
There are three avenues of participation in the POSIX standardization process:
(1) the working groups, (2) the balloting groups, and (3) independent review.

The working groups are responsible for developing draft standards. To accomplish this objective, POSIX holds open meetings on a quarterly basis. All of the P1003 working groups, as well as other working groups (P1201, 1237, P1238) that fall under the POSIX umbrella, meet at the same site at the same time. A list of working groups and points of contact is given in Appendix A.

The balloting groups are responsible for reviewing and approving the draft standards prepared by the working groups. Participation in the balloting groups is open to any member of the IEEE or the IEEE Computer Society. However, it is conventional practice that members of the balloting groups also participate in working group meetings or independent review.

Independent reviews can be offered by any interested individual or organization by obtaining a copy of the current draft and providing comment in a form suitable for consideration by the working group.

All three methods of participation can have an effect on the quality and functionality of the POSIX standards. The goal behind participation is to influence the standards so that they will better reflect the needs of the WAM Program Office than is otherwise possible. To be effective in achieving this goal requires a clear understanding of needs, and this is not without costs. First, the WAM Program Office should document and justify the use of all optional features, multi-semantic features, and extensions as shown in Appendix B. This will provide a basis for determining the needs and focusing participation in the POSIX standardization process. Second, the WAM Program Office will have to commit resources towards the standardization process, namely, personnel to participate in the POSIX standardization process. Selecting the avenues of participation and the level of personnel support will depend on the disparity between the POSIX standards and the needs of the WAM Program Office. Points of contact are shown in Appendix A.

2.4.3.3 SQL

The ANSI committee that is developing the SQL standard expects to produce a new version of the language, SQL2, in 1992. SQL2 will provide features which are needed, but are not contained in the current version. A draft version of SQL2 is to be released soon. Because the present version does not contain all the features needed for database management, and those features are included in SQL2, users could encourage suppliers to comply with the draft standard. We do not believe that mandating use of
draft standards is a good policy. As a result, until SQL2 becomes final, SQL can provide some help in developing applications that have good portability with respect to the data management system, but implementation dependent features will remain. Customers who deal with these non-portable features by limiting themselves to the database management systems of a single vendor will be at risk of getting “locked-in” to proprietary solutions.

The ANSI review process that results in the acceptance of SQL2 and the subsequent NIST review that leads to acceptance of the standard as part of a FIPS offer opportunities for the WAM Program to ensure that the standard incorporates features needed by WAM.

2.4.4 Portability Requirements

Although portability is a desirable attribute, it is not without attendant costs. The techniques that are most effective in enhancing the speed of execution or making the most efficient use of memory may be the same techniques that inhibit portability. If speed of execution is absolutely critical for an application or module, then portability may be less important. Similarly, some modules or applications may perform functions that are so narrowly defined as to make the likelihood of their reuse very low. A particular concern for WAM is that applications written now might, of necessity, interface to their environment by conforming to a specification that is not “open,” but at sometime in the future those same applications might be expected to use an ISO standard. Finally, there are incremental costs associated with developing and testing software that has higher levels of portability.

The Mission Need Statement (MNS) for the Joint Operation Planning and Execution System (JOPES) [DoD JCS 1989] establishes the validated requirement for a major part of the WAM program. It identifies three alternatives for satisfying the requirement: developing a major new system, integrating and incrementally enhancing existing systems, and integrating new capabilities with existing systems. Each of the alternatives would benefit from having software with good portability, but the MNS does not establish any particular level for it.

The WWMCCS ADP Modernization (WAM) Decision Coordinating Paper (DCP) [DCA 1989, 10-4] identifies the Apple MacIntosh IIx plus four other computers with qualified capabilities. The other four computers are described in requirements contracts for 1) Air Force Desktop III and TEMPEST II contracts, 2) Air Force Standard Multiuser Small Computer Requirements Contract, 3) Navy Database Machine

11. This discussion about portability could be applied to reusability as well.
We believe that applications software will be moved to more than the five computers identified in the DCP. The computer manufacturers and software vendors have, for several decades, continued to introduce products that 1) perform the same functions faster, 2) perform new functions, 3) occupy less space, and 4) cost less than previous products. Moreover, the current trend is for producers to offer products that can be connected together according to an open systems model so that customers can mix products from different vendors. We see no reason to expect that these trends will be reversed.

We anticipate that CCIS users will wish to take advantage of more powerful hardware and that they will want to move their applications programs from older hardware to the latest models. The MNS defines functions that will be performed by WAM software applications. We believe these functions will continue to be required when, because of improved technology or competitive reasons, users replace the original WAM computer hardware with new equipment. Portability will prove to be a valuable feature of the applications when they are moved easily and quickly to the replacement computers.

To be effective, requirements must be translated into measurable, contractual terms (DoDD 5000.3 [DoD 1986], DoDD 5000.28 [DoD 1985], USAF R&M 2000 [USAF 1987, 31-33]). Establishing a particular, quantified goal for portability is a more difficult task than just determining that portability is desirable. It includes, first, defining measures for portability and, second, establishing desired levels for them.

The validity of metrics for software is a topic of some debate in the technical literature. A sampling of the discussion can be found in [Evangelist 1984, 534-541; Halstead 1977; McCabe 1976, 308-320; and Evangelist 1983, 231-243]. Without engaging in the metrics debate, we believe that portability must be defined in measurable terms if the WAM Program is to include it as a contractual requirement. Recalling that portability is defined as the ease of moving software, the first problem is to translate "ease" into a measurable attribute. The two traditional measures of ease (or lack thereof) are time and money associated with porting or reusing software. There are legitimate arguments for using each, either in absolute terms or in relative terms as a portion of the porting (reusing) effort compared to the original design effort. In fact, for a particular scenario, there will be functions that map one measure into the other.

The problem with selecting either time or money as a portability measure is that the actual value is determined by many factors that are independent of the application being moved. These factors include the compilers, operating systems, hardware, and databases on the old and new machines. Depending on the particular combinations involved, one application could be moved quickly at low cost or the move could be very
difficult. Another factor involves the agency performing the move. If an inexperienced 
or unqualified team attempts to move an application it could have a very difficult chal-
lenge accomplishing the same task that another team could do easily.

An ideal portability measure would be a useful predictor of the future cost of 
moving an application to a new environment, would be free of bias regarding the compe-
tence of the team performing the move, and would be easy to calculate. Finding an ideal 
portability metric beyond the scope of this task. We consider software metrics in general 
to be an open research topic. However, source lines of code (SLOC) is one simple metric 
that is easy to calculate and is (to a degree) independent of the skill of the transporting 
team. SLOC is used in many software development cost models (albeit not as the only 
factor) and there is evidence that SLOC is strongly correlated with the cost and time of 
developing software [Myers 1989, 92-99].

Having selected an appropriate measure, and having determined how to go about 
assigning a value for that measure to a particular software object, a program manager 
must determine what value of the measure to apply to each software object.

Portability may be more important for some software objects than for others. 
These objects are found by software engineers who analyze the system architecture to find 
those objects that would provide the greatest return on the investment needed to improve 
their portability (or reusability). We are not aware of a proven method for conducting 
such an analysis, but instead discuss in Sections 2.4.5 and 2.4.6 two alternative 
approaches for establishing particular levels of each characteristic.

2.4.5 Alternative A: A Program Strategy Approach

One approach to establishing some particular level of portability is to derive the 
desired levels as part of a program strategy. The software applications that are devel-
oped for WAM can be expected to outlive the hardware on which they are installed. This 
is true for the software developed initially for WWMCCS. In the case of WWMCCS, the 
lack of portability of the applications software is one reason that moving to non-propri-
etary software environments is very difficult.

The WAM strategy is to move to an open systems environment through incremen-
tal development. The major participants (Services, Unified and Specified Commands) 
will develop some of the software applications and others will be developed directly 
under the supervision of the WAM Program. Command centers that are part of the CCIS 
are expected to have hardware from a variety of suppliers. DCA is responsible for devel-
oping an infrastructure that allows the applications developed by different sponsors to be 
integrated into a common system. DCA is also defining an architecture that promotes
The particular level of portability that is appropriate for individual applications may depend on the nature of each application. For some applications, portability may be unimportant and for others it may be very important. Applications that are expected to be long-lived and widely used would probably need high portability.

The particular level of portability needed for an application should be traceable to some mission need. As noted in Section 2.4.4, portability is not explicitly mentioned in either the MNS or the TEMP. However, we believe that it is possible to create a traceable requirement for portability by considering a requirement to replace hardware on a regular basis.

If a plan for hardware replacement is made part of the overall program support plan, then a framework for determining portability requirements can be constructed. The idea is to anticipate the need to replace hardware, to expect to gain certain advantages by buying the replacement hardware from a marketplace of competing suppliers who provide products that conform to open system standards, and to compare those advantages to the expected costs of moving applications to the new hardware. We do not claim any particular level of accuracy for this approach, but we assert that it is a basis for determining required levels of portability and for conducting tradeoffs of portability against other characteristics such as performance or development cost. An example of an approach for determining portability requirements based on program strategy follows.

- Assume that CCIS equipment will be replaced on a five-year cycle.
- Assume that the price and performance of possible replacement equipment improve according to historically established trends.
- Estimate the expected savings associated with purchasing replacement hardware in five years.
- Estimate the amount of applications software that must be transferred from the current equipment to the replacement devices.
- Estimate the cost of transferring the existing applications to the new computers and environments, assuming various levels of portability.
- Estimate the cost of achieving various levels of portability as the applications are being developed.
- Translate costs and savings into a portability metric using an appropriate model.
- Establish minimum and desired levels of portability (using an appropriate portability metric) by comparing expected costs and savings.
The example is presented to illustrate the approach; the actual analysis is more complex than this.

2.4.6 Alternative B: Portability as a Quality Indicator

Tracing particular target values for portability measures to requirements is difficult, but it can be done if the problem is viewed from a different perspective. If we assume that greater levels of portability are achieved through application of discipline in the total process of software engineering and that discipline is an essential ingredient of a process which produces quality products, then we can conclude that portability is an indicator of quality. Although portability is not the only indicator of the quality of the software development effort, it is a useful one. This use is outlined below.

- Assume that portability is an indicator of the quality of the software engineering process.
- Establish a procedure for gathering data that can be converted to a measure of portability.
- Apply that procedure to a representative sample of software applications that are comparable to the software being developed for WAM.
- Examine the distribution of the calculated portability levels.
- Establish a minimum acceptable level of portability based on the sample data and make this level one of the quality indicators.
- Establish levels of portability that can become part of the criteria for incentive award, if incentives are part of the procurement strategy.

Without some procedure for measuring the portability and reusability of delivered software and some indication of what levels are expected, there is, in our opinion, little likelihood that either attribute will receive the attention needed to produce significant benefits for the WAM program.

2.4.7 Communicating Portability Requirements

After establishing the desired goals for portability, the WAM program must find a way to communicate them to the contractors who will actually design and develop the system. The communication method will be different for the various stages of the acquisition process. For example, before a contract is awarded, the program office should state its portability requirements as clearly as possible and evaluate proposals for (among other things) the credibility of the contractor's understanding of the issue and planned approach.
2.4.8 Evaluating Portability

After a program has decided how to quantify portability, has established a requirement to achieve some level of portability on a particular application, has included that requirement in contractual terms, and has established management controls to ensure that the portability requirement is satisfied, the final step is determining whether delivered software satisfies the contract.

Once a contract is awarded, the development process defined in DoD-Std-2167A (as tailored) begins. During this stage, the contractor will develop preliminary and detailed designs for successive software releases. The program office will be concerned with ensuring that the design satisfies requirements and that cost and schedule goals are met. By preliminary design review the contractor's plan for using portability guidelines can be evaluated, and by critical design review the design should clearly show where the software is dependent on particular elements of the target environment.

After the software is written it can be inspected to find constructs that are difficult to move, or constructs that violate particular guidelines. The inspection does not guarantee that software will have a particular level of portability, but it can identify software that will have poor portability characteristics. The advantage of inspection is that it can be done by an automated tool, is cheap, and can be accomplished quickly.12

Although inspection is the fastest method for evaluating portability, it is not necessarily the most accurate. A customer discovers the portability of software when the software is moved to a different computer. However, the contractor cannot wait for an indeterminate period until the software is moved to a new environment before receiving final payment for work accomplished. Because the real move might happen years after the software is delivered, we believe that a test is needed to satisfy the customer that portability goals have been met. Once software is accepted as satisfying the application requirement on the first target system, the customer can apply the test to find out exactly how portable it is. If the test procedure and criteria have been described13 in a Test and Evaluation Master Plan (TEMP) and in more detailed documentation that is produced during the development, then these tests could become part of the acceptance testing of the software. Moreover, if the test procedure is known to the developer and the developer is aware that passing the test is part of the acceptance process, then the developer

12. Two tools that evaluate Ada portability are Ada Metrics Analysis Tool (ADAMAT) and the Standards Checker. ADAMAT is a product of Dynamics Research Corporation and the Standards Checker was developed as part of the Common Ada Foundations toolset by Naval Ocean Systems Command as part of an earlier WWMCCS program.

13. The WWMCCS ADP Modernization (WAM) Test and Evaluation Master Plan (TEMP), 20 April 1990 contains requirements for mission utility, responsiveness, availability, interoperability, reliability, security, operations in a degraded mode, maintainability, and usability. It does not address portability.
will have a clear incentive to implement procedures that promote portability.

The problem of deciding which computers should be used to test portability is difficult. First, the customer should decide which classes of computers are reasonable candidates for hosting the application. By class of computer, we mean broad categories such as personal computer, desk-top workstation, minicomputer, mainframe, supercomputer, and special purpose machine (e.g., database machine). Within a class of computer, there might be differences in word length, byte order, instruction set, memory architecture, registers, or even arithmetic algorithms. Software environments on a computer can vary if different compilers, operating systems, or database management systems are used. Demonstrations that show variation in as many of these factors as possible are more robust predictors of the actual future portability of the software, than those that vary in only a few factors.

2.5 PORTABILITY RECOMMENDATIONS AND GUIDELINES

The WAM Program is committed to achieving an open system [DCP 89, Appendices G and R]. We believe that the decision to select an architecture that implements an open system will ensure the greatest benefit from portability. Such an architecture is outlined in [WWMCCS 1989, Encl(6)] and will be described in a separate IDA report. Moreover, portability is just one of the characteristics of software that should be considered during design. In some cases developers might have to trade-off portability to achieve faster execution speed or to comply with some memory restriction. The recommendations and guidelines are offered with the assumption that they will be applied within the context of developing a system using generally accepted software engineering principles.

Good application software portability is the result of thorough planning and execution during the software development effort. Developing a plan to achieve required portability is an important step for the WAM Program. The most important steps in developing a plan are outlined below and presented in greater detail in Sections 2.5.1 through 2.5.6.

- Quantify what is meant by portability.
- Decide how much portability is needed for each application and include this information in the statement of requirement.
- Identify standards and practices that promote the development of software that satisfies the requirement and, depending on the type of contract being used, either encourage or coerce the contractor to follow those practices.
- Ensure that policies are being carried out during development through government reviews.
2.5.1 Quantify Portability

**Recommendation 1** Use source lines of code (SLOC) as a basis for measuring portability. Measure the number of SLOC that differ between the application that executes in different environments. Define a function to convert this measure to a portability value.

Software portability is defined as a characteristic of software; it is not something that software either has or does not have. We believe that if portability is to be achieved, then the concept of portability should be defined in terms that can be easily and accurately measured. The IEEE definition of portability does not provide a basis for a sound program because it uses the relative term “ease” and the definition provides no guidance on how to measure “ease.” In addition to the traditional measures of “ease,” cost and time, we can add “source lines of code.” In the case of portability, any of these could be used, either singly or in combination. They could also be used either as absolute values or in normalized form (as ratios). The individual measure to be used on WAM will depend on the needs of the program as well as the ability of the program office to gather the data.

Because SLOC is already used for many management models, because it is easily measured, and because it has strong correlations to time and cost, we recommend that SLOC be used as a basis for calculating portability.

The exact procedure for using SLOC will depend on the application under consideration. We expect that different methods would be used for a very small applications and large applications. The procedure might include the following steps.

- Measure the number of SLOC that differ between the application that executes in different environments.
- Define a function to convert this measure to a portability value.

The function used to convert measure to a portability value may differ according to the particular application and the software development model used. The simplest function would be the count of SLOC that differ (i.e., lines that were added, deleted, or changed when the application was moved). A slightly more advanced function is the ratio of changed SLOC to the size of the application on the original host. The selection of individual functions will be determined by a detailed analysis of each application.

---

14. The term "operational definition" is used by Deming [Deming 1986] to denote definitions that can be subjected to independent testing. He says, for example, that requiring that a blanket be 50 percent wool can lead to very different interpretations because the testing method is not specified.
2.5.2 Establish the Requirement

**Recommendation 2** Develop a model of equipment replacement factors as suggested in Section 2.4.5 and use it to establish quantitative portability requirements for each WAM application.

The user's needs define the applications and the applications themselves imply the feasibility of being moved. Applications that satisfy valid, traditional military needs and that are expected to be needed in the future are going to be moved to new computers or environments. These applications need high portability. Exactly how much portability is needed and affordable is less obvious.

In Sections 2.4.5 and 2.4.6 we outlined two approaches that could lead to the establishment of quantitative goals for portability. The first approach is more difficult, because it involves creating models of the costs and benefits of future equipment purchases and software installations. However, once done it gives the CINC's and Services a tool for planning and budgeting. We believe it is the better approach.

2.5.3 Identify Supporting Practices

**Recommendation 3** Use standards to promote the development of portable software.

We believe that standards are available for the programming language, the operating system, and the database interface. Although the standards are subject to change and do not, by themselves, guarantee that applications will be portable, they are a necessary part of the process. Specific guides for using standards to promote portability within the applications programs, at their interfaces to the operating system, and at their interface to the database are given below.

**Ada**

Unless specific waivers are approved, require applications programs to conform to ANSI/MIL-STD-1815A-1983. It specifies the form and meaning of programs written in Ada. Its purpose is to promote the portability of Ada programs [ANSI 1983, 1-1].

**POSIX**

Require operating systems to conform to IEEE Std 1003.1-1988 for interfaces to system services such as process management, signals, time services, file management, pipes, file I/O, and terminal device management.

- While POSIX standards are being completed, mandate that contractors use
UNIX-based systems or conforming POSIX systems. The POSIX operating system interface standard (P1003.1) is based on tradeoffs between the AT&T System V Interface Definition and the Berkeley versions of UNIX; the final version of P1003.1 is expected to be closely related to UNIX.

- Discourage use of POSIX AEPs. Care must be taken in selecting a POSIX AEP for domain specific applications. A POSIX AEP is a subset of POSIX OSE, plus an arbitrary collection of options, parameters and extensions. As a result, the use of POSIX AEPs will restrict the portability of application to those environments (domains) that are supported by the POSIX AEP. This must be considered if and when POSIX AEPs are selected.

- Allow use of optional features, when such use is justified and documented. The use of optional features, multi-semantic features, and extensions to the POSIX standards should be scrutinized. In particular, justification for their use and proper isolation and documentation of modules that depends on these features must be employed by the application developers. All of the POSIX standards, including the AEPs, are general in nature. Thus, it is unrealistic to prohibit the use of these features. Nevertheless, all three cases must be controlled carefully since their use can adversely affect the portability of applications. These control techniques will not only reduce the cost of transporting the software but will also provide the WAM Program Office with useful information that can then be relayed to the IEEE and other standards bodies for future improvements.

**SQL**

Require conformance to FIPS PUB 127-1 for all procured SQL implementations.

- Discourage the use of nonstandard SQL language features. ANSI SQL provides a basic capability to access a relational DBMS. There exist many additional features in current commercial SQL implementations. Some of these features are critical to many SQL users: schema manipulation language, date/time data types, support for interactive queries. Other features, while not critical, are extremely useful and may not be implementable within the current ANSI SQL standard.

FIPS PUB 127-1 aptly describes the issue of nonstandard SQL usage with the following paragraph: "Nonstandard language features should be used only when the needed operation or function cannot reasonably be implemented with the standard features alone. A needed language feature not provided by the FIPS database languages should, to the extent possible, be acquired as part of an otherwise FIPS conforming database management system. Although nonstandard language features can be very useful, it should be recognized that their use may make the interchange of programs and future
conversion to a revised standard or replacement database management system more difficult and costly" [FIPS 1990, 3]. Appendix C of this document identifies all "implementor-defined" aspects of ANSI SQL language. Annotations are provided to SQL application writers regarding the use of implementor-defined SQL constructs.

**Recommendation 4** Ensure that WAM program interests and requirements are addressed in the standards definition processes and participate in the balloting on proposed standards. Continue to stay informed about new interpretations and implementations of approved standards.

Each of the standards continues to evolve in response to new technology and changing users needs. We believe that programs such as WAM should be prepared for changes to the standards and should be prepared to take advantage of them. This is best accomplished by participating in the standards definition and balloting processes.

The following guidelines are provided to assist the WAM Program in ensuring that the standardization efforts meet the program needs.

- **Participate in the Ada 9X effort.** The Ada 9X effort to revise the current Ada standard is open to input from the government through its Government Advisory Panel. In addition, the proposed changes to the standard will undergo public and standards organizations reviews before it is finalized in 1993.

- **Monitor Ada Issues and URG Issues.**

- **Participate in the POSIX effort.** Monitor and participate in the POSIX OSE and AEP development and standardization efforts. Monitoring these efforts will keep the Program Office informed as to the direction of the standards. Thus, the Program Office will be better prepared to set policy and procedure for contractors and better prepared to make comments to the IEEE and other standards bodies during the public review process. Involvement will be especially important during the NIST public review for FIPS. Participating in the efforts will allow the Program Office to influence the design of these standards to ensure that they address the needs of WAM before they are approved by the standards bodies.

- **Participate in the NIST public review of SQL2 that accompanies its approval as a FIPS.**

---

15. NIST is heavily involved in POSIX OSE and it is expected that NIST will develop FIPS and validation procedures for POSIX OSE and AEPs. Since FIPS are important to the procurement process, WAM's involvement in POSIX standardization will indirectly influence the resulting FIPS.
2.5.4 Monitor the Development Process for Compliance

**Recommendation 5** Require contractors to describe their process (including use of portability guides) for producing software with the required portability and monitor the process to ensure that it is producing the desired results.

We believe there is a growing consensus that significant improvements in software products will only happen when the software development process is improved. Standards have an important role in promoting portability, particularly regarding the programming language, the operating system interface, and the database interface, but standards alone do not generate portable software. Portable software is generated by a software engineering process.

In some, but not all, cases the customer has a direct interest in a contractor’s development process. When the customer is directly paying for the process, such as when the software is developed under a DoD contract, then the customer has an interest in ensuring that the best procedures are followed to produce software products. When buying a COTS product, however, the customer need not be concerned with the developer’s process the quality of the product is the main concern. We believe that applications written for WAM in Ada and database queries fall under the classification that merits program oversight.

We believe that contractors are better qualified to define their own processes than are their customers, but we believe that customers are entitled to evaluate contractor’s proposed processes during source selection and that customers are exercising prudent concern when they ask for evidence that contractor’s processes are under control during customer funded development.

The principal vehicle for implementing a software development process that improves portability is the portability guide (sometimes included in a style guide or standards and procedures manual.) Therefore we believe that the WAM program office should monitor the contractors’ use of portability guides.

However, porting Ada software from one platform to another requires more than just guidelines. Because guides are only one of the tools that enhance portability and because there are several excellent guides available, we do not believe that the WAM program needs its own guide. An understanding of the issues and the options available to address each issue, plus developing and executing a comprehensive plan for implementing portable software are needed as well. The following guidelines are provided to assist in the development/procurement of portable applications software in Ada:
• Require each bidder on software development to demonstrate a comprehensive portability approach. Proposal evaluation should include consideration of the bidder's understanding of the issues associated with Ada and the likely effectiveness of their approach in addressing these issues.

• Require that bidders on software development identify the portability standards and guidelines they will use. Such standards and guidelines do exist, but the bidder may propose to develop its own. We believe it is important for the bidder to justify its selection by providing the criteria used for selection and the procedures that will be followed in enforcing the guidelines. We believe that imposing guidelines on the contractors would be a mistake.

• Encourage contractors to use automated tools to confirm that guidelines are being followed.
  
  — Require the use of a tool to validate that Ada code conforms to guidelines.
  
  — Require the use of the FIPS Flagger. The FIPS Flagger is a tool that can assist application programmers in developing portable application programs. FIPS PUB 127-1 requires a vendor to develop a tool which effects a static check of an SQL program and flag code that violates format or syntax rules or code that extends ANSI SQL [FIPS 1990, 4]. This Flagger can assist application developers in identifying nonstandard, potentially non-portable, SQL constructs.

2.5.5 Test the Result

Recommendation 6 Require software to pass an acceptance test which measures portability for applications that have a portability requirement.

The final step to ensuring that software applications have the required portability is to develop and conduct a testing procedure. Such a procedure will ideally provide assurance that the delivered software has the required level of portability and that it can be move to new computers or environments when the need arises. Some guidelines for

16. A review of several guidelines is included in Appendix D. From this review, we conclude that developers could equally select either Portability and Style in Ada by Nissen and Wallis, one of the SofTech guides, the Martin Marietta Software Engineering Guidelines for Portability and Reusability, or the Software Productivity Consortium's (SPC) Ada Quality and Style - Guidelines for Professional Programmers. Additionally, a previous IDA report that includes some comments on guidelines for portability is provided as Appendix E.

17. Several such tools are available, such as ADAMAT and the Standards Checker, but we are unable to make a specific recommendation. Tools are useful as a check that guidelines are being followed so the particular tool to be applied will depend on the guidelines being used.
developing the test procedure are provided below.

- The test should demonstrate portability across each factor that can be anticipated for the individual application. Factors that could change include the class of computer (mainframe, workstation, etc.), word size, byte order, definition of arithmetic, instruction set, memory hierarchy, bus structure, compiler, operating system, display, and database management system. We believe that more challenging tests have more value to the customer and therefore that tests should require software to be moved to sample computers from each class that is appropriate for the individual application.

- An IV&V agent should test the portability claims for delivered software. This will provide a greater assurance of compliance with software portability requirements.
3. REUSABILITY

3.1 INTRODUCTION

The reuse of software offers the potential of increasing productivity in building parts of the system and increasing the quality of the system. These increases in productivity and quality can be expected to result in cost savings, reduced development time, higher system reliability, and other benefits.

Although the authors of this paper acknowledge that major technical problems must be solved before the full potential of software reuse can be realized, we feel that some benefits can be obtained now. However, software reuse is difficult because of such non-technical factors as organizational structures, financial disincentives, and lack of specific contractual mechanisms that allow and encourage reusable software.

3.2 POTENTIAL BENEFITS OF SOFTWARE REUSE

A wide variety of benefits have been claimed for software reuse, including the following:

- Increased productivity
- Increased reliability
- Higher quality design and code
- Decreased development time
- Reduced need for testing
- Cost savings
- Reduced maintenance
- Lower risk
- An ability to build larger, more complex systems

These claims can be difficult to sort out because they are interrelated. In fact, most of these claimed benefits result from two principal factors: (1) increased productivity (of designers and implementors) and (2) increased quality (of design, code, and documentation). Increased productivity of personnel is perhaps the most common claim, and one that, if true, can legitimately result in cost savings, decreased development time, and an increased ability to build larger, more complex systems. Higher quality of code, design, and documentation generally can result in a reduced need for testing, reduced
maintenance, higher reliability, lower risk, and an increased ability to build larger, more complex systems.

These claims should be viewed with skepticism. There is little clear evidence that any or all of these benefits can be predictably achieved for any given software project. Much of the available data is for software developed under conditions that may not be easily replicated elsewhere, for specific applications that may not be very similar to WAM applications, or that involve small-scale tests that may not be very applicable to major industry software efforts. Data from many industry efforts is not available or is incomplete for competitive reasons. For any given software project, attempts to reuse code in an inappropriate way may well have a negative effect.

### 3.3 SOFTWARE REUSE BACKGROUND

#### 3.3.1 What is Software Reuse?

Software reuse is not a new idea. In one form or another, it has been practiced almost since the beginning of computing, by reusing subroutine libraries.

The modern move to reuse has frequently been attributed to a challenge posed in an address by M. D. McIlroy at a 1968 NATO Software Engineering meeting in which he pointed to the success of the hardware components industry (which was beginning to produce standard components in the form of digital electronic chips) [McIlroy 1969]. McIlroy asked why an analogous industry could not be developed around software components. The extent to which this analogy is appropriate has been the subject of considerable debate, as has been the reason why, more than two decades later, such an industry has not developed.

One of the difficulties in understanding reuse is a result of the many definitions, and the lack of agreement among the experts. These definitions typically reflect differences in what contexts are considered legitimate and in what level of representation (from abstract knowledge to specific program code) is appropriate for reuse.

For example, the following definition takes a broad interpretation of the allowable context for reuse:

**Software reuse** is the reapplication of a variety of kinds of knowledge about one system to another similar system in order to reduce the effort of development and maintenance of that other system [Biggerstaff 1989, xv].

Another definition, however, strictly limits the context:

**Software reuse**, to me, is the process of reusing software that was designed
to be reused. Software reuse is distinct from software salvaging, that is reusing software that was not designed to be reused. Furthermore, software reuse is distinct from carrying/over code, that is reusing code from one version of an application to another [Tracz 1989, page 36].

From these definitions, the following conclusions can be drawn:

- The present interest in and emphasis on reuse is a result not of any specific technical achievement, but instead simply reflects a way of thinking that accepts reuse as potentially important and as feasible. This view is moving toward considering all entities involved in developing a product, whether they are specifications, requirements, source code, object code, or documentation, as potentially reusable objects. Also, most experts assume that, in most cases, successful reuse of a component will require modification of that component.
- Experts have been concerned with whether truly reusable software must be specifically designed for reuse; some view the practice of unplanned reuse “software salvaging” as having much less potential payoff. [Tracz 1989, 36].

3.3.2 Software Reuse in the Development Cycle

Until recently, software reuse has occurred in a relatively unplanned, random fashion. Despite the debate over just what practices might be considered legitimate reuse, we believe that the greater the extent to which reuse is planned, rather than accidental, the greater the benefits that will be achieved and the lower the risk.

Typically, a more sophisticated attempt to apply software reuse involves four activities: domain analysis, component and tool construction, system construction, and development of a reuse library. The order that these activities are carried out can vary considerably depending upon the situation, as is discussed in the following paragraphs.

Domain analysis involves the detailed study of a particular application problem and how solutions to it can be developed for implementation with a computer. Most domain analysis today is done relatively informally by consultation with experts in narrow and relatively well understood domains. However, it is widely agreed that the broader and more detailed the domain analysis, the easier it will be to find commonalities among different problems that allow the construction of more general software components that can be reused. Thus, it is usually recommended that a broad, extensive domain analysis be done at the beginning of a software development effort. The usual barrier to this is that an extensive domain analysis is very costly, and an initial investment that is often hard to justify.

Component and tool construction involves the design and implementation of software components and whatever supporting tools are required to aid in their development.
The term component is frequently interpreted broadly and can refer to high-level software designs and test plans as well as source code. There is some overlap between domain analysis and component implementation, in that implementation issues must be considered in performing an effective domain analysis.

System construction involves the development of a system, using components that are newly designed with a system in mind (but also intended for reuse elsewhere) as well as components that may have been used elsewhere and that may well need modification.

The development of a reuse library involves the creation of a central source of information about what software components are available, their capabilities, restrictions on their use, and how they can be obtained. Such a library, also known as a repository, has some way of aiding search for a desired component. This is generally done with relatively simple techniques, such as keyword matching. More sophisticated systems might make use of a taxonomy or categorization scheme developed for a particular broad application area as the result of a domain analysis. A library may contain the actual software components and their associated documentation for retrieval by the user, or it may simply provide information about where they can be obtained.

How these different activities relate to each other depends on the nature of the system being built, the extent to which reuse is planned, and whether reuse is done primarily in a small group of developers or is attempted across a large project involving many different contractors. A small effort carried out within a single group can effectively reuse software even with a relatively informal domain analysis. Effective reuse in a large, complex, multi-organization project, however, has not yet been demonstrated, and attempting it will require an increased formality of domain analysis, a more organized way of planning component, tool, and system construction, and a reuse library.

3.3.3 Nontechnical Factors Enhancing or Inhibiting Reuse

The extent to which software reuse can be effectively practiced depends upon a number of organizational and economic factors, in addition to technical limitations. The following are some of these factors:

- Organization. Because practices and technology for reuse are still rather primitive, relatively informal techniques are used. These techniques can work well if they are systematically applied within a small group of software engineers who agree to use a common style, and can communicate with each other. Reuse is much less likely to be effective if software from one organization is attempted to be reused by another.
- Management Commitment. Because the design of reusable code requires
planning and up-front investment, and can in the short term reduce programmer productivity, it is most effective when there is a strong commitment by management to reuse, including incentives to individual programmers to reuse software. Approaches should be developed as part of the WAM contract that can help motivate contractors to have this commitment.

- Economic Disincentives. DoD contracting practices, particularly those concerning intellectual property rights for computer software, have been widely criticized as inhibiting reuse. One problem is that when software is delivered to the government under a software development contract, the government demands (under federal acquisition regulations) unlimited rights to that software. This is often perceived as excessive by contractors, and can prevent a contractor from recovering its investment in developing a library of reusable components. If a component is modified using government funds, the government may gain unlimited rights to the component. This can inhibit the contractor from delivering another system that includes a different version of that component to the government. There is much uncertainty about specific interpretations of these regulations, which is itself an inhibitor of reuse.

- Contracting Based on Appropriate Requirements. Reuse can also be inhibited if contracts and specifications are not written carefully that define appropriate requirements. Just as requiring that a certain level of portability is meaningless, as was discussed earlier in this document, it is also meaningless to require a fixed level of reusable modules, or that a certain amount of code in a system be reused code. Appropriate requirements can best be developed by means of an analysis of how reuse can be best accomplished in the WAM system, with a concept of operations document developed to serve as a basis for requirements for reuse.

3.3.4 Research Issues and Activities

Although many benefits of software reuse are achievable now, its full potential will only be realized when the technology for reuse is developed more fully by research.

We see seven significant technical issues that are being (or should be) investigated, with progress in any of the areas likely to result in enhanced reuse capabilities:

- Improved methods for domain analysis.
- Improved indexing and retrieval systems for reuse libraries.
- Improved conceptual understanding and representations for reuse.
- Methods for raising the assurance that software performs as expected.
- Reuse methods that take into account the fact that software not only carries out
a functional task but does so with certain resource utilization characteristics.

- Techniques for managing the increased number of parameters that are required for large components.
- Improved software tools for reuse.

The extent to which progress has been made in these areas, as well as progress in putting reuse into actual practice, will be major factors determining the extent to which reuse should be attempted in the WAM program. Progress should be monitored by, for example, sponsoring annual workshops in software reuse that can help determine the state of research and the state of practice.

Several DoD programs can be expected to develop technologies, standards, methodologies, and contractual and management strategies for software reuse. The STARS program, or Software Technology for Adaptable Reliable Systems, was established to improve software in DoD programs. Key goals are improving quality, reliability, and productivity, with software reuse a means to this end. Toward this end, STARS has funded the prototyping (by Boeing, IBM, and Unisys) of several software reuse prototype libraries, and other reuse technologies are expected to developed.

The Joint Integrated Avionics Working Group (JIAWG) was established by the Services in response to a mandate by Congress to identify common aspects of avionics equipment in three aircraft programs - the Navy Tactical Aircraft (ATA, currently known as the A-12), the Air Force Advanced Tactical Fighter (ATF), and the Army Lightweight Helicopter (LH, previously known as the LHX). As part of the JIAWG effort, a software reuse subcommittee has been developing plans and standards to support and encourage software reuse within each of these programs as well as across the programs.

The Strategic Defense Initiative is also expected to initiate efforts in software reuse, and efforts are under way to develop a reuse library toward this end at the National Test Bed in Colorado Springs, as well as work by GE Aerospace in Blue Bell, Pennsylvania, and work toward defining a conceptual model for reuse and in investigating contractual and legal issues at the Institute for Defense Analyses.

3.3.4.1 Domain Analysis

Methods that can help identify commonalities in related application problems that can lead to reusable components are badly needed. These methods include better theoretical approaches to understanding problem-solving, and software tools that aid in domain analysis. It is likely that research in expert systems and artificial intelligence in the areas of knowledge acquisition and knowledge elicitation, in automated knowledge acquisition tools, and in cognitive science approaches to understanding the mechanisms
of human problem-solving can help in those areas where expert human problem-solving is to be encoded into software.

There are several efforts under way aimed at improving domain analysis. Biggerstaff has been investigating what information is best captured during a domain analysis and what methods are best at capturing it. He has built several tools to prototype different approaches to domain analysis [Biggerstaff 1989]. In addition, the Software Engineering Institute has used the Common Ada Missile Packages (CAMP) products to investigate domain analysis [McNicholl 1988]. SofTech is also including domain analysis capabilities into their Reusable Ada Packages for Information Systems Development (RAPID) Ada component library.

3.3.4.2 Indexing And Retrieval Systems

In large-scale software reuse, especially across different organizations, the ability to find components that might be useful is critical. Current systems make use of approaches borrowed from the indexing and retrieval of textual documents, including keyword search strategies and classification taxonomies.

Software classification schemes provide a basis for a library catalog that will allow users to locate information they need. In fact, several classification schemes providing cross-indexes to available reusable objects may be essential to find and evaluate reusable software components. Proposed schemes include functional classifications, code taxonomies, and type hierarchies. None of these schemes, however, has been tested in prototype catalogs for full-scale libraries.

Two types of automated search techniques are immediately available for libraries: database query systems and literature search systems. Database query systems respond to specific questions that have concrete answers derived from stored data. Literature search systems, often based only on keywords in abstracts, provide approximate searches that may not find all references on a topic and sometimes return unrelated references. Approximate searches are useful when there is not enough information to formulate precise queries. Natural language query systems have been demonstrated for narrowly defined application areas and should be considered for future repository access.

Other approaches that are becoming popular include hypertext browsing and searching systems [Latour 1988], and object-oriented hierarchies. Proponents of object-oriented hierarchies tend to support a different philosophy in which reuse occurs as a natural result of dynamic interaction with an object-oriented system, rather than as a result of searching a separate library system for a specific desired component.
3.3.4.3 Conceptual Understanding And Representation

The problem of breaking a problem down into components and how components are best represented is important to developing reuse technology.

There is controversy about what entities or levels of representation are the most appropriate for definition as a component. Biggerstaff and Richter, for example, have argued that designs rather than implementations are the best level of abstraction for reuse [Biggerstaff 1987]. This is because implementations involve details that are specific to the application problem or target machine, limit the generality of the component, and inhibit its reuse. However, Booch [1987] has argued that to make reuse of components truly attractive, implementation issues must be addressed. In addition, Edwards and Baldo [1990] have argued that the implementation level must be considered because the major savings resulting from reuse occur during maintenance and reuse of designs alone will not provide the desired savings during the maintenance phase.

One approach to understanding how software can be divided into components has been to develop a formal model for software reuse. This approach was taken at the Reuse in Practice workshop [Baldo 1990], where the beginnings of such a model, the 3C Model, were produced. This model is an attempt to describe reusable software components based on three aspects: (1) the concept, (2) the content, and (3) the context. The concept refers to a description, at an abstract level, of what the component actually does. The content refers to the details of how the abstract concept is actually implemented. There can be more than one content for a concept, since generally there are many algorithms for implementing a given task, usually with different performance and resource characteristics. The context of the component refers to those aspects of the software environment that can give additional meaning to either the concept or the content. In the case of the concept, the context of a particular data type for an operation defined by the concept can, for example, provide additional meaning to that concept. The content also has a context which can alter the meaning of its implementation. (For a more detailed description of the 3C model see [Edwards 1990]).

3.3.4.4 Methods for Assuring that Software Performs as Expected

One frequently stated inhibitor of reuse is that programmers do not trust software that they did not write. Unless a programmer has confidence in a component from a library, he or she will not use it. Methods that can help assure that a component performs as expected can help address this problem (DeMillo 1988).
3.3.4.5 Resource Utilization Characteristics

Currently, reusable software components are both designed and classified based on a functional model, i.e., what the component does. Component selection, on the other hand, is driven not only by the function a component performs, but also its resource utilization characteristics. Resource utilization is a term that refers to the fact that each component requires various abstract resources from its environment in order to run (for example, memory space, processor execution time, file handles, access to a terminal, etc.). Furthermore, the types and amounts of resources are different for each implementation of each component.

Unfortunately, the resource utilization of a component is currently treated in a random manner. For effective reuse, it is important not only to have a model of the functional behavior of a component, but also a well-defined model (or set of models) of the resource behavior as well. However, no such model(s) are now in use. Instead, components are currently stored in a library along with simple performance information based on benchmarks measured on a specific target, and which only address memory or cpu utilization.

Without an effective and comprehensive means of capturing and presenting resource utilization information to a potential component user, it will be very difficult for resource trade-offs to be made during component selection. This will also make reusable components less viable for real-time or embedded systems, where resource performance is a critical concern.

3.3.4.6 Management of Parameters

It is frequently stated that the most savings from reuse results from reapplying relatively large components [Biggerstaff 1987]. As components become large, however, the size and complexity of the parameters that are required to drive them can result in a secondary requirement for parameter configuration assistance. The principal problem is the empirically observed limitation in the ability of humans to deal effectively with long lists of relatively unstructured parameters. Another more temporary problem is the inability of some compilers, particularly Ada compilers, to handle components with large numbers of parameters.

The tendency of large components to have many parameters results from the fact that large components are typically constructed from smaller components, which may each be constructed from still smaller components, forming a hierarchy. While many of these parameters can be fixed, large components may still include many of the parameters of each smaller component that it uses. Components at the highest level can thus
develop very large sets of parameters.

Approaches need to be developed to help humans deal with such large sets of parameters, and there has been work toward solving this problem, such as operating system configuration hooks, window system defaults editors, shells for selection and composition of components, shells for statistically well-designed experimental parameter search, etc.

3.3.4.7 Software Tools for Reuse

Once techniques in each of the previous six areas have been uncovered by research, production-quality software tools must be developed. Such tools are the key to moving these techniques from the research domain into practice. Without automated support, reuse techniques will only be slowly adopted, and will also be slow to show savings.

3.3.5 Recommendations

Software reuse has a significant potential for increasing productivity and quality, which can result in reduced cost, reduced development time, increased system reliability, reduced maintenance, and other benefits. However, software reuse is not yet a mature technology, and its potential is severely limited by the relatively primitive methods and tools presently available for software reuse, and by organizational and policy problems that can inhibit reuse. We therefore make the following recommendations:

- **Software reuse has a significant potential for the future, but is not yet a mature practice.** While some benefits can be achieved on a small scale, reuse should not be attempted on a large scale at the present time.
- **From the beginning of system development, efforts to plan for reuse should be undertaken by analyzing the system for commonalities that might serve as the basis for reuse.** Such analysis can help in making decisions about when and to what extent software reuse should be applied in WAM.
- **A concept of operations document for software reuse within WAM should be developed by the WAM Program Office.** This document results from the analysis described in the previous recommendation and needs for WAM developed by the WAM Program Office.
- **The state of the art and practice of software reuse should be evaluated periodically to provide input to planning decisions concerning software reuse in WAM.** Particular attention should be paid to techniques for domain analysis and representations, reuse library retrieval systems, and software tools to automate reuse.
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Other DoD programs involved with software reuse should be investigated and their results made use of in the WAM program where appropriate. These programs include STARS and SDIO.

As early as it appears feasible, a small-scale demonstration project should be initiated in an application in which significant benefits can be expected and for which risk is relatively low. The demonstration project should be focused not on reuse generally, but on the specific applicability of reuse and the effectiveness of software tools in the technical and organizational environment of WAM.

Develop approaches to motivate contractor commitment to reuse before reuse is attempted on a large scale.

Legal and contractual barriers to reuse should be investigated and resolved before contracts are let that require software reuse. Such barriers include intellectual property rights, economic disincentives for reuse and liability questions.
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APPENDIX B

POSIX 1003.1 FEATURES

There are several places where the POSIX 1003.1 standard allows implementation-dependent behavior, but fails to place restrictions on the allowed range of behaviors. An example of this is the stat(), fstat(), and kill() functions.

Stat(), fstat() and kill() are allowed to fail if an implementation provides additional or alternate file access and security controls. The standard does not specify a minimal situation under which these functions are to succeed. However, the standard does specify an intent by stating that the system may deny the existence of the file specified by path or a process specified by pid. Thus, the assumed intent is for systems that provide additional security. Applications should be aware that these functions may fail if proper access rights do not exist, although, the wording of the standard allows any restrictions to the behavior.

The following is a list of functions from POSIX 1003.1. Each function is listed with a key to indicated how well defined it is in the standard. A brief comment follows any function that warrants extra concern because of possible extensions or multi-semantic behaviors. The list of keys is given below:

OK Indicates that it is well defined by the standard. If “OK” is followed by a comment, this indicates a caution to the use of the function. For example, many of the user-id functions can return a static data structure; therefore, the information should be copied to a local structure before another call is made to on of these functions.

EX Indicates that it is well defined by the standard; however, extensions are likely to be provided by a vendor.

MULTI Indicates that some part of the behavior may or will be defined by the implementation.

Specific extensions are not listed in the this table. It is assumed that any features provided by a vendor that are not defined in the POSIX 1003.1 standard are extensions by definition. Vendor-specific functions and constants are the two most common forms of...
extensions. For example, `fcntl()`, `pathconf()`, `sigaction()`, and `sysconf()` are functions where implementation defined constants maybe included.
<table>
<thead>
<tr>
<th>System function</th>
<th>Key</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>access()</td>
<td>MULTI</td>
<td>Success for X_OK (execute permission) may be returned even if none of the execute file permission bits are set. (Use <code>stat()</code> or <code>fstat()</code> functions to check for execute access.)</td>
</tr>
<tr>
<td>alarm()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>cfgetispeed()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>cfgetospeed()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>cfsetispeed()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>cfsetospeed()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>chdir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>chmod()</td>
<td>MULTI</td>
<td>(1) Implementation-defined restrictions may cause the S_ISUID and S_ISGID bits in <code>mode</code> to be ignored. (Use <code>setuid()</code> and <code>setgid()</code> to alter the uid and gid of a process. Do not rely on the semantics of S_ISUID and S_ISGID.) (2) The effect on file descriptors for files open at the time of the <code>chmod()</code> function is implementation-defined. (Do not use <code>chmod</code> on open files.)</td>
</tr>
<tr>
<td>chown()</td>
<td>MULTI</td>
<td>If <code>path</code> argument refers to a regular file, the S_ISUID and S_ISGID bits of the file mode shall be cleared upon successful return from <code>chown</code>, unless the call is made by a process with appropriate privileges, in which case it is implementation-defined whether those bits are altered. If <code>chown()</code> is successfully invoked on a file that is not a regular file, these bits may be cleared. (Do not rely on the semantics of S_ISUID and S_ISGID.)</td>
</tr>
<tr>
<td>System function</td>
<td>Key</td>
<td>Comments</td>
</tr>
<tr>
<td>-----------------</td>
<td>------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>close()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>closedir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>creat()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>ctermid()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>cuserid()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>dup()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>dup2()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>execl()</td>
<td>EX</td>
<td>Inheritance of process attribute not defined in the standard is implementation-defined.</td>
</tr>
<tr>
<td>execle()</td>
<td>EX</td>
<td>Inheritance of process attribute not defined in the standard is implementation-defined.</td>
</tr>
<tr>
<td>execlp()</td>
<td>MULTI</td>
<td>File should either contain a &quot;/&quot; or the PATH environment variable should be defined.</td>
</tr>
<tr>
<td>execv()</td>
<td>EX</td>
<td>Inheritance of process attribute not defined in the standard is implementation-defined.</td>
</tr>
<tr>
<td>execve()</td>
<td>EX</td>
<td>Inheritance of process attribute not defined in the standard is implementation-defined.</td>
</tr>
</tbody>
</table>
## Table A-1. P1003.1 System Functions

<table>
<thead>
<tr>
<th>System function</th>
<th>Key</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>execvp()</code></td>
<td>MULTI</td>
<td>File should either contain a &quot;/&quot; or the PATH environment variable should be defined.</td>
</tr>
<tr>
<td></td>
<td>EX</td>
<td>Inheritance of process attribute not defined in the standard is implementation-defined.</td>
</tr>
<tr>
<td><code>exit()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>fcntl()</code></td>
<td>EX</td>
<td>Only values listed in the standard should be used for <code>cmd</code>.</td>
</tr>
<tr>
<td><code>fork()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>fpathconf()</code></td>
<td>EX</td>
<td>Only use the variables defined in Table 5-2 and the restrictions given in the standard.</td>
</tr>
<tr>
<td><code>fstat()</code></td>
<td>MULTI</td>
<td>Implementations that provided additional or alternate file access control mechanisms, may under implementation-defined conditions, cause this function to fail. (Applications should handle all error conditions.)</td>
</tr>
<tr>
<td><code>getcwd()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>getegid()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>geteuid()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>getgid()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>getgrgid()</code></td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>System function</td>
<td>Key</td>
<td>Comments</td>
</tr>
<tr>
<td>-----------------</td>
<td>--------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>getgrnam()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>getgroups()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>getlogin()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>getpgrp()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>getpid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>getppid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>getpwnam()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>getpwuid()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>getuid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>isatty()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>kill()</td>
<td>MULTI</td>
<td>The behavior is undefined if pid = -1. Implementation that provide extended security controls may impose implementation-defined restrictions on the sending of signals. (Applications should handle all error conditions.)</td>
</tr>
<tr>
<td>link()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>lseek()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>mkdir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>mkfifo()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>System function</td>
<td>Key</td>
<td>Comments</td>
</tr>
<tr>
<td>-----------------</td>
<td>------</td>
<td>----------</td>
</tr>
<tr>
<td>open()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>opendir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>pathconf()</td>
<td>EX</td>
<td>Only use the variables defined in Table 5-2 and the restrictions given in the standard.</td>
</tr>
<tr>
<td>pause()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>pipe()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>read()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>readdir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>rename()</td>
<td>MULTI</td>
<td>rename() on directories should have write permission. (Do not rely on the ability to rename directories without having write permission.)</td>
</tr>
<tr>
<td>rewinddir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>rmdir()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>getgid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>setpgid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>setsid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>setuid()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>sigaction()</td>
<td>EX</td>
<td>Only use actions defined in the standard. Only functions defined as “safe” by the standard should be called from signal handlers.</td>
</tr>
<tr>
<td>sigaddset()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>sigdelset()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>sigemptyset()</td>
<td>EX</td>
<td>Only signals defined in the standard are required to be empty.</td>
</tr>
</tbody>
</table>
### Table A-1. P1003.1 System Functions

<table>
<thead>
<tr>
<th>System function</th>
<th>Key</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>sigfillset()</code></td>
<td>EX</td>
<td>Only signals defined in the standard are required to be filled.</td>
</tr>
<tr>
<td><code>sigismember()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>sigpending()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>sigprocmask()</code></td>
<td>MULTI</td>
<td>If SIGFPE, SIGILL, and SIGSEGV are generated while blocked the result is not defined by the standard, unless they were generated by <code>kill()</code> or <code>raise()</code> of C.</td>
</tr>
<tr>
<td><code>SIGSUSPEND()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>sleep()</code></td>
<td>MULTI</td>
<td>Signal catching should not alter the schedule for SIGALRM or BLOCK SIGALRM; calling <code>siglongjmp()</code> or <code>longjmp()</code> to restore the environment to a state prior to <code>sleep</code> results in undefined behavior. (Do not block SIGALRM or alter the schedule of SIGALRM.)</td>
</tr>
<tr>
<td><code>stat()</code></td>
<td>MULTI</td>
<td>Implementations that provided additional or alternate file access control mechanisms, may under implementation-defined conditions, cause this function to fail. (Applications should handle all error conditions.)</td>
</tr>
<tr>
<td><code>sysconf()</code></td>
<td>EX</td>
<td>Only use names defined in the standard.</td>
</tr>
<tr>
<td><code>tcdrain()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td><code>tcflow()</code></td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>System function</td>
<td>Key</td>
<td>Comments</td>
</tr>
<tr>
<td>-------------------</td>
<td>-----</td>
<td>----------</td>
</tr>
<tr>
<td>tcflush()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>tcgetattr()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>tcgetpgrp()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>tcsetpgrp()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>tcsendbreak()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>tcsetattr()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>timeO</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>*times()</td>
<td>EX</td>
<td>Only use the structure part defined in the standard.</td>
</tr>
<tr>
<td>ttyname()</td>
<td>OK</td>
<td>Data returned may be static. (Copy the data to a local structure if needed.)</td>
</tr>
<tr>
<td>umask()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>uname()</td>
<td>OK</td>
<td>Format is implementation defined.</td>
</tr>
<tr>
<td>*unlink()</td>
<td>MULTI</td>
<td>Should used rmdir() to remove a directory.</td>
</tr>
<tr>
<td>utime()</td>
<td>OK</td>
<td></td>
</tr>
<tr>
<td>wait()</td>
<td>EX</td>
<td>Child processes should not use extensions.</td>
</tr>
<tr>
<td>waitpid()</td>
<td>EX</td>
<td>Child processes should not use extensions.</td>
</tr>
<tr>
<td>write()</td>
<td>OK</td>
<td></td>
</tr>
</tbody>
</table>
This appendix examines implementor-defined aspects of Sections 1 through 8 of the ANSI SQL standard. Each applicable instance of the term "implementor-defined" is denoted by its section number, the name of the section, and the page number that section is found within the ANSI SQL standard. The sentence containing the word "implementor-defined" is set in italic font. If the sentence is found within a context paragraph, that paragraph is set in Roman font. A recommendation is made following each "implementor-defined" aspect as to its effect on portability.

1. Section 3.3 Conventions, page 6

   In the Syntax Rules, the term "shall" defines conditions that are required to be true of syntactically conforming SQL language. *The treatment of SQL language that does not conform to the Formats or the Syntax Rules is implementor-defined.*

   Recommendation: This paragraph states that supersets to the ANSI SQL standard are allowed, but does not directly affect portability of existing SQL constructs.

   In the General Rules, the term "shall" defines conditions that are tested at run-time during the execution of SQL statements. If all such conditions are true, then the statement executes successfully and the SQLCODE parameter is set to a defined nonnegative number. *If any such condition is false, then the statement does not execute successfully, the statement execution has no effect on the database, and the SQLCODE parameter is set to an implementor-defined number.*

   Recommendation: SQL applications should be written such that the specific implementation-dependent code affected by the SQLCODE parameter is appropriately localized or abstracted such that future changes in the result of the SQLCODE do not require substantial changes to the application.

2. Section 3.3 Conventions, page 6

   *The term "persistent object" is used to characterize objects such as *<module>*s and *<schema>*s that are created and destroyed by implementor-defined mechanisms.*
Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.

3. Section 4.2 Data types, page 9

A data type is a set of representable values. The logical representation of a value is a `<literal>`. *The physical representation of a value is implementor-defined.*

*A null value is an implementor-defined type-dependent special value that is distinct from allnonnull values of that type.*

4. Section 4.2.1 Character strings, page 9

*A character string consists of a sequence of characters of the implementor-defined character set.*

Recommendation: Unless a requirement exists to the contrary, SQL implementations should provide support for the 95-character graphic subset of ASCII (FIPS PUB 1-2).

5. Section 4.5 Integrity constraints, page 11

Integrity constraints are effectively checked after execution of each `<SQL statement>`. *If the base table associated with an integrity constraint does not satisfy that integrity constraint, then the `<SQL statement>` has no effect and the SQLCODE parameter is set to an implementor-defined negative number.*

Recommendation: SQL applications should be written such that the specific implementation-dependent code affected by the SQLCODE parameter is appropriately localized or abstracted such that future changes in the result of the SQLCODE do not require substantial changes to the application.

6. Section 4.6 Schemas, page 11

A `<schema>` is a persistent object specified by the schema definition language. It consists of a `<schema authorization clause>` and all `<table definitions>`s, `<view definition>`s, and `<privilege definition>`s known to the system for a specified `<authorization identifier>` in an environment. *The concept of environment is*
implementor-defined.

Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.

7. Section 4.7 The database, page 11

The database is the collection of all data defined by the <schema>s in an environment. The concept of environment is implementor-defined.

Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.

8. Section 4.8 Modules, page 11

An application program is a segment of executable code, possibly consisting of multiple subprograms. A single <module> is associated with an application program during its execution. An application program shall be associated with at most one <module>. The manner in which this association is specified, including the possible requirements for execution of some implementor-defined statement, is implementor-defined.

9. Section 4.12 Cursors, pages 12-13

A cursor in the open state designates a table, an ordering of the rows of that table, and a position relative to that ordering. If the <declare cursor> does not specify an <order by clause>, then the rows of the table have an implementor-defined order. This order is subject to the reproducibility requirement within a transaction (see 4.16 "transactions" on page 14), but it may change between transactions.

If a cursor is before a row and a new row is inserted at that position, then the effect, if any, on the position of the cursor is implementor-defined.

If an error occurs during the execution of an <SQL statement> that identifies an open cursor, then the effect, if any, on the position or state of that cursor is implementor-defined.

A working table is a table resulting from the opening of a cursor. Whether opening a cursor results in creation of a working base table or a working viewed table is
10. Section 5.1 <character>, Syntax Rules, page 15

1) A <special character> is any character in the implementor-defined character set other than a <digit> or a <letter>. If the implementor-defined end-of-line indicator is a character, then it is also excluded from <special character>.

11. Section 5.3 <token>, Format, page 19

<newline> ::= implementor-defined end-of-line indicator

12. Section 5.5 <data type>, Syntax Rules, pages 22-23

3) If a <length> is omitted, then it is assumed to be 1. If a <scale> is omitted, then it is assumed to be 0. If a <precision> is omitted, then it is implementor-defined.

Recommendation: SQL applications should always specify a required <datatype> <precision>.

7) DECIMAL specifies the data type exact numeric, with the scale specified by the <scale> and with implementor-defined precision equal to or greater than the value of the specified <precision>.

Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.

8) INTEGER specifies the data type exact numeric, with implementor-defined precision and scale 0.

9) SMALLINT specifies the data type exact numeric, with scale 0 and implementor-defined precision that is not larger than the implementor-defined precision of INTEGER.

Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.
11) REAL specifies the data type approximate numeric, with implementor-defined precision.

12) DOUBLE PRECISION specifies the data type approximate numeric, with implementor-defined precision that is greater than the implementor-defined precision of REAL.

Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.

13. Section 5.6 <value specification> and <target specification>, Syntax Rules, page 24

2) A <parameter specification> identifies a parameter or a parameter and an indicator parameter. The data type of an indicator parameter shall be exact numeric with a scale of 0. The specific <exact numeric type> of indicator parameters is implementor-defined.

3) A <variable specification> identifies a host variable or a host variable and an indicator variable. The data type of an indicator variable shall be the implementor-defined data type specified for indicator parameters.

6) The data type USER is character string of implementor-defined length.

14. Section 5.8 <set function specification>, Syntax Rules, pages 27-28

7) If COUNT is specified, then the data type of the result of a <set function specification> is exact numeric with implementor-defined precision and scale 0.

9) If SUM or AVG is specified, then:
   a) T shall not be character string.
   b) If SUM is specified and T is exact numeric with scale S, then the data type of the result is exact numeric with implementor-defined precision and scale S.
   c) If AVG is specified and T is exact numeric, then the data type of the result is exact numeric with implementor-defined precision and scale.
   d) If T is approximate numeric, then the data type of the result is
approximate numeric with implementor-defined precision.

15. Section 5.9 <value expression>, Syntax Rules, page 29

4) If the data type of both operands of an operator is exact numeric, then the data type of the result is exact numeric, with precision and scale determined as follows:

   a) Let s1 and s2 be the scale of the first and second operands respectively.

   b) The precision of the result of addition and subtraction is implementor-defined, and the scale is max(s1, s2).

   c) The precision of the result of multiplication is implementor-defined, and the scale is s1+s2.

   d) The precision and scale of the result of division is implementor-defined.

5) If the data type of either operand of an operator is approximate numeric, then the data type of the result is approximate numeric. The precision of the result is implementor-defined.

16. Section 5.11 <comparison predicate>, General Rules, page 32

6) Two strings are equal if all <character>s with the same ordinal position are equal. If two strings are not equal, then their relation is determined by the comparison of the first pair of unequal <characters> from the left end of the strings. This comparison is made with respect to the implementor-defined collating sequence.

17. Section 6.1 <schema>, Syntax Rules, page 53

1) The <schema authorization identified> shall be different from the <schema authorization identifier> of any other <schema> in the same environment. The concept of environment is implementor-defined.

Recommendation: This implementor-defined aspect of ANSI SQL does not significantly affect application portability.
18. **Section 6.5 <view definition>, General Rules, page 57**

1) A <view definition> defines a viewed table. The viewed table, V, is the table
that would result if the <query specification> were executed. **Whether a viewed table is materialized is implementor-defined.**

19. **Section 7.2 <module name clause>, Syntax Rules, page 62**

1) The <module name> shall be different from the <module name> of any other <module> in the same environment. **The concept of environment is implementor-defined.**

**Recommendation:** This implementor-defined aspect of ANSI SQL does not significantly affect application portability.

20. **Section 7.3 <procedure>, Syntax Rules, pages 64-5**

8) Case:

a) If the subject <language clause> specifies COBOL, then:
   i) **The type of the SQLCODE parameter shall be COBOL usage COMPUTATIONAL picture S9(PC), where PC is an implementor-defined precision that is greater than or equal to 4.**

   d) If the subject <language clause> specifies PL1, then:

   i) **The type of the SQLCODE parameter shall be PL/I FIXED BINARY (PP), where PP is an implementor-defined precision that is greater than or equal to 15.**

21. **Section 7.3 <procedure>, General Rules, page 65**

1) A <procedure> defines a procedure that may be called by an implementor-defined agent.

3) Case:

b) If S did not execute successfully, then:
i) The SQLCODE parameter is set to a negative number whose value is implementor-defined.

Recommendation: SQL applications should be written such that the specific implementation-dependent code affected by the SQLCODE parameter is appropriately localized or abstracted such that future changes in the result of the SQLCODE do not require substantial changes to the application.

22. Section 8.3 <declare cursor>, General Rules, page 71

3) Case:

   a) If ORDER BY is not specified, then the ordering of rows in T is implementor-defined. This order is subject to the reproducibility requirements within a transaction, but it may change between transactions.

   b) If ORDER BY is specified, then T has a sort order:

      vii) Ordering is determined by the comparison rules specified in 5.11, "<comparison predicate>" on page 32. The order of the null value relative to nonnull values is implementor-defined, but shall be either greater than or less than all nonnull values.

23. Section 8.6 <fetch statement>, General Rules, page 74-75

5) The assignment of values to targets in the <fetch target list> other than the SQLCODE parameter is in an implementor-defined order. The SQLCODE parameter is assigned a value last.

6) If an error occurs during the assignment of a value to a target, then the SQLCODE parameter is set to an implementor-defined negative number, and the values of targets other than the SQLCODE parameters are implementor-defined.

24. Section 8.10 <select statement>, General Rules, page 82

4) The assignment of values to targets in the <select target list> other than the SQLCODE parameter is in an implementor-defined order. The SQLCODE parameter is assigned a value last.
5) If an error occurs during the assignment of a value to a target, then the SQLCODE parameter is set to a negative number whose value is implementor-defined, and the values of targets other than the SQLCODE parameter are implementor-defined.
APPENDIX D

ADA PORTABILITY GUIDELINES

1. INTRODUCTION

This appendix presents an assessment of each of the seven Ada portability guidelines reviewed during this fast reaction task. The approach taken in developing the guidelines as well as the structure of the guidelines can be used by the software developer in determining which guidelines may be most suitable for a particular project. The strengths and weaknesses of each guideline may be used to either select or modify the use of a specific guideline.
2. ADA PORTABILITY GUIDES

2.1 NISSEN - PORTABILITY AND STYLE IN ADA

2.1.1 Approach

*Portability and Style in Ada* was the first guideline that was published on the subject of Ada portability. It was produced in 1980 by the Ada-Europe Portability Working Group under the chairmanship of John Nissen and edited by Peter Wallis. The guide represents an effort to establish and present guidelines in concert with the Ada language standardization process. This is the aspect that sets this guide apart from the ones that followed it.

The guide proposes a set of rules to be used as advice for programmers or compiler implementors. The emphasis is on the pragmatic use of these rules as opposed to a rigorous, restricting application of requirements. Therefore, a certain amount of flexibility allows the user to weigh the implications in using certain optional or language-dependent features against the cost of minimizing or eliminating their use by programming for portability.

2.1.2 Overview

The guide starts off with a discussion of the need for standards. The availability and use of standards is critical in its assistance to portability. Without standards, the risk of significantly differing implementations of the same language is great. Portability is less likely to be achieved when dealing with implementations that have significant differences and dependencies. In an attempt to give portability as much language support from the start, Ada was standardized before any compilers were written. To ensure complete conformity to the Ada standard, compilers are rigorously tested and certified. Even so, there are allowances for certain options and dependencies in Ada. Those items require careful consideration and treatment with regard to their effect on portability.

Since the guide was developed in concert with the standardization of Ada, it is organized around the Ada standard [ANSI 1983]. The section numbering parallels the standard’s chapter/section numbering to the fullest extent possible. Items of issue are discussed at their first reference even if their complete treatment in the standard occurs much later. This was done to evenly distribute the guidance over the whole of the
standard. Not all of the standard’s sections are discussed; those with no issues are skipped. For the sections that are discussed, the following format is used:

- **Classification.** The authors’ judgement of the importance of adherence to a rule. There are three classifications:
  - **Mandatory.** The given rule when using this language feature must be followed explicitly.
  - **Recommended.** The given rule when using this language feature may be partially followed or broken, but not without documenting the justification in the code.
  - **Suggested.** The given rule is provided as an aid to portability. Its lack of application will not negatively affect portability.

- **Aid.** Test procedures, software engineering tools, or other items that, if available, would be of assistance.
- **Information from implementors.** Additional information about optional features or implementation dependencies.
- **Target Requirements.** Specific characteristics of the target that should be documented.
- **Note(s).** Any further relevant information.

In addition, the guide enumerates certain minimum values which are assumed that any target implementation has.

### 2.1.3 Strengths

Overall, this is an excellent guide to developing or modifying software to be portable. The strengths of this guide fall into four areas:

- **Produced in concert with the Ada standard.** By developing the guide as the Ada language was being standardized, the authors’ were able to gain maturity for the guide. This maturity is reflected in the concise presentation and the comprehensiveness in the coverage of the issues of portability raised by the language. Also, as the first guide, the impact upon the first compilers and subsequent Ada-based systems was tremendous.
- **Longevity.** Being the first guide loses its importance if the guide is ignored or superceded. This guide is not ignored and although other guides exist, in our opinion this guide has not been superceded. In fact, most of the other guides examined use this one as a basis.
- **Guide format.** The format chosen for the guide makes it easy to use. The
classifications immediately let the programmer know if this language feature needs to receive special consideration and the other information blocks provide additional guidance.

- Examples. The guide uses Ada code to illustrate certain points. This enhances the understandability and usefulness of the guide.

2.1.4 Weaknesses

The only weakness of this guide is that its longevity also means that it carries the flaws from the past. Although there is only one Ada standard, official interpretations of the standard to resolve conflicts, provide clarity, or correct errors, are not taken into account by this guide since it is not a dynamic document. A good example of an official interpretation is the virtual elimination of the pre-defined exception NUMERIC_ERROR, replaced by an expanded use of CONSTRAINT_ERROR. The guide, understandably, does not reflect this change. A recommendation for using this guide would include scanning the approved interpretations, released as Ada Issues by the Ada Joint Program Office (AJPO) [ACM SIGAda 1989], for those that may affect the validity of the guide.

2.2 SOFTECH - ADA PORTABILITY GUIDELINES

2.2.1 Approach


Two other versions of these guidelines exist. The Ada Portability Guidelines produced by Frank Pappas at SofTech in March 1985 were submitted to the U.S. Air Force Electronic Systems Division, Hanscom AFB, MA. The contents of this guideline are identical in content but differ in presentation to the SofTech Ada Portability Guidelines [SofTech 1984].

The ISEC Portability Guidelines were produced by SofTech in December 1985 [SofTech 1985] and submitted to the U.S. Army Information Systems Engineering Command, Hanscom AFB, MA. As with the Pappas guidelines, the contents are virtually identical to [SofTech 1984].

The approach taken by SofTech [SofTech 1984] was to review the work by Nissen and Wallis [Nissen 1984] and generate a self-contained guide to writing portable Ada programs.
The thesis proposed by the authors is that software portability is characterized by three goals: program behavior, source modification, and safety. The SofTech guidelines are written to specifically address these goals and how the constructs of the Ada programming language impact them. The software developer then performs tradeoff analyses using these goals to determine whether an individual guideline should be applied or disregarded.

The authors of the SofTech guidelines define program behavior as the way the software functions when running in different environments. The primary goal is for the program to exhibit identical behavior in any environment. A second goal in developing portable software is to eliminate the need for source code modification when the software is moved to a different environment. That is, the amount of change required is an indication of the portability. A third goal in developing portable software is safety. Safe software will provide early warnings of any problems when moved to a different environment. That is, warnings of incompatibilities will occur during compilation rather than unexpected failures occurring during execution.

The SofTech guidelines were developed after a thorough review of the Nissen and Wallis guidelines. SofTech provides a brief analysis of this work and a description of its inadequacies. This discussion is the basis for the approach taken in the development of the SofTech Guidelines. The fundamental flaw with the Nissen and Wallis work as described by SofTech is that the guidelines provide no explanation of how using or avoiding a specific feature of the Ada programming language will enhance or degrade portability. The guidance only takes the form of a scale of rules ranging from mandatory to notes with no information on the tradeoffs among behavior, modification, and safety characteristics that can be made in deciding whether to use a specific Ada feature.

2.2.2 Overview

Following an introduction stating the objectives of the project, the Ada Portability Guidelines provide a brief explanation of the goals that may be used to achieve portability, namely source modification, program behavior, and safety. This explanation forms the basis for the structure of the guidelines. That is, individual features of the Ada programming language are considered with regard to their impact on these goals.

The next section of the document briefly describes the Ada-Europe Guidelines developed by Nissen and Wallis. The inadequacies of the Nissen and Wallis guidelines are discussed as the motivation for developing an improved set of guidelines.

Section 4 describes what the guidelines are and how they are useful to both developers and managers. SofTech has assembled guidelines that they claim can be used by
developers to build portable Ada programs and by individuals trying to understand the issues underlying portability. The guidelines are written to provide the developer with information about how the use of specific features will impact the program behavior, source modification, and safety during porting. In addition the guidelines offer ideas and provide references addressing the use of inherently less portable features of Ada. A moderate number of examples are provided in this guideline.

The next section addresses the issue of education, style guides, and automated tools to support the development of portable Ada code. SofTech indicates that to write portable Ada code a developer must have a good understanding of Ada. This point cannot be overemphasized. For this reason, the guidelines alone will not guarantee portable code. Sufficient resources and time must be put into Ada education. Further, more than just a knowledge of the Ada programming language is necessary. Some appreciation for the types of optimizations made by the compiler, options open to the run time system, and the underlying machine are also necessary for the developer to understand the opportunities for non-portability to be written into a design. Experience with the language will provide designers with a greater sense of the issues surrounding portability as well as an information store of ideas for dealing with them. A number of references are provided at the end of this section.

The actual guidelines section of the document begins with a short chapter describing what portability is and why it is important. The potential for non-portability is discussed through the use of two examples which give the reader only a vague notion of the ramifications of language features and the underlying target. The three aspects of portability (program behavior, source modification and safety) are discussed briefly. These provide the basis for the tradeoffs made during development of portable software. A substantial effort is made to illustrate the portability tradeoffs that are possible for a given situation. To do this, a single example is used. The example involves the use of integer arithmetic on machines with different integer implementations. Possible approaches to designing portable code are discussed. Each approach is discussed in terms of its impact on the goals of portability. References are provided in this section to potential solutions to some of the portability problems.

SofTech points out that stylistic considerations such as line length can be handled by automated tools and need not be considered portability issues.

The use of other tools, such as portability analyzers, to assist the developer in generating portable code is also discussed. The role of such a tool would be to assist the developer in creating portable code by flagging potential language uses that may lead to portability problems.
The *Ada Portability Guidelines* do not consider incorrect order dependencies and erroneous programs, which received treatment throughout the Nissen and Wallis guidelines as though they were portability issues, to be portability issues. These issues are summarized at the beginning of the guidelines in Chapter 1, and are not treated further.

Stylistic considerations may impact software portability; following a standard convention may facilitate the porting process. Following the guidance provided in a style guide can impact software developer portability substantially. Time can be wasted coming up to speed, or understanding an existing piece of software. By using programming style conventions, this can be minimized. A brief list of style guides is provided.

The structure of the style guide section of the SoFtech document follows that of the Ada standard. That is, each chapter of the standard is reviewed for its impact on the three main portability goals: program behavior, modification, and safety. In each section, the tradeoffs that a designer may make are pointed out and a rationale given for the selection of any particular solution. Workarounds to some portability problems are suggested. Each section concludes with a recommendation for the treatment of the Ada language features covered in the parallel chapter of the standard.

Some sections of the Ada standard contain language features that do not impact portability. Discussion of these language features is simply omitted from the *Ada Portability Guidelines*.

### 2.2.3 Strengths

- An analysis of the meaning of software portability. The Guidelines have gone beyond a careful review of the language features presented in the Ada standard. SoFtech has made an attempt to distill the essence of portability in their identification of the three goals of portability: program behavior, source modification, and safety. While these three goals may not capture every aspect of portability, they give software developers a framework in which a tradeoff analysis can occur. This must certainly be an improvement over the random selection of features and implementations that typically occurs during development.

- Parallel structure with the Ada standard. The *Ada Portability Guidelines* follow the structure of the Ada standard. However, the discussion of the Ada programming language features occurs within the analysis of the goals to be achieved when designing portable software. Each language feature is examined for its impact on program behavior, the need for source code modification, and safety. As the features are discussed, the rationale for an Ada language feature is given within the context of a tradeoff among the portability goals. Thus, the guidelines support the software developer in making the important
decisions. The guidelines generally do not provide rigid rules that a developer is instructed to follow if portability is to be achieved. Rather, they provide the information that the developer needs to perform a tradeoff analysis of the options available. These guidelines require that the software developer is an experienced Ada practitioner. However, without an understanding of Ada, even rigid rules for portability would not guarantee success.

2.2.4 Weaknesses

- The claim that the guidelines can educate someone on the issues of portability is not supported in the document. The Guidelines are not a tutorial on portability. Although examples and counter examples are given, insufficient background is given on the issues of how compilers, run time systems, and machine architectures impact the behavior of the program.
- Lack of guidance for the software developer generating real-time applications. Real-time applications require additional guidance. This is not provided or even acknowledged in the Ada Portability Guidelines.
- As is the case with *Portability and Style in Ada* by Nissen and Wallis, this document needs to be updated to comply with decisions reached in the AJPO Ada Issues [ACM SIGAda 1989].

2.3 MARTIN MARIETTA - SOFTWARE ENGINEERING GUIDELINES FOR PORTABILITY AND REUSABILITY

2.3.1 Approach

The *Software Engineering Guidelines for Portability and Reusability* was developed by Martin Marietta. This guide differs from the other guides in that it uses an actual case study in its presentation. The Software Development and Maintenance Environment (SDME) was envisioned to function as an Ada Programming Support Environment (APSE) for WIS software. In the future WIS, the underlying system was to be POSIX compliant. However, when the SDME project was initiated, a POSIX-compliant system for WWMCCS hardware was not in place. Therefore, a VAX VMS system became the base system for SDME. The later porting of SDME from VMS to a POSIX-compliant system provided the case study used in this guide.

The position that this guide takes with regard to portability is that portability is a subset of the more general idea of reusability. The rationale is that when discussing portability, the focus is on "reusing" a complete system or subsystem on a platform different from which it currently resides. It follows then that reusability is the porting of generalized routines in current systems to create new systems. While other guides state that enhancing
software portability will in turn enhance reusability, the approach taken by this guide ensures that portability is an integral part of reusability.

2.3.2 Overview

The structure of this guide follows a list of seven general areas with specific ideas applicable to portability. The areas loosely conform to major chapter headings within the Ada standard and represent a consolidation of ideas from the other guides mentioned in previous sections. The seven areas are:

- Fundamentals. This area covers some basic aspects, such as non-standard character sets, documentation, and order dependencies, as they affect portability.
- Numeric Types and Expressions. This area addresses some aspects of numeric types and expressions built from objects of those types, such as which model is used for floating point and the evaluation of subexpressions, as they affect portability.
- Storage Control. This area specifically focuses on dynamic structures management.
- Tasking. This area addresses some aspects of tasking, such as delay statement use and select statement evaluation, that affect portability.
- Generic Units. This area should be dealing with those aspects of portability affected by the use of generic units. However, the ideas stated for discussion deal with exception handling; generic units are not mentioned.
- Representation Clauses and Implementation-Dependent Features. This area addresses some aspects relating to the underlying system, such as interfacing to other languages and implementation-defined pragmas, that affect portability.
- Input/Output (I/O). This area addresses some aspects of I/O, such as implementation specific I/O, that affect portability.

2.3.3 Strengths

The strengths of this guide are:

- The consolidation of ideas rather than the rote following of the Ada standard. By grouping across concepts instead of simply by syntactic construction, this guide provides a pragmatic treatment of portability. For example, in the first area, Fundamentals, the ideas of "custom bodies" and "port verification" do not correspond to a particular Ada standard reference, but are important considerations when porting software.
- The use of an actual case history to support its recommendations. The SDME
porting from a VAX VMS environment to a POSIX-compliant environment provides an excellent source from which to translate “lessons learned” into recommendations for the future. For example, the idea of interfacing Ada with other languages might not be considered risky when presented in the Ada standard. That is, if these instances are isolated and documented then there will be less problems if the code is ported. This however, is not true. The experience of the SDME porting showed that minimizing the amount of foreign code along with isolating and documenting it provides the best results.

2.3.4 Weaknesses

The only weakness is the lack of coded examples to illustrate some of the SDME experience. The descriptions are occasionally vague, for example, in the section Generic Units where the ideas discussed refer to exception handling only; generic units are never mentioned. The exceptional conditions described would certainly affect generic units, but an explicit explanation as to how and an example of code would be helpful to the less experienced Ada programmer.

2.4 SPC - ADA QUALITY AND STYLE - GUIDELINES FOR PROFESSIONAL PROGRAMMERS

2.4.1 Approach

The Software Productivity Consortium's (SPC) Ada Quality and Style - Guidelines for Professional Programmers [SPC 1989] was intended to provide guidelines to generally improve the quality of the Ada software being produced. The book does not focus specifically on developing portable or reusable software, or on any one particular software domain such as real-time, embedded software. However, it does address these issues as part of the goal of assisting developers in producing better Ada software.

The book is aimed at three classes of software personnel: programmers new to Ada, programmers experienced with Ada, and managers of software development efforts. A separate chapter is dedicated to the role of the manager in producing higher quality Ada code.

Through discussions of issues and examples of code the book provides specific guidance for using individual features of the Ada programming language. The rationale for the guidance is also provided. In some cases the guidance may be legitimately disregarded. A discussion of these exceptions is intended to give the developer some latitude in making design decisions.
This book was not written as an introductory text on Ada and references to introductory texts are provided. The reader is encouraged to become familiar with the material in these introductory texts as well as with the Ada standard. The guidelines contained in the book are cross-referenced to the Ada standard.

2.4.2 Overview

The organization of *Ada Quality and Style - Guidelines for Professional Programmers* does not rigidly follow the structure of the Ada standard as do many of the guidelines previously developed. Rather, a functional approach to improved software quality has been adopted. That is, specific issues that may impact software quality are discussed in terms of the Ada language features that may apply.

The book begins with general guidance to the three classes of software personnel. This guidance is more an overview of what each class of individuals may contribute toward the goal of increased software quality. References that may be of particular interest to each class are given.

Chapters 2-9 cover the following topics:

- Source code and presentation
- Readability
- Program structure
- Programming practices
- Concurrency
- Portability
- Reusability
- Instantiation

Each chapter begins with a general discussion of the topic as it relates to software quality. Following the introductory remarks, the chapter is broken down into sections that address the issues related to the topic. The material in these sections is presented under the following headings: guideline, example, rationale, exceptions, and notes.

Guidelines take the form of stylistic information or rules for using or avoiding specific features of the Ada language. In some cases, a guideline is associated with additional reference material. The guidelines are not individually numbered but are simply listed under the issue being addressed.

Examples of Ada code are only provided for selected guidelines. Some of the examples intentionally contain errors to illustrate the incorrect use of a language feature. In other cases the examples indicate the correct syntax and use of the Ada feature.
The rationale for the guideline provides justification for the guidance. This section frequently includes references to the Ada standard or other work that supports the conclusions formulated by the authors. References to other guidelines are also provided where appropriate. The information in the rationale section allows a developer to assess the relevance of the guidance to the domain.

Situations in which the developer may elect not to apply specific guidelines are intended to be rare. These exceptional cases are described under the exceptions heading of the section. The risks or benefits that the software developer can expect from disregarding the guideline are also discussed.

Additional miscellaneous information is provided under the heading of notes. This information may elaborate or clarify material presented under another heading.

Chapter 10 provides the software developer with a complete example of code developed using the guidelines. The code is preceded by a short explanation of its function and some notes on its design.

Appendix A of [SPC 1989] is a cross reference between the guidelines and the Ada standard.

2.4.3 Strengths

- The structure of *Ada Quality and Style - Guidelines for Professional Programmers* may be considered both a strength and a weakness. The format of following a guideline by an example, rationale, exceptions and finally notes is useful. Guidance should provide enough information to allow the designer to make a decision as to whether to apply or disregard a guideline. Blindly following rules without understanding the implications would be dangerous. Including a complete example of software developed using the guidelines is valuable. A small piece of code, taken out of context sometimes fails to illustrate the point being made. The reference and bibliography lists provide the software developer with pointers to most if not all that has been written on programming in Ada. The guidelines are organized functionally rather than by language construct. This approach is logical until a developer needs guidance on a specific Ada feature. Then, instead of going directly to the text, the developer must go to Appendix A - the Ada standard cross reference map. Appendix A maps the coverage of Ada language constructs to one or more chapters of the text.

- The guidelines acknowledge the role of management as well as different levels of programmers in producing high quality Ada software. An entire chapter is dedicated to the role of management in the development process.
Management as well as the contracting process are critical to achieving the goals of portability and reusability.

- The guidelines provided in this book build on a large body of previous work. A great deal has been written about the use of the Ada programming language. Several portability and style guides exist. This book contains many of the same recommendations that can be found in these other books and reports. The authors acknowledge, for instance, that the material in the portability chapter was “largely acquired” from these sources. Appropriately, the authors provide pointers to these references.

2.4.4 Weaknesses

- The lack of substantial new guidance based on experience gained since the first guidelines on Ada portability were written.
- Attributes resulting from the use or avoidance of specific features are only sometimes mentioned. The attributes of interest include, but are not limited to, performance, behavior, and source modification.
- The guide would benefit from additional examples.

2.5 GRIEST - LIMITATIONS ON THE PORTABILITY OF REAL-TIME ADA PROGRAMS

2.5.1 Approach

*Limitations on the Portability of Real-Time Ada Programs* is a set of guidelines for developing portable real-time Ada applications. They are the result of a study of real-time portability issues conducted at the U.S. Army Center for Software Engineering at Ft. Monmouth, New Jersey.

Several Ada portability guidelines were already in existence when the Center for Software Engineering began research on Ada portability issues. However, these existing guidelines all assumed that to achieve portability, implementation-dependent features of Ada would be avoided. The development of real-time applications in Ada requires the use of many of these implementation dependent features, making the use of existing guidelines inappropriate. The goal of the work at the Center for Software Engineering was to provide the developer of real time systems with guidelines for producing portable code.

Implementation dependencies in the Ada programming language were analyzed. The research involved studies on how to minimize the impact of the use of implementation dependent features of Ada. Tradeoff analyses were conducted using benchmark programs to determine the execution performance of portable software developed using
workarounds to implementation dependencies.

As a result of these studies, portability guidelines were generated, addressing the following five major concerns:

- Eliminate the need for and use of implementation-dependent features where possible.
- When implementation-dependent features are necessary, provide a translation function between the generic approach to solving the problem and the implementation specific solution. This translation will be unique for each port.
- When translations are not possible, use the most conventional approach possible. Document all implementation dependencies thoroughly.
- A clear design and documentation are critical for portability. Software documentation should include a porting manual.
- Always move application specific hardware that interacts directly with the software to the new host during a port. Modularize all hardware specific software so that if the hardware cannot be moved to the new system, it will be clear which parts of the software will need to be changed.

2.5.2 Overview


In each category the issues are defined and concrete recommendations to achieving portability are given. The recommendations often reference the appropriate sections of the Ada standard for specific semantic information on the construct under discussion. Examples are provided to illustrate significant points.

2.5.3 Strengths

There are two major strengths:

- These guidelines are specific in their focus on real-time issues. The most obvious strength of these guidelines is their treatment of issues omitted by all the other guidelines. Rather than repeat information and recommendations given in other guidelines, the guidelines provide references to the other portability guidelines and go on to cover other issues.
- The guidelines are organized functionally rather than strictly following the Ada standard organization. This allows a software developer to immediately focus on the issues of concern for the application.
2.5.4 Weaknesses

There are two major weaknesses:

- The primary weakness of these guidelines is the minimal use of examples to illustrate the points being made.
- The guidelines provide no information on the risks, costs or benefits associated with using a specific feature in the manner suggested. Unlike the SofTech guidelines that provided the developer with information on the impact of a feature to behavior, source modification, and safety, these guidelines give the developer no details with which to make an informed tradeoff analysis. Furthermore, the guidelines frequently state rules to be followed without giving any justification or explanation.
3. CONCLUSIONS

In reviewing these guides, several conclusions are drawn. These conclusions center around the commonality of programming style, the domain in which portability is applied, and the research into portability guidelines.

Portability is as much a philosophy as it is a practice. For example, program style is a common component among the guides reviewed. While attention to style itself does not guarantee a positive impact on portability, the philosophy of style establishes conventions which when followed may promote portability. The emphasis on programming style is an indication of its importance and strongly suggests that software development efforts that do not establish and enforce programming style conventions will negatively impact portability.

The type of domain affects portability. For example, portability in a real-time, embedded domain would be viewed differently if in a database domain. The rules or guidelines governing development of portable code is identical for both domains, however, the emphasis or use of specific rules may be different.

Finally, the status of research into portability is important. The majority of guides we reviewed were produced shortly after Ada became a standard in 1983. Official DoD interpretations of the Ada standard have occurred since the standard was released none of the guides have been updated to reflect any interpretations affecting portability.
FOREWORD

The paper presented in this appendix was prepared during the Spring of 1988 at the beginning of an Ada project undertaken by the Defense Logistics Agency (DLA) in Columbus, Ohio. The Ada project was part of an evolutionary approach to achieve a more open system architecture by which users could have access to the data resources and application software resident on geographically remote computer systems. The primary purpose for the use of Ada was to develop system software that could interface with non-Ada application systems and heterogeneous computer systems, and which could be re-used by adaptation to the client-server model of very different applications. The recommended standards for software configuration management, portability, and coding provided in this paper were offered as a minimal set of standards for the DLA Ada project. These standards were followed by the DLA Team. The Ada software developed during training workshops has been re-used and enhanced since by a small team (less than eight) programmers who have successfully developed a command standard transaction processing system in Ada. Ada has been used as the software platform for user access to information generated by COBOL programs on a host computer remote from the users and for a nation-wide transaction processing system for vendors doing business with DLA.
1. INTRODUCTION

1.1 PURPOSE

The purpose of this paper is to recommend a set of software standards for use by the Defense Logistics Agency. These recommendations are related to the effort by DLA to evaluate the Ada programming language as an Agency standard.

1.2 SCOPE

These recommendations cover three areas of software development: software configuration management (SCM), portability of Ada programs, and Ada coding standards. Recommendations in the first area are independent of any particular programming language. The second area is one in which few standards have yet found widespread acceptance, and the recommendations are only of a very general nature. The third area, Ada coding standards, includes such issues as naming conventions, appropriate and inappropriate statement types, and packaging conventions.

Although the principal scope of this paper is that of software standards and their potential use by DLA, many of its recommendations, principally those concerning coding standards and portability, are derived from lessons learned during the earliest stages of the DLA Ada Prototype Project described in Section 3. Among these experiences were the attempt to erect a workbench of Ada tools and the on-going experiences gained from several intensive Ada training sessions. The workbench experience is documented in IDA Memorandum M-387, Compiling and Porting the NOSC Tools for Use by the Defense Logistics Agency.

1.3 BACKGROUND

The Defense Logistics Agency is engaged in a long-term program, the Logistics Systems Modernization Program (LSMP), to modernize its Automated Information Systems. A principal thrust of the LSMP is to determine the feasibility of using the Ada language in DLA applications.

To that end, IDA and DLA are engaged in an Ada Prototype Project. This project involves the creation of an preliminary Ada Programming Support Environment, training a group of DLA programmers in the use of Ada, and the writing of large-scale software projects to demonstrate Ada's capabilities. The functional nature of these demonstrations will be similar to that of the COBOL software currently in use at DLA. Since the project will be distributed through three different machine tiers, an IBM, a Gould, and several Zenith PCs, it will also demonstrate Ada's capacity for portability of software.
One principal requirement for the Prototype Project is an Ada Programming Support Environment (APSE). The APSE is a "workbench" of Ada tools which can later be expanded and modified as the modernization project itself is expanded and modified.

In IDA Memorandum Report M-294, Ada Prototype Project, it was recommended that tools for the APSE be acquired by first examining public domain software before resorting to commercially available software. A major source of public domain software is the SIMTEL20 Repository, which contains a large number of available Ada programs. Many of these were selected for potential inclusion in the DLA APSE. Since these tools were commissioned by the Naval Ocean Systems Center, they are commonly referred to as the NOSC tools.

A team of DLA personnel was selected for training in Ada. Their collective expertise is in COBOL, and most of the members are proficient in traditional Automated Data Processing methodology. In addition, two of the team members have considerable backgrounds in systems programming.

The team received six weeks of intensive training in Ada. The classes were given by personnel from TeleSoft, Inc., whose compiler will be used during the Prototype Project and beyond. The textbooks for this course were: Software Engineering with Ada and Reusable Software Components with Ada by Grady Booch and Understanding Concurrency in Ada by Kenneth Shumate.

1.4 APPROACH

There are three different categories of recommendations in this paper, and they derive from numerous sources:

- The trials of erecting the APSE, and the insurmountable difficulty of porting much of it to DLA, were the sources of many of the recommendations concerning configuration management and portability.
- Observing the DLA team's training sessions provided valuable insight into the type of coding standards and guidelines needed. In addition, many experiences of the authors of some NOSC tools provided other coding recommendations.
- Finally, general experiences gained in using other Ada environments contributed to some of the recommendations in all categories.

Section Two of this paper presents findings and conclusions based on these experiences. Section Three presents recommendations and provides a rationale for each recommendation.
2. FINDINGS AND CONCLUSIONS

Findings in the three areas of SCM, portability, and coding standards are discussed, and conclusions in each area are presented.

2.1 SOFTWARE CONFIGURATION MANAGEMENT

- **Finding 1.** Many of the NOSC tools chosen for the DLA APSE exist in multiple and incompatible versions. This principally applies to the large tools.
- **Finding 2.** The software environment at DLA presently has few tools to aid or enforce SCM. Erection of a dependable system will substantially impact the success of the entire Ada prototype project.
- **Finding 3.** Major components of the SCM system at DLA will need to include controls for multiple versions of source files, mechanisms for standardized software releases, and management of released object code.

2.1.1 Discussion

Of the problems encountered in compiling the NOSC tools, those stemming from poor SCM were the most difficult to solve. Principally, there were variant versions of many packages, due to the fact that the SIMTEL20 sources reflect multiple releases of the tools. The variants existed at different levels of software: some packages had been subsumed into other packages, creating inconsistent dependencies. Others merely reflected earlier and later versions of the same package. These difficulties were especially prominent in large tools comprising many source files.

These problems were overcome with difficulty. It is noteworthy that IDA also had available another version of some NOSC tools, obtained through GTE. While this other source of the tools added some confusion, it was only from the GTE versions that the needed versions of some packages were found.

2.1.2 Conclusions

For a software project of any substance, there is need for a dependable SCM system. Given the nature of Ada, where a basic intention is to achieve a high degree of modularity, effective SCM is even more crucial. An acceptable SCM system will minimally contain a set of protocols and standards for version and revision control, as well as a means to map the correct version of source code to the object code. An acceptable
SCM system will also contain a reliable mechanism for tracking and documenting releases.

Additionally, an Ada project will need a mechanism that governs compilation of several files. This entails determining the correct order of compilation as well as performing the actual invocation of the compiler.

2.2 PORTABILITY

- **Finding 4.** The NOSC toolset contains several tools that were written with non-validated compilers. These tools will not compile with a valid compiler.
- **Finding 5.** The majority of the tools examined contained system-dependent code. In the larger tools, the dependencies were often dispersed through several packages, making them highly difficult to port to other systems.
- **Finding 6.** Even with these dependencies removed, the large NOSC tools could not be compiled using the Gould compiler at DLA. One of the tools was eventually compiled by a considerable reworking of the sources. The executable that was created failed in elaboration.

2.2.1 Discussion

Of the PC-based tools examined, half have been successfully ported to DLA; of the mainframe-sized tools, none. In the case of the failing PC-based tools a major cause was poor or illegal code, due to use of non-validated compilers as development environments. In the case of the mainframe-sized tools, it was due partially to overreliance on VAX® system calls, and especially to a capacity limitation of the DLA Gould compiler. The attempt to compile the NOSC tools is discussed in detail in IDA Memorandum Report M-387, *Compiling and Porting the NOSC Tools for use by the Defense Logistics Agency*.

2.2.2 Conclusions

It is generally misleading to speak of truly "portable" code; such software is relatively rare. The term "portable" more often refers to code that needs only a small amount of alteration in order to compile on different machines; portability is thus a measurement of such alteration. Code which has a high degree of is a portability is code wherein the needed alterations are easily made. Conversely, non-portable code requires complicated alterations, or is written in such a way that the location where alterations are needed is not easily determined.

@ VAX is a registered trademark of Digital Equipment Corporation.
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It is also apparent that portability may be an issue over which the programmer has little or no control. In the case of the NOSC tools, even though the Gould computer is a reasonably large machine, its compiler was not able to compile code that had compiled without problem on a VAX.

Since one of the stated goals in the DLA Ada project is achieving software portability through three machine tiers, this issue is fundamental; it is one of the prime points that the project is meant to demonstrate. The DLA team must obviously regard portability as an element that must be present at the earliest level of design, and not, as in the NOSC tools, as a consideration after the code has been written. They should also be aware of the limitations of their compiler, and should be urged to design their code accordingly.

2.3 CODING STANDARDS

- Finding 7. The coding standard found in the course's textbooks represents only one possible standard for good Ada code.

2.3.1 Discussion

Most of the DLA team members came to Ada from backgrounds in COBOL, and have need of guidelines in writing Ada code. While the definition of an "Ada style" is, to some extent, a matter of opinion, there is is a genuine need for some practical guidance in this area.

At the present, the primary models available to the team members derive from the texts used in the training sessions. In addition, the code for the NOSC tools provide a wide range of code quality and conventions. The code in the textbooks represents a particular kind of coding style. This style is discussed in detail in Section Three. The code in the NOSC tools ranged from unacceptable to excellent; the experiences of some of the NOSC tool authors provided a source for some of the recommendations made later in this paper.

2.3.2 Conclusions

One of the fundamental aims of the Ada language is the writing of maintainable, reusable code. As a means toward that end, it is vital that code be easily readable: in one sense, readability is the hallmark of well-crafted code. Readability in this sense does not refer to documentation, but rather to the actual compilable code. In particular, coding practices that favor dense, abbreviated code are to be avoided.

Coding conventions are, in themselves, major contributors to code readability. Also, since Ada usually involves simultaneous references to multiple source files, any
coding conventions that simplify these references are beneficial; any that hamper it are poor.
3. RECOMMENDATIONS

There are three categories of recommendations: software configuration management (SCM), portability, and coding standards. Five recommendations for SCM, four recommendations for portability, and fifteen recommendations for coding standards are presented.

3.1 Software Configuration Management

1. Since the Gould computer will be the major development area, configuration management protocols should be governed by the UNIX® operating system.

The eventual disposition of the Ada project through the three architectural tiers is not yet determined. It is clear, however, that the Gould, using the UNIX operating system, will be central to the project. UNIX also provides a foundation of language-independent tools that partially offset the current absence of a true APSE.

2. The DLA team should be encouraged to use available SCM tools at every stage of the Ada project.

There are existing tools that have proven beneficial to SCM. UNIX’s make and RCS utilities are examples of them. (make is a tool that automates compilation of large systems, and RCS is a revision control system for controlling changes to text files.) In addition to encouraging use of tools such as these, other tools, such as mechanisms that automatically generate makefiles, or that facilitate using RCS, should also be developed. Implementation of these mechanisms has already begun.

3. A mechanism to permit orderly release of source files and executables should be developed.

The notion of “releasing” software is present when there are several programmers working on interrelated code. There must be an orderly process that allows tested software to be used by others, but that permits a programmer continually to improve it. Such a process depends on many factors: the released version of the source must be accessible; the compiled code must be stored in a safe location, so that other users who rely on it can do so indefinitely; and the mechanism whereby a release is made must be easily invoked so

® UNIX is a registered trademark of AT&T Bell Laboratories.
that it will be used often.

4. *A mechanism that tracks and documents releases should be developed.*

The need for tracking releases is vital. It is often necessary, for instance, to rescind an erroneous release, a process that involves reconstruction of an earlier configuration of the system. Without a tracking mechanism, reconstruction of any particular system configuration is likely to be impossible.

5. *SCM standards for the DLA project should be adhered to by all team members without exception.*

Though notional agreement with this recommendation is probably near universal, experience has shown that SCM standards are those that are followed the least. Experience has also shown that lapses in this area are the most damaging. There are, for instance, costs that can propagate far beyond the awareness of the developers. This point is amply demonstrated by the NOSC tool experience.

One guideline for DLA in selecting its SCM standards is the ANSI/IEEE Std 828-1983, *Software Configuration Management Plans.* It is recommended that the DLA team investigate this document before making any specific decisions in the area of SCM.

### 3.2 Portability

1. *For each given program, all system interface should be isolated in a single package.*

Software must communicate to the native operating system. In the case of code written for the DEC Ada compiler, for instance, system calls are invoked through a package STARLET, supplied by DEC. On UNIX systems, Pragma Interface(C) or Pragma Interface (UNIX) perform similar roles.

Making such software portable involves isolating this communication in a single location. If the system-dependent code is distributed throughout several packages, then the code will port to another machine only with difficulty.

When the software under consideration involves two or more executables, it is further recommended that each have a separate interface package. This will help avoid a situation encountered in the NOSC tools, where a system interface package was used by several executables. The interface was changed for some, but not all of the executables, resulting in an untenable set of package dependencies. Using a separate package for each executable ensures a necessary independence of executable programs.

2. *Reliance on constants that are system-dependent should be avoided.*
Constants such as those found in package System concern capacities of the host compiler, such as the degree of precision in real numbers. If code depends on a factor like this, then that code is not really portable.

The following code will compile with the DEC Ada compiler, but will fail with some others:

```ada
package Real_Numbers is
  ...
  type Big is digits 15;
  -- This will fail unless the
  -- value of System.Max_Digits
  -- is at least 15
  ....

One possible alternative is:

```ada
with System;
package Real_Numbers is
  ....
  type Big is digits System.Max_Digits;
  ....
```

But this solution is invalid if there is genuine need for the greater precision. In that case, however, the code will always be erroneous on a smaller machine, and is not portable at all.

By contrast, the following code involves constants from package System, but does not depend on any particular values for them:
with Text_IO;

procedure Numbers is

package TIO renames Text_IO;

max_size : constant Integer := (Integer'width) - 2;
number : Integer;
dummy : String (1 .. 100);
len : Natural;

-- this code will work regardless of
-- the actual size of Max_Int.

begin
    TIO.Get_Line (dummy, len);
    if len <= max_size then
        number := Integer(dummy(1..len));
    else
        TIO.Put_Line ("Input value too large");
    ...

3. Excepting generics, source files should contain a single compilation unit. In the case of generics, source files should contain precisely one generic specification and one generic body.

When a source file contains more than one compilation unit and one of the units fails in compilation, different compilers will behave differently. One possibility is for the compiler to reject the entire compilation; that strategy is used by the Gould compiler. If the source file is very long, with numerous compilation units, and the failure occurs at the very end of the compilation, the wasted time can be considerable.

As a single exception to this recommendation, the Ada Language Reference Manual (ANSI/MIL-STD 1815A) permits an implementation to require generic specifications and bodies to share the same source file. Since the Gould compiler makes this requirement, then generic compilation units should be the only occasion when one source file contains more than one compilation unit. In such cases, the source file should contain no more than two units.

4. Large arrays, those larger than 1000 elements, should be initialized by slice assignments and not by a single aggregate assignment. If possible, such data structures should be avoided.

This recommendation stems from the principal reason that the large NOSC tools could not successfully compile at DLA. Several packages in the tools were automatically
generated code, containing large aggregates of integers. These aggregates were initialized by a single assignment statement. In all cases, these packages failed to compile at DLA.

The solution in this case was to break the large aggregate assignment into smaller slice assignment. Thereafter, one such package was successfully compiled. But the executable that was generated failed, and it is has not been determined whether the tools can be brought to successful execution under any conditions.

It seems a safer course to recommend that the Ada style in packaging, i.e., small, modular packages, be brought to bear on data structures as well. Otherwise, as in the NOSC tools, code can be created which will compile successfully on one compiler and not on another, and there may be no possible way to port it because of capacity limitations.

3.3 Coding Standards

This section contains recommendations about naming conventions, packaging conventions, and other coding conventions.

3.3.1 Naming Conventions

1. The naming conventions that are established should be consistent throughout the entire project, and used by all members.

This point is self-explanatory, but can not be overemphasized. Even if all of the following recommendations are rejected, there is need for consistent naming conventions across the project.

2. Whenever practical, use descriptive prefixes for subprograms, especially functions.

Subprograms are generally entities that “do” things, and the precise nature of what is done should be clear from the subprogram’s name. Prefixes like “Is_”, “To_”, “From_”, “Has_” and similar others, can provide this clarity:
"Is_"
  - for a function that returns a boolean
  - result from making an identity test.

"Has_"
  - for a function that returns a boolean
  - result from making an attribute test.

"From_",
"To_"
  - for a function that converts a value into
  - another value. The "From" prefix describes
  - the precondition of the function; the "To_"
  - prefix describes the postcondition. The choice
  - is dependent upon the function's principal work.

While these prefixes deal with functions only, parallel examples for procedures
are easily imagined. As an example of the value of descriptive names, consider the lack
of clarity in the following specifications:

function Lower_Case (item : Character) return Character;
  — This function returns a lower case character
  — from an upper case character.

function Lower (item : Character) return Boolean;
  — This function returns true if a character is
  — in lower case.

These might typically be used as follows:

    c : Character := 'Z';
    begin
    ...
    if not Lower(c) then -- ??lower than what??
      c := Lower_Case (c);
    ...
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A preferable, though more verbose, alternative is both self-documenting and consistent:

```plaintext
function To_Lower_Case (item : Character) return Character;
function Is_Lower_Case (item : Character) return Boolean;

... c : Character := 'Z';
begin
...

   -- conventional use of "is_"
   -- indicates a Boolean test
   if not Is_Lower_Case (c) then
      c := To_Lower_Case (c);
   ...

Finally, if the appearance of "... not Is_Lower_Case" is offensive, then the following addition:

   function Is_Upper_Case (item : Character) return Boolean;

leads to:

   if Is_Upper_Case (c) then
      c := To_Lower_Case (c);
   ...
```

3. Abbreviations should not be used in subprogram names. Wherever practical, subprogram names should be entirely self-documenting.

The semantic content of abbreviations is a highly subjective matter. While such specifications as:

```plaintext
procedure Val (item : Item_Type);
```

will probably connote "Value" to most people, it is quite possible that
function Mat_mpy (mat_1, mat_2 : Mat_Type) return Mat_Type;

will not be meaningful except to its author. Changing this to

function Matrix_Multiply(
    matrix_1,
    matrix_2 : Matrix_Type) return Matrix_Type;

results in a considerable increase in readability.

4. Naming conventions should be chosen so as to avoid unreadable code.

There are many viewpoints on good naming conventions, especially as regards names of
types and objects. The DLA Ada team used texts by Booch and Shumate. Particularly in
reference to the Booch texts, the DLA team should be made aware of some different
points of view.

There are several objections that can be made to the Booch style. First, since all objects
begin with the four characters “The_”, there is an unwelcome element of sameness to
each object. And if there are several objects being manipulated in the code, or several
fields of the same record object, the result can be extremely awkward to read. The follow-
ing is an example:
if The_Ring.The_Back = 0 then
  raise Underflow;
elsif The_Ring.The_Back = 1 then
  The_Ring.The_Top := 0;
  The_Ring.The_Back := 0;
  The_Ring.The_Mark := 0;
else
  The_Ring.The_Items(The_Ring.The_Top..The_Ring.The_Back-1):=
  The_Ring.The_Items(The_Ring.The_Top + 1)..The_Ring.The_Back);
  The_Ring.The_Back := The_Ring.The_Back - 1;
  if The_Ring.The_Mark > The_Ring.The_Top then
    The_Ring.The_Mark := The_Ring.The_Mark - 1;
  end if;
end if;

(Booch, p.185)

Another weakness in the above convention is that when two objects of the same
type are used, they are distinguished by prepositions, commonly “To” and “From”. But
the use of these is incorrect as regards common English meaning. As an example:

for Index in From_.The_Map.The_Items’Range loop
  if From_.The_Map.The_Items(Index).The_State = Bound then
    Find (From_.The_Map.The_Items(Index).The_Domain,
        To_.The_Map, The_Bucket);
  end if;

(Booch, p.230)

The intended meaning here is to distinguish between a “to” map and a “from” map, one
a source and one a destination. But in simple English, using “...to the x...from the x...”
commonly refers to the same “x”. To be consistent with English usage, it would need to
read: “The_To_Map ... The_From_Map”, at which point common sense rebels.

5. Wherever practical, use descriptive suffixes to denote common data types.

It is undoubtedly a good practice to separate type names from variable names; that is an
obvious intent of the conventions discussed in Recommendation 4. But a better way to
achieve that goal is to place a descriptive suffix on the type, rather than an article on each
variable. By using such suffixes as:
"_ptr" — for access types.
"_rec" — for record types.
"_arr" — for array types.
"_type" — for enumeration types.

the following code:

type Color_Type is (red, white, blue);
type Color_Ptr is access Color_Type;
color : Color_Ptr;
...
color := new Color_Type'(red);
if color.all /= blue then
...

will be both clear and succinct. It should be noted that using abbreviated suffixes on types, unlike abbreviations for the nouns or verbs in subprogram names (cf. Recommendation 3) is an acceptable practice, since suffixes indicate only typical data types such as arrays, records, and pointers.

6. Use simple names (without prefix or suffix) to denote variables.

Generally, type names are used once, variables names several times. The descriptive prefix or suffix should be used at the point where the type needs to be discerned, nowhere else. Of the following two examples, the first is preferable:
```pascal
type Node;
type Node_Ptr is access Node;
type Queue_Rec is
record
  Front : Node_Ptr;
  Back : Node_Ptr;
end record;
...

procedure Copy (From : in Queue_Rec;
To : in out Queue_Rec) is
  ...
  ...
  if From.Front = null then
    To.Front := null;
    To.Back := null;
  ...

type Node;
type Structure is access Node;
type Queue is
record
  The_Front : Structure;
  The_Back : Structure;
end record;
...

procedure Copy (From_The_Queue : in Queue;
To_The_Queue : in out Queue) is
  ...
  ...
  if From_The_Queue.The_Front = null then
    To_The_Queue.The_Front := null;
```
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To_The_Queue.The_Back := null;
...

(Booch, p.149)

3.3.2 Packaging Conventions

1. Subprograms, whether functions or procedure, should be brief; each should accomplish a single action.

One of the hallmarks of the Ada style is a high degree of modularization, with the restriction of a subprogram to a single action. The benefits of this are twofold: first, since the subprogram has only one effect, it can subsequently be reused in a variety of contexts. Second, the code of such a subprogram will necessarily prevent the dense, unmanageable code that Ada was intended to avoid.

As a simple means to achieve this goal, it is further recommended that a typical subprogram be restricted to a very few lines of code. An upward limit is difficult to determine, but a subprogram that is larger than fifty lines is probably too long.

Some subprograms will perforce violate this recommendation; sometimes such things as a very lengthy case statement are the best solution to a particular problem. But in the general order, this recommendation can restrict these occasions to a minimum, and can also enforce a logical rigor conducive to good software engineering practice.

2. Wherever possible, subprograms should have no side effects. All effects of a subprogram should be centered on parameters.

The principal way that a subprogram can have a side effect is by acting on global variables. Global variables are generally avoided by modern software engineering practices, and an Ada programming style should generally follow this practice.

3. The number of parameters for subprograms should rarely if ever exceed six.

This is related to recommendation 1 concerning single-action subprograms. If a subprogram genuinely has need of many parameters, it is worth considering whether the chosen data structures are appropriate. A common possibility is that the several parameters can be collected into a single record type, and passed in as a single parameter. If this is not appropriate it is then worth considering if the action of the subprogram is itself appropriate, or whether the subprogram is really doing the work of several procedures.

4. Wherever possible, variables should not appear in package specifications. Variables whose life span must exceed a given subprogram call should lie in package bodies.
The presence of variables in specifications is closely related to recommendation 2 concerning the danger of side effects. A variable in a specification is vulnerable to all units that 'with' the package. The package body is the appropriate location for variables whose life span must exceed a given subprogram call, since only the package's own subprograms may alter such variables.

5. *Constants in package specifications should be replaced by parameterless functions.*

The presence of a constant in a specification is always subject to the danger that the constant will need to be changed and the package recompiled, thus rendering all dependent units obsolete. The effect of a visible constant can be gained without this risk by using a parameterless function to return the constant value. The second version below is preferable to the first:

```pascal
package Data is
  Int_Value : constant Integer := 100;
package Data is
  function Int_Value return Integer;
```

The actual integer value is then located in the package body, which can be altered and recompiled with no other dependencies involved. Note that any calling program that uses this value does so with precisely the same code for both versions:

```pascal
with Data;
procedure Do_Something is
  x := Data.Int_Value;
```

Most of the asserted benefits of subunits are imaginary. Though textbook examples of development, where a body is stubbed out and the subunits developed one by one, look quite reasonable, experiences by many Ada programmers suggest that such neat sequences of development seldom occur.

This recommendation is potentially controversial, since textbooks generally urge the frequent use of subunits. But it is the author's experience in various Ada projects that programmers in large numbers come to avoid subunits except in the most exceptional circumstances.

3.3.3 Other Coding Conventions

1. Avoid unnecessary WITH clauses in specifications.

It is not uncommon to include a WITH clause in a package specification even if the 'withed' unit is not referenced until the body. Except for the predefined units such as Text_IO, this practice can have unfortunate results. Principally, it will add unnecessary dependencies, which in turn will trigger unnecessary recompilations throughout the development phase. In addition, such a practice is a mark of poor engineering standards.

2. Use USE clauses seldom if at all.

The principal objection to the USE clause is that it obscures the location of declarations from the reader of the code. Using USE is not the same as 'information hiding': on the contrary, USE hides valuable information from a person who might desperately need the information that is hidden.

There are only two reasons that USE clauses might be justified:

- To avoid cumbersome code filled with dot-selected identifiers.
- To gain visibility of equality and inequality.

In the first case, it is often a better practice to use package renames, which simplify the appearance of the code and still allow the reader to locate references. As an example, the second fragment below is preferable to the first:
with A_Types, B_Types, C_Types;
use A_Types, B_Types, C_Types;
package Data is
  var_1 : Color := gray;
  var_2 : Shade := Initialize;
  var_3 : Hue := Initialize (var_1);
  var_4 : Hue := Initialize;

with A_Types, B_Types, C_Types;
package Data is
  package A renames A_Types;
  package B renames B_Types;
  package C renames C_Types;

  var_1 : A.Color := A.gray;
  var_2 : B.Shade := B.Initialize;
  var_3 : C.Hue := C.Initialize (var_1);
  var_4 : C.Hue := B.Initialize;

It is also worth noting that the USE version obscures the fact that var_3 and var_4 are initialized by functions in different packages, a point that is explicit in the second version.

The second reason to add a USE clause is to gain the visibility of the equality operator. In such cases, the following are possible alternatives:

a. If the equality visibility is needed only once, then the "=" notation is not a terrible inconvenience.
with Data_Types;
package body Something is
package DT renames Data_Types;
...
procedure Do_Something is
  x : DT.AnyKind;
begin
  x := Some_Function;
...
  -- this is the only time
  -- the "=" is needed
  if DT."=" (x, DT.red) then ...

b. If the visibility is only needed within a single procedure, then the USE clause can
also be located there, as in the following example:

with Data_Types; package body Something is
...
procedure Do_Something is
  x : DataTypes.AnyKind;
  -- AnyKind is defined -- in package Data_Types
  use Data_Types;
  -- USE clause is in effect -- only within this
  procedure
  begin
    x := Some_Function; if x = red then ...

Note also that the USE clause appears only after the declaration of variables: the
location of type 'AnyKind' is not hidden by USE.

3. Exceptions should be used only for true run-time error conditions. They should not be
used for recovering from expected conditions.

In most compiler implementations, exceptions have a high overhead. Further, the
intended use of exceptions in the design of Ada was not to include any message-passing
functionality, but only to provide a means to recover from runtime errors.
For instance, consider the following:

```ada
function Calculate (x : Integer) return Integer is
begin
.... -- do some useful computation with x
    return x;
exception
    when Constraint_Error => return 10_000_000;
    -- set x to 10_000_000 whenever the
    -- computation exceeds Max_Int
end Calculate;
```

Code such as this is using the exception handling mechanism of Ada to test boundary conditions of the in parameter. This is the type of test that might better be made in the code instead, if at all possible:

```ada
function Calculate (x : Integer) return Integer is
    subtype Acceptable_Range is Integer range <some acceptable range>;
begin
    if not (x in Acceptable_Range) then
        return 10_000_000;
    else
        .... -- do some useful computation with x
    end if;
    return x;
end Calculate;
```
4. SUMMARY

The standards enumerated in this paper are based on lessons learned when COBOL programmers at the Defense Logistics Agency were making a transition to Ada. There is no intention to cover all possible areas, but rather to focus on the standards most commonly needed by experienced programmers making such a transition. These standards should therefore be regarded as a starting point, over which a fuller set of agency-wide standards can be erected. The full complement of DLA software standards can and should be perceived as being a major contribution by the Ada Prototype Project to the eventual success of DLA’s Logistics Systems Modernization Plan.

The matter of standards should not be thought of as “elementary”, or an issue for novices only. The need for consistent, sensible standards in modern software engineering is indisputable. Especially given the probable scope of projects written in Ada, there can be little doubt that ad hoc, on-the-spot conventions and standards will be detrimental factors in any project’s success. From both an engineering and a management viewpoint, the more a project is bound to a uniform, common-sense set of software standards, the more the members of that project are free to focus their energy on the real problems - designs, algorithms, optimizations, abstractions - that face software engineering.
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