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We discuss an approximate analytical model for the hydrodynamic evolution of the shock front produced by an explosion in a homogeneous medium. The model assumes a particular relation between the energy of the explosion, the density of the medium into which the shock wave is expanding, and the particle speed immediately behind the shock front. The assumed relation is exact at early times, when the shock wave is strong and self-similar. Comparison with numerical simulations shows that the relation remains approximately valid even at later times, when the shock wave is neither strong nor self-similar. The model allows one to investigate how the evolution of the shock wave is influenced by the properties of the ambient medium. The shock front radius vs. time curves predicted by the model agree well with numerical simulations of explosions in quartz and wet tuff and with data from four underground nuclear tests conducted in granite, basalt, and wet tuff when the official yields are assumed. Fits of the model to data from the hydrodynamic phase of these tests give yields that are within 8% of the official yields.
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1. INTRODUCTION

Shock wave methods have long been used to estimate the yields of nuclear explosions, both in the atmosphere (see, for example, Sedov [1946]; Taylor [1950b]) and underground (see, for example, Johnson, Higgins, and Violet [1959]; Nuckolls [1959]). All such methods are based on the fact that the strength of the shock wave produced by an explosion increases with the yield, all other things being equal. As a result, the peak pressure, peak density, and shock speed at a given radius all increase monotonically with the yield. Hence, by comparing measurements of these quantities with the values predicted by a model of the evolution of the shock wave in the relevant ambient medium, the explosive yield can be estimated. Shock wave methods for determining the yields of underground nuclear explosions are of increasing interest as one means of monitoring limitations on underground nuclear testing. These methods were first introduced as a treaty-monitoring tool in the original Protocol of the Peaceful Nuclear Explosions Treaty of 1976 [U. S. Arms Control and Disarmament Agency, 1990a]. Hydrodynamic methods were explored further in a joint U.S.-U.S.S.R. verification experiment [U. S. Department of State, 1988] and have now been incorporated in new protocols to the Threshold Test Ban and Peaceful Nuclear Explosions Treaties [U. S. Arms Control and Disarmament Agency, 1990b].

Most shock wave algorithms for estimating the yields of underground nuclear explosions have focused on the so-called hydrodynamic phase (see Lamb [1988]), because the evolution of the shock wave during this phase is relatively simple. The energy released by a nuclear explosion initially emerges from the nuclear device as nuclear radiation, fission fragments, and thermal electromagnetic radiation (see Glasstone and Dolan [1977], pp. 12-25 and 61-63). At the very earliest times, energy is carried outward by the expanding weapon debris and radiation. As this debris and radiation interact with the surrounding medium, a strong shock wave forms and begins to expand. The evolution of the explosion during this phase can be followed using the equations of hydrodynamics and radiation transport. However, within ~10-100 μs, depending on the yield and the composition and distribution of matter surrounding the nuclear charge, the outward flow of energy via radiation becomes unimportant and the explosion can be described using the equations of hydrodynamics alone. At this point the explosion enters the (purely) hydrodynamic phase. The radial stress produced by the shock wave at the beginning of this phase greatly exceeds the critical stress at which the surrounding rock becomes plastic, so that to a good approximation the shocked medium can be treated as a fluid. As the shock wave expands, it weakens. Eventually, the strength of the rock can no longer be neglected, the fluid approximation fails, and the hydrodynamic phase ends. Yield estimation methods that use measurements made during the hydrodynamic phase are called hydrodynamic methods.
All hydrodynamic methods require a model of the evolution of the shock wave. Models in recent or current use range in sophistication from an empirical power-law formula that supposes the evolution is completely independent of the medium (Bass and Larsen [1977]; see also Heusinkveld [1982]; Lamb [1988]) to multi-dimensional numerical simulations based on detailed equations of state (for recent examples of one-dimensional simulations, see Moss [1988]; King et al. [1989]; Moran and Goldwire [1990]). When detailed equation of state data are available, state-of-the-art numerical simulations are expected to be highly accurate, at least for spherically-symmetric, tamped explosions in homogeneous media. Nevertheless, a simple analytical model of the shock wave produced by such explosions that allows one to determine how the evolution depends on the Hugoniot and the yield is useful for several reasons. First, detailed equations of state are available only for a few geologic media. Second, large codes can be run for only a limited number of cases. Third and most importantly, an analytical model is more convenient than numerical simulations for analyzing how the evolution is affected by the properties of the ambient medium.

This is the first of several papers in which we investigate the evolution of the shock wave produced by a spherically-symmetric explosion in a homogeneous medium during the hydrodynamic phase. Such a shock wave is necessarily spherically symmetric. Here we investigate a simple analytical model. In this model, the compression of the medium at the shock front is treated exactly, using the Rankine-Hugoniot jump conditions and the Hugoniot of the ambient medium. The rarefaction of the shocked fluid that occurs as the shock front advances is treated approximately, via an ansatz relating the specific kinetic energy of the fluid just behind the shock front to the mean specific energy within the shocked volume. This model was proposed by Lamb [1987], who showed that it is exact for strong, self-similar shock waves. Lamb [1987] also made a preliminary comparison of the shock front radius vs. time curves predicted by the model with data from several underground nuclear explosions and numerical simulations. The model was proposed independently by Moss [1988], who compared its predictions with particle speed data from underground nuclear explosions and numerical simulations. Their results showed that the model provides a useful approximate description of the shock wave evolution throughout the hydrodynamic phase. The model is similar in spirit to one proposed earlier by Heusinkveld [1979, 1982], but is more satisfactory theoretically and appears to provide a more accurate description of underground nuclear explosions, as shown in an appendix.

In § 2 we first discuss the assumptions on which the model is based, including the ansatz relating the specific kinetic energy of the fluid just behind the shock front to the mean specific energy within the shocked volume. Next, we combine the ansatz with the Hugoniot of the ambient medium expressed as a relation between the shock speed \( D \) and the post-shock particle speed \( u_1 \) to obtain a first-order ordinary differential equation that describes the motion of the shock front. We show that solutions of this equation of motion
can be expressed in terms of simple analytical functions when the $D$ vs. $u_1$ relation is piecewise-linear. Since an arbitrary $D$ vs. $u_1$ relation can be represented to any desired accuracy by an appropriate piecewise-linear relation, the radius vs. time predictions of the model for an arbitrary Hugoniot can always be expressed as a sum of simple analytical functions. Alternatively, the equation of motion can be integrated numerically to find the model predictions for any prescribed Hugoniot. In practice, the latter approach is often more convenient. The model also gives the shock speed, post-shock density, post-shock particle speed, and post-shock pressure as functions of the shock front radius or the elapsed time, the yield of the explosion, and the Hugoniot of the ambient medium.

In § 3 we assess the accuracy of the model. We first show that the ansatz is exact for a shock wave that is strong and self-similar. We then compare this ansatz with results from numerical simulations, and find that it is also remarkably accurate for spherical shock waves that are neither strong nor self-similar. Finally, we compare the radius vs. time and particle velocity vs. radius curves predicted by the model with the corresponding curves obtained from numerical simulations of underground nuclear explosions. We conclude that the model with point-source boundary conditions provides a remarkably good description of the spherically-symmetric shock waves produced by such explosions.

In § 4 we show that the radius vs. time curves given by the analytical model of § 2 provide an excellent description of the field data from four underground nuclear tests conducted by the United States, despite the fact that these tests are not point explosions and that the ambient media may be nonuniform. In fact, the model sometimes describes the data accurately even well beyond the hydrodynamic phase of the explosion. When the model and the Hugoniots of § 3 and § 4 are used to estimate yields using data from the hydrodynamic phase of these four nuclear explosions, the resulting estimates are within 8% of the official yields. For comparison, when the numerical simulations described in § 3 are fitted to the same data, the resulting yield estimates are within 9% of the official yields. Our lack of knowledge of the geometry of these tests, of the way in which the data was gathered, and, in the case of one explosion, of the medium in which the explosion occurred, make it difficult to assess whether the relatively small differences between the various yield estimates are due to errors in the radius vs. time data, departures from spherical symmetry due to asphericity of the source and/or inhomogeneity of the ambient medium, uncertainties in the yield standard, or inadequacies of the models. The U. S. Department of State [1986a,b] has claimed that hydrodynamic methods are accurate to within 15% (at the 95% confidence level) of radiochemical yield estimates for tests with yields greater than 50 kt in the geologic media found at the Nevada Test Site (see also U. S. Congress, Office of Technology Assessment [1988]; Lamb [1988]). Thus, the analytical model of § 2 appears to be competitive with other models for purposes of yield estimation. A preliminary account of this work has been given by Callen et al. [1990b].
2. MODEL

In this section, we first present the fundamental assumptions of the model and derive the resulting equation of motion for the shock front. We then solve this equation of motion and discuss the scalings allowed by the shock-front radius vs. time curve predicted by the model.

Assumptions

The model assumes that the shock wave is purely hydrodynamic, i.e., that transport of energy via radiation is negligible and that the stress produced by the shock wave is much larger than the critical stress at which the medium becomes plastic. The model assumes further that the medium in which the shock wave is propagating is homogeneous, and that the shock wave is spherically symmetric at the time the model first applies. The shock wave therefore remains spherically symmetric. As the shock wave expands and weakens, the strength of the ambient medium eventually becomes important. At this point the model is no longer applicable.

Part of the energy released in any nuclear explosion escapes without contributing to the energy of the shock wave (see Glasstone and Dolan [1977], pp. 12-13). Thus, the yield measured by hydrodynamic methods is less than the total energy released in the explosion. Here we are concerned exclusively with the hydrodynamic phase of the explosion, and hence the yield $W$ to which we refer is the so-called hydrodynamic yield, namely, the energy that contributes to the formation and evolution of the shock wave. The model assumes that $W$ is constant in time. This is expected to be an excellent approximation during the hydrodynamic phase.

The Rankine-Hugoniot jump conditions express conservation of mass, momentum, and energy across the shock front (see Zel'dovich and Raizer [1967, Chapter I]). The model is based on approximate forms of the jump conditions, which are nevertheless extremely accurate under the conditions of interest. The model neglects the pressure $p_0$ of the unshocked ambient medium in comparison with the pressure $p_1$ of the fluid just behind the shock front. Since $p_1$ is $\gtrsim$1 GPa for the times and shock radii of interest, whereas $p_0$ is $\sim$20 MPa, neglecting $p_0$ is an excellent approximation. The model also neglects the specific internal energy $\varepsilon_0$ of the unshocked medium in comparison with the specific internal energy $\varepsilon_1$ of the fluid just behind the shock front. This approximation is also highly accurate, since $\varepsilon_1$ is greater than $\varepsilon_0$ for post-shock particle speeds $u_1$ greater than about 150 m/s, and $u_1$ is $\gtrsim$1 km/s for the times and shock front radii of interest.

With these approximations, the Rankine-Hugoniot equations, written in the frame in which the unshocked material is at rest, become

$$\rho_1(D-u_1) = \rho_0 D,$$

(1)
\[ \rho_0 D u_1 = p_1, \quad \text{(2)} \]

and

\[ \frac{1}{2} p_1 \left( \frac{1}{\rho_0} - \frac{1}{\rho_1} \right) = \frac{1}{2} u_1^2 = \varepsilon_1, \quad \text{(3)} \]

where \( D = dR/dt \) is the speed of the shock front, and \( \rho_0 \) and \( \rho_1 \) are the densities just ahead of and just behind the front. Equation (3) shows that the energy \( p_1(1/\rho_0 - 1/\rho_1) \) acquired by a unit mass of the medium as a result of shock compression is divided equally between kinetic energy of bulk motion and the increase in the specific internal energy. The shock speed \( D \) is related to the post-shock particle speed \( u_1 \) by the Hugoniot

\[ D = D(u_1), \quad \text{(4)} \]

which depends on the medium.

Without loss of generality, the specific kinetic energy of the fluid just behind the shock front can be related to the mean specific energy within the shocked volume via the expression

\[ u_1^2 = f \left( \frac{3W}{4\pi R^3 \rho_0} \right), \quad \text{(5)} \]

where \( f \) is a dimensionless factor that generally depends on the equation of state of the ambient medium and the radius of the shock front. A key assumption of the model is that \( f \) is independent of the shock front radius \( R \) for all shock front radii of interest. We assess the validity of this ansatz in the next section, where we show that it is exact when the shock wave is strong and is approximately valid throughout the hydrodynamic phase of the explosion.

The model treats the compression of the ambient medium at the shock front exactly, since the jump conditions and the Hugoniot are correctly incorporated. On the other hand, the rarefaction that occurs as a shocked fluid element is left behind by the advancing shock front is treated only indirectly, and approximately, via the parameter \( f \). The value of this parameter depends on the density, velocity, and specific internal energy distributions within the shocked volume, distributions that would be determined in a full hydrodynamic calculation of the structure and evolution of the shock wave. In order to carry out such a calculation, knowledge of the equation of state off the Hugoniot (i.e., along the release adiabat) is required. This requirement is sidestepped in the model by assuming that \( f \) is independent of \( R \). The parameter \( f \) is then the only free parameter in the model.

The best value of \( f \) to use for explosions in a given rock can be determined by fitting the post-shock particle speed relation (5) (or the relations for the shock speed, shock front radius, and post-shock pressure that follow from it) to data from numerical simulations or data from actual underground explosions in that rock. Once \( f \) is determined, the model
provides a description of the properties and evolution of the shock wave produced by an explosion of any yield in the same medium.

**Predicted Radius vs. Time**

With the assumption that \( f \) is independent of \( R \), the right side of equation (4) becomes a known function of \( R \) and hence equation (4) becomes a first-order ordinary differential equation for \( R \). This equation can be integrated directly to determine the radius of the shock front as a function of time. Solutions of the shock front equation of motion can be expressed in terms of simple analytical functions when the shock speed is a linear or piecewise-linear function of the post-shock particle speed, as we now show.

**Linear Hugoniot.**—Experimental studies of shock waves in solids (see, for example, Zel'dovich and Raizer [1967], Chapter XI) have shown that for many materials, the relation between the speed \( D \) of a shock front and the particle speed \( u_1 \) just behind it is approximately linear for large \( u_1 \), that is

\[
D(u_1) \approx A + Bu_1, \tag{6}
\]

for some constants \( A \) and \( B \). In general, the \( D(u_1) \) relation deviates from this high-speed relation as the post-shock particle speed falls. If we assume for the moment that \( D(u_1) \) can be adequately represented by a single linear relation of the form (6) over the full range of \( u_1 \) that is of interest, we can obtain an interesting and useful analytical solution for the motion of the shock front.

First, for convenience we introduce the dimensionless variables

\[
x = \frac{R}{L} \quad \text{and} \quad \tau = \frac{t}{T}, \tag{7}
\]

where

\[
L = \left( \frac{3fWB^2}{4\pi\rho_0A^2} \right)^{\frac{1}{3}} \quad \text{and} \quad T = \frac{L}{A}. \tag{8}
\]

The characteristic length \( L \) and the characteristic time \( T \) depend on the medium through the constants \( \rho_0 \), \( A \), \( B \), and \( f \), and scale as the cube root of the yield \( W \). Making use of relation (5) and the characteristic length \( L \), the equation (6) becomes

\[
D \equiv \frac{dR}{dt} = A \left[ 1 + \left( \frac{L}{R} \right)^{\frac{2}{3}} \right]. \tag{9}
\]

This equation shows that the length \( L \) is the radius that separates the strong shock regime, where \( D \propto R^{-3/2} \), from the low-pressure plastic wave regime, where \( D \approx \text{const} \). In non-dimensional form, equation (9) is

\[
\frac{dx}{d\tau} = 1 + \left( \frac{1}{x} \right)^{3/2}. \tag{10}
\]
The general solution of equation (10) is

$$r - r_0 = h(x) - h(x_0),$$

where $r_0 = t_0/T$ and $x_0 = R_0/L$. Here $R_0$ is the radius of the shock front at $t_0$, the time at which the evolution of the shock wave is first described by the model. The function $h(x)$ in equation (11) is given by

$$h(x) \equiv x + \frac{1}{3} \ln \left( \frac{x + 2\sqrt{x} + 1}{x - \sqrt{x} + 1} \right) - \frac{2}{\sqrt{3}} \left[ \frac{\pi}{6} + \tan^{-1} \left( \frac{2\sqrt{x} - 1}{\sqrt{3}} \right) \right].$$

For a point explosion, $x_0 = 0$ at $t_0 = 0$. For such explosions, the function $x(x_0, r_0, r)$ defined implicitly by equation (11) becomes, at small radii ($x \ll 1$),

$$x(r) \approx (5/2)^{2/5}r^{2/5},$$

which is the well-known temporal behavior of a strong, self-similar shock wave produced by a point explosion [Sedov, 1959]. At large radii ($x \gg 1$), this function becomes

$$x(r) \approx \text{const.} + r,$$

which describes a constant-speed plastic wave (this is sometimes referred to as a bulk wave). Equation (11) thus provides an interpolation between the strong shock wave and the low-pressure plastic wave regimes.

Within the assumptions of the model, an explosion is completely defined by its yield $W$ and the ambient medium, which in turn is completely defined by the quantities $\rho_0$, $A$, $B$, and $f$. The shock front radius vs. time curve for an explosion of any yield in any medium can be generated from the function $x(x_0, r_0, r)$ by using the relation

$$R(t) = L x \left( \frac{R_0}{L}, \frac{t_0}{T}, \frac{t}{T} \right).$$

For a point explosion, this simplifies to

$$R(t) = L x(t/T).$$

The radius vs. time curve (15) satisfies a scaling involving the yield $W$ and the properties $A$, $B$, and $\rho_0$ of the ambient medium. In particular, relation (15) implies that if the radius vs. time curve for explosion $i$ is known, then the radius vs. time curve for a second explosion $j$ can be generated, provided that $\rho_0$, $A$, $B$, $f$, and $W$ are known for both explosions and the initial radii and times $R_{0i}$, $t_{0i}$, $R_{0j}$, and $T_{0j}$ satisfy

$$R_{0j} = (L_j/L_i) R_{0i} \quad \text{and} \quad t_{0j} = (T_j/T_i) T_{0i}. $$

(17)
Under these conditions, the radius vs. time curve \( R_j(t) \) for explosion \( j \) is given in terms of the curve \( R_i(t) \) for explosion \( i \) by the similarity transformation

\[
R_j(t) = (L_j/L_i) R_i(T_j/T_i).
\] (18)

The required scaling (17) is satisfied trivially if both explosions are point explosions. The similarity transformation (18) can be used to shed light on the physical origin of the so-called “insensitive interval” and to develop optimal weighting schemes for radius vs. time data \((\text{Lamb, et al. [1991]; for preliminary accounts, see Lamb et al. [1989] or Callen et al. [1990a]})\).

A special case of equation (18) that we use in the next sections is the case of explosions in identical ambient media. According to equation (18), the radius vs. time curves of two such explosions satisfy

\[
R_j(t) = (W_j/W_i)^{1/3} R_i(W_i^{1/3} t/W_j^{1/3}),
\] (19)

provided that

\[
R_{0j} = (W_j/W_i)^{1/3} R_{0i}, \text{ and } t_{0j} = (W_j/W_i)^{1/3} T_{0i}.
\] (20)

In other words, the radius vs. time curves scale with the cube-root of the yield if the initial radii and times scale with the cube-root of the yield. This result illustrates the more general point that cube-root scaling does not follow from the hydrodynamic equations and the jump conditions alone; in addition, the relevant properties of the hydrodynamic source must scale \((\text{Lamb et al., 1991b})\). The required scaling of the source is again satisfied trivially if both explosions are point explosions. This is consistent with the known validity of cube-root scaling during the hydrodynamic phase for point explosions in uniform media \((\text{King et al. [1989]; Lamb et al. [1991b]})\).

So far, we have discussed the predictions of the model for the post-shock particle speed \( u_1 \) as a function of \( R \) (eq. [5]), shock speed \( D \) as a function of \( R \) (eq. [9]), and shock front radius \( R \) as a function of time (eq. [15]). The model also predicts the evolution of other quantities of interest, including the mass density, specific internal energy, and pressure immediately behind the shock front. Expressions for these quantities can be obtained from the jump conditions (1), (2), and (3) by substituting expressions (5) and (9) for \( u_1 \) and \( D \).

The predicted post-shock mass density is

\[
\rho_1 = \left( \frac{x^{3/2} + 1}{x^{3/2} + 1 - B^{-1}} \right) \rho_0,
\] (21)
where \( x = R/L \) is the dimensionless shock front radius. For \( x \ll 1, \rho_1 \approx \frac{[B/(B - 1)] \rho_0}{p_0} \), which is the limiting value for a strong shock wave. For large radii, \( \rho_1 \) approaches \( \rho_0 \), as it must. The predicted post-shock specific internal energy is

\[
\varepsilon_1 = \frac{A^2}{2B^2} \frac{1}{x^3},
\]

while the predicted post-shock pressure \( p_1 \) is

\[
p_1 = \frac{\rho_0 A^2}{B} \left( \frac{1}{x^{3/2}} + \frac{1}{x^3} \right).
\]

For small radii \( (x \ll 1) \), \( p_1 \approx \rho_0 (A^2/B) x^{-3} \), whereas for large radii, \( p_1 \approx (\rho_0 A^2/B) x^{-3/2} \).

**Arbitrary Hugoniot.-** Although for many materials the Hugoniot at high particle speeds (or equivalently, at high pressures) is well-described by a single linear relation of the form (6), the Hugoniot at lower particle speeds usually deviates from the high-speed relation. If the linear relation that is valid at high particle speeds could be extrapolated to small \( u_1 \), the constant \( A \) would correspond to the low-pressure plastic wave speed \( c_0 \). However, such an extrapolation usually is not valid. In granite, for example, \( A \) is about 3 km/s, whereas \( c_0 \) is about 4 km/s.

Even if the Hugoniot is not linear over the range of \( u_1 \) of interest, it can still be represented to any desired accuracy by a sequence of piecewise-linear segments. In this case, equation (10) still describes the motion of the shock front within each segment of the Hugoniot, but at each break in \( D(u_1) \) new Hugoniot parameters \( A \) and \( B \) must be introduced. While it is possible to write the radius vs. time curve for a piecewise-linear Hugoniot with an arbitrary number of segments as a sum of standard functions, in practice it is more convenient to treat this case by integrating the shock front equation of motion (9) numerically.

In integrating equation (9), we handled the transitions between different linear segments of the Hugoniot as follows. The transitions occur at a sequence of fixed points in \( u_1 \), which, for a given yield, are related to a sequence of radii by equation (5). After each time step, we computed the new value of the particle speed from equation (5) and compared it with the particle speed \( u_1^i \) at the junction of the \((i - 1)\)st segment of the Hugoniot and the \(i\)th segment. When the newly computed value of \( u_1 \) dropped below \( u_1^i \), in the next integration step we replaced the constants \( A_{i-1} \) and \( B_{i-1} \) that described the previous segment of the Hugoniot with the constants \( A_i \) and \( B_i \) that described the current segment. The transition points between the different linear segments of the Hugoniot are not readily apparent in the resulting radius vs. time curve, because steps occur only in the second derivative of the shock front radius with respect to time; both \( R(t) \) and its first derivative are continuous.

The radius vs. time curve predicted by the model for an arbitrary Hugoniot satisfies the cube-root scaling relation (19), provided that the initial conditions satisfy equation (20).
3. COMPARISONS WITH ANALYTICAL MODELS AND NUMERICAL SIMULATIONS

In this section we assess the accuracy of the model. We first derive a general expression for the dimensionless factor $f$, and show that the constancy of $f$ is exact for a point explosion in a homogeneous medium when the shock wave is strong.\(^1\) We then explore the validity of relation (5) with $f$ constant when the shock is no longer strong, by comparing predictions of the model with numerical simulations of underground nuclear explosions in quartz and wet tuff.

Expression for $f$

In order to evaluate the accuracy of the ansatz that $f$ is constant, we make use of the assumption that the hydrodynamic energy of the matter interior to the shock front is conserved, that is

$$W = 4\pi \int_0^{R(t)} \rho(r,t) \left[ \frac{1}{2} u^2(r,t) + \varepsilon(r,t) \right] r^2 \, dr = \text{const.} \quad (24)$$

To turn equation (24) into a relationship between $u_1$ and $W$, we first introduce the time-dependent dimensionless radius $\xi = r/R(t)$. Then, the distributions $\rho(r,t)$, $u(r,t)$, and $\varepsilon(r,t)$ inside the shocked volume may be rewritten, without loss of generality, as

$$\rho(r,t) = g(\xi,t) \rho_1(t), \quad u(r,t) = w(\xi,t) u_1(t), \quad \text{and} \quad \varepsilon(r,t) = e(\xi,t) \varepsilon_1(t), \quad (25)$$

where $\rho_1(t)$, $u_1(t)$, and $\varepsilon_1(t)$ are the mass density, particle speed, and specific internal energy just behind the shock front (where $\xi = 1$). It will be convenient to express the post-shock mass density $\rho_1$ in terms of the pre-shock density $\rho_0$ via the dimensionless factor

$$\kappa(t) \equiv \rho_1/\rho_0. \quad (26)$$

\(^1\) A *strong* shock wave is one in which the speed of the shock front is much larger than the speed of sound in the undisturbed rock, the pressure behind the shock front is predominantly thermal, and the ratio of the density immediately behind the shock front to the density ahead of the front is close to its limiting value. Such shock waves have special properties. In particular, the shock wave produced by a point explosion is self-similar while it remains strong (see Zel’dovich and Raizer [1967], Chapters I and XII). The condition that a shock wave be strong is *not* the same as the condition that the shock produce a radial stress greater than the critical stress at which the rock becomes plastic. The latter is the hydrodynamic condition, which is usually satisfied for some time after the shock wave is no longer strong (see § 4).
Using equations (25) and (26), equation (24) can be rewritten as

\[
\frac{W}{4\pi R^3 \rho_0} = \kappa(t) \int_0^1 g(\xi, t) \left[ \frac{1}{2} u_1^2(t) w^2(\xi, t) + \varepsilon_1(t) e(\xi, t) \right] \xi^2 \, d\xi \\
= \frac{1}{2} u_1^2(t) \kappa(t) \int_0^1 g(\xi, t) \left[ w^2(\xi, t) + e(\xi, t) \right] \xi^2 \, d\xi ,
\]

where in the last line we have used equation (3). Comparison of equation (27) with the ansatz (5) gives a useful expression for the dimensionless factor \( f \), namely,

\[
\frac{1}{f(t)} = \frac{3}{4} \kappa(t) \int_0^1 g(\xi, t) \left[ w^2(\xi, t) + e(\xi, t) \right] \xi^2 \, d\xi .
\]  

(28)

Equation (28) is merely a re-expression of equation (24) and therefore is completely general. It shows that \( f(t) \) depends on the density, velocity, and specific internal energy distributions within the shocked volume at time \( t \). We now investigate the value of \( f(t) \) and its variation with time.

Strong shock interval.—Consider for simplicity a point explosion during the interval when the shock wave is strong. As noted above, during this interval the ratio of the density \( \rho_1 \) behind the shock front to the density \( \rho_0 \) ahead of the shock front approaches a limiting value (see Zel'dovich and Raizer [1967], p. 708). Thus, \( \kappa \) is independent of time and independent of \( W \) in this interval. Moreover, during the strong shock interval the shock wave produced by a point explosion is self-similar. Therefore, the profiles \( g, w, \) and \( e \) are also independent of time and independent of \( W \). Thus, \( f \) is independent of time and independent of \( W \) in the strong shock interval.

For a medium that is adequately described by a Mie-Grüneisen equation of state with a constant Grüneisen coefficient, the value of \( f \) in the strong shock interval can be calculated by comparison with the solution for a self-similar shock wave produced by a strong point explosion [Sedov, 1946, 1959; Taylor, 1950a] as follows.

The Mie-Grüneisen equation of state assumes that the total pressure \( p \) is the sum of two parts: a thermal pressure \( p_T \), which depends on the temperature and density, and a cold pressure \( p_c \), which depends only on the density, that is,

\[
p = p_T(\rho, T) + p_c(\rho) = \rho \Gamma \varepsilon_T + p_c(\rho) ,
\]

(29)

where \( \varepsilon_T \) is the thermal component of the internal energy and \( \Gamma \) is the Grüneisen coefficient (see, for example, Zel'dovich and Raizer [1967], p. 697). The thermal pressure \( p_T \) increases with the strength of the shock, whereas the cold pressure \( p_c \) is bounded, since \( \rho \) approaches a limiting value. Thus, in the strong shock interval the cold pressure term in equation (29) can be neglected (see Zel'dovich and Raizer [1967], pp. 708-709). If in addition the
Grüneisen coefficient is constant, this equation of state has the form considered by Sedov and Taylor in their solution.

The dependence of $f$ on $\Gamma$ in the strong shock interval can be calculated from equation (28) using Sedov's solution for the functions $\kappa, g(\xi), w(\xi),$ and $\epsilon(\xi)$ (see, for example, Landau and Lifshitz [1987], pp. 403-406, for explicit expressions for $\kappa, g, w,$ and $\epsilon$). The result is shown in Figure 1. When the shock wave is no longer strong, or when it never was strong, a value of $f$ different from that given by Figure 1 may give a more accurate description of the shock wave evolution.

Actual nuclear tests are not point explosions but are generated by aspherical sources of finite size. In part to give the shock wave time to become more spherically symmetric, radius vs. time measurements are usually made at scaled radii $\sim 2.5 \text{ m/kt}^{1/3}$ for tests with yields $\sim 150 \text{ kt}$ (at larger radii, the hydrodynamic approximation is no longer valid). At these radii, the strong-shock expression for $f$ shown in Figure 1 is no longer accurate. As we now show, $f \approx 0.53$ appears to give a relatively accurate description of the evolution of shock waves in granite and wet tuff during the interval in radius where measurements are usually made.

Assessment of Particle-Speed Predictions

The behavior of $f$ when the shock wave is not strong can be investigated by comparing the predictions of the ansatz (5) with shock wave data from actual and simulated nuclear explosions.

Lamb [1987] showed that the radius vs. time curves predicted by equations (4) and (5) agree fairly well with radius vs. time data from a numerical simulation of a nuclear explosion in wet tuff by the P-15 (CORTEX) Group at Los Alamos National Laboratory and with field data from the Piledriver and Cannikin nuclear tests, which were conducted in granite and basalt, respectively. A more detailed comparison of the radius vs. time curves predicted by the model with data from numerical simulations is presented at the end of this section. The predictions of the model are compared with field data from underground nuclear tests in § 4.

A more direct test of the ansatz (5) can be made by comparing the post-shock particle speed it predicts with post-shock particle speed data from nuclear tests and numerical simulations. Perret and Bass [1975] have summarized a large collection of particle speed data obtained from underwater nuclear explosions. Moss [1988] has shown that these data agree fairly well with the scaling $\bar{u}_1 \propto \bar{R}^{-3/2}$ predicted by relation (5), for particle speeds $\gtrsim 1 \text{ km/s}$. These data appear roughly consistent with this scaling even for particle speeds as low as $\sim 10^{-4} \text{ km/s}$. Moss [1988] also compared the ansatz (5) with post-shock particle speeds from his numerical simulations of 125 kt nuclear explosions in quartz and wet tuff. He found that for particle speeds between 1 and 30 km/s, both the radius and the
density dependence of his granite and wet tuff data are accurately described by relation (5) with $f = 0.53$.

To assess the ansatz (5) further, we compare it with post-shock particle speed data obtained from simulations of 100 kt nuclear explosions in quartz and wet tuff. These simulations were performed by the Los Alamos CORRTEX group using the radiation hydrocode described by Cox et al. [1966]. In order to compare equation (5) with the simulations, we have had to reconstruct the post-shock particle speeds using appropriate Hugoniot data and the radius vs. time curves obtained from the simulations. The radius vs. time curves were kindly provided to us by D. Eilers (private communication, 1987).

The reconstruction process can distort the particle speed curve if the Hugoniot used in the reconstruction differs from the Hugoniot used in the simulation. Throughout this paper, when modeling shock waves in quartz we use the Hugoniot data compiled by King et al. [1989] from several sources [Chung and Simmons, 1969; Altshuler et al., 1977; Wickele, 1962; McQueen et al., 1977; Ragan, 1984]. These data are shown in Figure 2. An expanded view of the low $u_1$ section of the data is shown in Figure 3. When comparing with the quartz simulations of the Los Alamos CORRTEX group, we use a piecewise-linear representation of the data compiled by King et al., using their interpolation at low post-shock particle speeds (indicated by the dash-dotted line in Figure 3). In modeling shock waves in wet tuff, we use the piecewise-linear Hugoniot given by King et al. [1989], which is shown in Figure 4. The light solid curves in Figures 3 and 4 show where the post-shock pressure calculated from the jump condition (2) is 15 GPa. For the reasons discussed in § 4, we adopt this pressure as marking the end of the hydrodynamic phase. We believe these Hugoniots are very close to the Hugoniots used in the numerical simulations, but we cannot rule out the possibility of some distortion.

Figure 5 shows that relation (5) with $f = 0.53$ provides an excellent description of the post-shock particle speed data from the simulated explosion in quartz, for particle speeds from $\sim 30$ down to $\sim 0.6$ km/s. Figure 6 shows that relation (5) with $f = 0.53$ also provides an excellent description of the post-shock particle speed data from the simulated explosion in wet tuff, for particle speeds from $\sim 40$ down to $\sim 1$ km/s.

On the basis of these comparisons, we conclude that relation (5) with $f = 0.53$ provides a good description of the relation between the yield, the mass density of the ambient medium, the radius of the shock front, and the post-shock particle speed during the hydrodynamic phase of the explosion, including times when the shock wave is no longer strong.

Assessment of Radius vs. Time Predictions

In order to assess further the accuracy of the model, we compare the radius vs. time curves that it predicts with the corresponding curves predicted by numerical simulations
of underground nuclear explosions in quartz and wet tuff. We set $f$ equal to 0.53 and use point-source boundary conditions when solving equation (10) here and throughout this paper.

**Quartz.**—As described above, the Los Alamos CORRTEX Group (D. Eilers et al.) has simulated a 100 kt nuclear explosion in quartz. We compared the present model with this simulation, using both a linear description of the quartz Hugoniot and the more complete piecewise-linear description discussed above. These Hugoniots are indicated respectively by the dashed and dash-dotted lines in Figures 2 and 3. The mass density used in the model was the same as that used in the simulation, namely 2650 kg/m$^3$.

Figure 7 compares the radii predicted by the model with the radii predicted by the simulation. The top panel shows these radii as functions of time, whereas the bottom panel displays the relative difference

$$\delta \equiv \left( \frac{R_{\text{data}}(t) - R_{\text{model}}(t)}{R_{\text{data}}(t)} \right)$$

between these radii. The dashed curve is the value of $\delta$ that results from using the linear description of the Hugoniot in the analytical model, whereas the dash-dotted curve is the result given by using the piecewise-linear Hugoniot. When the linear approximation to the Hugoniot is used, the absolute value of $\delta$ is less than 5% before 0.7 ms but rises to $\sim$12% by $\sim$5 ms. As expected from the behavior of the actual Hugoniot, the radii predicted by the linear approximation are systematically too large at late times. When the more accurate piecewise-linear Hugoniot is used, $\delta$ is never more than 1.8%.

**Wet tuff.**—The Los Alamos CORRTEX Group (D. Eilers et al.) has also simulated a 100 kt nuclear explosion in saturated wet tuff. We compared the present model with this simulation, again using both a linear description of the wet tuff Hugoniot and the more complete piecewise-linear description of King et al. [1989]. These Hugoniots are indicated respectively by the dashed and solid lines in Figure 4. The mass density used in the model was the same as that used in the simulation, namely 1950 kg/m$^3$.

Figure 8 compares the radii predicted by the analytical model with the radii predicted by the simulation. When the linear approximation to the Hugoniot is used, the absolute value of $\delta$ is always less than 9%. Again, as expected from the behavior of the actual Hugoniot, the radii predicted by the linear approximation are systematically too small at late times. When the more accurate piecewise-linear Hugoniot is used, the relative difference is never more than 6% and is less than 2% after 0.6 ms.

**Discussion.**—These comparisons of the radius vs. time curves predicted by the model with the radius vs. time curves predicted by numerical simulations confirm the earlier assessment, which was based on comparison of peak particle velocities, that the model with $f$ set equal to 0.53 provides an excellent description of spherically-symmetric shock
waves from underground nuclear explosions in granite and wet tuff, during much of the hydrodynamic phase. Therefore, we shall adopt this value when comparing the model with field data from underground nuclear explosions.
4. COMPARISONS WITH FIELD DATA

In this section we use radius vs. time data from four underground nuclear tests conducted by the United States to assess the usefulness of the analytical model. The four data sets we consider are from the nuclear tests code-named Piledriver, Cannikin, and Chiberta, and from a test that we call NTS-X, since its official name remains classified. The radius vs. time data from the first three tests were obtained using the SLIFER technique [Heusinkveld and Holzer, 1964]. These data were kindly provided to us by M. Heusinkveld [1986; 1987, private communication]. The radius vs. time data from the test we call NTS-X were taken from Heusinkveld [1979]; the measurement technique used to obtain these data was not reported. To our knowledge, no radius vs. time measurements made using the more recently developed CORRTEX technique [Virchow et al., 1980] are publicly available.

Any attempt to compare models or simulations of spherically-symmetric explosions in uniform media with data from underground nuclear tests must confront the fact that the shock wave produced by such a test evolves from an aspherical source of finite size into a medium that is at least somewhat inhomogeneous (see Lamb [1988] and Lamb et al. [1991c]). In comparing the predictions of the model of § 2 with data from nuclear tests, we adopt the particular solution that corresponds to a point explosion. For this solution, cube-root scaling is exact. We also assume cube-root scaling is valid when comparing the results of the numerical simulations with data from nuclear tests. Since these simulations follow the shock wave produced by an initial source of finite size, cube-root scaling is at best only approximately valid for these simulations.

In using cube-root scaling, we are tacitly assuming that the finite size of the source, the asphericity of the explosion, and any inhomogeneities in the ambient medium have a negligible effect, both in the simulations and in the actual test, by the time the shock front has expanded to the radii at which the comparison is made. Although shock waves produced by underground explosions in uniform media do tend to become more spherical with time, the properties of the source can sometimes have a significant effect during the hydrodynamic phase [Moran and Goldwire, 1989; Lamb et al., 1991b]. Unfortunately, we are unable to assess directly the validity of our assumptions, because we lack detailed knowledge of the sources used in the numerical simulations, the conditions under which the nuclear tests were conducted, and the way in which the field data was collected.

We also lack detailed knowledge of how the official yields were determined for these four events. In using the official yields to assess hydrodynamic methods, we are implicitly assuming that they are accurate and independent of hydrodynamic methods. However, the procedure by which official yields are determined is known to be complex, and is not publicly available. It is possible in some cases that the official yields may actually be less accurate than the hydrodynamic yield estimate. Moreover, the official yield determination
procedure usually makes use of information derived from hydrodynamic methods, as well as radiochemical and other methods. If so, the official yield obviously is not independent of the hydrodynamic yield. Furthermore, in some cases the material properties used to obtain hydrodynamic yield estimates may have been adjusted to give better agreement with estimates obtained using other methods. The comparisons in this section show that despite the complexity of underground nuclear explosions, both the analytical model and the numerical simulations accurately describe the shock waves produced by the nuclear tests considered here, when the official yields are used.

A solution of the analytical model is determined by specifying the Hugoniot, the value of the parameter \( f \), and the yield. The Hugoniot can in principle be determined from laboratory measurements made on samples taken from the emplacement and satellite holes. Unfortunately, if such measurements were made for the four events analyzed here, they are not publicly available. Therefore, we used generic Hugoniot data characteristic of the ambient medium of each explosion. For the reasons discussed in the preceding section, we used \( f = 0.53 \) throughout the present analysis.

We first assess the accuracy of the analytical model in predicting the radius of the shock front by comparing the radius vs. time curves it gives with radius vs. time data from the four nuclear tests cited above. We then investigate the usefulness of the model for yield estimation by fitting it to radius vs. time data from these tests, treating the yield as an adjustable parameter.

**Radius vs. Time Curves**

In comparing the radius vs. time predictions with field data, we generally used either the subset of the available data that fell within the hydrodynamic interval defined below, or, where stated, certain larger data sets. However, for NTS-X, we followed the recommendation of Heusinkveld [1979] and omitted the first nine data points from our analysis. For Chiberta, the first seven points were inconsistent with each other and with the remaining points, and hence these seven points were also omitted from our analysis. We now discuss the analysis of each event in turn.

**Piledriver.** The Piledriver event was an explosion conducted in granite at the Nevada Test Site on 2 June 1966 and had an announced yield of 62 kt [U. S. Department of Energy, 1987]. In modeling this explosion, we considered the simple linear and piecewise-linear approximations to the quartz Hugoniot shown respectively by the dashed and solid lines in Figures 2 and 3. We assumed that the granite surrounding the nuclear device had a density equal to the standard density of quartz, namely 2650 kg/m\(^3\), and that the yield of the explosion was 62 kt. We then integrated the differential equation (10) as described in §2.
Figure 9 compares the predictions of the analytical model with the data from Piledriver. The left panel shows the radius as a function of time, whereas the right panel displays the relative difference

\[ \delta \equiv \left( \frac{R_{\text{data}}(t) - R_{\text{model}}(t)}{R_{\text{data}}(t)} \right) \]

between the predicted and measured radii, to allow a more detailed assessment of the accuracy of the model. In both panels, the dashed curve is the result given by the simple linear approximation to the Hugoniot, whereas the solid curve is the result given by the piecewise-linear description of the full Hugoniot.

As expected, the radii given by the simple linear and the piecewise-linear Hugoniot are very similar at early times, but deviate significantly from one another at later times. When the full Hugoniot is used, the relative difference \( \delta \) between the measured and predicted radii is never more than 7\% and is less than 4\% after 0.6 ms. When the simple linear Hugoniot is used for all particle speeds, the absolute value of \( \delta \) is less than 7\% before 0.6 ms but rises to \(~11\%\) after 1.2 ms. The radii predicted by the simple linear Hugoniot are systematically too large after 0.6 ms because this approximation gives shock speeds that are systematically too high when the particle speed is low (see Fig. 3). For reference, the peak pressure drops to 15 GPa at about 2.8 ms. As discussed below, we adopted this pressure as marking the end of the hydrodynamic phase.

Cannikin. — The Cannikin event was an explosion conducted in basalt at Amchitka Island, Alaska, on 6 November 1971. The official yield of this event remains classified; the U. S. Department of Energy [1987] has said only that it was less than 5 megatons. The data from Cannikin that were given to us had been scaled by dividing both the radius and the time measurements by the cube-root of the official yield in kilotons. If cube-root scaling were exact, this would make the radius vs. time curve appear identical to the curve that would result from detonation of a 1 kt device in the same medium. As noted above, cube-root scaling may not always be accurate for underground nuclear explosions. However, since the analytical model we are exploring exhibits exact cube-root scaling, comparisons of this model with scaled and unscaled data will give the same result. We therefore treated the data from Cannikin as though it had been produced by a 1 kt explosion.

To construct a Hugoniot for Cannikin, we used the data on Vacaville basalt obtained by Jones et al. [1968] and Ahrens and Gregson [1964]. These data and the piecewise-linear and simple linear Hugoniot that we constructed from them are shown in Figure 10. We assumed the rock surrounding the explosion had a density of 2860 kg/m\(^3\), equal to the density of the samples measured by Jones et al.

Figure 11 compares the radii predicted by the analytical model with the radii measured during Cannikin. Again, the left panel shows the radius as a function of time, whereas the
right panel displays the relative difference between the predicted and measured radii. When the piecewise-linear approximation to the full Hugoniot is used, the relative difference between the radii is always less than 3%. When the simple linear Hugoniot is used for all particle speeds, the magnitude of $\delta$ is less than 5% before 0.22 ms, but increases after this time, reaching 14% at 0.6 ms, near the end of the data set. As in Piledriver, the radii predicted by the simple linear Hugoniot are systematically too large after 0.1 ms because this approximation gives shock speeds that are systematically too high when the particle speed is low. For reference, the peak pressure falls to 15 GPa at about 0.7 scaled ms. Thus, all the radius data from Cannikin lie within the hydrodynamic region.

**Chiberta.** The Chiberta explosion was conducted in wet tuff at the Nevada Test Site on 1975 December 20. The official yield of this test remains classified; the U. S. Department of Energy [1987] has said only that it was between 20 and 200 kilotons. Using seismic data, Dahlman and Israelson [1977] estimated that the yield of Chiberta was 160 kt. Like the data from Cannikin, the radius vs. time data from Chiberta available to us were scaled by the cube-root of the official yield. For the reason explained above in connection with Cannikin, we treated the data from Chiberta as though it had been produced by a 1 kt explosion.

In modeling Chiberta, we used the linear and piecewise-linear approximations to the wet tuff Hugoniot shown respectively by the dashed and solid lines in Figure 4. We assumed that the rock surrounding the device emplacement had a density of 1950 kg/m$^3$.

Figure 12 compares the predictions of the analytical model with the data from Chiberta. Again, the dashed curve is the result given by the simple linear Hugoniot, whereas the solid curve is the result given by the piecewise-linear approximation to the full Hugoniot. As before, the radii given by the two approximations are very similar at early times, but deviate significantly from one another at late times. When the piecewise-linear Hugoniot is used, the relative difference $\delta$ between the measured and predicted radii is never more than $\sim$4% and is $\lesssim$1% between 0.35 and 1.6 ms. When the simple linear Hugoniot is used for all particle speeds, the absolute value of $\delta$ is less than 3% before 0.6 ms, but increases after this time, reaching 14% at 1.6 ms, near the end of the data set. The radii predicted by the simple linear Hugoniot are systematically too small after 0.4 ms because this approximation gives shock speeds that are systematically too low for low particle speeds (see Fig. 4). For this event, the peak pressure falls below 15 GPa at about 0.5 scaled ms. Thus, a large fraction of the radius measurements were made outside the hydrodynamic region.

**NTS-X.** The event we call NTS-X was an explosion conducted at the Nevada Test Site. Radius vs. time data from this explosion were reported by Heusinkveld [1979], who stated that the official yield was 54.2 kt. Heusinkveld surmised that the ambient medium
was saturated wet tuff, the ambient medium of most tests conducted at the Nevada Test Site.

In modeling NTS-X we assumed that the explosion did occur in wet tuff. We followed the same procedure used in modeling Chiberta, except that we assumed the yield was 54.2 kt. Figure 13 compares the predictions of the analytical model with the data from NTS-X. As before, the radii given by the simple linear Hugoniot and by the piecewise-linear approximation to the full Hugoniot are very similar at early times, but deviate significantly from one another at later times. The relative difference $\delta$ is never more than than 5% when the piecewise-linear Hugoniot is used. When the simple linear Hugoniot is used for all particle speeds, $\delta$ is less than 5% before 2 ms, but increases after this time, reaching 17% at 6 ms, near the end of the data set. As in Chiberta, the radii predicted by the simple linear Hugoniot are systematically too small after 0.1 ms because this approximation gives shock speeds that are systematically too low for low particle speeds (see Fig. 4). For reference, the peak pressure falls below 15 GPa at about 2.0 ms. Like Chiberta, a large fraction of the radius measurements were made outside the hydrodynamic region.

Yield Estimation

Having shown that the analytical model of § 2 provides a relatively accurate description of the evolution of the shock waves produced by underground nuclear explosions for several of the geologic media found at U. S. test sites, we now consider its usefulness in yield estimation. We do this by adjusting the assumed yield to give the best fit of the model to radius vs. time data from the four U. S. nuclear tests discussed previously.

In order to determine the best fit of the analytical model to a given set of radius vs. time data, we need a measure of the goodness of the fit. This should be a function of the difference between the predicted and measured shock front radii, weighted in an appropriate way. Unfortunately, the radius data that we were furnished came without any information on the random and systematic errors. In fact, no error information is available for any of the currently declassified radius vs. time data, a large fraction of which is analyzed here.

The absence of error information made it impossible to develop a proper measure of the goodness of the fits and to determine the uncertainties of the yield estimates. We therefore adopted a very simple fitting procedure that allowed us to determine a best-fit yield and to compare fits to field data made with the analytical model and with the numerical simulations of the Los Alamos CORTEX group. We assess the accuracy of the yield estimates made with the analytical model by comparing them with the estimates obtained by fitting numerical simulations to the same data, an approach called simulated explosion scaling, and by comparing them with the official yields. The precise algorithm used in
determining official yields is unknown, but presumably makes use of radiochemical and seismic as well as shock wave measurements, when these are available (see Lamb [1988]).

**Procedure.** For simplicity, we assumed that all yields are equally likely *a priori* and that the measurement errors follow a Gaussian distribution. Then the maximum of the likelihood function can be found by minimizing the properly weighted sum of the mean-square differences between the predicted and measured shock front radii (see, for example, Mathews and Walker [1964], § 147). Since we had no information on the errors of the individual measurements, we assumed that the measurements are unbiased and assigned them unit weight if they met our selection criteria (see below) or zero weight if they did not. The maximum of the likelihood function is then given by the minimum of the measure

\[
\frac{1}{N} \sum_{i} \left( R(t_i) - R_{\text{model}}(t_i) \right)^2.
\]

where the sum runs over the measurements used in the particular yield estimate.

The analytical model and the numerical simulations discussed in § 2 and § 3 are valid only during the hydrodynamic phase, when the strength of the ambient medium can be neglected. However, the influence of the strength of the medium increases gradually as the shock wave weakens, so there is no well-defined peak pressure at which the hydrodynamic phase ends. Wackerle [1962] found that in quartz, strength effects can be ignored above the critical stress, which is about 4 GPa. Studies by Grady et al. [1974] of quartz at pressures above 15 GPa demonstrated that strength effects are negligible in this pressure regime. Basalt becomes plastic at a critical stress of about 4 GPa [Ahrens and Gregson, 1964]. The critical stress for saturated wet tuff is estimated to be \(\sim 1\) GPa [Holzer, 1965]. In the present work we have adopted the convention that the hydrodynamic phase ends in all these materials when the peak pressure falls below 15 GPa. This is a conservative criterion, in the sense the hydrodynamic phase most likely extends to lower peak pressures.

When fitting the analytical model or the simulated explosion in wet tuff of King et al. [1989] to field data, we determined the point at which the peak pressure fell below 15 GPa using the analytical model with the piecewise-linear representations of the full Hugoniots of § 3. When fitting the simulated explosion in SiO\(_2\) of King et al. [1989] to field data, we determined the point at which the peak pressure fell below 15 GPa using the analytical model with the approximate Hugoniot adopted by King et al. Plots of the peak pressure predicted by the analytical model are given in the appendix.

We are interested in the accuracy of the analytical model when it is used with simple linear Hugoniots, since we use this approximation in a companion study of how the evolution of the shock wave is influenced by the properties of the ambient medium and how these properties affect the characteristic radius at which the shock wave becomes a low pressure plastic wave (Lamb et al. [1991a]; for a preliminary account, see Lamb et
Callen et al. [1989], Callen et al. [1990a]). We therefore compare the yields obtained by fitting the analytical model to the field data using simple linear approximations to the Hugoniots with the yields obtained using the full, piecewise-linear Hugoniots.

Although the analytical model and the numerical simulations we consider are valid only during the hydrodynamic phase, in some cases they may describe the evolution of the shock wave adequately even beyond the region where the peak stress is large compared with the critical stress of the medium. Knowing how rapidly these models become inaccurate when used outside the hydrodynamic region is important for assessing whether they can be used for yield estimation when the shock wave within the hydrodynamic region is disturbed, either because the yield is low, causing the hydrodynamic region to be close to the device canister, or because the geometry of the test is complex (see Lam. [1988]). In order to investigate the accuracy of the analytical model when fit to data taken at relatively large radii, we first estimated yields using only data taken during the hydrodynamic phase as defined above and then using two successively larger sets of data, defined by successively lower cutoff pressures. The radius at which the peak pressure predicted by the analytical model falls below a given pressure depends on the assumed yield. Thus, the number of data points used in evaluating expression (32) varies with the assumed yield.

Results.—The results obtained by fitting the analytical model and numerical simulations to field data from the hydrodynamic interval are summarized in Tables 1–4. The first column in each table shows which model was used: the analytical model or one of the numerical simulations discussed in §3. The second column shows which Hugoniot was used: the simple linear approximation to the generic Hugoniot, the piecewise-linear representation of the full generic Hugoniot, the approximate SiO₂ Hugoniot of King et al. [1989], or the wet tuff Hugoniot of King et al. [1989]. The next four columns list results obtained by fitting the models with the specified Hugoniots to field data from the hydrodynamic phase. Shown are the yield estimate \( \tilde{W}_\text{est} \), the number \( N \) of data points used in the estimate, the root-mean-square difference in radius

\[
\Delta R_{\text{rms}} \equiv \left[ \frac{1}{N} \sum_i \left( R(t_i) - R_{\text{model}}(t_i) \right)^2 \right]^{1/2},
\]

and the quantity \( \Delta R_{\text{rms}}/\tilde{W}_\text{est}^{1/3} \) for each fit. The last quantity can be used to compare the quality of the fits achieved for the four events. For Piledriver and NTS-X, the yield estimates are given to the nearest 0.1 kt, whereas for Cannikin and Chiberta, the estimates are given to the nearest 0.005 kt. Table 5 compares the results obtained by fitting the analytical model to data from the hydrodynamic interval with the results obtained by fitting to data sets that include data from beyond the hydrodynamic interval.
Not surprisingly, the best agreement between the official yield and the yield estimated by fitting the analytical model to the radius vs. time data is achieved when a piecewise-linear representation of the full Hugoniot is used and the model is fit only to data from the hydrodynamic phase. In this case, the difference between the official yield and the yield obtained by fitting the analytical model is 1% for Piledriver, 8% for Cannikin, and 7% for Chiberta. The difference between the yield quoted by Hensinkveld [1979] for NTS-X and the yield obtained by fitting the analytical model is 8%. For comparison, the differences between the official or quoted yields of these events and the yields obtained by fitting the numerical simulations to data from the hydrodynamic phase are 2%, 1%, 7%, and 1%, respectively. Thus, the yield estimates obtained by fitting the analytical model with piecewise-linear representations of the Hugoniots to data from the hydrodynamic phase are nearly as accurate as the yield estimates obtained by fitting the numerical simulations to these same data.

The agreement between the official yield and the yield estimated by fitting the analytical model with simple linear Hugoniots to data from the hydrodynamic phase is not as close, but is still remarkably good. For the events in wet tuff, the estimated yields differ from the official or quoted yields by only 6% to 7% for NTS-X and 5% for Chiberta. This is not surprising, since the simple linear approximation to the Hugoniot is nearly identical to the full, piecewise linear representation of the Hugoniot for the particle speeds encountered during the hydrodynamic phase in these events (see Figure 4). For the same reason, the yield of the Cannikin event obtained by using the analytical model with the simple linear approximation to the basalt Hugoniot differs from the official yield by only 2%. Although the relative difference ∆W/W obtained using this approximation to the Hugoniot is smaller than the relative difference obtained using the piecewise-linear representation of the full Hugoniot, the quality of the fit is somewhat poorer, as shown by the size of ∆R_{rms} (see Table 2). However, for the Piledriver event, the difference between the official yield and the yield obtained using the simple linear Hugoniot is ~40%, much greater than the difference when the piecewise-linear Hugoniot is used. This is not surprising, since the simple linear approximation to the SiO₂ Hugoniot is inaccurate for the particle speeds encountered during most of the hydrodynamic phase (see Figures 2 and 3).

Consider now the effect on the yield estimates when data from outside the hydrodynamic phase are included. A meaningful study of this effect is only possible for Chiberta and NTS-X, since all or almost all the available data from Cannikin and Piledriver lie within the hydrodynamic region. As shown in Table 5, the estimated yield of NTS-X increases from 58.5 to 66.4 and 71.5 kt when data out to peak pressures of 7.5 and 4.6 GPa are included. The differences between the latter yields and the quoted yield of 54.2 kt are 23% and 32%, respectively. For Chiberta, on the other hand, including data out to peak pressures of 7.5 and 4.6 GPa increases the estimated yield only slightly, from 0.930 to 0.970
and 0.995 kt. The differences between the latter yields and the official yield of 1.00 kt are 3\% and 0.5\%, respectively.

The large difference in the sensitivity of the *Chiberta* and *NTS-X* yield estimates to inclusion of data from outside the hydrodynamic interval is somewhat surprising, since both events supposedly took place in wet tuff and the data from both events extend to approximately the same scaled time (~0.6 ms/kt\(^{1/3}\)). However, as explained above, we do not know either the medium or the yield of *NTS-X* for certain. Furthermore, we have no knowledge of any special conditions that may have affected the explosion or the shock wave radius measurements. There does appear to be a systematic difference between the fits of the analytical model to these two events at late times. Without more information, we are unable to determine whether this difference is due to some difference in the events themselves, to systematic error in one of the sets of radius measurements, to systematic error in the Hugoniot we have used, or to inaccuracy of the analytical model when it is used so far outside the hydrodynamic region.
5. SUMMARY AND CONCLUSIONS

We have explored an approximate analytical model of the evolution, during the hydrodynamic phase, of the shock wave produced by a spherically-symmetric explosion in a homogeneous medium. The equation of motion for the shock front treats the compression of material at the front exactly, using the Rankine-Hugoniot jump conditions and the Hugoniot of the ambient medium. The rarefaction behind the shock front is treated only approximately through a parameter $f$ that describes the distribution of the fluid variables within the shocked volume. A key assumption of the model is that $f$ remains constant throughout the evolution of the shock wave. The model predicts the evolution of the particle speed, shock speed, mass density, pressure, and specific internal energy immediately behind the shock front, as well as the shock front radius as a function of time. For a point explosion, the model exhibits cube-root scaling, in accordance with the conservation laws for spherically symmetric point explosions in uniform media (see King et al. [1989] and Lamb et al. [1991b]).

We have shown that the parameter $f$, which relates the specific kinetic energy of the fluid just behind the shock front to the mean specific energy within the shocked volume, is constant when the shock wave is strong and self-similar. By comparing the relation involving $f$ with results from numerical simulations of underground nuclear explosions in quartz and wet tuff, we have shown that it is also remarkably constant even when the shock wave is no longer strong, for explosions in these media. Furthermore, we find that the value of $f$ is relatively independent of the ambient medium, and that $f = 0.53$ adequately reproduces the particle-speed curve extracted from the numerical simulations, in agreement with the previous results of Moss [1988].

The radius vs. time curves predicted by the model for a point explosion are in excellent agreement with the shock front radii measured during underground nuclear tests in granite, wet tuff, and basalt, when the official yields are assumed and $f$ is set equal to 0.53. If the model is used with a piecewise-linear approximation to the Hugoniot, the largest differences between the predicted and measured radii range from 3% to 7% for the different events. Even when the model is used with a simple linear approximation to the Hugoniot, the shock front radii that it predicts agree extremely well with the measured radii for the events in wet tuff (Chiberta and NTS-X), where the differences are less than 3% and 6%, respectively, during the hydrodynamic phase. For the events in basalt (Cannikin) and granite (Piledriver), the high-pressure approximation works less well, but the differences in the predicted and measured radii are still less than 14% during the hydrodynamic phase. The average differences are substantially less in all cases.

We have shown that the model can also be used to estimate the yields of underground nuclear explosions, with good results. When the analytical model is used with point-source boundary conditions and a piecewise-linear representation of the Hugoniot, the
yields obtained by fitting the radius vs. time data from the hydrodynamic phase of the explosions are within 8% of the official yields. For comparison, the yields obtained by fitting numerical simulations carried out by the Los Alamos CORRTEX group to the same data are within 7% of the official yields. Thus, the yield estimates obtained using the analytical model are nearly as accurate as the yield estimates obtained using the numerical simulations.

More generally, the U. S. Department of State has claimed that hydrodynamic methods are accurate to within 15% (at the 95% confidence level) of radiochemical yield estimates for tests with yields greater than 50 kt in the geologic media in which tests have been conducted at the Nevada Test Site (U. S. Department of State [1986a,b]; see also U. S. Congress, Office of Technology Assessment [1988]; Lamb [1988]). Thus, the analytical model appears to be competitive with existing models for estimating the yields of underground nuclear tests conducted in relatively uniform media.

In a companion paper [Lamb et al., 1991a], we use the analytical model studied here to investigate hydrodynamic yield estimation algorithms more fully, including optimal weighting of radius vs. time data (a preliminary account of this work has been given in Lamb et al. [1989] and Callen et al. [1990a]). In a subsequent paper [Lamb et al., 1991b], we analyze the validity of cube-root scaling for spherically-symmetric underground nuclear explosions, using similarity transformation methods and numerical simulations to explore the effects of source size and composition.
APPENDIX: COMPARISON WITH HEUSINKVELD'S MODEL

In this appendix, we compare the approximate analytical model of § 2 with the approximate model proposed by Heusinkveld [1979, 1982]. Both models neglect the specific internal energy and pressure of the ambient medium. Both also predict radius vs. time curves that exhibit the temporal behavior characteristic of a strong, self-similar shock wave at early times, then enter a gradual transition period, and finally exhibit the temporal behavior of a low-pressure plastic wave. However, Heusinkveld's model differs from the model of § 2 in several important respects.

First, Heusinkveld assumed that the internal energy per unit volume just behind the shock front, namely $e_1 = \rho_1 \varepsilon_1$, is a constant fraction $f_H$ of the total energy per unit volume within the shock front, that is,

$$ e_1 = \frac{3f_H W}{4\pi R^3} . \quad (A1) $$

In contrast, the model of § 2 assumes that the specific kinetic energy of the fluid just behind the shock front is a constant fraction $f$ of the total specific energy within the shock front (see eq. [5]); the specific internal energy just behind the shock front is equal to the specific kinetic energy there (see eq. [3]).

Second, Heusinkveld’s model satisfies only the momentum jump condition (2), whereas the model of § 2 satisfies all three jump conditions (1), (2), and (3). In place of the specific internal energy jump condition (3), Heusinkveld assumed that the pressure just behind the shock front is proportional to a constant coefficient $\Gamma$ times the energy per unit volume there, that is,

$$ p_1 = \Gamma e_1 . \quad (A2) $$

As noted in § 3, this is the strong shock limit of the Mie-Grüneisen equation of state when the Grüneisen $\Gamma$ does not depend on the density. It may be an adequate description of the equation of state of the shocked medium, provided that the Grüneisen $\Gamma$ is independent of density and the shock wave is strong. However, the shock waves produced by underground nuclear explosions are relatively weak during much of their hydrodynamic phase (see Lamb [1988]).

Heusinkveld also assumed a simple linear relation between $D$ and $u_1$ of the form (6). However, the jump conditions (1), (2), and (3), the equation of state (A2), and the $D$ vs. $u_1$ relation (6) are mutually inconsistent. For example, if one accepts the mass flux jump condition (1), the momentum jump condition (2), and the ansatz (A1), one finds that the energy jump condition (3) is inconsistent with a linear $D$ vs. $u_1$ relation. Alternatively, if one accepts the $D$ vs. $u_1$ relation (6), one is led to the Hugoniot (see Zel'dovich and Raizer [1967], p. 710)

$$ p_H(V) = \frac{A^2(V_0 - V)}{B V - (B - 1)V_0} . \quad (A3) $$

As noted in § 3, this is the strong shock limit of the Mie-Grüneisen equation of state when the Grüneisen $\Gamma$ does not depend on the density. It may be an adequate description of the equation of state of the shocked medium, provided that the Grüneisen $\Gamma$ is independent of density and the shock wave is strong. However, the shock waves produced by underground nuclear explosions are relatively weak during much of their hydrodynamic phase (see Lamb [1988]).
which is inconsistent with the jump conditions (1), (2), and (3) and the equation of state (A2).

Heusinkveld’s model gives expressions for the shock speed, the radius vs. time curve, and the post-shock pressure, post-shock particle speed, and post-shock internal energy that are qualitatively different from the expressions given by the model of §2. For example, by equating the pressure given by expression (A2) with the post-shock pressure given by the momentum jump condition (2) and making use of the ansatz (A1), Heusinkveld obtained a quadratic equation involving the shock speed. The solution of this equation is

\[ D_H = \frac{A}{2} \left[ 1 + \left( 1 + \frac{g^2}{R^3} \right)^{1/2} \right], \quad (A4) \]

where

\[ g \equiv \left( \frac{3fH \eta W}{\pi \rho_0 A^2} \right)^{1/3} \quad (A5) \]

is a characteristic length, analogous to the characteristic length \( L \) defined in equation (8). Expression (A4) is qualitatively different from equation (9), the relationship predicted by the model of §2. The radius vs. time curve predicted by Heusinkveld’s model can be obtained by numerically integrating equation (A4).

Even though the model of §2 is self-consistent whereas Heusinkveld’s model is not, both are approximate. Thus, their usefulness is best evaluated by comparing their predictions with data from nuclear tests and/or numerical simulations. We show here comparisons of the predictions of the two models with data from numerical simulations for three reasons. First, the initial conditions of these simulations approach that of point explosions, a simple case that the two models each describe. Second, we lack detailed knowledge of the conditions under which the nuclear test data were obtained (see §4). Third, the simulations have reportedly been validated by extensive comparison with data from underground nuclear tests.

In comparing the two models with the results of simulations, we wish to make a consistent choice of model parameters. We do this by forcing agreement between the two models at the beginning of the explosion, as follows. At early times, the radius vs. time curve given by Heusinkveld’s model displays the \( t^{2/5} \) dependence characteristic of a strong, self-similar shock wave, that is,

\[ R_H(t) = \left( \frac{75fH \eta W}{16\pi \rho_0} \right)^{1/5} t^{2/5}. \quad (A6) \]

\[ ^2 \] Although Heusinkveld assumed a simple linear \( D \) vs \( u_1 \) relation, an arbitrary \( D \) vs \( u_1 \) relation can be treated to any desired accuracy by using a piecewise linear approximation, as described in §2.
On comparing this curve with the early time curve given by the model of § 2, namely,

$$R(t) = \left( \frac{75fB^2W}{16\pi\rho_0} \right)^{1/5} t^{2/5}, \quad \text{(A7)}$$

we see that if $\Gamma f_H$ is set equal to $fB$, the two models will give identical results at the beginning of the explosion. In the comparisons that follow, we do this.

Figures A1 and A2 compare the radius vs. time curves predicted by the two models for explosions in quartz and wet tuff with the data from simulated explosions in the same media that were described in § 2. For the explosion in quartz, we used $\Gamma f_H = 0.325$, whereas for wet tuff we used $\Gamma f_H = 0.299$. For comparison, Heusinkveld obtained $\Gamma f_H = 0.78$ for explosions in alluvium and wet tuff and $1.03$ for explosions in granite by fitting his model to the particle speed data of Perret and Bass [1975] at relatively late times; had we used these values in the comparisons, the discrepancies between Heusinkveld’s model and the simulations would have been much greater. Although the radius vs. time curves are integrals of the shock speeds predicted by the models and hence tend to smooth out differences, the curve predicted by the analytical model of § 2 agrees better with the simulations than does the curve predicted by Heusinkveld’s model.

Additional and more decisive comparisons can be made between the post-shock pressures and particle speeds given by the models. On substituting equation (A4) into the $D$ vs. $u_1$ relation (6), one finds that Heusinkveld’s model predicts the post-shock particle speed

$$u_1^H = \frac{A}{2B} \left[ \left( 1 + \frac{3\Gamma f_H BW}{\pi\rho_0 A^2 R^3} \right)^{1/2} - 1 \right]. \quad \text{(A8)}$$

At small radii, equation (A8) becomes

$$u_1^H \approx \frac{3\Gamma f_H W}{4\pi\rho_0 B R^3}, \quad R \ll g. \quad \text{(A9)}$$

Thus, $u_1^H$ has the same $R$-dependence at small radii as that given by the ansatz (5) of § 2, once $\Gamma f_H$ has been set equal to $fB$. However, at large radii the post-shock particle speed predicted by Heusinkveld’s model scales with radius according to

$$u_1^H \approx \frac{3\Gamma f_H W}{\pi\rho_0 A R^3}, \quad R \gg g. \quad \text{(A10)}$$

Figures A3 and A4 compare the post-shock particle speeds predicted by the two models with those derived from the simulated explosions in quartz and wet tuff. The $R^{-3/2}$ dependence predicted by the model of § 2 agrees much better with the particle speed data at late times than does the $R^{-1}$ dependence predicted by Heusinkveld’s model. In
particular, there is no evidence of the break in the slope of the \( u_1 \) vs. \( R \) curve at \( R \approx g \) that is predicted by Heusinkveld’s model.

The post-shock pressure predicted by Heusinkveld’s model is given by equations (A1) and (A2), and is

\[
p_1 = \frac{3\Gamma f_H W}{4\pi R^3}.
\]

In contrast, the model of \( \S \ 2 \) predicts that the post-shock pressure falls off as \( R^{-3} \) for \( R \ll L \), but is proportional to \( R^{-3/2} \) for \( R \gg L \) (See eq. [23]). Figures A5 and A6 show that the pressure curves derived from the simulations show such a break at about the right radius, demonstrating that the model of \( \S \ 2 \) is in better agreement with the simulations than is Heusinkveld’s model.

Perret and Bass [1975] show that pressure data from explosions in several geologic media is well fit by \( R^{-2.96} \) out to distances of \( 8 \text{m}/W^{1/3} \), at which point a clear break occurs. At distances beyond this break, the data are better described by \( R^{-1.75} \). This large \( R \) behavior is more in keeping with the analytical model of \( \S \ 2 \) than the \( R^{-3} \) dependence at all distances predicted by Heusinkveld’s model.

The predictions of the two models differ significantly well before the assumptions of the model discussed in \( \S \ 2 \) become invalid. As discussed in \( \S \ 4 \), the hydrodynamic phase extends at least out to the radius at which the post-shock pressure has fallen to 15 GPa. Obviously, the ambient pressure of 20 MPa can be neglected throughout the hydrodynamic phase. As noted in \( \S \ 2 \), the ambient specific internal energy can be neglected for particle speeds greater than 0.1 km/s; Figures A3 and A4 show that the post-shock particle speed is actually 1 km/s or greater throughout the hydrodynamic phase. Figures A1–A6 show that the differences between the two models are already significant at 10 meters, and increase dramatically at larger radii, whereas the post-shock pressure falls to 15 GPa at 25 meters in quartz and 22 meters in wet tuff. At 25 meters in quartz, the peak particle speed predicted by the model we discuss falls right on the curve predicted by the numerical simulation, and is 2.5 times larger than the peak particle speed predicted by Heusinkveld’s model, which is far below the curve predicted by the simulation.

These comparisons show that the model of \( \S \ 2 \), which fully incorporates the Rankine-Hugoniot jump conditions and does not assume any particular equation of state, also agrees better with the radius vs. time curves and the post-shock particle speed and pressure data derived from the simulated explosions than does the model suggested by Heusinkveld.
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Figure Captions

Fig. 1.—Dimensionless energy partition factor $f$ as a function of Grüneisen coefficient $\Gamma$ for a strong point explosion in a medium obeying a Mie-Grüneisen equation of state.

Fig. 2.—Hugoniot data for SiO$_2$ and two of the representations used in calculations described in the text. The solid line shows the piecewise-linear approximation to the full Hugoniot while the dashed line shows a simple linear approximation to the high-pressure portion of the Hugoniot.

Fig. 3.—Expanded view of SiO$_2$ Hugoniot data at low pressures and three representations used in calculations described in the text. The solid line shows the piecewise-linear approximation to the full Hugoniot while the dashed line shows a simple linear approximation to the high-pressure portion of the Hugoniot. The latter is clearly inaccurate at low particle speeds. The dash-dotted segment at low $u_1$ is similar to the approximate Hugoniot used by King et al. [1989] and replaces the corresponding section of the piecewise-linear Hugoniot when comparisons are made with the numerical simulations of D. Eilers et al. Also shown is the isobar at 15 GPa, the pressure we have adopted as marking the end of the hydrodynamic phase.

Fig. 4.—Hugoniot data for wet tuff [King et al., 1989] and two representations used in calculations described in the text. The solid line shows our piecewise-linear approximation to the full Hugoniot, while the dashed line shows the simple linear approximation to the high-pressure portion of the Hugoniot. Also shown is the isobar at 15 GPa, the pressure we have adopted as marking the end of the hydrodynamic phase.

Fig. 5.—Peak particle speed $u_1$ vs. shock front radius $R$ for a 100 kt explosion in SiO$_2$, from a numerical simulation by D. Eilers et al. (private communication, 1987), compared with the peak particle speed predicted by the analytical model (solid line). The analytical model describes the data quite well over two decades of particle speed, showing that the energy partition ansatz (eq. [5]) is relatively accurate.

Fig. 6.—Peak particle speed $u_1$ vs. shock front radius $R$ for a 100 kt explosion in wet tuff, from a numerical simulation by D. Eilers et al. (private communication, 1987), compared with the peak particle speed predicted by the analytical model (solid line). Again, the analytical model describes the data quite well over two decades of particle speed, showing that the energy partition ansatz (eq. [5]) is relatively accurate.

Fig. 7.—Comparison of shock front radius vs. time curves predicted by the analytical model with radius vs. time data from the numerical simulation of a 100 kt explosion in
SiO$_2$ by D. Eilers et al. (private communication, 1987). **Left panel**: Predicted radii as functions of time. **Right panel**: Relative difference between radii predicted from the SiO$_2$ simulation and from the analytical model. The dash-dotted lines show the results when the piecewise-linear representation of the full Hugoniot (see Figs. 2 and 3) is used in the analytical model; the dashed lines show the results when the simple linear approximation to the high-pressure portion of the Hugoniot (again see Figs. 2 and 3) is used.

**Fig. 8.** Comparison of shock front radius vs. time curves predicted by the analytical model with radius vs. time data from the numerical simulation of a 100 kt explosion in wet tuff by D. Eilers et al. (private communication, 1987). **Left panel**: Predicted radii as functions of time. **Right panel**: Relative difference between radii predicted from the SiO$_2$ simulation and from the analytical model. The dash-dotted lines show the results when the piecewise-linear representation of the full Hugoniot (see Fig. 4) is used in the analytical model; the dashed lines show the results when the simple linear approximation to the high-pressure portion of the Hugoniot (again see Fig. 4) is used.

**Fig. 9.** Comparison of shock front radius vs. time curves predicted by the analytical model with radius vs. time data from Piledriver, a 62 kt explosion in granite. The arrow in each panel marks the radius at which the peak pressure drops to 15 GPa, which we have adopted as the end of the hydrodynamic phase. **Left panel**: Predicted and measured radii as functions of time. **Right panel**: Relative difference between measured and predicted radii. The solid lines show the results when the piecewise-linear representation of the full Hugoniot (see Figs. 2 and 3) is used in the analytical model; the dashed lines show the results when the simple linear approximation to the high-pressure portion of the Hugoniot (again see Figs. 2 and 3) is used. When the piecewise-linear Hugoniot is used, the radii predicted by the analytical model differ from the measured radii by no more than 7% over the whole range of the data. The piecewise-linear representation of the Hugoniot is clearly superior to the simple linear after about 0.5 ms.

**Fig. 10.** Hugoniot data for basalt from Jones et al. [1968] and Ahrens and Gregson [1964] and two representations used in calculations described in the text. The solid line shows the piecewise linear representation of the full Hugoniot while the dashed line shows the simple linear approximation to the high-pressure portion of the Hugoniot.

**Fig. 11.** Comparison of shock front radius vs. time curves predicted by the analytical model with radius vs. time data from Cannikin, an explosion in basalt with a yield of several Mt. The measurements have been scaled to show an apparent yield of 1 kt (see text). **Left panel**: Predicted and measured radii as functions of time. **Right panel**: Relative difference between measured and predicted radii. The solid lines show the results when the
piecewise-linear representation of the full Hugoniot (see Fig. 10) is used in the analytical model; the dashed lines show the results when the simple linear approximation to the high-pressure portion of the Hugoniot (again see Fig. 10) is used. The analytical model with the piecewise-linear Hugoniot predicts shock front radii that are within 3% of the measured radii over the full range of the data.

Fig. 12.—Comparison of shock front radius vs. time curves predicted by the analytical model with radius vs. time data from Chiberta, an explosion in wet tuff with a yield in the range 20–200 kt. The measurements have been scaled to show an apparent yield of 1 kt (see text). The arrow in each panel marks the radius at which the peak pressure drops to 15 GPa, which we have adopted as the end of the hydrodynamic phase. **Left panel**: Predicted and measured radii as functions of time. **Right panel**: Relative difference between measured and predicted radii. The solid lines show the results when the piecewise-linear representation of the full Hugoniot (see Fig. 4) is used in the analytical model; the dashed lines show the results when the simple linear approximation to the high-pressure portion of the Hugoniot (again see Fig. 4) is used. The analytical model with the piecewise-linear Hugoniot predicts shock front radii that are within 3% of the measured radii over the full range of the data.

Fig. 13.—Comparison of shock front radius vs. time curves predicted by the analytical model with radius vs. time data from NTS-X, assumed to be an explosion in wet tuff with a yield of 54.2 kt. The measurements have been scaled to show an apparent yield of 1 kt (see text). The arrow in each panel marks the radius at which the peak pressure drops to 15 GPa, which we have adopted as the end of the hydrodynamic phase. **Left panel**: Predicted and measured radii as functions of time. **Right panel**: Relative difference between measured and predicted radii. The solid lines show the results when the piecewise-linear representation of the full Hugoniot (see Fig. 4) is used in the analytical model; the dashed lines show the results when the simple linear approximation to the high-pressure portion of the Hugoniot (again see Fig. 4) is used. The analytical model with the piecewise-linear Hugoniot predicts shock front radii that are within 5% of the measured radii over the full range of the data.

Fig. A1. Comparison of the shock front radii predicted by the analytical model of H 2 (solid line) and the model of Hensinkveld [1982] (dashed line) with radius data from a numerical simulation of a 100 kt explosion in SiO 2 by D. Eilers et al. (private communication, 1987). The piecewise-linear representation of the SiO 2 Hugoniot shown in Figs. 2 and 3 was used in both models.
Fig. A2.—Comparison of the shock front radii predicted by the analytical model of § 2 (solid line) and the model of Heusinkveld [1982] (dashed line) with radius data from a numerical simulation of a 100 kt explosion in wet tuff by D. Eilers et al. (private communication, 1987). The piecewise-linear representation of the wet tuff Hugoniot shown in Fig. 4 was used in both models.

Fig. A3.—Comparison of the peak particle speed predicted by the analytical model of § 2 (solid line) and the model of Heusinkveld [1982] (dashed line) with peak particle speeds from a numerical simulation of a 100 kt explosion in SiO$_2$ by D. Eilers et al. (private communication, 1987). The piecewise-linear representation of the SiO$_2$ Hugoniot shown in Figs. 2 and 3 was used in the model of Heusinkveld. The peak particle speed predicted by the analytical model of § 2 is independent of the Hugoniot and scales as $R^{-3/2}$.

Fig. A4. Comparison of the peak particle speed predicted by the analytical model of § 2 (solid line) and the model of Heusinkveld [1982] (dashed line) with peak particle speeds from a numerical simulation of a 100 kt explosion in SiO$_2$ by D. Eilers et al. (private communication, 1987). The piecewise-linear representation of the wet tuff Hugoniot shown in Fig. 4 was used in the model of Heusinkveld. The peak particle speed predicted by the analytical model of § 2 is independent of the Hugoniot.

Fig. A5. Comparison of the peak pressure predicted by the analytical model of § 2 (solid line) and the model of Heusinkveld [1982] (dashed line) with peak pressures from a numerical simulation of a 100 kt explosion in SiO$_2$ by D. Eilers et al. (private communication, 1987). The numerical results are more consistent with the $R^{-3/2}$ variation at large $R$ predicted by the model of § 2 than with the $R^{-3}$ variation predicted by the model of Heusinkveld.

Fig. A6.—Comparison of the peak pressure predicted by the analytical model of § 2 (solid line) and the model of Heusinkveld [1982] (dashed line) with peak pressures from a numerical simulation of a 100 kt explosion in wet tuff by D. Eilers et al. (private communication, 1987). Again, the numerical results are more consistent with the $R^{-3/2}$ variation at large $R$ predicted by the model of § 2 than with the $R^{-3}$ variation predicted by the model of Heusinkveld.
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### TABLE 1

Yield Estimates for *Piledriver*

<table>
<thead>
<tr>
<th>Model</th>
<th>Hugoniot</th>
<th>$W_{est}$ (kt)</th>
<th>$N$</th>
<th>$\Delta R_{rms}$ (m)</th>
<th>$\Delta R_{rms}/W_{est}^{1/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical model</td>
<td>Linear SiO$_2$</td>
<td>37.6</td>
<td>22</td>
<td>0.785</td>
<td>0.234</td>
</tr>
<tr>
<td>Analytical model</td>
<td>Full SiO$_2$</td>
<td>62.5</td>
<td>25</td>
<td>0.312</td>
<td>0.079</td>
</tr>
<tr>
<td>Numerical simulation</td>
<td>King et al. SiO$_2$</td>
<td>63.4</td>
<td>24</td>
<td>0.349</td>
<td>0.088</td>
</tr>
</tbody>
</table>

*Yield estimates obtained by fitting the model or simulation to measurements made during the hydrodynamic phase of the explosion. $W_{est}$ is the estimated yield, $N$ is the number of data points used in the yield estimate, and $\Delta R_{rms}$ is the root-mean square difference between the measured and predicted shock front radii. The quantity $\Delta R_{rms}/W_{est}^{1/3}$ can be used to compare the quality of the fits for different explosions. The official yield of *Piledriver* was 62 kt [U. S. Department of Energy, 1987].*

### TABLE 2

Yield estimates for *Cannikin*

<table>
<thead>
<tr>
<th>Model</th>
<th>Hugoniot</th>
<th>$W_{est}$ (kt)</th>
<th>$N$</th>
<th>$\Delta R_{rms}$ (m)</th>
<th>$\Delta R_{rms}/W_{est}^{1/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical model</td>
<td>Linear basalt</td>
<td>0.980</td>
<td>154</td>
<td>0.030</td>
<td>0.031</td>
</tr>
<tr>
<td>Analytical model</td>
<td>Full basalt</td>
<td>0.925</td>
<td>158</td>
<td>0.020</td>
<td>0.021</td>
</tr>
<tr>
<td>Numerical simulation</td>
<td>King et al. SiO$_2$</td>
<td>0.990</td>
<td>158</td>
<td>0.037</td>
<td>0.037</td>
</tr>
</tbody>
</table>

*Yield estimates obtained by fitting the model or simulation to measurements made during the hydrodynamic phase of the explosion. $W_{est}$, $N$, $\Delta R_{rms}$, and $\Delta R_{rms}/W_{est}^{1/3}$ have the same meanings as in Table 1. The data for *Cannikin* have been scaled so that the apparent yield is 1 kt (see text).*
TABLE 3

Yield Estimates for NTS-X*  

<table>
<thead>
<tr>
<th>Model</th>
<th>Hugoniot</th>
<th>$W_{est}$ (kt)</th>
<th>$N$</th>
<th>$\Delta R_{rms}$ (m)</th>
<th>$\Delta R_{rms}/W_{est}^{1/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical model</td>
<td>Linear wet tuff</td>
<td>59.2</td>
<td>30</td>
<td>0.101</td>
<td>0.026</td>
</tr>
<tr>
<td>Analytical model</td>
<td>Full wet tuff</td>
<td>58.5</td>
<td>34</td>
<td>0.087</td>
<td>0.022</td>
</tr>
<tr>
<td>Numerical simulation</td>
<td>Full wet tuff</td>
<td>57.9</td>
<td>34</td>
<td>0.084</td>
<td>0.022</td>
</tr>
</tbody>
</table>

* Yield estimates obtained by fitting the model or simulation to measurements made during the hydrodynamic phase of the explosion. $W_{est}$, $N$, $\Delta R_{rms}$, and $\Delta R_{rms}/W_{est}^{1/3}$ have the same meanings as in Table 1. The yield of NTS-X is given as 54.2 kt by Heusinkveld [1979].

TABLE 4

Yield Estimates for Chiberta*  

<table>
<thead>
<tr>
<th>Model</th>
<th>Hugoniot</th>
<th>$W_{est}$ (kt)</th>
<th>$N$</th>
<th>$\Delta R_{rms}$ (m)</th>
<th>$\Delta R_{rms}/W_{est}^{1/3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analytical model</td>
<td>Linear wet tuff</td>
<td>0.950</td>
<td>42</td>
<td>0.028</td>
<td>0.028</td>
</tr>
<tr>
<td>Analytical model</td>
<td>Full wet tuff</td>
<td>0.930</td>
<td>47</td>
<td>0.021</td>
<td>0.021</td>
</tr>
<tr>
<td>Numerical simulation</td>
<td>Full wet tuff</td>
<td>0.910</td>
<td>45</td>
<td>0.013</td>
<td>0.014</td>
</tr>
</tbody>
</table>

* Yield estimates obtained by fitting the model or simulation to measurements made during the hydrodynamic phase of the explosion. $W_{est}$, $N$, $\Delta R_{rms}$, and $\Delta R_{rms}/W_{est}^{1/3}$ have the same meanings as in Table 1. The data for Chiberta were scaled so that the apparent yield is 1 kt (see text).
### TABLE 5

Effect on Yield Estimates of Including Data from Outside the Hydrodynamic Phase*  

<table>
<thead>
<tr>
<th>Cutoff</th>
<th>( W_{\text{est}} ) (kt)</th>
<th>( N )</th>
<th>( \Delta R_{\text{rms}} ) (m)</th>
<th>( \Delta R_{\text{rms}}/W_{\text{est}}^{1/3} )</th>
<th>( W_{\text{est}} ) (kt)</th>
<th>( N )</th>
<th>( \Delta R_{\text{rms}} ) (m)</th>
<th>( \Delta R_{\text{rms}}/W_{\text{est}}^{1/3} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 GPa</td>
<td>58.5</td>
<td>34</td>
<td>0.087</td>
<td>0.022</td>
<td>0.930</td>
<td>47</td>
<td>0.021</td>
<td>0.021</td>
</tr>
<tr>
<td>7.5 GPa</td>
<td>66.4</td>
<td>83</td>
<td>0.271</td>
<td>0.067</td>
<td>0.970</td>
<td>81</td>
<td>0.037</td>
<td>0.037</td>
</tr>
<tr>
<td>4.6 GPa</td>
<td>71.5</td>
<td>141</td>
<td>0.320</td>
<td>0.077</td>
<td>0.995</td>
<td>104</td>
<td>0.044</td>
<td>0.044</td>
</tr>
</tbody>
</table>

* The results shown are for fits to data out to the radius at which the peak pressure predicted by the analytical model falls below the indicated cutoff value. According to the convention used in this work, the hydrodynamic phase ends when the peak pressure falls below 15 GPa. Thus, the fits with cutoff pressures below this value include data from beyond the hydrodynamic phase. \( W_{\text{est}}, N, \Delta R_{\text{rms}}, \) and \( \Delta R_{\text{rms}}/W_{\text{est}}^{1/3} \) have the same meanings as in Table 1. The yield of NTS-X is given as 54.2 kt by Heusinkveld [1979]. The data from Chiberta have been scaled so that the apparent yield is 1 kt (see text).
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