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The primary purpose of this project was to develop mathematical models of HIV infection that simulated kinetic processes taking place in viral infectivity assays. The secondary purpose was to develop a series of decisive experimental tests of these kinetic models. The overall goal was to determine whether kinetic modeling improves the quality and reliability of data derived from quantitative infectivity assays, and to see whether the data from model-directed assays lends further insight into in vivo infectious processes. We believe that the specific objectives of this project have been achieved. The findings of this study have practical applications to the standardization of infectivity assays, the testing of therapeutic agents binding to viral gp120 and cellular CD4, and the evaluation of HIV vaccines. We also see improvements in the ability to extrapolate from assays conditions in vitro to physiologic conditions in vivo.
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EXECUTIVE SUMMARY

The primary purpose of this project was to develop mathematical models of HIV infection that simulated kinetic processes taking place in viral infectivity assays. The secondary purpose was to develop a series of decisive experimental tests of these kinetic models. The overall goal was to determine whether kinetic modeling improves the quality and reliability of data derived from quantitative infectivity assays, and to see whether the data from model-directed assays lends further insight into in vivo infectious processes. As discussed below, we believe that the specific objectives of this project have been achieved. The findings of this study have practical applications to the standardization of infectivity assays, the testing of therapeutic agents binding to viral gp120 and cellular CD4, and the evaluation of HIV vaccines. We also see improvements in the ability to extrapolate from assays conditions in vitro to physiologic conditions in vivo.

The simplest models simulated four reactions taking place in infectivity assays: infectious contact between virion and cell, spontaneous shedding of gp120, single-hit viral inactivation, and formation of gp120-blocker complexes (see attached PNAS article). By using these models, we developed a series of experiments for investigating the influence of these four reactions on infection. During the course of this project, numerous biological, chemical and physical experiments were undertaken in close collaboration with other laboratories (see APPENDIX for listing of collaborators). The goal of these experiments was to identify agreements or disagreements with the kinetic models, further refine experimental techniques, and reduce the effects of extraneous variables. In general, we found surprisingly close agreement between the simplest kinetic model of HIV infection and quantitative viral infectivity assays. To overcome the remaining disagreements between theory and experiment, we developed a new kinetic model of HIV infection that incorporated a more complete description of viral kinetics. The new features of this model are discussed below (see CONCLUSIONS section).

In this section, we provide an executive summary of the theoretical and experimental accomplishments of this project, and summarize their significance. More complete descriptions of all these points are found in the body of the final report and in the attached publications. We also summarize the papers, presentations and invited talks that were generated from this work.
KINETIC MODELING ACCOMPLISHMENTS AND THEIR APPLICATIONS

- Formulation of a simple kinetic model of HIV infection that successfully accounts for many experimental observations. This has led to the development of several types of standard infectivity assays, which measure: biological gp120-blocker association constants ($K_{\text{assoc}}$), gp120 shedding rates from virions, and the critical fraction of gp120 molecules.
- Formulation of a new (or second generation) kinetic model of HIV infection that provides a more complete description of viral behavior. This has facilitated more detailed examinations of the critical number of gp120 molecules, heterogeneities in viral stocks, and initial virus-cell interactions.
- Development of new methods for reducing assay artifacts and the effects of extraneous variables. This has significantly improved the reproducibility of quantitative infectivity assays with HIV-1 and HIV-2.
- Development of new and simple criteria for characterizing the "fitness" of HIV stocks. This has lead to improvements in the production of HIV stocks for use in viral infectivity assays and for use as animal challenge stocks in vaccine development programs.
- Development of new methods for characterizing the blocking activities of soluble CD4 (sCD4), Fab fragments, monoclonal immunoglobulins, and polyclonal sera. This has lead to standardized assay methods between laboratories, permitting the direct comparison of data between investigators.

IMPORTANT EXPERIMENTAL FINDINGS AND THEIR IMPLICATIONS

- HIV-1 and HIV-2 require a critical number of free gp120 molecules for efficient infection of CD4+ cells. Above the critical number, HIV infects at a rate proportional to the number of free gp120 molecules. Below the critical number, the rate is below proportional (see attached Nature article). This finding has two important implications. First, the results of quantitative infectivity assays depend on the age (fitness) of viral stocks. Because of the critical number, old viral stocks which have lost most of their viral-associated gp120 are easier to block than new viral stocks. Without proper controls, viral stocks derived from "chronic" cell cultures can lead to significant
assay artifacts (see Fig. 1). Second, we perceive an inverse relationship between immunoglobulin blocking activity and the critical number of gp120 molecules. Larger critical numbers will require correspondingly smaller humoral responses and *vice versa*. To determine whether this relationship influences the development of HIV vaccines with broad efficacy, it will be important to see how the critical number varies between divergent wild-type strains and CD4+ cells from a number of individuals.

- As predicted by the kinetic model, the biological blocking activity of sCD4 (a competitive inhibitor) decreases with increasing CD4+ cell density (see Fig. 1). Once HIV infection *in vivo* becomes established in compartments with high CD4+ cell densities (e.g., lymph nodes), it appears that blockers such as immunoglobulins may provide little or no protection. This loss of blocking activity with increasing cell density is a mechanism of persistent HIV infection (see attached *Journal of Virology* article).

- For HIV-1HXB3, the spontaneous shedding of gp120 and the dissolution of p24 core proteins obey a first order process. This simple form of viral behavior justifies most of the assumptions in kinetic models of HIV infection. In addition, the viral p24 core protein and surrounding lipid membrane are relatively stable compared to the loss of gp120 envelope protein (see BODY section). This means that the loss of HIV infectivity correlates with the spontaneous shedding of gp120. This correlation with gp120 shedding and the requirement for a minimal number of gp120 molecules has led us to postulate that HIV auto-regulates its infectivity and pathogenicity during the extracellular life cycle. See the attached *International Reviews of Immunology* article for a complete discussion of this hypothesis.

- For monoclonal immunoglobulins and their Fab fragments, small changes in the amino acid sequence of gp120 can lead to rather large changes in biological blocking activity. This finding is preliminary and limited to a small set of murine monoclonals and their Fab fragments (see APPENDIX section). If this finding applies to human immunoglobulins in general, however, it may be impractical to develop HIV vaccines with broad efficacy.

- The initial phase of HIV infection can be likened to a branching process (see Fig. 2). In this process, each infected target cell generates an average number of progeny virions, $V_n$, that are released into the extracellular medium. These virions, in turn, infect new target cells with an
average probability, $I_n$. If the branching number (i.e., the average number of successfully infecting progeny virions) is $V_n \times I_n > 1$, then a growing infection will develop. On the other hand, if the branching number is $V_n \times I_n < 1$, then the initial infection will eventually extinguish. Table 1 summarizes some of the extracellular parameters that determine whether an initial infectious event will result in a "bomb" or "dud." Note that increased humoral blocking activity and increased killing of infected target cells (the latter was not included in the kinetic model) will act in concert to reduce the branching number.

![Graph showing the opposing effects of target cell density and viral stock age.](image)

**FIG. 1.** Summary of the opposing effects of target cell density and viral stock age.
FIG. 2. The initial growth of HIV infection \textit{in vitro} and \textit{in vivo} can be likened to a branching process. Such a process also describes the reactions taking place during nuclear fission. In this case, target cells are analogous to fissionable nuclei, progeny virions are analogous to neutrons, and humoral blockers are analogous to control elements. The figure illustrates the effects of humoral blocking activity. Lower levels of blocking activity (above) permit growth of infection whereas higher levels (below) halt the initial infection. Note that the spread of HIV infection can be arrested even after an initial infectious event. Table 1 summarized other extracellular parameters that influence whether a chain reaction is achieved or not.
Table 1. *Extracellular parameters determining whether the initial branching process leads to a “bomb” or “dud”*

<table>
<thead>
<tr>
<th>Factors promoting the growth of infection</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• increased target cell density (<em>i.e.</em>, infection in lymphoid organs)</td>
<td></td>
</tr>
<tr>
<td>• increased number of progeny virions</td>
<td></td>
</tr>
<tr>
<td>• increased gp120 on active virions</td>
<td></td>
</tr>
<tr>
<td>• increased lifetime of infectious particles</td>
<td></td>
</tr>
<tr>
<td>• decreased critical number</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Factors promoting the extinction of infection</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>• increased humoral blocker concentration</td>
<td></td>
</tr>
<tr>
<td>• increased gp120-blocker $K_{assoc}$</td>
<td></td>
</tr>
<tr>
<td>• increased gp120 shedding rate</td>
<td></td>
</tr>
<tr>
<td>• increased nonspecific viral inactivation rate</td>
<td></td>
</tr>
<tr>
<td>• increased critical number</td>
<td></td>
</tr>
<tr>
<td>• increased killing rate of infected target cells (<em>i.e.</em>, cell-mediated immunity)</td>
<td></td>
</tr>
</tbody>
</table>

NEW EXPERIMENTAL OBSERVATIONS FROM THIS PROJECT

- Measuring the gp120 half life in virions by ELISA and electron microscopy (EM).
- Measuring the p24 half life in virions by ELISA.
- Measuring the viral lipid membrane half life by EM.
- Measuring the RNA polymerase (reverse transcriptase) activity half life in virions.
- Quantify absolute particle densities by EM.
- Measuring the absolute p24 content per particle.
- Measuring the ratio of infectious to noninfectious viral particles.
- Correlating sCD4 blocking activity with gp120 spontaneous shedding.
- Correlating the initial slope of viral decay assays with the half life of gp120.
- Correlating increasing positive synergy in sCD4 blocking with gp120 spontaneous shedding.
- Showing that CEM-SS cells and H-PBMC have similar HIV-1 infection susceptibilities.
- Showing that ultracentrifugation does not degrade HIV infectivity.
- Showing that total concentrations of p24 and gp120 are stable in viral stocks with time.
- Measuring the loss RNA polymerase activity in viral stocks with preincubation time.
- Measuring changes in the inhibitory action of phosphonoformate (foscarnet) with time.
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INTRODUCTION

Human immunodeficiency viruses (HIV) are highly labile and a variety of decay processes are thought to contribute to this property. As described in the kinetic model of HIV infection (Layne et al., 1989), this includes the spontaneous dissociation of gp120 envelope proteins from their underlying gp41 transmembrane proteins, which takes place because the interactions are entirely noncovalent (Gelderblom et al., 1985). The physical breakdown of the lipid shell covering viral particle, which is facilitated by surface active agents in the fluid medium (Nara et al., 1987). The dissolution of p24 core proteins encasing viral RNA, which presumably follows the disappearance of the lipid shell and is hastened by enzymatic attack (McDougal et al., 1985). And the spontaneous loss of RNA polymerase activity, which takes place at physiologic temperature is caused by undefined mechanisms (Lori et al., 1988; Goff, 1990). At present, however, there is little information on the kinetics of these chemical reactions, their rate constants, and how widely these rates vary between viral isolates at physiologic conditions. Furthermore, there is scant understanding of how these reactions influence the activities of antiviral agents that attack extracellular or intracellular events in the viral life cycle (Looney et al., 1990; Layne and Dembo, 1992; Lu et al., 1992; Fernandez-Larsson et al., 1992).

During the past two years, we have undertaken an extensive study of the kinetic reactions of HIV-1HXB3 (Shaw et al., 1984). This laboratory strain was chosen over others because HIV-1HXB3 was relative easy to grow and store large volumes, and because recombinant gp120, p24 and RNA polymerase proteins were available for the absolute calibration of chemical assays. The strategy of this study was to perform a variety of physical, chemical and biological assays on the same viral stock, permitting correlations between the different types of data. Physical measurements of particle density and the number of gp120 knobs per virion were carried out by electron microscopy. Chemical measurements of gp120 envelope and p24 core proteins were carried out by ELISA. Biochemical measurements of RNA polymerase activity were performed by quantitative enzymatic assays. Biological measurements of viral titer, spontaneous viral inactivation and the activities antiviral agents were performed by quantitative infectivity assays. To determine basic kinetic parameters, such as half lives and reaction orders, assays were repeated on
viral stocks that were preincubated for various intervals at 37° C. To investigate how the perturbation of virus-cell binding was influenced by preincubation, sCD4 was used as a blocking agent at concentrations that did not facilitate spontaneous shedding of gp120 (Moore et al., 1990; McKeating et al., 1991; Layne et al., 1991). Also to investigate how the perturbation of reverse transcription was influenced by preincubation, phosphonoformate (foscarnet) was used as a noncompetitive inhibitor of viral RNA polymerase at concentrations that were nontoxic to cells (Majumdar et al., 1978; Öberg, 1983). As explained below, both types of “perturbation” assays were necessary for unraveling how the individual inactivation processes contributed to the loss of HIV infectivity.

Previous studies found that the blocking activity of sCD4 was inversely related to the density of CD4+ cell in viral infectivity assays (Layne et al., 1991; Dimitrov et al., 1992). For “unsaturated” assays at low target cell densities, the biological blocking activity of sCD4 corresponded to the gp120-sCD4 association constant (K_assoc) from chemical measurements. That is, the inhibition of infection was proportional to the formation of gp120-sCD4 complexes (Layne et al., 1990). For “saturated” infectivity assays at high target cell densities, on the other hand, the biological blocking activity of sCD4 fell far below the chemical $K_{assoc}$. This decline occurred because the CD4 receptors on cell surfaces, which mediated infection, competed successfully with the sCD4 molecules in solution for viral-associated gp120 molecules (Layne et al., 1989). Therefore, to permit direct comparisons between chemical and biological measurements, the majority of infectivity assays in this study were carried out at low target cell densities.

Also previous studies indicated that HIV requires a minimal (threshold) number of free gp120 molecules for efficient infection of CD4+ cells (Bym et al., 1989; Layne et al., 1990). When more than this minimal number were present on a virion, the rate of infection was proportional to free gp120. When less than this number were present, the rate of infection was significantly reduced. These studies did not, however, assemble sufficient information to estimate the actual size of this number. Thus, a further goal of this project was to determine the minimal number for HIV-1HXB3 and CEM-SS cells by utilizing the relevant physical, chemical and biological data.
BODY

In this section, we review the experimental methods in sufficient detail to permit the replication of all data. We review the results obtained, with emphasis on how it applies to the kinetic model of HIV infection. We then discuss the results relative to the goals of this project and consider how they apply to the standardization of infectivity assays, the testing of therapeutic agents binding to viral gp120 and cellular CD4, and the evaluation of HIV vaccines.

EXPERIMENTAL METHODS

- Culturing human peripheral blood mononuclear cells (H-PBMC) — Three days before an assay, white cells were isolated from packed blood (one HIV-negative donor) by centrifugation through Ficoll-Paque. The white cells were washed twice [suspended in 50 ml of phosphate-buffered saline (PBS) and centrifuged for 10 minutes at 300 × g], the remaining red cells were disrupted with 25 ml of ammonium chloride lysis buffer (Biofluids, Inc.), and the white cells were again washed twice. The white cells were cultured (37°C and 5% CO₂) in polystyrene flasks at 2×10⁶ cells ml⁻¹ with RPMI 1640 containing 10% fetal bovine serum (FBS) and 2 μg ml⁻¹ phytohemagglutinin (PHA). After two days, nonadherent cells were centrifuged (10 minutes at 300 × g) to remove PHA and were placed in polystyrene flasks at 1×10⁶ cells ml⁻¹ with RPMI 1640 containing 10% FBS and 32 units ml⁻¹ of IL-2. The next day, these stimulated H-PBMC were used as target cells in viral infectivity assays.

- Growing viral stocks — H9 cells were grown at densities (~5×10⁵ ml⁻¹) that maintained exponential growth. A total of 2.5×10⁸ H9 cells were suspended in 100 ml of media with 50 nM DEAE-Dextran (Pharmacia) for 30 minutes, centrifuged for 10 minutes at 300 × g, and suspended in 50 ml of fresh media containing RPMI 1640, 10% FBS and 1% penicillin, streptomycin, and neomycin antibiotics (PSN). The treated H9 cells were inoculated with 50 ml of freshly thawed HIV-1HXB3 stock (multiplicity of infection, MOI = 0.1). After incubation for one hr at 37°C, the infected H9 cells were washed twice (centrifuged for 10 minutes at 200 × g, followed by suspension in 100 ml PBS and again centrifuged), suspended in 500 ml of fresh media, and incubated in a roller bottle at 37°C. Two days later, the infected H9 culture was clarified by
centrifugation (20 minutes at 10,000 \( \times \) g) and frozen (\(-70^\circ\) C) in 10 ml aliquots. To monitor the titer of HIV-1HXB3 stocks, infected H9 cultures were incubated for periods of 4 to 6 days. At daily intervals, 5 ml aliquots of supernatant were removed, clarified by centrifugation, and frozen. Subsequently, these samples were assayed in parallel for infectious units.

**FIG. 3.** Schematic diagram of the quantitative syncytium-forming infectivity assay. Note that target cells are manipulated separately from indicator cells.

- Quantitative infectivity assays — CEM-SS cells were grown at densities (\(-5 \times 10^5\) ml\(^{-1}\)) that maintained their exponential growth (Fig. 3). To perform an assay, CEM-SS cells were suspended in fresh media (RPMI 1640, 10% FBS and 1% PSN) to serve as “indicator” and “target” cells (Layne \textit{et al.}, 1990; Layne \textit{et al.}, 1991). Uninfected cell monolayers were prepared by adding 3.5\( \times \)10\(^4\) CEM-SS cells to flat-bottomed microplate wells (96 per plate). These indicator cells were then incubated (37° C and 5% CO\(_2\)) for later use. CEM-SS target cells (or H-PBMC
target cells from above) were suspended in 50 nM DEAE-Dextran for 30 minutes prior to their use. After removing the DEAE-Dextran, a fixed number of target cells were added to 2 ml microcentrifuge tubes containing fresh media with different concentrations of sCD4. To hold the inoculum-to-volume ratio constant, identical aliquots of HIV stock were added to each tube. Particular ratios (either 10 or 20%) were selected to give an MOI less than 0.1, a total gp120 concentration less than $0.1 \times K_{\text{assoc}}$, and a satisfactory statistical count of infectious units. To assure uniform mixing, tubes were rolled during the infection period (1 hr at 37° C). Next, to remove cell-free virus and blocker, infected target cells were washed once (centrifuged for 1 minute at 10,000 × g, suspended in 1 ml of PBS and again centrifuged) and suspended in fresh media. Infected cell monolayers were prepared by adding a small number (from 1250 to 5000) of CEM-SS or H-PBMC target cells to indicator cell monolayers. Thus, in all wells, indicator to target cell ratios were at least 7 to 1. A total of 8 replicate wells were plated per time point and blocker concentration. Syncytial forming units (SFU) representing the infection of individual target cells by cell free virus were counted 3 to 5 days following plating (Nara et al., 1987; Nara et al., 1988).

- Viral decay assays — 250 ml of frozen HIV-1HXB3 stock were thawed and pooled within 10 minutes. The stock was then incubated with gentle mixing at 37° C. At regular intervals (1 to 2 hrs), quantitative infectivity assays were performed with CEM-SS and H-PBMC target cells ($1.4 \times 10^4$ cells ml⁻¹ and 1.8 ml reaction volumes), and with 0 and 0.5 nM sCD4 in the media (four separate assays per time point). Also at regular intervals (4 or 12 hrs), a "prespin" sample of viral stock was frozen (−70° C) for subsequent assays. At the same time, 8 ml aliquots of stock (in duplicate tubes) were ultracentrifuged ($155,000 \times g$ for 40 min) and the resulting "postspin" supernatants were frozen for subsequent assays. After swabbing all remaining supernatant from the ultracentrifuge tubes, the viral pellets (~10 μl volume) were suspended in 0.8 ml of fresh media (10× concentrated) and frozen for subsequent assays (Fig. 4A). Also at regular intervals (4 or 12 hrs), 9.9 ml aliquots of viral stock were thoroughly mixed with 0.1 ml of polystyrene spheres ($1490 \pm 40$ Å dia from Duke Scientific or $2500 \pm 130$ Å dia from Polysciences), resulting in $1 \times 10^9$ spheres ml⁻¹. An 8 ml aliquot of this mixture was ultracentrifuged ($155,000 \times g$ for 40 min), the supernatant was decanted and the pellet was fixed with 2.5% gluteraldehyde (Fig. 4B). Following
this, the frozen prespin samples, postspin supernatants and suspended pellets were thawed and evaluated in parallel by gp120 ELISA, p24 ELISA, RNA polymerase activity assays, and RNA polymerase inhibition assays. Glutaraldehyde-fixed pellets were evaluated by quantitative electron microscopy.

\[ \text{FIG. 4. (A) Schematic diagram of ultracentrifugation methods for generating prespin, postspin and pellet samples from HIV stocks. (B) Schematic diagram showing the co-sedimentation of latex spheres and viral particles.} \]

- gp120 ELISA — Frozen samples from viral decay assays (described above) were thawed and lysed with Nonidet P40 (NP40), at a final concentration of 0.5%. To obtain linear gp120 assays, the prespin sample and postspin supernatant were diluted 100 fold and viral pellets were diluted 1000 fold in RPMI 1640 medium containing 10% fetal calf serum and 0.5% NP40. Immulon-II microplate wells (Dynatech) were coated with D7324 capture antibody (Aalto Bioreagents), washed and blocked as previously described (Moore et al., 1988; Moore et al., 1989). Next, 100 µl of each sample was added to 6 replicate wells and incubated for 3 hrs at room temperature. Unbound protein was removed by washing twice with 200 µl of solution containing
144 mM NaCl and 25 mM Tris (pH 7.6). Bound gp120 was detected with a pool of HIV-1-positive human serum, an alkaline-phosphatase conjugated antibody to human IgG (SeraLab), and an AMPAK ELISA amplification system (Novo Nordisk). Reactions were stopped with 50 μl of 0.5 M HCl and optical densities at 492 nm were measured. Protein concentrations were determined against recombinant HIV-1IIIB gp120 derived from CHO cells (Celltech). The gp120 standards were included on all microplates (3 replicates in serial 3 fold dilutions).

- p24 ELISA — Frozen samples from decay assays (described above) were thawed and lysed with Triton X100, at a final concentration of 0.5%. To obtain linear p24 assays, the prespin sample and postspin supernatant were diluted 5000 fold and viral pellets were diluted 40,000 fold in DuPont “core” diluent containing 0.5% Triton X100. Next, 100 μl of each sample was added to 4 replicate wells in commercial microstrips (NEK-060A, DuPont). All subsequent steps were performed in accordance with the manufacturer's instructions (DuPont, 1990). The optical density (492 nm) of developed wells was determined by an automated plate reader (Vmax Kinetics, Molecular Devices). Protein concentrations were determined against recombinant HIV-1IIIB p24 supplied with the ELISA kits. p24 standards were included on all microplates (3 replicates in serial 2 fold dilutions).

- RNA polymerase activity assays — Frozen samples from decay assays were thawed and lysed with Triton X100, at a final concentration of 0.5%. The prespin samples were used directly in RNA polymerase assays. The postspin supernatants and viral pellets were further diluted 2 fold in fresh media (RPMI 1640, 10% FBS and 1% PSN). 6 μl of each sample were transferred to four replicate wells. 20 μl of reaction solution were added to each well, resulting in 50 mM Tris (pH 7.6), 100 nM NaCl, 6 mM MgCl2, 10 mM Dithiothreitol, 4 μg ml⁻¹ Oligo(dT)12-18, 40 μg ml⁻¹ Poly(A), 0.12 mCi ml⁻¹ [³H]TTP and 0.25% NP40 (Baltimore et al., 1971; Goodman et al., 1971). The 96-well polystyrene microplates were then covered and incubated for 1 hr at 37°C. Next, 150 μl of stop solution containing 40 mM sodium pyrophosphate and 15 mM NaCl was added. Radioactive products were then precipitated with 20 μl of 60% trichloroacetic acid (TCA) and the microplates were placed on ice for an additional 30 min. The 196 μl in each well were transferred to 0.45 μm filter papers (Micro Cell Harvester, Skatron) with 5.0 ml of wash solution containing 6% TCA and 40 mM sodium pyrophosphate. Filter papers were dried in a
vacuum oven, placed in scintillation fluid, and counted for beta activity (LKB Betaplate, Model No. 1205). Viral RNA polymerase activities were quantified against recombinant HIV-1IIIb polymerase derived from E. coli (p66/p51 heterodimer, American Bio-Technologies). Recombinant standards were included on all microplates (4 replicates in serial 2 fold dilutions). For 1.5x10^{-7} and 1.17x10^{-9} g of recombinant protein, beta counts were 4.8x10^5 and 3x10^3, respectively. The total counts were proportional to the protein weight and background counts were approximately 1x10^3.

RNA polymerase inhibition assays — Four prespin samples (preincubation times of 0, 8, 16 and 24 hrs) were thawed all at once. Quantitative infectivity assays were carried out on these samples with 0, 25, 50 and 100 μM trisodium phosphonoformate (foscarinet) in the media, and with CEM-SS target cells (5x10^4 target cells ml^{-1}, 1 ml reaction volumes and total of 16 tubes). To assure that phosphonoformate was in equilibrium in the assays, it was added to the target cells 4 hrs prior to adding the prespin samples (inoculum-to-volume ratio of 10%). After a 1 hr infection period, target cells were washed with fresh media containing phosphonoformate and suspended in fresh media containing phosphonoformate at the same four concentrations. Following this, the infected target cells (5x10^3 per well) were added to indicator cell monolayers containing phosphonoformate at the same concentrations. To evaluate the side effects of phosphonoformate on syncytia formation, 3 tubes without phosphonoformate in the media were inoculated with prespin samples that were preincubated for 0 hrs. Subsequently, these target cells (5x10^3 per well) were added to indicator cell monolayers containing 25, 50 and 100 μM phosphonoformate. Phosphonoformate was classified as a noncompetitive inhibitor of RNA polymerase (Majumdar et al., 1978; Öberg, 1983). It was selected over other antiviral compounds because the parent compound was active, readily penetrated cells and was nontoxic at the concentrations used (Helgstrand et al., 1978; Sandstrom et al., 1985).

Quantitative electron microscopy — Fixed pellets from the viral decay assays (containing virions and spheres) were prepared for electron microscopy by two methods. Method 1. The pellets were embedded directly in Epon. To enhance visualization of gp120 knobs, specimens were fixed with OsO_4 for 60 minutes, treated with 0.1% tannic acid for 30 minutes, and
stained with 2% uranyl acetate for 90 minutes (all procedures performed at 4°C). Ultra-thin sections (~500 Å) were cut at different depths in the pellet. Method 2. The pellets were first embedded in low-melting agarose and run through an automated tissue processor (Lynx, Austrian Biomedical). This extra step facilitated the arbitrary division of samples before embedding them in Epon. The divided samples were then stained (as described above) and cut into ultra-thin sections. All specimens were mounted on 300 mesh copper grids, post-stained with lead citrate (Venable et al., 1965), and evaluated using Zeiss electron microscopes (EM 902 or 10). From one thin section, 10 to 15 randomly selected areas were photographed, while strictly avoiding the evaluation of consecutive sections. For each negative, the total number of virions and polystyrene spheres were counted. Also the number of gp120 knobs on each virion were counted. To avoid bias, electron microscopy samples were identified by a code name, which was broken only after finishing the evaluation of negatives. Only negatives with more than 5 spheres and 5 virions were used in subsequent statistical analyses of the data.

- Biological blocking activities — To facilitate the analysis of HIV infectivity assays, “normalized SFU” was defined as the mean number of SFU without sCD4 in the media divided by the mean number of SFU with sCD4 in the media (see Fig. 1). To facilitate the analysis of sCD4 blocking, the slope of a normalized SFU versus sCD4 concentration plot, \[[(\text{normalized SFU}) - 1] + (\text{sCD4 concentration})\], was defined as the “biological blocking activity” of sCD4. Biological blocking activities have units of inverse molar (M⁻¹), which permits comparison to gp120-sCD4 association constants derived from chemical measurements (Layne et al., 1989; Layne et al., 1990; Layne et al., 1991).

- Statistical analysis of data — The data were analyzed by two methods. Method 1. Biological blocking activities were calculated by minimizing \(f(a, b) = \sum (y_i - (ax_i + b))^2\), which gave a weighted least-squares fit to the data. \(y_i\) was the mean value of 1/SFU at the \(i\)th sCD4 concentration, \(\sigma_i\) was the standard deviation of 1/SFU, and \(x_i\) was the sCD4 concentration at the \(i\)th data point. For normalized SFU plots, the weighted least-squares fit gave biological blocking activities (slopes) of \(a = b\). Error bars in normalized plots were calculated by adding \(\sigma_i + y_i\) at the first data point to \(\sigma_i + y_i\) the \(i\)th data point, and then multiplying this sum by the value of normalized SFU at the \(i\)th data point. Method 2. Half lives and doubling times were also
calculated by minimizing $f(a, b)$. In this case, $y_i$ was the mean value of log10(SFU) at the $i$th preincubation time concentration, $\sigma_i$ was the standard deviation of log10(SFU), and $x_i$ was the preincubation time at the $i$th data point. For log-linear plots, the weighted least-squares fit gave a half life (or doubling time) and intercept of $a$ and $b$, respectively. Error bars in normalized plots were calculated by adding $\sigma_i$ without sCD4 at the $i$th data point to $\sigma_i$ with sCD4 at the $i$th data point and then dividing this sum by $sqr(2)$. This value (error) was then incorporated into the quantity $10^{exp[(y_i \text{ without sCD4}) - (y_i \text{ with sCD4}) \pm (\text{error})]}$ at each $i$th data point. For both data analysis methods, unweighed least-squares fits were obtained by setting $a_i = 1$. The 95% confidence limits for biological blocking activities and half lives were calculated by a standard bootstrap algorithm (Efron et al., 1991).

RESULTS

- Exponentially growing viral stocks — Figure 5 shows the expression of infectious HIV-1HXB3 from two separate H9 cultures. Both cultures were prepared with the same continuous cell line, inoculated with the same viral stock and MOI, and rapidly harvested by the same method. For the first 24 hrs, the first culture (■) produced new virus at an exponential rate that was remarkably rapid (doubling time = 2 hrs). From 24 to 48 hrs, however, the growth rate of this culture decreased rapidly and from 48 to 144 hrs, the production rate of new virus was insufficient for maintaining a constant titer. For the first 96 hrs, the second culture (○) produced new virus at an exponential rate that was rapid but somewhat slower (doubling time = 7 hrs). For this culture, samples were not taken for growth times longer than 96 hrs. Thus, the inevitable effects of cell depletion on viral expression were not observed. These two sets of data were selected for presentation because they bracketed typical doubling times and durations of exponential growth. Since H9 cultures always produced HIV-1HXB3 exponentially for the first 48 hrs (data not shown), all viral stocks used in this study were harvested after 48 hrs of growth.

- Viral recovery after ultracentrifugation — To determine the effects of ultracentrifugation on HIV-1HXB3 infectivity, a viral stock was preincubated for increasing intervals of time at 37° C. An 8 ml aliquot of stock was ultracentrifuged (155,000 × g for 40 min), and the resulting postspin supernatant and pellet (suspended in 8 ml of fresh media) were assayed.
for SFU. At the same time, a prespin sample of viral stock was also assayed for SFU. Table 2 shows the results of this procedure at three preincubation times. The complete recovery of SFU in the viral pellets, to within experimental uncertainty, was independent of preincubation time. This demonstrated that manipulations such ultracentrifugation and suspension did not perturb HIV-1HXB3 infectivity. In addition, at all preincubation times, no SFU were detected in postspin supernatants. This further demonstrated that sedimentation of HIV-1HXB3 was independent of viral aging. These invariant results were important controls for the subsequent chemical and biological experiments.

![Graph](image_url)

**FIG. 5.** The figure shows exponential growth of infectious HIV-1HXB3 in two separate H9 cultures (□ and ○). At 24 hr intervals, aliquots of supernatant were removed, clarified by low speed centrifugation and frozen. Subsequently, the frozen samples were thawed and assayed all at once for SFU. Each time point is an average of 8 replicate microtiter wells. Error bars signify ± 1 SD. Doubling times are unweighted least-squares fits to the data.
Table 2. *Effects of ultracentrifugation on infectivity as a viral stock ages*

<table>
<thead>
<tr>
<th>Preincubation time (hrs)</th>
<th>Prespin SFU Mean ± SD</th>
<th>Supernatant SFU Mean ± SD</th>
<th>Pellet SFU Mean ± SD</th>
<th>Pellet + Prespin ratio Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>459 ± 17</td>
<td>0</td>
<td>468 ± 45</td>
<td>1.02 ± 0.14</td>
</tr>
<tr>
<td>9</td>
<td>279 ± 13</td>
<td>0</td>
<td>234 ± 19</td>
<td>0.84 ± 0.11</td>
</tr>
<tr>
<td>17</td>
<td>83 ± 6</td>
<td>0</td>
<td>78 ± 7</td>
<td>0.94 ± 0.15</td>
</tr>
</tbody>
</table>

CEM-SS target cell density was 1.6×10⁵ ml⁻¹. SFU were averaged from 8 microtiter wells. After the preincubation period, the processing times (from starting ultracentrifugations to inoculating infectivity assays) ranged from 105 to 110 minutes. At 9 hrs of preincubation, the spontaneous decay of viral infectivity was quite rapid. Thus, small differences in processing times can lead to larger differences in SFU.

Table 3. *Quantifying virion density by electron microscopy*

<table>
<thead>
<tr>
<th>Preincubation time (hrs)</th>
<th>Number of EM negatives evaluated</th>
<th>Virion to sphere ratio Mean ± SD</th>
<th>Virion density (ml⁻¹) Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>17</td>
<td>29 ± 10</td>
<td>(2.9 ± 1.0)×10¹⁰</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>42 ± 14</td>
<td>(4.2 ± 1.4)×10¹⁰</td>
</tr>
<tr>
<td>12</td>
<td>4</td>
<td>42 ± 5.3</td>
<td>(4.2 ± 0.5)×10¹⁰</td>
</tr>
<tr>
<td>36</td>
<td>13</td>
<td>42 ± 5.3</td>
<td>(4.3 ± 2.2)×10¹⁰</td>
</tr>
<tr>
<td>Average</td>
<td>—</td>
<td>37 ± 16</td>
<td>(3.7 ± 1.6)×10¹⁰</td>
</tr>
</tbody>
</table>

For this particular study, there were a mean of 560 virions and 15 latex spheres per EM negative. The sphere diameter was 1490 ± 40 Å.

Quantifying virion density by electron microscopy — The density of virions was determined by adding a known concentration of latex spheres to viral stocks and then ultracentrifuging the mixture. Since spheres and virions had similar sedimentation coefficients, ~1000 Svedberg (Sharp *et al*., 1950; Anderson, 1968; Salmeen *et al*., 1976), they migrated to the bottom of the centrifuge tube in equal proportion. With thin-section electron microscopy (Fig. 6), the ratios of spheres to virions in the pellets were evaluated, permitting calculation of the virion density. Table 3 summarizes the results of this procedure for an HIV-1HXB3 stock used...
throughout this study. At all four preincubation times, the average virion density of $3.7 \times 10^{10}$ ml$^{-1}$ was constant to within experimental uncertainty. Five other HIV-1HXB3 stocks that were grown similarly had virion densities ranging from $1 \times 10^9$ to $5 \times 10^9$ ml$^{-1}$ (summarized below in Table 5). For these stocks, as well, the densities remained constant for preincubation times ranging from 24 to 60 hrs (data not shown). These results demonstrated that the lipid shells covering viral particles were stable (at 37°C) compared to the other decay processes examined below.

FIG. 6. Determining the virion density from thin-section electron micrographs. The HIV-1HXB3 stock was mixed with latex spheres (1490 ± 40 Å diameter) at a density of $1 \times 10^9$ ml$^{-1}$. Following ultracentrifugation and staining of the sample, the virion to sphere ratio was evaluated. In this negative, there were 34 spheres and 803 virions. This yielded a virion to sphere ratio of 23.6 and a virion density of $2.4 \times 10^{10}$ ml$^{-1}$.
FIG. 7. Determining the number of gp120 knobs from thin-section electron micrographs. For each particle, the number of glycoprotein knobs were counted and recorded for subsequent statistical analysis. Since the 500 Å sections reveal approximately one third of the surface area on a virion, the average number of gp120 knobs per virion was 3 fold larger. The latex spheres diameter was 2500 ± 130 Å.
- Quantifying gp120 knob loss by electron microscopy — The number of gp120 knobs on cell-free virions were also evaluated by thin-section electron microscopy (Fig. 7). Briefly, this was done by examining individual virions on EM negatives and recording the total number of visible knobs. To obtain reliable statistics, 20 to 30 negatives were evaluated at each preincubation time, resulting in the examination of 100 to 500 virions per time point. Figure 8 shows the results of this procedure. The excellent straight line fit to the data (solid line) had a correlation coefficient of 0.99, half life of 57 hrs, and 95% confidence limits of 38 to 144 hrs (dotted lines). Comparable outcomes were also obtained for two similar HIV-1HXB3 stocks (data not shown). These results demonstrated that the spontaneous shedding of gp120 knobs was first-order with time.
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**Fig. 8.** Determining the gp120 shedding rate by electron microscopy. The number of gp120 knobs on virions were evaluated after preincubating a viral stock for 0, 12 and 60 hrs at 37°C. Subsequently, the mean number of knobs and standard deviation were calculated at each time point. The half life (solid line) is an unweighed least-squares fit to the data. The 95% confidence limits (dotted lines) were calculated by a bootstrap algorithm (see methods). Error bars show ±1 SD.
Quantifying gp120 and p24 losses by ELISA — To further examine the kinetics of viral decay, an HIV-1 HXB3 stock was harvested after 48 hrs of exponential growth (see Fig. 5) and afterwards it was incubated at 37°C. At regular intervals, aliquots of the stock were ultracentrifuged and the supernatants were separated from the pellets. Subsequently, the pellets were suspended in fresh media and both samples were frozen. At the same time, prespin aliquots of the viral stock were also frozen. To quantify the concentrations of envelope and core proteins, gp120 and p24 ELISA were performed in parallel. Results from these ELISA are shown in Figs. 9 and 10, respectively.

**FIG. 9.** The graphs show gp120 ELISA data from an HIV-1 HXB3 stock that was preincubation at 37°C. Symbols denote prespin samples (■), postspin supernatants (△), viral pellets (○), corrected viral pellets (●) and summed data (□). Results are a mean of 6 replicate wells per time point. Half lives (solid lines) are unweighed least-squares fits to the data. The 95% confidence limits (reported with the half life) were calculated by a bootstrap algorithm (see methods). Error bars show ± 1 SD.

The concentration of viral-associated gp120 in the pellets (○ in Fig. 9A) decreased with increasing preincubation time and reached a baseline level (○*) by 168 hrs. A least-squares fit to the data (from 0 to 48 hrs, lower solid line) yielded a half life of 40 hrs and 95% confidence limits of 35 to 45 hrs. In accordance with this, the concentration of soluble gp120 in the supernatant (△
in Fig. 9B) increased with time. Adding the gp120 concentrations in the pellet and supernatant together gave a total (□ in Fig. 9A) that was constant during the entire experiment. This sum matched the gp120 concentration in the prespin samples (■ in Fig. 9B), corroborating that gp120 was indeed conserved with time. After subtracting the average gp120 concentration in the pellet at 168 hrs (○* in Fig. 9A) from the data at earlier times, concentrations were obtained that were disentangled from the background (● in Fig. 9A). A least-squares fit to the data (from 0 to 48 hrs, dotted line) yielded a half life of 30 hrs and 95% confidence limits of 27 to 33 hrs. This corrected gp120 shedding rate agreed with direct EM measurements, to within a factor of two, and also agreed with gp120 ELISA measurements from two other decay experiments (summarized in Table 6 below). These results further demonstrated that spontaneous shedding of gp120 was first-order with time.

**FIG. 10.** The graphs show p24 ELISA data from an HIV-1HXB3 stock that was preincubation at 37° C. Symbols denote prespin samples (■), postspin supernatants (△), viral pellets (○) and summed data (□). Results are a mean of 4 replicate wells per time point. Half lives (solid lines) are unweighed least-squares fits to the data. The 95% confidence limits (reported with the half life) were calculated by a bootstrap algorithm (see methods). Error bars show ± 1 SD.

The concentration of viral-associated p24 in the pellets (○ in Fig. 10A) remained constant with preincubation time. In spite of this, the concentration of soluble p24 in the supernatant (△ in Fig.
10A) increased approximately 2 fold with time. This discrepancy in the data resides within experimental uncertainty but it could also indicate that a small fraction (~20%) of viral particles "dissolved" over the 48 hr interval. Adding the p24 concentrations in the pellet and supernatant together gave a total (□ in Fig. 10A) that was constant with time. This sum matched the p24 concentrations in prespin samples (■ in Fig. 10B), verifying that p24 was indeed conserved with time. These p24 core protein data were consistent with EM measurements (Table 3) indicating that the lipid shell of HIV was relatively stable. The results also demonstrated that p24 was lost from viral pellets at much slower rate than gp120 shedding. Therefore, the dissolution of intact viral particles was an insignificant factor contributing to the rate of gp120 shedding (○ and ● in Fig 9A).

- Quantifying RNA polymerase loss at 37°C — Reverse transcription has been identified as a required step in the life cycle of HIV (Goff, 1990). Quantitative RNA polymerase-activity assays were thus performed on the prespin, postspin and pellet samples, with the goal of determining whether polymerase activity varies with preincubation time. As shown in Fig. 11, the activity of viral-associated RNA polymerase in the pellets (○) decreased with increasing preincubation time. A least-squares fit to the data (upper line) yielded a half life of 40 hrs and 95% confidence limits of 35 to 45 hrs. In addition, the activity of soluble polymerase in the supernatant (△ in Fig. 11B) decreased with time. A least-squares fit to this data (lower line) yielded a half life of 90 hrs and 95% confidence limits of 30 to 150 hrs. Adding the polymerase activities in the pellet and supernatant together gave a total (□ in Fig 11B) that also decreased during the experiment. The half life of the sum was 40 hrs, with 95% confidence limits of 36 to 44 hrs. To within experimental uncertainty, the summed data matched the total polymerase activity in the prespin samples (■ in Fig 11B), corroborating that RNA polymerase activity was not conserved with time. The half life of the prespin sample was 100 hrs, with 95% confidence limits of 30 to 170 hrs.

These results demonstrated that the loss of viral-associated RNA polymerase activity was first-order with time and that the loss rate was comparable to gp120 shedding. Similar data were also obtained for another HIV-1HXB3 stock (data not shown). Since electron microscopy and p24
ELISA indicated that viral particles were relatively stable over the period of this experiment, it was unlikely that appreciable amounts of RNA polymerase were released into the postspin supernatants. Thus, the loss of RNA polymerase activity in the supernatant indicated that solubilized enzyme was also labile.

**FIG. 11.** The graphs show RNA polymerase activity from an HIV-1HXB3 stock that was preincubation at 37°C. Symbols denote prespin samples (■), postspin supernatants (△), viral pellets (○) and summed data (□). Results are a mean of 4 replicate wells per time point. Half lives (solid lines) are unweighed least-squares fits to the data. The 95% confidence limits and half life were calculated by a bootstrap algorithm (see methods). Error bars show ± 1 SD.

- **Spontaneous viral inactivation at 37°C** — To correlate measurements of gp120 envelope shedding, p24 core dissolution and RNA polymerase loss with the spontaneous inactivation of HIV, a series of quantitative infectivity assays were performed on HIV-1HXB3 stock that was preincubated before use. At each time point, the assays were conducted with CEM-SS and H-PBMC target cells, both in the presence and absence of 0.5 nM sCD4 in the media. As shown in Fig. 12, this amounted to four different assays at each time point.
FIG. 12. The graphs show the spontaneous inactivation of HIV-1HXB3 at 37°C. At 1 to 2 hr intervals, the number of SFU in the viral stock were quantified with (A) CEM-SS and (B) H-PBMC target cells. For both target cell types, assays were conducted without (○) and with 0.5 nM sCD4 (●) in the media. Results are a mean of 8 replicate wells per time point. Error bars show ± 1 SD. The half lives of spontaneous inactivation (solid lines) are unweighted least-squares fits to the data (from 0 to 6 hours) for assays without sCD4. The 95% confidence limits were calculated by a bootstrap algorithm (see methods). The ratios between the assays without and with 0.5 nM sCD4 in the media are shown for (C) CEM-SS and (D) H-PBMC target cells. The ratios (normalized SFU) were calculated from data at each time point. Error bars show ± 1 SD in these ratios. Dotted lines correspond to the expected amount of blocking for 0.5 nM sCD4 and a gp120-sCD4 $K_{assoc}$ equalling $1.5 \times 10^9$ M$^{-1}$. 
Spontaneous multi-hit inactivation of HIV was observed with both CEM-SS (Fig. 12A) and H-PBMC (Fig. 12B) target cells. At the start of the experiment, both target cell types scored a comparable number of SFU (216 ± 7 for CEM-SS and 241 ± 8 for H-PBMC) to within experimental uncertainty. At the end of the experiment, the magnitude of viral inactivation was also similar (approximately 100 fold) for the four different assays. As shown in Figs. 12A and 12B, the profile of inactivation for both target cell types was three-phased. There was an initial slow phase (less than 7 hrs), followed by a fast phase (from 10 to 20 hrs), and then another slow phase (greater than 22 hrs). The processes responsible for generating this sigmoidal inactivation profile will be considered in the discussion. Also as shown in Figs. 12C and 12D, the blocking activity of sCD4 with CEM-SS and H-PBMC target cells was comparable in its overall profile. During the fast phase of viral inactivation (from 10 to 18 hrs), sCD4 blocking activity increased significantly above baseline levels.

In spite of these similarities, there were still some observable differences in viral inactivation and sCD4 blocking. The duration of the initial slow phase of inactivation (plateau) was shorter for assays with CEM-SS cells (~6 hrs) than for assays with H-PBMC (~9 hrs). Preincubation times required for the 100 fold drop in infectivity were 2 fold shorter for CEM-SS cells (~18 hrs) than for H-PBMC (~9 hrs). For CEM-SS assays, the initial sCD4 blocking activity (0 to 10 hrs in Fig. 12C) corresponded to the gp120-sCD4 $K_{assoc}$ from chemical measurements (dotted line). For H-PBMC assays, however, the initial sCD4 blocking activity was nearly absent, falling far below the expected chemical $K_{assoc}$ (dotted line). At longer preincubation times, the excursions in sCD4 blocking activity were more pronounced for CEM-SS assays than for H-PBMC assays. In other words, compared to CEM-SS cells, H-PBMC were more difficult to protect with sCD4 in the media. These results indicated that CEM-SS assays were unsaturated at a target cell density of 1.4×10^4 ml^-1, whereas the H-PBMC assays were partially saturated at this same target cell density. These observable differences in viral inactivation (Figs. 12A and 12B) were also consistent with the hypothesis that compared to CEM-SS cells, HIV-1HXB3 required a smaller minimal number of unblocked gp120 molecules for efficient infection of H-PBMC. The rationale for this notion will be considered in the discussion.
sCD4 blocking activity with viral preincubation at 37°C — To further study how sCD4 blocking activity depended on spontaneous viral inactivation, a series of quantitative infectivity assays were performed with HIV-1HXB3 stock that was preincubated before use. This time, however, emphasis was placed on a larger number of sCD4 concentrations rather than a many sequential time points. To generate directly comparable data, assays were conducted with CEM-SS target cells at the same density (1.4×10⁴ ml⁻¹) as the those in Fig. 12 and with the same 10% inoculum-to-volume ratio. As shown in Fig. 13, this amounted to seven different assays at each of the three time points.
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**FIG. 13.** The biological blocking activities of sCD4 (solid lines) were determined after preincubating an HIV-1HXB3 stock at 37°C. At 0 (○), 8 (□) and 16 (△) hrs, the sCD4 blocking activities were (1.5 ± 0.2)×10⁹, (1.8 ± 0.2)×10⁹ and (5.8 ± 0.7)×10⁹ M⁻¹, respectively. At each preincubation time, the ordinates (normalized SFU) were calculated by dividing the assays without sCD4 by the assays with sCD4. The blocking activities are weighted least-squares fits to the 4 lower sCD4 concentrations. Results are a mean of 8 replicate wells per data point. Error bars show ± 1 SD. The dotted lines were drawn to clarify trends in the data.
For infectivity assays without preincubation (○ in Fig. 13), the initial slope was linear and yielded a biological blocking activity of \((1.5 \pm 0.2) \times 10^9\) M\(^{-1}\). At sCD4 concentrations greater than 0.75 nM, there was a positive synergy in blocking. For assays with 8 hrs of preincubation (□), the initial slope was linear and yielded a slightly increased blocking activity of \((1.8 \pm 0.2) \times 10^9\) M\(^{-1}\). At the 1.25 and 1.5 nM sCD4, there were observable increases in the positive synergy. For assays with 16 hrs of preincubation (△), the initial slope was again linear but yielded a 4 fold increase in blocking activity, \((5.8 \pm 0.7) \times 10^9\) M\(^{-1}\). At the 1.0 and 1.25 nM sCD4, there were correspondingly large increases in the positive synergy and at 1.5 nM sCD4, SFU were completely abolished. In the assays without preincubation (○), sCD4 blocking activity corresponded to the gp120-sCD4 \(K_{assoc}\) from chemical measurements (Layne et al., 1990). This results clearly demonstrated that small amounts of sCD4 inhibited infection in proportion to gp120-sCD4 complex formation. With longer preincubation times, the observed increases in sCD4 blocking activity and positive synergy supported the hypothesis that HIV required a critical number of unblocked gp120 molecule for efficient infection of CD4\(^+\) cells (Layne et al., 1991).

Phosphonoformate inhibitory activity with viral preincubation at 37°C — The shedding of gp120 envelope proteins (Figs. 8 and 9) and the loss of RNA polymerase activity (Fig. 11) occurred at rates that resembled the initial rate of HIV inactivation (from 0 to 6 hrs in Figs. 12A and 12B). Since these rates were at least 3 fold faster than the dissolution of p24 core proteins (Fig. 10), it appeared likely that either one or both of these processes governed HIV decay. The observation that sCD4 blocking varied with viral preincubation (Fig. 14) has already implicated gp120 shedding in HIV inactivation (Layne et al., 1991). It thus remained to be settled how the loss of RNA polymerase activity contributed to spontaneous viral decay.

To make this assessment, a series of quantitative infectivity assays were performed on HIV-1HXB3 stock that was preincubated for various intervals before use. At each time point, assays were conducted with CEM-SS target cells and with 0, 25, 50 and 100 \(\mu\)M phosphonoformate (foscarinet) in the media. Afterwards, the infected target cells were plated on indicator cell monolayers containing the same concentrations of phosphonoformate in the media. To evaluate the side effects of phosphonoformate on syncytia formation, infectivity assays without
phosphonoformate were also conducted on the viral stock that was not preincubated. Subsequently, infected cell monolayers were prepared with media containing 25, 50 and 100 μM phosphonoformate. As shown in Fig. 14, this amounted to four phosphonoformate inhibition assays at 0 (○), 8 (□), 16(△) and 24 (○) hrs, plus three side effect assays (●).

**FIG. 14.** The graph shows the inhibitory action of phosphonoformate on an HIV-1HXB3 stock that was preincubation at 37° C. Infectivity assays with CEM-SS target cells were conducted on stocks that were preincubated for (○) 0, (□) 8, (△) 16 and (○) 24 hrs. At each preincubation time, the ordinates (normalized SFU) were calculated by dividing the assays without phosphonoformate by the assays with phosphonoformate. To evaluate the side effects of phosphonoformate on syncytium formation, three additional assays were conducted without viral preincubation and without phosphonoformate in the media. Subsequently, phosphonoformate was added to the media after infecting, washing and plating the target cells. Normalizing these three assays by the relevant control assay without phosphonoformate (○) yielded ordinates ranging from 0.99 to 1.03 (●). This result demonstrated that phosphonoformate did not inhibit the formation of syncytia in the microtiter wells. For all assays, results are a mean of 8 replicate wells per data point. Error bars show ± 1 SD.
When phosphonoformate was added after infecting and washing the target cells, there was no observable inhibition of infectious events (● in Fig. 14). Thus, the presence of this antiviral agent in microtiter wells did not alter the scoring of SFU. For assays with phosphonoformate in the media during infection, there were observable inhibitions in SFU compared to the relevant controls (Fig. 14). For assays with 25 μM phosphonoformate, the inhibition of SFU ranged from 1.9 to 2.8 fold. The slight differences in inhibitory activity among the four preincubation times, however, resided within experimental uncertainty and did not reveal any strong trends. For assays with 50 μM phosphonoformate, on the other hand, the inhibition of SFU ranged from 1.9 to 2.8 fold and were correlated with preincubation time. For assays with 100 μM phosphonoformate, the inhibition of SFU ranged from 15 to 34 fold and were strongly correlated with preincubation time.

The half life of RNA polymerase activity in intact virions was 40 ± 5 hrs (Fig. 11). Thus, while conducting the viral inactivation assays shown in Fig. 12, approximately half of the RNA polymerase activity was lost. Figure 14 showed that when half of the RNA polymerase activity was inhibited by 25 μM phosphonoformate, there was no observable difference among the four preincubated HIV-1HXB3 stocks. Therefore, for preincubation times less than 40 hours, the results clearly demonstrated that spontaneous HIV inactivation was independent of RNA polymerase activity. In other words, virions contained a redundant amount of active RNA polymerase. For much longer preincubation times, however, the loss of RNA polymerase activity appears to contribute to HIV inactivation (see discussion).

Calculating the protein content per virion — Data from the foregoing physical, chemical and biological assays permitted direct calculation of the number of p24 molecules per virion, gp120 molecules per virion and active RNA polymerase molecules per virion. The approach to these calculations are briefly described below and summarized in Table 4.

Between 0 and 48 hrs of preincubation, p24 concentrations in the viral pellets were conserved (○ in Fig. 10A). Averaging all the data (40 ELISA determinations over 10 time points) gave the p24 concentration reported in Table 4. Using the average virion density from Table 3, yielded a mean of 5×10^{-17} g of p24 core protein per particle. Converting this number with a molecular weight of 2.4×10^4 g mole^{-1} yielded a mean of 1200 p24 molecules per virion. To within
experimental uncertainty, similar results were also obtained for two independent HIV-1HXB3 stocks (data not shown).

Table 4. Protein content of HIV-1HXB3 particles

<table>
<thead>
<tr>
<th>Preincubation time (hrs)</th>
<th>Protein in viral pellet (g ml⁻¹)</th>
<th>Virion density (ml⁻¹)</th>
<th>Protein content per virion (g)</th>
<th>No. of molec. per virion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Core p24</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 - 48</td>
<td>(1.6 ± 0.2)×10⁻⁶</td>
<td>(3.7 ± 1.6)×10¹⁰</td>
<td>(4.4 ± 2.6)×10⁻¹⁷</td>
<td>1200 ± 700</td>
</tr>
<tr>
<td><strong>Envelope gp120</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>(6.9 ± 0.4)×10⁻⁸</td>
<td>(3.7 ± 1.6)×10¹⁰</td>
<td>(1.9 ± 0.9)×10⁻¹⁸</td>
<td>10 ± 5</td>
</tr>
<tr>
<td>48</td>
<td>(2.7 ± 0.2)×10⁻⁸</td>
<td>(3.7 ± 1.6)×10¹⁰</td>
<td>(7.4 ± 3.8)×10⁻¹⁹</td>
<td>4 ± 2</td>
</tr>
<tr>
<td><strong>RNA polymerase</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>(4.5 ± 0.2)×10⁻⁶</td>
<td>(3.7 ± 1.6)×10¹⁰</td>
<td>(1.2 ± 0.6)×10⁻¹⁶</td>
<td>600 ± 300</td>
</tr>
<tr>
<td>24</td>
<td>(3.0 ± 0.1)×10⁻⁶</td>
<td>(3.7 ± 1.6)×10¹⁰</td>
<td>(8.1 ± 3.8)×10⁻¹⁷</td>
<td>400 ± 200</td>
</tr>
</tbody>
</table>

All data are reported as the mean ± 1 SD.

Between 0 and 48 hrs of preincubation, gp120 concentrations in the viral pellets (○ and ● in Fig. 9A) declined at a rate that was first-order with time. Table 4 shows the gp120 concentrations in the viral pellets at 0 and 48 hrs of preincubation, with the background gp120 concentration at 168 hrs subtracted (○● in Fig. 9A). Using the average virion density from Table 3, yielded means of 2×10⁻¹⁸ and 7×10⁻¹⁹ g of gp120 envelope protein per particle at 0 and 48 hrs, respectively. Converting these numbers with a molecular weight of 1.5×10⁵ g mole⁻¹ yielded a mean of 10 and 4 gp120 molecules per virion, respectively. To within experimental uncertainty, similar results were also obtained for another independent HIV-1HXB3 stock (data not shown).

Between 0 and 24 hrs of preincubation, RNA polymerase activity in the viral pellets (○ in Fig. 11A) declined at a rate that was first-order with time. Table 4 shows the RNA polymerase concentration in the viral pellets at 0 and 24 hrs of preincubation. Using the average virion density from Table 3, yielded means of 1×10⁻¹⁶ and 8×10⁻¹⁷ g of active RNA polymerase per particle at 0 and 48 hrs, respectively. Converting this number with a molecular weight of 1.17×10⁵ g mole⁻¹ yielded means of 600 and 400 active molecules per virion, respectively. Similar results were also obtained for duplicate assays on the same HIV-1HXB3 stock (data not shown).
Infectious to noninfectious virion ratios — For viral stocks without preincubation (at 0 hrs in Figs. 12A and 12B), quantitative infectivity assays with CEM-SS and H-PBMC target cells detected 216 ± 7 and 241 ± 8 SFU per microtiter well, respectively. For these assays, 0.18 ml of viral stock was used and 2.5×10^3 infected target cells (from a total of 2.5×10^4 cells) were plated in each microtiter well. Thus, these particular conditions gave a multiplicative factor of 55.6, for converting the number SFU per well to the number SFU per ml of viral stock. This converted data is shown in the first two rows in Table 5. Next, dividing this number by the average virion density (from Table 3) yielded a SFU to virion ratio of approximately 3×10^-7 for both target cells types.

Table 5. *Ratio of infectious to noninfectious virions*

<table>
<thead>
<tr>
<th>Target cell type</th>
<th>Target cell density (ml^-1)</th>
<th>SFU (ml^-1) Mean ± SD</th>
<th>Virion density (ml^-1) Mean ± SD</th>
<th>SFU to virion ratio Mean ± SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM-SS</td>
<td>1.4 x 10^4</td>
<td>(1.2 ± 0.04) x 10^4</td>
<td>(3.7 ± 1.6) x 10^10</td>
<td>(3.2 ± 1.5) x 10^-7</td>
</tr>
<tr>
<td>H-PBMC</td>
<td>1.4 x 10^4</td>
<td>(1.3 ± 0.04) x 10^4</td>
<td></td>
<td>(3.6 ± 1.7) x 10^-7</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>1.6 x 10^5</td>
<td>(1.5 ± 0.04) x 10^5</td>
<td>(4.9 ± 2.3) x 10^9</td>
<td>(3.0 ± 1.5) x 10^-5</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>4.0 x 10^6</td>
<td>(1.9 ± 0.07) x 10^6</td>
<td></td>
<td>(3.9 ± 1.9) x 10^-4</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>5.0 x 10^5</td>
<td>(8.5 ± 0.4) x 10^4</td>
<td>(2.6 ± 0.8) x 10^9</td>
<td>(3.3 ± 1.2) x 10^-5</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>2.0 x 10^6</td>
<td>(2.6 ± 0.1) x 10^5</td>
<td></td>
<td>(1.0 ± 0.4) x 10^-4</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>2.0 x 10^6</td>
<td>(5.0 ± 0.24) x 10^5</td>
<td>(1.2 ± 0.6) x 10^9</td>
<td>(4.1 ± 2.2) x 10^-4</td>
</tr>
</tbody>
</table>

The table shows results for four separate HIV-1HXB3 stocks. All the stocks were assayed without preincubation. SFU were averaged from 8 microtiter wells.

Table 5 also shows converted data for quantitative infectivity assays with three other HIV-1HXB3 stocks. Among all these stocks, the ratio of infectious to noninfectious virion ranged from a low of 3×10^-7 to a high of 1×10^-4. These results clearly demonstrated that the ratios depended on the target cell density. As expected, lower target cell densities (unsaturated assays) were associated with smaller ratios and higher target cell densities (saturated assays) were associated with larger ratios (Layne *et al.*, 1989).
Comparing the results from three decay assays — Table 6 summarizes the results of gp120 ELISA, p24 ELISA and RNA polymerase activity assays for three separate HIV-1HXB3 stocks. Stock number 1 was already examined in detail (see Figs. 9 – 11). Stocks 2 and 3 provide useful comparisons for evaluating the reproducibility and uncertainty in the data. The results from all three stock demonstrate that the total amounts (prespin and summed data) of p24 and gp120 protein in the assays were conserved with time. The results also demonstrate that the p24 half lives in the viral pellets were 3 to 4 fold larger than the half lives of gp120 and RNA polymerase activity. Finally, the half lives for gp120 shedding in the viral pellets were remarkable similar (mean of 28 hrs) among all three stocks.

Table 6.  

<table>
<thead>
<tr>
<th>Stock</th>
<th>p24 core protein</th>
<th>gp120 envelope protein</th>
<th>RNA polymerase activity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Prespin Summed Pellet</td>
<td>Prespin Summed Pellet</td>
<td>Prespin Summed Pellet</td>
</tr>
<tr>
<td>No. 1</td>
<td>&gt; 270 no loss no loss</td>
<td>&gt; 280 &gt; 1000 30 ± 3</td>
<td>100 ± 70 40 ± 4 40 ± 5</td>
</tr>
<tr>
<td>No. 2</td>
<td>&gt; 170 430 ± 60 100 ± 20 no loss &gt; 500 25 ± 5</td>
<td>— — —</td>
<td></td>
</tr>
<tr>
<td>No. 3</td>
<td>no loss no loss &gt; 110</td>
<td>&gt; 240 60 ± 10 29 ± 5</td>
<td>— — —</td>
</tr>
</tbody>
</table>

Summed data are the postspin supernatant and pellet data added together. No loss corresponds to least-squares fit to the data having either zero or positive slope with preincubation time. All data are the reported as mean ± 95% confidence limits.

DISCUSSION

For this project, we collected a variety of physical, chemical and biological data on HIV-1 stocks that multiplied exponentially in cell cultures. This permitted us to draw correlations between different types of data and determine the number of gp120 envelope, p24 core and RNA polymerase molecules per virion. To our knowledge, such comprehensive investigations have not been previously reported for HIV. nor perhaps for other related lentiviruses and retroviruses. All the rate constants measured in this study were first order with time (Table 6). This simple form of viral behavior justified most of the assumptions in mathematical models of HIV infection (Layne et al., 1989). Such models considered that viral inactivating processes obeyed first order kinetics, and that gp120 molecules were independent and equivalent with respect to infection. However,
since HIV required a minimal (or threshold) number of gp120 molecules for efficient infection of CD4+ cells, the notion that infection proceeded at a rate proportional to unblocked gp120 requires some revision (see below).

Direct measurements of the envelope shedding rate by electron microscopy (Fig. 8) and gp120 ELISA (Fig. 9) were comparable to within a factor of two. In conjunction, we found that the loss of RNA polymerase activity (Fig. 11) took place at a rate that was similar to gp120 shedding. To ascertain how the loss of RNA polymerase activity contributed to spontaneous HIV inactivation, a series of phosphonoformate inhibition assays were performed. The results from these experiments demonstrated that a 2 fold perturbation of RNA polymerase activity (by 25 μM phosphonoformate) did not distinguish viral stocks with 24 hrs preincubation from those without preincubation (Fig. 14). Therefore, for the preincubation times used in this study (up to 36 hrs in Fig. 12), the loss of RNA polymerase activity did not contribute significantly to HIV inactivation. In addition, we found that the lipid bilayer covering virions (Table 3) and p24 core proteins within virions (Fig. 10) were stable compared to shedding and loss of RNA polymerase activity. This demonstrated that the physical breakup of viral particles did not contribute significantly to the rates of envelope shedding and polymerase loss. When considered altogether, the data demonstrated that the loss of HIV-1 infectivity was most closely correlated with the spontaneous shedding of gp120. Further below, we will consider the kinetics of HIV inactivation at longer preincubation times.

For independent and equivalent gp120 molecules, mathematical models of HIV infection predicted that plots of normalized SFU versus sCD4 concentration should yield a straight line (Layne et al., 1989). When the data for such plots came from unsaturated infectivity assays, the initial slopes were both expected and found to equal the gp120-sCD4 $K_{assoc}$ from chemical measurements (Layne et al., 1990). Upward curvature in normalized SFU plots indicated blocking greater than proportional to gp120-sCD4 complex formation (positive synergy). Conversely, downward curvature indicated blocking less than proportional to complex formation (negative synergy). In Fig. 13, the initial linear slopes (at preincubation times of 0 and 8 hrs) were similar to the sCD4-gp120 $K_{assoc}$ from chemical measurements. This result demonstrated that sCD4 blocking activity was proportional to complex formation, for sCD4 concentrations less than
0.75 nM, and verified that the viral infectivity assays were indeed unsaturated. At higher concentrations, however, the positive synergy and its increase with preincubation time supports the hypothesis that HIV required a minimal number of unblocked gp120 molecules for efficient infection of CD4+ cells. The increasing positive synergy appeared with time because gp120 shedding acted as a surrogate for sCD4 blocking.

For unsaturated infectivity assays, mathematical models predicted that the initial slope of a viral decay plot should correspond to the combined rates of gp120 shedding and particle dissolution (Layne et al., 1989). In agreement with this, the initial rates of viral decay (0 to 6 hrs in Figs. 12A and 12B) were similar to the combined rates to within a factor of two. After this initial phase, however, the multi-hit inactivation rate was much faster than expected from simple assumptions of independent and equivalent gp120 molecules. This finding further corroborated the minimal number hypothesis, because virions falling below a threshold would accentuate the observed rate of multi-hit inactivation. During the final phase of viral decay (preincubation times greater than 20 hrs), there was a slowing in the rate for both types of target cells. This slowing was consistent with the single-hit inactivation of virions that were far below the minimal number threshold. In this case, the inactivation rate of these minimally infectious particles should equal the combined rates of gp120 shedding and particle dissolution. The data in Figs. 12A and 12B were certainly consistent with this prediction, but their large uncertainties did not permit reliable calculations of half lives and confidence limits.

As HIV infectivity decreased with time, there was a peculiar up-and-down profile in the blocking activity of sCD4 (Figs 12C and 12D). The upward portion of this profile was analogous to an increasing positive synergy with preincubation time. To understand the downward portion, however, we must consider how sCD4 blocking was affected by the distribution of gp120 molecules in the viral population. At short preincubation times, there was a "homogeneous" population of virions with more than the minimal number of free gp120 molecules. The small amounts of sCD4 in the infectivity assays (● in Figs. 12A and 12B) did not push the population below threshold. Thus, relative to the infectivity assays without sCD4 (○ in Figs. 12A and 12B), blocking was proportional to gp120-sCD4 complex formation. At intermediate preincubation times, there was a "heterogeneous" population of virions that were both above and below the
minimal number. In this case, sCD4 pushed a larger fraction of the population below threshold. Thus, relative to infectivity assays without sCD4, blocking was greater than proportional to complex formation. At long preincubation times, there was a “homogeneous” population of virions with less than the minimal number of free gp120 molecules. The sCD4 in the assays acted on a viral population that was already below threshold. Thus, relative to infectivity assays without sCD4, blocking was again proportional to complex formation. By this reasoning, we would expect the positive synergy in sCD4 blocking (Fig. 13) to subside with longer preincubation times. Decisive tests of this prediction are now underway.

At long preincubation times (Fig. 12), both the reduced rate of HIV decay and the up-and-down blocking profile were most consistent with the notion of minimally infectious particles that were below threshold. For completeness, however, we also considered two alternative explanations for these data. The first was that there was a subfraction of virions (about 10⁻² of the infectious population) that were highly resistant to blocking by sCD4. This resistant population became evident only after the disappearance of the more labile and susceptible population. Since higher sCD4 concentrations (5 nM) blocked infection by more than 500 fold (data not shown), this explanation seemed unlikely. The second was that there was a subfraction of target cells (about 10⁻² of the total population) that were highly susceptible to infection. Since the overall magnitude of HIV inactivation was similar for both CEM-SS and H-PBMC target cells, however, that this latter explanation also seemed unlikely.

At short and long preincubation times, both CEM-SS and H-PBMC target cells detected similar numbers of SFU (Figs. 12A and 12B). Also both cell types had sigmoidal profiles of HIV decay, reflecting the influence of a threshold for efficient infection. There were, nevertheless, several noteworthy differences in these infectivity assays. First, the time interval in which the 100 fold loss of viral infectivity took place was nearly 2 fold longer for H-PBMC (~36 hrs) than for CEM-SS (~18 hrs) target cells. For the H-PBMC assays, the initial phase of slow inactivation was several hours longer and the intermediate multi-hit phase had a slower rate. Second, for identical target cell densities and assay conditions, the blocking activity of sCD4 was less for H-PBMC target cells than for CEM-SS target cells (Figs 12C and 12D). For H-PBMC assays, the initial
sCD4 blocking activity was below the gp120-sCD4 $K_{assoc}$ (dotted line), indicating the effects of saturation. For CEM-SS assays, the initial sCD4 blocking activity equalled $K_{assoc}$, indicating unsaturated conditions. Third, the up-and-down profile of sCD4 blocking activity was less pronounced for assays with H-PBMC target cells than for assays with CEM-SS target cells. All these seemingly incongruent observations, however, are consistent with the idea that HIV-1HXB3 required a smaller minimal number of gp120 molecules for efficient infection of H-PBMC than for CEM-SS target cells. This follows because the effects of multi-hit inactivation are directly related to the minimal number of gp120 molecules. Smaller thresholds have less pronounced effects on viral decay and vice versa. Furthermore, the effects of assay saturation are inversely proportional to the minimal number. Thus, at a particular density, target cells with a smaller threshold are more likely to underestimate the gp120-sCD4 $K_{assoc}$.

The surfaces of both HIV and CD4+ cells are studded with adhesion molecules and covered by a diffuse coat of sugar molecules (glycocalyx) that are negatively charged (Fenouillet et al., 1988; Springer et al., 1990). These similar features suggest that the initial binding of HIV to a target cell is, in many ways, parallel to the adhesive interaction between two immune cells. For such cell-cell interactions, it was shown that adhesion between two surfaces represents a first-order thermodynamic phase transition which takes place only when a certain threshold number of interactions between adhesion molecules is exceeded (Bell et al., 1984; Dembo et al., 1987). If the density of adhesion molecules is below this critical number, the cellular surfaces will simply not adhere (Plunkett et al., 1987). The exact value of the critical number is a function of several variables, most importantly the strength of the repulsive electrostatic potential between the surfaces and the association constant of the adhesion molecules for their complementary receptors. Thus, this viewpoint suggests that the critical number of gp120 molecules for efficient infection arises from repulsive forces between viral and cellular glycocalyces and attractive ones between gp120 and CD4. In order to overcome the protective barrier that enshrouds CD4+ cells, a critical number of gp120-CD4 interactions must form. Once gp120 falls below the critical number, a virion may still infect a cell (for example, by colliding with cells or at regions on cells having thinner barriers) but the odds of this happening will be slim (Layne and Dembo, 1992). Hence, for the H-PBMC and CEM-SS assays (Fig. 12), we believe that the observed differences in the sigmoidal profile of
HIV decay and sCD4 blocking were caused by smaller and larger cell-surface barriers, respectively.

From this study, there were sufficient data for estimating the minimal number of gp120 molecules for efficient infection of CEM-SS target cells. To perform this calculation, we first had to ascertain several conversion factors. At zero preincubation time, electron microscopy detected a mean of 0.5 knobs per virion (Fig. 8) and found that approximately 90% of virions were devoid of knobs (data not shown). Since these specimens were approximately 500 Å thick (one third of a viral diameter) they revealed about one third of the knobs on virions. From the work of others (Schawaller et al., 1989; Earl et al., 1990), we also know that these knobs were either trimers or tetramers. Based on these data, we used multiplication factors of 10, 3 and 3 – 4 for the distribution, visualization and multimer conversions, respectively. This gave an overall multiplication factor of 90 to 120 for converting gp120 knobs per virion to gp120 molecules per virion. Using a mean of 0.5 knobs per virion yielded a total of 45 to 60 gp120 molecules per virion. In addition, at zero preincubation time, gp120 ELISA detected a mean of 10 ± 5 gp120 molecules per virion (Table 4). Since approximately 90% of virions in these samples were also devoid of knobs (data not shown) we used a multiplication factor of 10 for converting the data. This independent estimate yielded a total of 50 to 150 gp120 molecules per virion, which agreed with the electron microscopy estimates to within a factor of 2. When more than 0.75 nM sCD4 was added to infectivity assays with CEM-SS target cells, there was a positive synergy (Fig. 13). Using a gp120-sCD4 \( K_{assoc} \) of \( 1.5 \times 10^9 \text{ M}^{-1} \) and the sCD4 concentration at which upward curvature began, permitted us to directly estimate the minimal fraction of unblocked gp120 molecules. For equilibrium blocking conditions, this estimate gave a free gp120 fraction of \( [1+(1.5 \times 10^9 \text{ M}^{-1}) \times (7.5 \times 10^{-10} \text{ M})]^{-1} = 0.47 \), or approximately 50% for the minimal fraction. Multiplying the total number of gp120 per virion by the minimal fraction gave minimal numbers of 23 to 30 and 25 to 75 gp120 molecules per virion for electron microscopy and ELISA data, respectively. Since HIV-1 can have a maximum (Gelderblom, 1991) of 210 to 280 gp120 molecules on its surface (i.e., trimers or tetramers and up to 70 knobs), we calculated a minimal fraction of 10% to 30% for virions with all their knobs. This result should be viewed as
meaningful only within the rather limited confines of in vitro assays. The minimal number in more "physiologic" target cells remains to be determined as well as range of minimal numbers for different field isolates of HIV.

For viral stocks without preincubation, we found that there were 600 ± 300 active RNA polymerase molecules per virion (Table 4). This result was based on the enzymatic activity of a known amount of recombinant RNA polymerase from HIV-1IIIB, which closely resembles the HIV-1HXB3 clone. The recombinant enzyme was a highly purified p66/p51 heterodimer, resembling the native enzyme found in virions (Veronese et al., 1986; Furman et al., 1991). For other retroviruses, such as moloney murine leukemia virus (Panet et al., 1978), rauscher mouse leukemia virus (Krakower et al., 1977) and avian myeloblastosis virus (Panet et al., 1975; Bauer et al., 1980; Kacian et al., 1971), the RNA polymerase contents were found to range between 17 and 110 molecules per virion. Thus, the number of polymerase molecules per HIV particle was larger than for other retroviruses. In this study, the number of polymerase molecules per virion was based on enzymatic activities from viral stocks that multiplied exponentially in cell cultures. In previous studies, the number of RNA polymerase molecules were determined by anti-polymerase immunoglobulins (radioimmunoassay) and on stocks with unknown growth histories. Thus, the discrepancies between this study and previous ones may be due to the differences in assay technique and viral stock preparation. On the other hand, it may simply indicate that HIV-1 has a larger number of RNA polymerase molecules per virion.

To our knowledge, the half life of RNA polymerase activity has not been previously reported for HIV at 37°C. Temperature-sensitive RNA polymerases have been characterized from moloney leukemia virus (MLV) but they were selected from mutant viral strains rather than a cloned laboratory isolate (Goff et al., 1981). For MLV, previous studies also found that RNA polymerase activity was highly labile at 44°C and that the loss of RNA polymerase activity correlated with the spontaneous decay of infectivity at 44°C (Gerwin et al., 1977). In addition, inhibiting the incorporation of RNA into virions by actinomycin D had no measurable effects on thermolability. It was thus concluded that the thermal properties of MLV RNA polymerase were independent of the viral genome. Since the loss of polymerase activity and its decay were investigated at elevated temperatures, however, the relevance of these MLV findings to the present
ones must await further clarification. Other studies with HIV-1 have found that recombinant RNA polymerase was not autolytic in vitro (Mizrahi et al., 1989) and that recombinant protease did not degrade heterodimeric p66/p51 RNA polymerase in vitro (Meek et al., 1989). Thus, for HIV-1, several plausible mechanisms for the loss of RNA polymerase activity have already been ruled out by the investigations of others. Thus, the mechanisms responsible for the spontaneous loss of RNA polymerase activity in virions remain undefined at present.

The phosphonoformate inhibition assays demonstrated that a 2 fold perturbation of RNA polymerase activity did not distinguish viral stocks with 24 hrs preincubation from those without preincubation (25 μM in Fig. 14). Thus, at short preincubation times, we believe that virions possessed redundant amounts of RNA polymerase activity. This conclusion was further supported by the rather large number of active RNA polymerase molecules per virion in viral stocks without preincubation (Table 4). At higher phosphonoformate concentrations (50 and 100 μM), however, there were clear difference in the preincubated viral stocks. As shown in Fig. 14, the inhibitory activity of phosphonoformate was directly correlated with preincubation at 37°C. This result suggested that the loss of RNA polymerase activity contributed to HIV decay at preincubation times greater than the polymerase half life (about 40 hrs in Fig. 11). This additional mechanism of HIV inactivation helps to account for the small ratio of infectious to noninfectious virions in viral stocks that were grown exponentially (Table 5). From the limited number of phosphonoformate inhibitions assays, though, we cannot tell whether HIV inactivation was proportional to the loss of RNA polymerase activity or whether there was a threshold number for efficient infection. Further experiments will be required for clarifying this matter.

In this study, the ratios of infectious-to-noninfectious virions ranged from 10^-4 to 10^-7 and were correlated with the density of CD4^+ target cells in the infectivity assays (Table 5). At the lower cell densities, the ratios were smaller and vice versa. Four of the viral infectivity assays were carried out at CD4^+ cell densities that were 10 – 100 fold smaller than those of blood, where typical densities are around 5x10^6 cells ml^{-1}. Thus, these particular results (Table 5) may underestimate the infectious-to-noninfectious ratios that are characteristic of blood. In lymph and lymph nodes, typical CD4^+ cell densities are 10^7 to 10^9 cells ml^{-1}, respectively. It therefore
remains unclear whether a significantly larger fraction of the so-called "noninfectious" virions would infect at higher target cell densities. Recently, it was shown that viral burdens in lymphoid organs (i.e., the fraction of infected CD4\(^+\) cells) were approximately 10-fold larger than the ones in blood (Pantaleo et al., 1991). With this finding, it is tempting to speculate that larger ratios of infectious-to-noninfectious virions in lymphoid organs may contribute to this elevated burden.

Three-dimensional electron microscope tomography of HIV-1 indicated that a p24 shell covers the viral genome (Gelderblom, 1991). The volume of this shell was approximately \(3 \times 10^7 \text{ Å}^3\), which corresponds to a hollow cylinder with a length of 1200 Å, diameter of 200 Å and thickness of 50 Å. Since proteins have a mean density of 1.23 daltons Å\(^{-3}\) and one dalton equals \(1.67 \times 10^{-24} \text{ g}\) (Barrow, 1974), we estimated that an individual virion contains approximately \(4 \times 10^{-17} \text{ g}\) of p24. In this study, it was found that HIV-1 contains approximately \(5 \times 10^{-17} \text{ g}\) of p24 per virion (Table 4), which agrees closely with our estimate.

The remarkable stability of the p24 core (Table 6) and lipid shell covering HIV-1 (Table 3) suggested that these data may have some use in ascertaining the stability of virions in the plasma of infected persons. In some cases, clinical studies found correlations between the viral titers and p24 concentrations in plasma (Ho et al., 1989; Coombs et al., 1989; Clark et al., 1991; Daar et al., 1991). In these instances, the viral titers ranged from \(10^1\) to \(10^4 \text{ TCID}_{50} \text{ ml}^{-1}\) and the corresponding p24 concentrations in plasma ranged from 10 to 1000 pg ml\(^{-1}\). Based on \(5 \times 10^{-17} \text{ g}\) of p24 per virion, these plasma p24 concentrations correspond to \(2 \times 10^5\) to \(2 \times 10^7\) virions ml\(^{-1}\), respectively. Thus, in the plasma of infected individuals, we estimate that the ratio of infectious to noninfectious virions varied from \(5 \times 10^{-5}\) to \(5 \times 10^{-4}\). These ratios were comparable to the ones shown in Table 5, suggesting that human plasma does not contain surface-active factors with pronounced viricidal activities. Nevertheless, further clinical studies are warranted that correlate direct particle counts and p24 concentrations with HIV titers from a range of physiologic CD4\(^+\) cell densities.

Among HIV researchers, there has been some debate on how to grow "optimal" viral stocks for use in antiviral screening assays and vaccine trials in animals (Cohen, 1989). Resolving this debate is important, because the physical state of viral particles can greatly influence the activities of antiviral agents that attack extracellular (Fig. 13) and intracellular (Fig. 14) targets. We believe
that the close correlation between gp120 shedding (Fig. 9) and initial HIV decay (Fig. 12) provides a straightforward method for judging whether stocks are indeed optimal. To do this, two pieces of information are required. The first is a measure of the doubling time for viral stocks multiplying exponentially in cell cultures. A good method for making such an estimate is illustrated in Fig. 5. The second is a measure of the half life of gp120 shedding. Such a determination can come from physical measurements with electron microscopy (Fig. 7), from chemical measurements with gp120 ELISA (Fig. 9), or from unsaturated infectivity assays (see the initial slopes in Figs. 12A and 12B). From these data, it is simple to see whether the doubling time to half life ratio is smaller or larger than one. If this ratio is smaller than one, then new virions are expressed at a rate that outpaced their spontaneous decay. Conversely, if this ratio is larger than one, then new virions are expressed at a rate that lagged behind their spontaneous decay. From this perspective, it is also simple to see that the mean number of gp120 molecules per virion will be larger in stocks with smaller growth-to-decay ratios. Therefore, to maximize the number gp120 molecules per virion, HIV stocks must be grown such that the doubling time is much smaller than the half life for spontaneous shedding. Based on a gp120 half life of 30 hrs (Fig. 9), we calculate grow-to-decay ratios of 0.067 and 0.23 for the fastest and slowest HIV-1HXB3 stocks, respectively (Fig. 5). Thus, for growth times less than 48 hrs, both viral stocks meet our criteria for optimization. In previous growth studies in vitro (Fenyő et al., 1989), HIV strains were categorized as rapid-high or slow-low. Because of its simplicity, this older classification still has some utility. We believe, however, that doubling times, half lives and growth-to-decay ratios provide a more complete classification of viral characteristics.

In this study, we found that the processes governing the decay of HIV infectivity were first-order with time. Whether this simple behavior is particular to HIV-1HXB3 or applicable to other viral strains must await future studies. To gain greater confidence, these experiments will be carried out with "physiologic" infectivity assays and wild-type viral strains. That is, the infectivity assays will use freshly isolated H-PBMC target cells and media consisting of human sera. The gp120 blocking agents will consist of monoclonal immunoglobulins and polyclonal sera from HIV-infected individuals. The wild-type stocks will come from single-pass primary cell cultures
and have grow-to-decay ratios that are minimized. The goal of these studies will be to determine
the overall range of kinetic rates for HIV. This includes correlations between the rates of particle
lysis, p24 dissolution, gp120 shedding, RNA polymerase loss, and spontaneous HIV decay. For
a number of wild-type strains, a further goal will be to determine the minimal number of gp120
molecules for efficient infection of CD4+ cells. This number is particularly important, because we
perceive an inverse relationship between immunoglobulin blocking activity and the critical number.
Larger critical numbers will require correspondingly smaller humoral responses and vice versa.
Therefore, to determine whether this relationship influences the development of HIV vaccines with
broad efficacy, it will be important to see how the critical number varies between divergent wild-
type strains and CD4+ cells from a number of individuals.

CONCLUSIONS

Simple mathematical models of HIV have clarified our understanding of the kinetic processes
in viral infectivity assays. The unique data from model-directed assays have practical applications
to the standardization of infectivity assays, the testing of therapeutic agents binding to viral gp120
and cellular CD4, and the evaluation of HIV vaccines. We also see improvements in the ability to
extrapolate from assays conditions in vitro to physiologic conditions in vivo. Many of these
improvements would not have been realized without the use of such models. Furthermore, we
envision that model-directed assays will continue to make unique contributions to HIV research.

Based on our past two years of experimental work, we have developed a new kinetic model of
HIV infection that incorporates a more complete description of viral kinetics, and overcomes
disagreements between theory and experiment. We have also formulated four questions (listed
below) that will be useful for applying the model to in vitro experiments. These questions are
discussed in detail in the attached International Reviews of Immunology article.

- New Kinetic Model — In the quantitative infectivity experiments, most but not all
predictions of the original kinetic model were corroborated. By scrutinizing the departures from
predicted outcomes, we were led to formulate a new model of HIV infection. Below, we describe
this refined and generalized model with emphasis on the evidence that led us to propose each of its
novel features (Fig. 15).
FIG. 15. (A) Basic reactions in the new kinetic model. $k_f_1$ and $k_f_2$ are rates for the formation of half-blocked and fully-blocked gp120 dimers, respectively. $k_r_1$ and $k_r_2$ are rate constants for the dissociation of half-blocked and fully-blocked gp120 dimers, respectively. $k_s_0$, $k_s_1$ and $k_s_2$ are rates for spontaneous shedding of unblocked, half-blocked and fully-blocked gp120 dimers, respectively. $k_n$ is the rate of nonspecific viral inactivation. $k_c$ is the rate of collision between a viral particle and a cell. $k_p$ is the rate of absorption and penetration for a viral particle at the cell surface. (B) Combined reactions in the new model. When viral particles are above a critical number of gp120 knobs (unshaded region), they infect at a rate proportional to the number of unblocked gp120s. When viral particles are below the critical fraction (shaded), they infect at a rate less than proportional to the number of unblocked gp120s. In this figure, for example, virions start out with four gp120 knobs and the critical number is two unblocked knobs.

First, in the original model, it was assumed that infection proceeded at a rate proportional to unblocked gp120 molecules. This rate was independent of the total number of gp120s in the viral envelope. However, the positive synergy in the biological blocking activity of sCD4 (Fig. 13), the large amplification factor relating gp120 shedding to loss of infectivity (Figs. 12A and 12B), and the increasing positive synergy with preincubation time (Fig. 13) are most consistent with the notion that HIV requires a critical number of unblocked gp120 molecules for efficient infection of
CD4+ cells. Therefore, in the new model, the rate of infection depends on an adjustable threshold. Above it, the rate is proportional to unblocked gp120s and below it, the rate depends on a cutoff function that is less than proportional (Fig. 16). As described in Fig. 17, there are good molecular reasons for the existence of the critical number (Layne and Dembo, 1992).

Second, in the original model, the distribution of gp120 on viral particles was irrelevant because it was assumed that each gp120 was equivalent and independent in promoting infection. Introducing a critical number, however, means that it is no longer possible to conform to this equivalent site approximation. Therefore, in the new model, any distribution of gp120 on particles (all combinations of numbers and ages) are analyzable. This flexibility is needed for studying the influence of viral stock heterogeneity on assay results. It is also useful for determining whether particular outcomes from infectivity assays are representative for all viral stocks or are stock dependent.

\[ \text{FIG. 16. (A) Above the critical number, the infection rate is proportional to the number unblocked gp120 knobs. Below the critical number, the rate is less than proportional to the number unblocked gp120 knobs. That is, the actual infection rate falls somewhere within the triangle. (B) As viral particles age, they spontaneously fall below the critical number by the shedding of gp120. The figure illustrates a hypothetical distribution of gp120 on particles at three preincubation times. Initially, all particles are above the critical number. At the intermediate time, equal numbers of particles are above and below this number. At the longer preincubation time, all particles are below the critical number.} \]
Third, in the old model, a single lumped parameter governed the rate of infectious collision between a viral particle and target cell. Although this was a reasonable starting point, it nevertheless did not permit us to distinguish kinetic processes taking place before a particle and cell collide from those taking place afterward. Therefore, the new model divides this lumped parameter into two components. The first characterizes the rate at which particles diffuse and collide with cells. The second characterizes the rate at which particles absorb and penetrate at cell surfaces. The relative size of these two rates permits infection to be categorized as either "collision" or "attachment" limited. In collision-limited infections (Beg, 1977), sCD4 will have no biological blocking activity in unsaturated assays. In attachment-limited infections (Goldstein, 1989; Goldstein et al., 1989), on the other hand, sCD4 will have a blocking activity equal to the gp120-sCD4 \( K_{assoc} \). Thus, the new model will be useful for analyzing how changes at the cell surface influence the blocking of infection, and for distinguishing pre-binding from post-binding neutralization.

Fourth, in the original model, gp120 knobs were considered as monomers. However, biochemical (Schawaller et al., 1989; Earl et al., 1990) and electron microscopy (Gelderblom et al., 1988) studies of gp120 have shown that knobs on HIV are multimers. Therefore, in the new model, we will consider a knob as a dimer, which is the simplest form of a multimer. The association constant for blocking individual gp120 monomers within a dimer may depend on whether knobs are free or half blocked. Thus, two sets of forward and reverse rate constants are defined for governing these reactions, which allows for allosteric interactions between sites.

Fifth, in the old model, the shedding rate of gp120 was independent of the formation of gp120-sCD4 complexes. However, we found that biological blocking activity of sCD4 at high concentrations was noncompetitive (Layne et al., 1991). As shown by other investigators, an enhanced rate of spontaneous shedding of gp120 accounts for this noncompetitive activity (Moore et al., 1990; McKeating et al., 1991). Therefore, in the new model, the shedding rate of a gp120 knob depends on the number of molecules bound to it. Thus, there are three separate shedding rates corresponding to free, half and fully blocked dimers. This permits greater flexibility and precision in the analysis of noncompetitive blocking activity.
Sixth, the role of nonspecific inactivation (Nara et al., 1987) is unchanged in the new model. It thus continues to represent single-hit processes that are independent of the number of gp120 dimers on a viral particle.

**FIG. 17.** The critical number of gp120s for efficient infection of CD4+ cells arises from a balance of forces. Repulsive forces from viral and cellular glycocalyces are opposed by attractive ones from gp120 and CD4 interaction. The shedding of gp120 from particles and its secretion or release from infected cells results in high local concentrations of gp120 and the blocking of CD4 receptors on cell surfaces. This will locally reduce the rate of infection, prevent superinfection of progenitor cells, and promote viral export from infected tissues. These actions will permit HIV infection to persist within the host without causing excessive cytolytic damage or cell fusion, which is characteristic of lentiviral infections.

**OPEN QUESTIONS FOR THE KINETIC MODEL**

- **Role of the Glycocalyx** — *What factors on the viral envelope and cell-surface glycocalyx determine the critical number of gp120 knobs?*
- **Examining Physiologic Target Cells** — *Does the model of HIV infection kinetics apply to other types of target cells?*
- **Characterizing Immunoglobulin Blocking Activity** — *Are neutralization mechanisms by sCD4, monoclonal immunoglobulins and polyclonal sera from HIV-infected persons similar or fundamentally different?*
- **Variations Between HIV Strains** — *What range of critical numbers, shedding rates and neutralization susceptibilities typify wild-type strains of HIV?*
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APPENDIX

COLLABORATORS

An important component of this project was collaboration with leading HIV researchers. Without their unique talents and contributions, this work would not have been possible. Mathematical analyses of the kinetic models of HIV infection were undertaken in collaboration with Dr. John L. Spouge (National Library of Medicine, Bethesda, MD). Quantitative infectivity assays and chemical measurements were undertaken in collaboration with Dr. Peter L. Nara, Michael J. Merges, and Shawn R. Conley (National Cancer Institute, Frederick, MD). Electron microscopy studies were undertaken in collaboration with Drs. Hans R. Gelderblom and Herbert Renz (Robert Koch-Institute, Berlin, Germany). The gp120 enzyme linked immunosorbent assays (ELISA) were undertaken in collaboration with Drs. John P. Moore (Aaron Diamond AIDS Research Center, New York, NY) and Jawahar L. Raina (American Bio-Technologies, Cambridge, MA).

PRELIMINARY MONOCLONAL Ig AND Fab FRAGMENT STUDIES

Blocking can be understood in terms of a forward rate constant ($k_f$), a reverse rate constant ($k_r$) and an equilibrium association constant ($K_{assoc}$). For most immunoglobulins, the size of the forward rate constant is independent of the size of the reverse rate constant. Thus, blocking is best understood in terms of the reverse rate constant and equilibrium association constant. Monoclonal immunoglobulins (mIg) directed against gp120 have the potential for forming bivalent attachments. Such bivalent interactions can reduce the rate at which mIg molecules dissociate from gp120 and increase the effective mIg-gp120 $K_{assoc}$ (sometimes called the immunoglobulin avidity).

To investigate these issues, we performed a number of infectivity assays with murine monoclonal immunoglobulins and their Fab fragments. For HIV-1HXB3 and HIV-1HX10, we used the monoclonal immunoglobulin called 0.5β, which binds to the V3 loop on gp120. For HIV-1MN, we used the monoclonal immunoglobulin called F50.1, which also binds to the V3 loop.

Before conducting infectivity assays, virus and mIg (or Fab) were mixed and incubated for 1 hour at 37°C. The mixture was ultracentrifuged (155,000 × g for 40 min) and the supernatant was
completely removed. The viral pellet with volume of ~10 μl was then suspended to its original volume of 8000 μl with fresh media without immunoglobulin. This washing procedure reduced the concentration of mIg and Fab fragments in the fresh media by about 800 fold. At 0, 2 and 4 hours following this wash, quantitative infectivity assays were performed with CEM-SS target cells at low density (1.4×10^4 ml^-1) to assure unsaturated conditions. The results of these experiments are summarized in Tables 7, 8 and 9.

For HIV-1HXB3 (Table 7), both 0.5β IgG and Fab had similar blocking ratios at the concentrations of 0, 10^-11 and 10^-8 M. These blocking ratios were unchanged at 2 and 4 hours following the wash (data not shown). These results indicated that 0.5β IgG and Fab were completely reversible at the concentrations used.

Table 7. Inhibition of HIV-1HXB3 infectivity by 0.5β monoclonal immunoglobulin and its Fab fragment after removing the blocker from viral particles by ultracentrifugation.

<table>
<thead>
<tr>
<th>HIV-1 strain</th>
<th>Form of monoclonal</th>
<th>Post-removal time (hrs)</th>
<th>Blocker conc. (molar)</th>
<th>SFU* Mean ± 1 SD</th>
<th>Blocking ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>HXB3</td>
<td>0.5β – IgG</td>
<td>0</td>
<td>0</td>
<td>58.6 ± 4.6</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10^-11</td>
<td>56.4 ± 5.3</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10^-8</td>
<td>58.6 ± 5.2</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>0.5β – Fab</td>
<td>0</td>
<td>0</td>
<td>58.0 ± 6.5</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10^-11</td>
<td>57.5 ± 5.4</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>10^-8</td>
<td>56.3 ± 6.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

* SFU are a mean of 8 microtiter wells.

For HIV-1HX10 (Table 8), 0.5β IgG and Fab had slightly different blocking ratios at 10^-9 M and significantly different ones at 10^-6 M. In all instances, the blocking ratios were larger for intact IgG than for the corresponding Fab fragment. This result suggested that 0.5β IgG formed bivalent attachments whereas 0.5β Fab only formed monovalent attachments. With increasing time after the wash, the blocking ratio for 0.5β IgG (at 10^-9 M) fell by approximately 3 fold, indicating that there was a slow reversible component. At the higher IgG concentration (10^-6 M), however, there was no
evidence for a reversible component. This observation was again consistent with the notion bivalent binding. At the higher Fab concentration (10^{-6} M), the blocking ratio fell with time after the wash, indicating a reversible component due to monovalent binding.

Table 8. Inhibition of HIV-1HX10 infection by 0.5\textbeta monoclonal immunoglobulin and its Fab fragment after removing the blocker from viral particles by ultracentrifugation.

<table>
<thead>
<tr>
<th>HIV-1 strain</th>
<th>Form of monoclonal</th>
<th>Post-removal time (hrs)</th>
<th>Blocker conc. (molar)</th>
<th>SFU* Mean ± 1 SD</th>
<th>Blocking ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>HX10</td>
<td>0.5\textbeta – IgG</td>
<td>0</td>
<td>0</td>
<td>50.3 ± 4.6</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-9}</td>
<td>16.5 ± 3.0</td>
<td>3.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-6}</td>
<td>0.4 ± 0.7</td>
<td>130</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
<td>48.3 ± 4.2</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-9}</td>
<td>31.9 ± 2.0</td>
<td>1.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-6}</td>
<td>0.3 ± 0.5</td>
<td>160</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0</td>
<td>26.0 ± 2.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-9}</td>
<td>26.3 ± 1.6</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-6}</td>
<td>0.1 ± 0.4</td>
<td>260</td>
<td></td>
</tr>
<tr>
<td>0.5\textbeta – Fab</td>
<td></td>
<td>0</td>
<td>0</td>
<td>50.5 ± 5.0</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-9}</td>
<td>41.9 ± 5.2</td>
<td>1.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-6}</td>
<td>19.3 ± 2.1</td>
<td>2.6</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
<td>48.1 ± 4.7</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-9}</td>
<td>44.3 ± 2.9</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-6}</td>
<td>25.3 ± 2.5</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0</td>
<td>25.9 ± 2.6</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-9}</td>
<td>24.5 ± 2.1</td>
<td>1.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^{-6}</td>
<td>17.1 ± 1.6</td>
<td>1.5</td>
<td></td>
</tr>
</tbody>
</table>

* SFU are a mean of 8 microtiter wells.

Overall, the gp120 amino acid sequence for HIV-1HXB3 and HIV-1HX10 differ by less than 0.5%. In the V3 loop, there is a single site change in the amino acid sequence. From these results, we conclude that slight alterations in the envelope sequence induce major changes in immunoglobulin binding characteristics.
Table 9. *Inhibition of HIV-IMN infectivity by F50.1 monoclonal immunoglobulin and its Fab fragment after removing the blocker from viral particles by ultracentrifugation.*

<table>
<thead>
<tr>
<th>HIV-1 strain</th>
<th>Form of monoclonal</th>
<th>Post-removal time (hrs)</th>
<th>Blocker conc. (molar)</th>
<th>SFU* Mean ± 1 SD</th>
<th>Blocking ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>MN F50.1 – IgG</td>
<td>0</td>
<td>0</td>
<td>85.5 ± 4.5</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-9}</td>
<td>43.6 ± 4.7</td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-7}</td>
<td>0</td>
<td>large</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>77.8 ± 4.8</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-9}</td>
<td>35.5 ± 4.0</td>
<td>2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-7}</td>
<td>0</td>
<td>large</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>71.3 ± 4.7</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-9}</td>
<td>20.0 ± 3.6</td>
<td>3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-7}</td>
<td>0</td>
<td>large</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F50.1 – Fab</td>
<td>0</td>
<td>0</td>
<td>84.8 ± 3.7</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-8}</td>
<td>86.0 ± 3.5</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-6}</td>
<td>86.0 ± 4.9</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>0</td>
<td>80.6 ± 4.0</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-8}</td>
<td>80.3 ± 3.1</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-6}</td>
<td>80.3 ± 3.4</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>0</td>
<td>70.3 ± 3.6</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-8}</td>
<td>73.3 ± 3.0</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10^{-6}</td>
<td>71.6 ± 4.8</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

* SFU are a mean of 8 microtiter wells.

For HIV-1MN (Table 9), F50.1 IgG had very different blocking activities at 10^{-9} and 10^{-7} M. The lower concentration gave a 2–3 fold reduction in HIV infectivity whereas the higher concentration completely blocked infectious events. At both IgG concentrations, there was no evidence for a reversible component. On the other hand, the F50.1 Fab fragment was completely reversible at the concentrations used. These results indicated that F50.1 IgG formed bivalent attachments that were completely irreversible whereas 0.5β Fab formed monovalent attachments that were completely reversible. We must note that it remains to be determined whether F50.1 IgG induces the spontaneous shedding of gp120.
In summary, these data indicate that intact immunoglobulins can form bivalent attachments with gp120 on HIV-1. These attachments display both slowly reversible and irreversible components which are consistent with the notion of bivalent binding. The corresponding Fab fragments display lesser degrees of blocking and have reversible components that are more rapid. This finding is preliminary and limited to a small set of murine monoclonals and their Fab fragments. If this finding applies to human immunoglobulins in general, however, it may be impractical to develop HIV vaccines with broad efficacy. We believe that direct measurements of the forward and reverse rate constants by plasmon resonance spectroscopy would be useful for better understanding the blocking activities of these monoclonal immunoglobulins.
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ABSTRACT We have developed a mathematical model that quantifies lymphocyte infection by human immunodeficiency virus (HIV) and lymphocyte protection by blocking agents such as soluble CD4. We use this model to suggest standardized parameters for quantifying viral infectivity and to suggest techniques for calculating these parameters from well-mixed infectivity assays. We discuss the implications of the model for our understanding of the infectious process and virulence of HIV in vivo.

Subsets of lymphocytes, monocytes, and macrophages expressing CD4 are the primary targets for infection by human immunodeficiency virus (HIV) (1), and three overall steps have been suggested for the infective process. First, HIV diffuses to the cell surface; second, gp120 (120-kDa glycoprotein) on the virus's surface and CD4 on the target cell's surface form a bimolecular complex; third, interactions involving CD4, gp120, and gp41 promote fusion of HIV envelope with target cell membrane, resulting in entry of the viral core (2–4).

Given this mechanism, blocking some or all gp120 molecules on the viral surface should inhibit infection (5), and, consequently, soluble forms of CD4 (sCD4) have been suggested as potential therapeutic agents. In fact, several studies have demonstrated that sCD4 blocks HIV infection in vitro (6–10).

In this paper, we develop a mathematical model quantifying the kinetics of target cell infection by HIV and target cell protection by sCD4. The model is concerned with infection from the fluid phase and does not address direct cell-to-cell transmission—e.g., syncytia formation (11). We show how the model can be used to analyze the results of well-mixed viral infectivity assays and to determine parameters that influence the initial steps in infection. The model also has implications for our understanding of the infectious process and virulence of HIV in vivo and on the prospects for therapy with sCD4.

THE MODEL

Consider a stock solution prepared from the supernatant of a cell culture infected with a particular strain of HIV. Such a stock solution can be regarded as a mixture of “homogeneous cohorts” of virions (i.e., populations of virions that were born simultaneously and that have been treated identically ever since). At birth, all members of a homogeneous cohort are assumed to be identical. A virion is said to remain “live” at time $T$, if it has neither participated in an infective event nor been nonspecifically killed. As time progresses, some cohort members will die and the “infectivity” of those remaining live will diverge due to random processes.

Now suppose that $V_0$ random members of a homogeneous cohort are selected at birth. These virions are allowed to precipitate for time $T_p$ and are then inoculated at $T = 0$ into a chamber containing a large excess of CD4+ target cells (see Fig. 1A). The objective of this procedure is to count the number of virions that successfully infect, $I$, which then yields the probability that a single virion will successfully infect, $i = I/V_0$. Considering each homogeneous cohort separately involves no loss of generality, since the behavior of a mixture of cohorts is obtained by taking a weighted average.

Fig. 1B illustrates the random processes acting on a cohort. Of these, blocking, shedding, and infection depend on gp120; nonspecific killing does not. The “equivalent site approximation” from polymer chemistry gives a manageable formulation of Fig. 1B with a minimal loss of detail (15–17).

Since this approximation, each gp120 molecule on the surface of a “live” virion has the same chance of being shed, of binding to CD4 on a target cell, or of binding to sCD4. Thus in solution (i.e., each has the same cross section for reaction). Furthermore, nonspecific killing operates independently on each live virion, regardless of its number of gp120 molecules.

Let $N$ be the initial number of gp120 molecules on each virion at birth and let $g$ be the probability that a particular gp120 remains at a later time. Since gp120s can be either free or complexed with sCD4, $g = (F + C)/NV$, where $F$ and $C$ are the numbers of free and complexed gp120 molecules on live virions and $V$ is the number of live virions. Because of the equivalent site approximation, the probability that a live virion has precisely $g$ gp120s is always given by a binomial distribution:

$$P(g) = \binom{N}{g} g^g (1 - g)^{N - g}.$$  \[1\]

Since $F/NV$ is the probability that a given gp120 on a live virion is free and $C/NV$ is the probability that a given gp120 on a live virion is complexed, it follows that each infective event causes the loss (on average) of $[1 + (N - 1)F/NV]$ free gp120 molecules and $[N - 1]C/NV$ complexed gp120 molecules.

Now let $L$ and $B$ be the respective concentrations of target cells and sCD4 in the reaction chamber. Because the viral inoculum is small, both $L$ and $B$ remain unperturbed and the kinetics in the reaction chamber are governed by:

$$\frac{dL}{dT} = k_L LF.$$  \[2\]

$$\frac{dV}{dT} = -k_{VF} LF - k_{NF} NL.$$  \[3\]

$$\frac{dF}{dT} = -k_{BF} + k_{VF} C - (k_{NF} + k_{VF}) LF - k_{SF} \left[1 + (N - 1)\frac{F}{NV}\right].$$  \[4\]

$$\frac{dC}{dT} = k_{BF} - k_{VF} C - (k_{NF} + k_{VF}) C - k_{SF} \left[1 + (N - 1)\frac{C}{NV}\right].$$  \[5\]

Fig. 1B defines the five rate constants: $k_L$, $k_{VF}$, $k_{NF}$, $k_{SF}$, and $k_{BF}$. The terms $k_L LF$ and $k_{VF} NL$ are the rates of loss of live viral

Abbreviations: HIV, human immunodeficiency virus; sCD4, soluble CD4 protein.
particles due to infection and nonspecific killing, respectively. The terms \( k_B F \) and \( k_C \) are the rates of formation and dissociation of gp120–sCD4 complexes, respectively. The terms \((k_i + k_R)F\) and \((k_i + k_R)C\) are the respective rates of loss of free and complexed gp120 from live virions due to the combined effects of spontaneous shedding and nonspecific killing of virus. Finally, the terms \( k_i LF[1 + (N - 1)F/NV] \) and \( k_i LF[N - 1]C/NV \) are the respective rates of loss of free and complexed gp120 from live virions due to infective events.

The initial conditions for Eqs. 2–5 depend on circumstances during the preincubation phase. In most assays, virions have no opportunity to infect target cells during preincubation \( (L = 0) \) and are not exposed to sCD4 \( (B = 0) \). The conditions at \( T = 0 \) are then: \( I = 0, V = V_0 \exp(-k_i T_0), F = NV_0 \exp(-k_i + k_R T_0), \) and \( C = 0 \).

To facilitate analysis, introduce nondimensional variables \( i = I/V_0, v = V/V_0, f = F/NV, \) and \( c = C/CV \). Also introduce nondimensional time, \( t = (k_i + k_R)T, \) and nondimensional parameters \( a = k_i/(k_i + k_R), \lambda = k_iL/(k_i + k_R), \gamma = k_i/(k_i + k_R), \) and \( B = k_B B/k_i C \). Then Eqs. 2–5 take the form:

\[
\begin{align*}
\frac{di}{dt} &= Na f, \\
\frac{dv}{dt} &= -[a f - 1 - c]v, \\
\frac{df}{dt} &= -[\gamma f(1 - f) - a f - \lambda f(1 - f)], \\
\frac{dc}{dt} &= [\gamma f(1 - f) - a c + \lambda f].
\end{align*}
\]

The quantity \( \gamma \) is the probability that an infectious virion born at \(-T_0\) infects by time \( t \). This is the main quantity of biological interest derived from infectivity assays.

**Parameter Estimation.** T lymphocytes used in viral infectivity assays typically display \( r = 2 \times 10^{-9} \) CD4 receptors \((18)\). According to Berg and Purcell \((19)\), the probability that a viral gp120 diffusing to a lymphocyte will find a CD4 receptor is \( rR_0/(rR_0 + \pi R_i) = 0.8 \) \((4)\). Electron microscope studies \((20-22)\) estimate that \( 70-80 \) gp120 complexes cover a mature virion \( \approx \) single gp120 complex covers \( \approx 1/1000 \)th of a virion's surface. Therefore, we take \( N = 80 \) and the Smoluchowski formula for diffusional collision between two spherical particles \((23)\) gives the rate constant for infection: \( k_i = 10.8 \times 10^{-14} \pi (D_i + D_R R_i + R_i^2) = 8.0 \times 10^{-13} \) cm \(^2 \) sec \(^{-1} \). Experiments with other viruses indicate that \( k_i \) is unlikely to be more than 1000 times smaller than this upper limit \((24)\).

The Smoluchowski equation along with estimates from Table 1 also yield an upper limit for the forward rate constant of the blocking reaction: \( k_B = 4 \pi (D_s + D_R R_s + R_s^2) = 3.0 \times 10^{-12} \) cm \(^2 \) sec \(^{-1} \). Again, we would not expect \( k_B \) to be more than 1000 times smaller than this upper limit.

The association constant between sCD4 and gp120 \((6, 25)\) ranges from \( 0.25 \times 10^9 \) to \( 1.4 \times 10^9 \) M \(^{-1}\). Accordingly, we take \( k_{0,s} = k_B/k_i = 1 \times 10^9 \) M \(^{-1}\) \( = 2.0 \times 10^{12} \) cm \(^3\) molecule \(^{-1}\) sec \(^{-1}\). Given the fixed ratio \( k_{0,s} \), the reverse rate constant for the blocking reaction is \( k = k_i/k_{0,s} \leq 1.5 \times 10^{-6} \) sec \(^{-1}\).

HIV strains IIIIB and REU lose half of their infectivity in 4-6 h at 37°C \((7)\). This gives \( k_i + k_R \approx 10^{-4} \) sec \(^{-1}\) molecule \(^{-1}\) to within a factor of 2. Unless specified, we use the above parameters for all numerical calculations.

**Numerical Solutions.** Fig. 2 illustrates numerical solutions of the model for typical parameters. Fig. 2A shows a case with no blocker: Fig. 2B shows the effect of adding a low concentration of blocker: Fig. 2C shows the effect of adding a higher concentration of blocker; and Fig. 2D shows the effect of a high concentration of blocker in conjunction with nonspecific killing—e.g., by nonoxynol 9 \((27)\).

![Fig. 1.](image-url)
following this, the rate of target cell infection declines by a factor of 2-3 and, because of this decline, only 35% of the initial virions ultimately find target lymphocytes, a decline comparable to the blocking ratio.

In Fig. 2C, the concentration of sCD4 is 100-fold higher than in Fig. 2B. Consequently, equilibration of the blocker with gp120 occurs in only \(3 \times 10^{-3}\) sec and 199 of 200 gp120 molecules are blocked. The rate of infectious events declines by the same proportion but the gp120 shedding is unchanged. Therefore, the final proportion of infecting virions is only 0.6%

Fig. 2D shows the synergy of a high concentration of sCD4 with nonspecific killing of virus. Let us presume a rate constant for nonspecific killing, \(k_n = 5 \times 10^{-4}\) sec\(^{-1}\), that is 5-fold faster than the rate constant for gp120 shedding, \(k_s = 1 \times 10^{-4}\) sec\(^{-1}\). As in Fig. 2C, binding of sCD4 to viral gp120 and the shedding of viral gp120 are independent of nonspecific killing and occur on a "per live virion" basis. Nonspecific killing causes the disappearance of virions and so infection stops before virions shed all of their gp120 molecules. As a result, the final proportion of infecting virions is diminished by a factor of 6 relative to Fig. 2C.

Analytical Solutions. In Fig. 2, viral gp120 and sCD4 reach equilibrium rapidly compared to target cell infection, a property holding for the full range of physiologically relevant parameters. Consequently, the usual quasi steady-state approximation, \(k_s BF = k_C\), permits asymptotic solutions to Eqs. 6-9. This approximation holds for time scales longer than the gp120/sCD4 equilibration time (derivation given in ref. 28).

Recall that \(g = f + c\) is the nondimensional concentration of both free and complexed gp120 on live virions. Because of the quasi steady-state approximation, \(c = \beta g/(1 + \beta)\) and \(f = g/(1 + \beta)\). Adding Eqs. 8 and 9 and applying these relations gives the Bernoulli equation:

\[
\frac{d\xi}{dt} = -\sigma \xi - \lambda(1 + \beta) \xi g(1 - g).
\]

The nondimensional form of the initial conditions at \(t = 0\) is: \(\xi_0 = 0\), \(v_0 = \exp[-(1 - \sigma)\theta] \) and \(\theta_0 = \exp[-\sigma \theta_0] \).

Eq. 10 is solvable by separation of variables, and integral forms of \(v(t)\) and \(\xi(t)\) are obtained as described elsewhere (28).

When \(N \gg 1\), these forms lead to a good estimate of the value of \(\xi(t)\) as \(t \rightarrow \infty\):

\[
v_\infty = e^{-\frac{\theta}{\tau}} \frac{\xi N}{N - 1} e^{\int_{\xi}^{\xi_\infty} \lambda g(1 - g) \, dt}.
\]

where \(\xi = \exp[-\sigma \theta(N - 1)/(\lambda + 1 + \beta)]\) and \(\delta = [\lambda - \sigma(1 + \delta)]/(\lambda + 1 + \beta)\). Notice that \(\xi \leq N - 1\) and \(\delta \leq 1\). The parameter \(\xi\) is a measure of the degree to which assays conditions promote target cell infection. The expansions of Eq. 11 for both \(\xi \approx 0\) and \(\xi \approx N - 1\) lead to the expressions

\[
I_\infty = \frac{NV\beta L e^{-\frac{\theta}{\tau}}}{k_iL + (k_s + k_n)(1 + B k_{avoc})} \left(1 - \frac{\xi}{1 - \delta} + O(\xi^2) \right). \tag{12}
\]

and

\[
I_\infty = \frac{VNH e^{-\frac{\theta}{\tau}}}{N - 1} \left(1 - \frac{\delta}{N} + O(\xi^2) \right). \tag{13}
\]

respectively. Notice that \(\delta\) appears only in the higher-order terms.

The main use of Eqs. 12 and 13 is for design and analysis of experiments to measure the viral parameters \(k_{avoc}, k_s, k_n, k_i, N, V, H, \alpha_0\) and \(N_0\). Fig. 3 illustrates the transition from the regime of Eq. 12 (small \(\xi\)) to the regime of Eq. 13 (large \(\xi\)).

Fig. 2. Four numerical solutions of the model illustrating the progress of an untreated infection. an infection treated with two different concentrations of sCD4, and an infection treated with sCD4 plus an agent that enhances nonspecific killing. The corresponding parameters are \(B = 0\) and \(k_n = 0.1A\), \(B = 1 \times 10^{-3}\) molecules cm\(^{-3}\) and \(k_n = 0.1B\), \(B = 1 \times 10^{14}\) molecules cm\(^{-3}\) and \(k_n = 0.1C\). \(B = 1 \times 10^{-14}\) molecules cm\(^{-3}\) and \(k_n = 5 \times 10^{-4}\) sec\(^{-1}\) (D).

\(r = C/N\); \(f = F/N\); \(\xi = v/V_0\). For all solutions, \(T_r = 0\) and \(L = 2 \times 10^6 \) cells cm\(^{-2}\), which is a typical lymphocytic concentration for infectivity assays.

Fig. 3. Numerical solutions of the model illustrating a progression from small to large \(\xi\) (Eqs. 12 and 13). The four solutions correspond to different sCD4 concentrations. \(\xi = 0\), \(1 \times 10^{-3}\), \(1 \times 10^{14}\) molecules cm\(^{-3}\). The life of a virion consists of a race between finding a target cell and inactivation. Small values of \(\xi\) reflect a situation in which a given virus is likely to have only one chance to infect a target cell in its lifetime. Conversely, large \(\xi\) values reflect a situation in which a given virus has multiple chances to infect a target cell. The figure shows the effects of adding various concentrations of sCD4. Notice that the region of transition between linear and nonlinear behavior depends strongly on the blocker concentration. For all solutions \(k_n = 0\) and \(k_s = 1 \times 10^{-4}\) sec\(^{-1}\), and the incubation time \(T = 6.48 \times 10^4\) sec.
Consider an experiment to determine $k_{\text{assoc}}$. In such an experiment, $L$ would be measured at various values of the blocker concentration, $R$, with all other variables held constant. When target cell concentration $L$ is moderate, Eq. 12 implies that a plot of $L/(B + I)/(B + 0)$ versus $B$ will be linear with slope $= k_{\text{assoc}}/(1 + \lambda)$ and intercept $= 1$. Fig. 4 shows five plots generated by numerical solutions of Eqs. 2-5, simulating such an experiment at different Lycophyta concentrations. $L$. Although the plots for all values of $L$ appear linear, the fact that $\lambda \gg L$ means that the slopes seriously underestimate $k_{\text{assoc}}$ except at the lowest cell concentrations. Hence, when determining $k_{\text{assoc}}$ from the inhibition of viral infectivity, the experiment must be performed within the regime where the results are independent of cell concentration—i.e., $\lambda \ll 1$.

Measuring the decay of viral infectivity with increasing preincubation times allows estimation of $k_b$ and $k_i$. Fig. 5 shows five curves generated by numerical solution of Eqs. 2-5 simulating such experiments at different choices of non-specific killing, $k_b$. Target cell concentration is made as large as possible and no blocker is added ($B = 0$). Under these conditions, it can be shown (Eq. 13) that the initial decay rate gives $k_b$ and that the final decay rate gives $k_i + k_b$ (Eq. 12). The increase in decay rate with preincubation is a consequence of a fundamental kinetic difference between non-specific killing and shedding. The former is a so-called "single-hit" process, whereas the latter is a "multi-hit" process inactivating the virus in incremental steps (i.e., losing a few gp120s makes little difference to the initial infection rate). The lumped quantity, $k_i + k_b$, is a direct measure of the ability of a viral strain to survive until it finds a target cell. A change in either $k_b$ or $k_i + k_b$ provides an objective measure of the potencies of virucidal agents.

Conducting two "preincubation assays" as described above with different target cell concentrations yields estimates of both $N_{V_i}$ and $k_i$ (Fig. 6). The quantity $N_{V_i}$ is useful for estimating the number of "infectious" virions in the inoculum. The rate constant $k_i$ is important because it quantifies the susceptibility of a particular target cell type to infection by a particular HIV strain. A decrease in $k_i$ can be caused by a number of independent factors—e.g., a decrease in the surface density of CD4, an increase in viral uncoating and penetration time, or an increase in the abortive disassociation of the initial virus-target cell complex. Fisher et al. (29) and Cheng-Mayer et al. (30) report that different HIV isolates vary markedly in their capacity to propagate in vitro. A numerical ranking of virus-target cell "tropism" according to the value of $k_i$ would help to clarify whether such variations are due to increased transmission or increased reproduction of virions.

**DISCUSSION**

Five publications report that sCD4 blocks HIV infection of CD4+ lymphocytes (6-10) but, of these, only two provide sufficient information to determine $k_{\text{assoc}}$. From figure 4 of Deen and co-workers (9, 31) the ratio of infection between "delayed control" and "experiment" yields $k_{\text{assoc}} = 3.4 \times 10^{-12} \text{cm}^3 \text{molecule}^{-1}$. Figure 3 of Hussey et al. (8) gives $k_{\text{assoc}} = 3.8 \times 10^{-12} \text{cm}^3 \text{molecule}^{-1}$ for both sCD4 derivatives.

These results should be compared to values of $k_{\text{assoc}}$, measured for different analogs of sCD4 using direct physical methods (6, 25): $0.42 \times 10^{-12} \leq k_{\text{assoc}} \leq 2.3 \times 10^{-12} \text{cm}^3 \text{molecule}^{-1}$. The fair agreement of $k_{\text{assoc}}$, as determined by physical and biological methods, strongly supports the fundamental assumption that infection proceeds at a rate proportional to the number of unblocked gp120s on a virus's surface (i.e., the equivalent site approximation). In particu-
lar, this agreement would not ensure if infection from the fluid phase did not require gp120 or if blocking essentially all viral receptors were necessary to diminish infection. The fact that sCD4 inhibits viral infection despite long incubation times confirms the existence of spontaneous nonspecific killing or shedding processes, $k_\text{w}$, and the importance of such processes in limiting viral infection. If virions did not lose activity with time, then eventually all live virions would infect despite blocker.

The expression phase of an infectivity assay can be likened to a branching process. In this process, each primary infection generates (on average) $V_n$ secondary virions that enter the culture medium without preincubation ($T_p = 0$). These secondary virions, in turn, infect new target cells with probability $i$. A growing infection develops if the branching number (the average number of successfully infecting secondary virions) $i V_n > 1$.

Blocking secondary infection with sCD4 permits estimation of the branching number for an unblocked infection. Define $B_{\text{max}}$ as the minimum sCD4 concentration extinguishing the branching process. Under many circumstances (Eq. 12), $B_{\text{max}}$ can be shown to be $B_{\text{max}} \approx 1$ for sCD4 concentrations near $200$ nM. Estimating $B_{\text{max}} > 10 \mu\text{g} \text{cm}^{-2} \times 1 \times 10^4 \text{molecule} \text{cm}^{-2}$ from Deen et al. (9) and using $k_{\text{w}} = 3 \times 10^{-12} \text{cm}^3\text{molecule}^{-1}$ yields $1 > B_{\text{max}} k_{\text{w}} > 300$, which is surprisingly large.

We note that Deen et al. (9) stimulated the CD4+ lymphocytes in their assay with phytohemagglutinin and recent work by Gowda et al. (32) indicates that activation by mitogens increases the rate of CD4+ lymphocyte infection. Based on this, it is conceivable that activation increased both the probability of target cell infection, $i$, and the number of secondary virions, $V_n$. Experiments measuring the branching number of unstimulated and stimulated target cells are needed.

Since the branching number, $N_{V_n}(k/\mu + k_s)$, is proportional to target cell concentration, we can extrapolate from the conditions of Deen et al. (9) $T_p = 10^4 \text{cells} \text{cm}^{-2}$ and $B_{\text{max}} = 10 \mu \text{g} \text{cm}^{-2}$ to the conditions in blood ($T_p = 10^5 \text{cells} \text{cm}^{-2}$) and lymph node ($T_p = 10^6 \text{cells} \text{cm}^{-2}$). Such extrapolation indicates a minimum therapeutic dose of $1000 \mu \text{g} \text{cm}^{-2}$ of sCD4 to treat established infections in vivo. Even more pessimistically, target cell infection from direct cell-to-cell contact (e.g., via major histocompatibility complex-restricted interactions) is probably less easily blocked than infection from the fluid medium. Experiments examining this situation are also required.

These results hold if the primary mechanism of action of sCD4 is simply to block the infective process by steric hindrance. Siliciano et al. (33) and Lanzavecchia et al. (34) indicate that sCD4 may protect CD4+ lymphocytes from indirect or autoimmune effects of gp120. If this is the case, much lower concentrations of sCD4 may be of therapeutic use.

The branching process can also be used for estimating the immune response that an anti-gp120 vaccine must induce to protect against HIV infection. In this instance, $k_{\text{w}}$ is the association constant between gp120 and neutralizing immunoglobulin, and $B_{\text{max}}$ is the minimum concentration of immunoglobulin required to extinguish the spread of infection. Assuming that neutralizing immunoglobulin has a $k_{\text{w}}$ identical to that of sCD4 (a rather high-affinity immunoglobulin), a molecular weight of $150,000$, and $V_n = 300$, yields $B_{\text{max}} = 0.3 \text{mg} \text{cm}^{-2}$ for blood. For lymph node, we calculate that $1 \text{mg} \text{cm}^{-2}$ may be required to prevent growth of infection. Normally, serum contains $20 \mu \text{g} \text{cm}^{-2}$ of all classes of immunoglobulin. Thus, an anti-gp120 vaccine must induce and maintain an extremely high titer of blocking antibody.
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Binding of glycoprotein gp120 to the T cell-surface receptor CD4 is a crucial step in CD4-dependent infection of a target cell by the human immunodeficiency virus (HIV)1-9. Blocking some or all gp120 molecules on the viral surface should therefore inhibit infection. Consequently, competitive receptor inhibitors, such as soluble synthetic CD4 (sCD4), synthetic CD4 peptides in the hope of gaining insight into the complex process of viral binding, adsorption and penetration. At low sCD4 concentrations, the inhibition in three HIV strains is proportional to the binding of gp120. The biological association constant (gp120-sCD4 Kassoc) for HIV-2NL4-3 is (8.5 ± 0.5) x 10^7 M^-1, whereas Kassoc for HIV-1Lai (1.4 ± 0.2) and HIV-1Ba.L (1.7 ± 0.1) x 10^7 M^-1 are 15-20-fold larger. For all three viral strains, the biological Kassoc from infectivity assays is comparable to the chemical Kassoc. The inhibitory action of sCD4 at high concentrations, however, is not fully explained by simple proportionality with the binding to gp120. Positive synergy in blocking of infection occurs after about half the viral gp120s molecules are occupied, and is identical for all three viral strains, despite the large differences in Kassoc. Our method of measuring the viral-cell receptor Kassoc directly from infectivity assays is applicable to immuno-globulins, to other viruses and to assays using primary or transformed cell lines.

A quantitative infectivity assay requires the number of infectious events to be linear (unsaturated) in the target cell concentration11,22. Figure 1 shows results for six concentrations of CEM-SS cells. Results were linear at lower cell concentrations and showed only minor assay saturation at higher concentrations. The multiplicity of infection in all assays was less than 0.025 (see Fig. 1, methods).

To distinguish among the possible mechanisms by which sCD4 blocks gp120-mediated infection, we previously analysed a kinetic model of the initial events of infection21,22, in which each gp120 monomer within an oligomer is functionally independent and identical. This neutral hypothesis predicts that for an unsaturated assay, a plot of inverse infection (I/SFU, where SFU are syncytial-forming units) versus sCD4 concentration should be a straight line. That is, inhibition is proportional to binding. Dividing the slope of an inverse infection plot by its intercept gives the gp120-sCD4 Kassoc. Upward curvature in the inverse infection plot indicates positive synergy between gp120 molecules as they promote infection or between sCD4 molecules for CD4-mediated infection or between sCD4 and cell-surface CD4 molecules as they promote infection or between sCD4

FIG 1 Examining the linearity of infectivity assays. To compare one assay with another they must scale linearly with target cell concentration because saturated assays make blockers seem ineffective22,23. The graphs for HIV-1Ba.L (C), HIV-1NL4-3 (D) and HIV-2M (E) show SFU plotted against target cell concentration. For each viral strain, assays were conducted at six target-cell and seven sCD4 concentrations (see Table 1). All results are the mean of eight microwells (bars show ± SD). Results without sCD4 are shown, similar results were obtained when sCD4 was added to the assays. The dotted lines are weighted least-squares fits. At all sCD4 concentrations, correlation coefficients were 0.998 for HIV-1, 0.978 for HIV-2M and 0.96 for HIV-2NL4-3 substantiating that the infectivity assays are linear at the lower more heavily weighted cell concentrations.

METHODS. The HIV-1 and HIV-2 stocks were acutely collected from H9 cells to optimize infectivity24, HIV-1Lai is a mixture of closely related viral subpopulations with minor envelope variations25. To address the influence of envelope microheterogeneity on infectivity26,27, we studied both a molecularly cloned viral stock (HIV-1NL4-3) and two uncloned viral stocks (HIV-1Ba.L and HIV-1Lai). HIV-1NL4-3 was selected because of its dominance of recent serotype surveys. In typical viral studies, the gp120 is not only present on virions but also exists as soluble gp120 monomers28. Thus, soluble gp120 may cause artefacts if it competes significantly with viral-associated sCD4 for CD4 or cell-surface CD4 in the present study. radiometry assay29 was used to measure the total gp120 (soluble and viral) and all HIV stocks tested. The total gp120 in the viral inocula was 1 x 10^10, 6 x 10^10 and 3 x 10^11 M for HIV-1NL4-3, HIV-1Lai and HIV-2M, respectively. These concentrations of total gp120 were in the worst case, more than 1/Kassoc. Hence the association of soluble gp120 with CD4 or cell-surface CD4 was negligible in all viral stocks28 used in this study. Infectious events were quantified by a modified version of the syncytium-forming assay22,30. The modifications minimized artefacts associated with high cell concentrations in conjunction with sCD4 in the assay. Before the assay, CEM-SS cells were grown at low concentrations (<5 x 10^4 cells ml^-1) and grown to high concentrations (5-5 x 10^5 cells ml^-1) of monolayer density. The mean cell density in the culture tubes was 1 x 10^5, 5 x 10^5, 2.5 x 10^6, 1.25 x 10^6, 6.25 x 10^5 and 3.125 x 10^5 cells ml^-1. The respective reaction volumes were 1.2, 4.8, 16 and 32 ml. Identical multiplicities of infection (in graded volumes of viral stocks) were added to each tube resulting in a constant viral inoculum to reaction volume of 10%. To assure uniform mixing, culture tubes were rolled (4-10 turns per minute) during the 2-hour infection period. Next, the infected target cells were washed three times (centrifugation for 5 min, 1500 g, followed by suspension in 40 ml fresh medium and another centrifugation) and suspended in fresh medium at 5 x 10^4 cells ml^-1. This thorough washing of sCD4 from the target cells prevented subsequent inhibition of syncytium formation in the monolayer of target and indicator cells (data not shown). Cell monolayers were washed twice with all sCD4 data not shown). Cell monolayers were washed twice with 4.5 x 10^5 indicator cells (0.1 ml) and 5 x 10^5 target cells (0.1 ml) to flat-bottomed microtitre wells (indicator target cell ratio of 9:1). A total of eight wells were plated per sCD4 and target-cell concentration. Syncytia (representing the infection of individual target cells by cell-free virus) were counted on days three (HIV-2NL4-3) or five (HIV-1) after infection. The above description applies to HIV-1Ba.L assays (an indicator to target-cell ratio of 9:1 gave identical results to the 9:1 ratio used here; data not shown). For HIV-1NL4-3, assays (target-cell stocks were prepared at 1 x 10^5 cells ml^-1 and target-cell densities in the culture tubes were twofold smaller for HIV-2M). Target-cell stocks were prepared at 6.5 x 10^5 cells ml^-1. Infected target cells were washed and suspended at 1 x 10^5 cells ml^-1 (indicator target-cell ratio of 6:1). For assays with reaction volumes of 1, 2, 4.8, 16 and 32 ml, the comparative number of SFU were calculated by multiplying actual number of SFU in each well by 32, 16, 8, 4 and 2, respectively. Minimizing (a/b) = (x/a)/(x/b) gives a weighted least-squares linear fit to the data (y is the mean value of SFU at the rh sCD4 concentration, x is the s of SFU and x is the blocker concentration at the rh data point). Terms in the correlation coefficient (r^2) were weighted by 1/y^2. A weighted correlation coefficient r^2 means that the least-squares line fits the data perfectly.
molecules as they bind to and block gp120. Downward curvature indicates corresponding negative synergy.

Figure 2 shows the inverse infection plot for HIV-2 in comparison with HIV-1. The point values of the inverse infection plot are compared with the biological measurement. For example, the straight line in Fig. 2 gives a $K_{assoc}$ of about $8.56 \times 10^5$ and the five other target cell concentrations gave comparable $K_{assoc}$ (Table 1). $K_{assoc}$ was also independent of the target cell concentration for the two strains of HIV-1 studied. A chemical association constant for gp120-sCD4 binding cannot be measured biological $K_{assoc}$, but it can be compared with the biological $K_{assoc}$ as shown in Table 1. Despite a 20-fold difference in $K_{assoc}$ between the viral types, the chemical measurements agree quite closely with our own. This difference agrees with reports of reduced blocking activity by sCD4 for HIV-2 in comparison with HIV-1 [11,23,41]. Thus, the initial slope of the inverse interference plot [11,22] demonstrates that the biological activity of sCD4 at low concentrations is primarily due to reversible blocking of viral gp120 cell-surface CD4 interactions.

To analyse the synergistic blocking activity at higher concentrations, we normalized the inverse infection plot as follows. The inverse infection is divided by its control—inverse infection without blocker. The concentration of sCD4 is multiplied by $K_{assoc}$, giving a numerical value of one to the sCD4 concentration at which half the gp120 molecules are blocked (see Fig. 3). Surprisingly, after normalization, the shape of the inverse infection plot is independent of the target cell concentration, the value of $K_{assoc}$, and the viral type.

When sCD4 blocks less than half of the gp120 molecules on virus optimized for infectivity [8] ($\beta < 1$, so $1/(1 + \beta) > 1/2$, where $\beta = [sCD4] \times K_{assoc}$), the normalized infection plot (Fig. 3) is linear, indicating each gp120 molecule independently and equivalently contributes to infection [11,22]. But when more than half the gp120 molecules are blocked ($\beta > 1$), the assumption of equivalent and independent gp120 monomers cannot explain all the blocking of infection in vitro.

Some explanations can be excluded immediately. Because the cloned viral stock (HIV-1$_{a3}$) gave the same results as the two uncloned viral stocks (HIV-1$_{a4}$ and -2$_{aux}$) [28], the cooperativity is probably not caused by heterogeneous gp120s with differing $K_{assoc}$. Assay artefacts causing spurious cooperativity, such as interference by soluble gp120, have been ruled out (see legend to Fig. 1). Soluble CD4 might have enhanced the shedding or direct inactivation of viral gp120, but a simple extension of our model [11,22] shows the slope of the inverse infection plot would simply overestimate $K_{assoc}$ and would not produce the upward curvature shown in Fig. 3.

One possibility is that a single gp120-CD4 interaction initiates viral binding, whereas viral adsorption and penetration require subsequent recruitment of additional gp120-CD4 interactions. Recruitment accounts for cooperativity and is consistent with experiments using sCD4 and immunoglobulins to inhibit infection after initial binding [11,22]. The recruitment hypothesis predicts that aged viral stocks (with viruses that have shed most of

### Table 1: Summary of the gp120-sCD4 $K_{assoc}$

<table>
<thead>
<tr>
<th>Viral strain</th>
<th>Target cells (m$^{-1}$)</th>
<th>Mean $K_{assoc}$ ± 1 s.d. (M$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HIV-1$_{a3}$</td>
<td>3.13 x 10$^9$</td>
<td>(1.38 ± 0.17) x 10$^9$</td>
</tr>
<tr>
<td>HIV-1$_{a4}$</td>
<td>6.25 x 10$^9$</td>
<td>(1.34 ± 0.15) x 10$^9$</td>
</tr>
<tr>
<td>HIV-1$_{a4}$</td>
<td>1.25 x 10$^9$</td>
<td>(1.34 ± 0.17) x 10$^9$</td>
</tr>
<tr>
<td>HIV-1$_{a4}$</td>
<td>2.50 x 10$^9$</td>
<td>(1.30 ± 0.18) x 10$^9$</td>
</tr>
<tr>
<td>HIV-1$_{a4}$</td>
<td>5.00 x 10$^9$</td>
<td>(1.16 ± 0.15) x 10$^9$</td>
</tr>
<tr>
<td>HIV-1$_{a4}$</td>
<td>1.00 x 10$^9$</td>
<td>(1.90 ± 0.39) x 10$^9$</td>
</tr>
<tr>
<td>HIV-2$_{aux}$</td>
<td>3.13 x 10$^9$</td>
<td>(1.46 ± 0.10) x 10$^9$</td>
</tr>
<tr>
<td>HIV-2$_{aux}$</td>
<td>6.25 x 10$^9$</td>
<td>(1.84 ± 0.14) x 10$^9$</td>
</tr>
<tr>
<td>HIV-2$_{aux}$</td>
<td>1.25 x 10$^9$</td>
<td>(1.65 ± 0.09) x 10$^9$</td>
</tr>
<tr>
<td>HIV-2$_{aux}$</td>
<td>2.50 x 10$^9$</td>
<td>(1.89 ± 0.14) x 10$^9$</td>
</tr>
<tr>
<td>HIV-2$_{aux}$</td>
<td>5.00 x 10$^9$</td>
<td>(1.45 ± 0.15) x 10$^9$</td>
</tr>
<tr>
<td>HIV-2$_{aux}$</td>
<td>1.00 x 10$^9$</td>
<td>(8.56 ± 0.64) x 10$^9$</td>
</tr>
</tbody>
</table>

For each viral strain and target cell concentration, target cells were infected at seven sCD4 concentrations. For HIV-1$_{a3}$, sCD4 concentrations were 0.4 x 10$^{-10}$, 8.0 x 10$^{-10}$, 1.2 x 10$^{-9}$, 1.6 x 10$^{-9}$, 0.2 x 10$^{-8}$, 2.0 x 10$^{-8}$, and 2.4 x 10$^{-7}$ M. For HIV-1$_{a4}$, sCD4 concentrations were 0.2 x 10$^{-10}$, 4.0 x 10$^{-10}$, 6.0 x 10$^{-10}$, 8.0 x 10$^{-10}$, 1.0 x 10$^{-9}$, 1.2 x 10$^{-9}$, 1.6 x 10$^{-9}$, 2.0 x 10$^{-9}$, and 2.4 x 10$^{-8}$ M. Using the same soluble CD4 (CD4T) as our study and Scatchard analysis methods based on the chemical $K_{assoc}$ for HIV-1$_{a3}$ was reported as (1.19 ± 0.14) x 10$^{-9}$ M$^{-1}$ (ref. 7). Zymogen enzyme-linked immunosorbent assay (ELISA), the chemical $K_{assoc}$ for HIV-1$_{a4}$ and HIV-2$_{aux}$ was (8.4 ± 4.8) x 10$^{-9}$ and (2.2 ± 1.1) x 10$^{-9}$ M$^{-1}$, respectively. HIV-1$_{a4}$ and HIV-2$_{aux}$ differ by 0.5% in their gp120 nucleotide sequence. HIV-2$_{aux}$ and HIV-2$_{aux}$ differ by 12% (ref. 26) On the basis of nucleotide similarity, the HIV-1 strains perm: the most direct comparison between biological and chemical $K_{assoc}$.

**Fig. 2** Calculating the gp120-sCD4 $K_{assoc}$ from infectivity assays. When infectivity assays scale linearly with target cell concentration, a plot of inverse infection (1/SFU) versus sCD4 concentration should yield a straight line with slope/intercept = $K_{assoc}$ (refs 21, 22). An example of this inverse infection plot is illustrated for HIV-2 in vitro, when target cell concentration is 1 x 10$^6$ cells ml$^{-1}$. The solid line is a weighted least-squares fit to the data (bars show mean ± 1 s.d.) at sCD4 concentrations of 0.4, 8, and 12 nM. The fit has weighted correlation coefficient of -0.99 slope of -4.56 x 10$^{-8}$ M$^{-1}$ and intercept of -1.25 x 10$^{-6}$, giving $K_{assoc}$ = 8.56 x 10$^5$ M$^{-1}$ (i.e. the mean value of 1/SFU see Fig. 1 methods). The dotted lines are the 95% confidence limits for the fit. Both limits were calculated by a standard bootstrap method [20] and in this example give 7.47 x 10$^5$ < $K_{assoc}$ < 8.86 x 10$^5$ M$^{-1}$. For the three virus strains, we calculated $K_{assoc}$ from the lower four sCD4 concentrations in Table 1. The weighted correlation coefficients for all the fits are $>0.85$ for HIV-1$_{a3}$, $>0.98$ for HIV-1$_{a4}$, and $>0.99$ for HIV-2$_{aux}$, indicating nearly complete explanations of the data at the lower sCD4 concentrations.
FIG 3 Analysing the cooperative blocking activity of sCD4. Dividing inverse infection (Fig 2) by its control (inverse infection without blocker) and multiplying sCD4 concentrations by the apparent Kassoc yields a normalized plot of inverse infection. Each normalization used the Kassoc calculated from the same target cell concentration (Table 1). The fraction of gp120 molecules that are either free or blocked by a particular concentration of sCD4 is given by \(1/(1 + B)\) and \(1/(1 - B)\) respectively, where \(B = [\text{sCD4}] \times K_{\text{assoc}}\). Results at all six target cell concentrations for HIV-1a,\( E_\text{3}\) (O), HIV-1a,\( E_\text{4}\) ( □) and HIV-2a,\( E_\text{2}\) ( △). The dotted line represents blocking based on independent and equal gp120s (refs 21, 22). When less than half the gp120 molecules are blocked, the points lie on the dotted line. When half the gp120 molecules are blocked, deviations indicating sCD4 blocking synergy begin to occur. The synergies are identical for each viral strain.

Although gp120 molecules will be more easily blocked, thus enhancing the cooperativity in Fig. 3. Another explanation is that there are allosteric interactions between gp120s on the viral coat. This, in contrast to the recruitment model, predicts that the cooperativity of aged viral stocks will be unchanged or even decreased.

The upward curvature of the inverse infection plot is apparent only after half of the gp120 binding sites are blocked. Thus, the HIV envelope is covered by a highly redundant number of gp120 molecules which act independently at low sCD4 concentrations. Unlike HIV, viruses such as polio and influenza are covered by interacting (metastable) capsid polypeptide subunits and interacting glycopolypeptide subunits, respectively, which present relatively few critical neutralization sites. When a fraction of these sites are blocked by neutralizing antibodies, a non-local transition in subunit orientation is induced that inactivates the virus\(^{25,30}\). This property may contribute to the humoral efficacy of vaccines against polio and influenza. Neutralizing HIV, however, seems to be fundamentally different.
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Quantitative infectivity assays were used to study how the blocking activity of soluble CD4 (sCD4) is affected by sCD4 concentration, target cell density, and viral stock age. During incubation with 20 nM sCD4, human immunodeficiency virus type 1 (HIV-1) stocks underwent irreversible inactivation. In contrast, inactivation with 2 nM sCD4 was almost entirely reversible. At lower sCD4 concentrations (≤2 nM) and target cell densities of 6.25 × 10^4 cells ml^{-1}, sCD4 blocking activity for HIV-1 gave a gp120-sCD4 association constant (K_{assoc}) of 1.7 × 10^5 M^{-1}, which agrees with chemical measurements. At the higher density of 1.6 × 10^5 cells ml^{-1}, however, the blocking activity was 20-fold less. During incubation of HIV-1 stock optimized for infectivity by rapid harvest, sCD4 blocking activity increased 20-fold during a 3-h window. These results show that competitive blocking activity depends strongly on target cell density and virion age. Thus, unappreciated variations in HIV stocks and assay conditions may hinder comparisons of blockers from laboratory to laboratory, and the age of HIV challenge stocks may influence studies of drug and vaccine efficacy. The results also suggest that blocking of viral particles in lymphoid compartments will require very high competitive blocker concentrations, which may explain the refractory outcomes from sCD4-based drug trials in humans.

Human immunodeficiency virus types 1 and 2 (HIV-1 and HIV-2) share two properties that are important for understanding immunity and therapy. First, HIV preferentially infects CD4+ target cells (9, 29, 37, 41), which have a wide range of densities in lymphoid, reticuloendothelial, and nervous tissues. For example, typical CD4+ cell densities in blood and lymph node are 10^2 to 10^3 and 10^3 to 10^4 cells ml^{-1}, respectively. Second, the density of glycoprotein knobs covering the surface of HIV particles decreases with time. This spontaneous shedding occurs because the gp120 surface and gp41 transmembrane glycoproteins are associated by noncovalent interactions (30, 39). After observing this gp120 loss by electron microscopy, Gelderblom et al. (13, 14) suggested that knob density might influence the biological properties (e.g., infection and blocking) of HIV.

To address this hypothesis, we previously used a quantitative infectivity assay to determine how the binding of soluble CD4 (sCD4) (3, 41) (3, 6, 10, 12, 22, 58, 61, 64) to gp120 inhibited viral infectivity (32, 34). At low sCD4 concentrations, the inhibition of HIV-1 and -2 infection was proportional to binding. At higher concentrations, there was a positive synergy in the inhibition of infection. One possible explanation for this concentration-dependent blocking activity was that HIV required a critical density of free gp120 glycoproteins for efficient infection of CD4+ cells. When more than this critical density was present on HIV, infection proceeded at a rate proportional to free gp120 glycoproteins. In agreement with these findings, McKeating et al. (42) demonstrated a connection between the spontaneous shedding of gp120 and the loss of HIV-1 infectivity. Moore et al. (45, 46) have also shown that preincubation of HIV-1 stocks with high sCD4 concentrations (≥5 nM) facilitated rapid shedding of gp120 that was accompanied by loss of infectivity. This facilitation was not observed at low sCD4 concentrations (< 0.5 nM). These studies clearly demonstrated a relationship between gp120 and HIV infectivity. They did not, however, reveal the effects of target cell density on infection and blocking.

We therefore undertook an investigation of how sCD4 blocking activity depends on target cell density, viral stock age, and sCD4 concentration. sCD4 was selected as a model blocking agent for three reasons. First, chemical measurements of the gp120-sCD4 association constant (K_{assoc}) have been published by several groups (44, 58). As previously described (32, 34, 59), such measurements allow correlations between biological activity and the thermodynamic properties of the binding reaction. Second, crystallographic (55, 63) and biological studies indicate that CD4 has one high-affinity binding region for gp120 involving the CDR2 (7, 31, 43) and CDR3 (18, 35, 49) domains. This interaction represents a great simplification over the complexities inherent in multivalent blockers, such as immunoglobulins. Third, two large sCD4-based drug trials in humans are now under way, and to date only refractory outcomes have been reported (8, 25, 56). By examining sCD4 blocking activity with assay conditions mimicking physiologic ones (e.g., a range of target cell densities), we expected to gain some insight into the clinical outcomes.

Understanding how assay conditions influence sCD4 blocking activity has applications to investigations of other gp120 blocking agents and neutralization domains. Examples of such blockers include CD4 fragments (35, 49), CD4-immunoglobulin conjugates (2, 4, 62), monoclonal immunoglobulins (20, 27, 38, 57, 60), and some vaccine-induced immunoglobulins (11). The other blocking domains on gp120 include the third variable region (V3 loop) (15, 23, 24, 52-54), conformational epitopes (16, 17, 20, 50), and conserved sequences (5, 19, 21).

* Corresponding author
MATERIALS AND METHODS

Quantitative infectivity assays. Infectious events were quantified by a modified version of the syncytium-forming viral infectivity assay (32, 47, 48) that minimized artifacts associated with high cell density. Before the assay, CEM-SS cells were grown at densities \((<5 \times 10^5 \text{ ml}^{-1})\) to ensure their exponential growth. On the day of an assay, cells were suspended in fresh medium to serve as target and indicator cells. Target cells \((5 \times 10^5)\) were transferred to tubes containing four different volumes of fresh media and seven different sCD4 concentrations: 0, 0.4, 0.8, 1.2, 1.6, 2.0, and 2.4 nM. The final target cell densities in the tubes were \(1.6 \times 10^6, 4 \times 10^6, 1 \times 10^6,\) and \(6.25 \times 10^5 \text{ ml}^{-1}\). The reaction volumes were \(3.13 \times 10^{-2}, 1.25 \times 10^{-2}, 5 \times 10^{-2},\) and 8 ml, respectively. Graded volumes of HIV-1HXB3 stock were then added to each tube, resulting in a constant inoculum-to-volume ratio of \(10^{-7}\). To ensure uniform mixing, tubes were rolled during the 1-h infection period at \(37^\circ\text{C}\). Next, the infected target cells were washed once (sufficient to remove sCD4 and cell-free virus) and resuspended in fresh media at \(5 \times 10^5 \text{ cells ml}^{-1}\). Cell monolayers were prepared by adding \(5 \times 10^5\) target cells and \(3.5 \times 10^4\) indicator cells to flat-bottom microtiter wells. A total of eight wells were plated per sCD4 and target cell concentration. Syncytia, representing the infection of individual target cells by cell-free virus (47, 48), were counted on day 4 following plating. For the assays in Fig. 2, conditions were modified so the target cell density was \(2 \times 10^5 \text{ ml}^{-1}\), the reaction volume was 1 ml, and inoculum-to-volume ratio was \(20^{-5}\) in all tubes. Thus, for the experimental stock, 1.4 and 0.28 nM sCD4 were present during incubation and assay, respectively. Cell monolayers were prepared by adding \(1 \times 10^5\) target cells and \(4.5 \times 10^4\) indicator cells to flat-bottom microtiter wells. For the assays in Fig. 3, conditions were modified so the target cell density was \(5 \times 10^5 \text{ ml}^{-1}\), the reaction volume was 1 ml, and inoculum-to-volume ratio was \(20^{-6}\) in all tubes. The six sCD4 concentrations were 0.0, 0.4, 0.8, 1.2, 1.6, and 2.0 nM. Cell monolayers were prepared by adding \(2.5 \times 10^5\) target cells and \(3.5 \times 10^4\) indicator cells to flat-bottom microtiter wells.

Viral stocks. After H9 cells were incubated at a multiplicity of infection equaling 0.1, the titer of infectious HIV-1HXB3 virions increased exponentially for 2 to 3 days (33). Hence, this multiplicity of infection was chosen for the preparation of optimized viral stocks. Before infection, H9 cells were grown at densities \((<5 \times 10^5 \text{ ml}^{-1})\) to ensure their exponential growth. H9 cells were treated with DEAE-dextran \((25 \mu\text{g ml}^{-1})\) for 30 min followed by centrifugation for 10 min at \(200 \times g\) and incubated with virus for 1 h. The infected H9 cells were washed twice (centrifugation for 10 min at \(200 \times g\), suspension in phosphate-buffered saline, and another centrifugation), suspended in fresh medium \((5 \times 10^5 \text{ cells ml}^{-1})\), and incubated with mixing at \(37^\circ\text{C}\). Two days later, the infected H9 culture was clarified by centrifugation \((20 \text{ min}, 10,000 \times g)\) and placed in an incubator. Infectivity assays were conducted either immediately following clarification or after specified intervals of incubation with mixing at \(37^\circ\text{C}\).

Soluble gp120 in viral stocks. Typically, after ultracentrifugation of day 2 HIV-1HXB3 stocks \((40 \text{ min}, 155,000 \times g)\), the concentration of soluble gp120 in the supernatant was \(\approx 5 \times 10^{-10} \text{ M}\) by gp120 enzyme-linked immunosorbent assay (ELISA) (Amersham-Biosciences). Thus, for inoculum-to-volume ratios of \(\leq 20^{-7}\), the average concentrations of soluble gp120 were at least sixfold smaller than \(1 \text{ SFU}\). For all infectivity assays, this ensured that soluble gp120 did not compete significantly (32) with virus-associated gp120 for sCD4 or cell surface CD4 during quantitative infectivity assays.

Removing sCD4 from preincubated viral stocks. To assess sCD4 blocking activity, 8-ml aliquots of HIV-1HXB3 stock were preincubated with 0, 2, and 20 nM sCD4 for 80 min at \(37^\circ\text{C}\). sCD4 was then reduced 1,000-fold by ultracentrifuging the preincubated stock 140 min, \(155,000 \times g\), removing the supernatant, and suspending the pellet in 8 ml of fresh medium. The numbers of syncytium-forming units (SFU) remaining after these manipulations are shown in Table 1.

### Table 1. Classifying the blocking activity of sCD4

<table>
<thead>
<tr>
<th>sCD4 concn (nM)</th>
<th>SFU/ml (mean ± SEM)</th>
<th>Irreversible inactivation of HIV (fold)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>((1.26 ± 0.01) \times 10^4)</td>
<td>None</td>
</tr>
<tr>
<td>2</td>
<td>((1.35 ± 0.02) \times 10^4)</td>
<td>1.1</td>
</tr>
<tr>
<td>20</td>
<td>((2.0 ± 0.2) \times 10^4)</td>
<td>63</td>
</tr>
</tbody>
</table>

* Day 2 viral stock was used.
* Results are averages of data for 16 microwell plates for each sCD4 concentration.

Quantifying blocking activity. To assess the inhibitory effects of sCD4 on HIV infectivity, plots of normalized infectivity (SFU/ml) with blocker multiplied by SFU without blocker, versus sCD4 concentration were constructed (32, 34). For unsaturated and saturated infectivity assays, the slope of such plots, [normalized inverse infection + 1] [sCD4], is the molar blocking activity. This definition applies to each concentration of blocker and does not require that inverse infection plots be linear.

Statistical analysis. Minimizing \(h_a b_i = \sum_i (y_i - (a_i b_i + h_i))^2\) gives a weighted least-squares linear fit to the data (26). \(y_i\) is the mean value of 1 SFU at the ith sCD4 concentration, \(a_i\) is the standard deviation of 1 SFU, and \(b_i\) is the sCD4 concentration at the ith data point. For normalized inverse infection plots, the weighted least-squares fit gives slope = \(a_i b_i\). In Fig. 1b and 3a, weighted least-squares linear fits were calculated from all data. In Fig. 3b, Because of upward curvature, fits were calculated from data at the lower four sCD4 concentrations. In Fig. 1a, the unweighted least-squares fit was obtained by setting \(a_i = 1\) at the lower three target cell densities. Confidence limits for the blocking activities in Table 2 were calculated by a standard bootstrap method (11).

REVERSIBILITY OF THE BLOCKING ACTIVITY OF sCD4. Agents that block HIV by binding to gp120 are either reversible after removal (competitive) or irreversible (noncompetitive). To evaluate sCD4 with respect to these categories, we preincubated HIV stocks with increasing concentrations of blocker (Table 1). After removal of sCD4 from these stocks, the number of infectious units was assessed with a quantitative infectivity assay. Compared with the control, 2 and 20 nM sCD4 inactivated HIV in 2 h by 1.1- and 63-fold, respectively. Thus, at high concentrations, sCD4 caused irreversible viral inactivation, as already reported by Kirsh et al. (28) and Moore et al. (45, 46). At low concentrations, however, sCD4 blocked HIV competitively.

EVALUATION OF ASSAY SATURATION ON COMPETITIVE BLOCKING ACTIVITY. It has been well established that HIV particles lose their infectivity with time (26, 40, 42). Assaying the infectivity of virions therefore reflects the race between spontaneous viral infectivity and blocking activity of sCD4.
The figure plots blocking activity of sCD4 versus target cell density for quantitative assays of HIV-1HXB3. At low target cell densities, every virion has at most a single chance to infect before inactivation. In such unsaturated assays, blockers will perturb single infectious events. At higher target cell densities, virions may have several chances to infect before inactivation. In such saturated assays, blockers must inhibit several potential infectious events. Hence, we expected that competitive blockers would appear significantly less effective at high target cell densities (32, 59).

To test this hypothesis, we conducted quantitative infectivity assays: low sCD4 concentrations and for a range of target cell densities. In unsaturated assays and at low sCD4 concentrations, previous work (32) showed that sCD4 blocking activity (defined in Materials and Methods) gave the gp120-sCD4 $K_{\text{block}}$ yielded (1.7 ± 0.2) × 10^{-8} M^{-1} from unsaturated infectivity assays (32).

Table 2. Summary of sCD4 blocking activity

<table>
<thead>
<tr>
<th>Target cell density (x 10^6 ml⁻¹)</th>
<th>Viral stock</th>
<th>Incubation (h)</th>
<th>Blocking activity ± 1 SD (M⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.25 × 10⁴</td>
<td>Day 2</td>
<td>0</td>
<td>(1.7 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁶</td>
<td></td>
<td></td>
<td>(3.5 ± 1.0) × 10⁶</td>
</tr>
<tr>
<td>4.00 × 10⁶</td>
<td></td>
<td></td>
<td>(1.3 ± 0.3) × 10⁶</td>
</tr>
<tr>
<td>1.60 × 10⁷</td>
<td></td>
<td></td>
<td>(8.5 ± 7.0) × 10⁰</td>
</tr>
<tr>
<td>Fig. 3a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00 × 10⁴</td>
<td>Day 2</td>
<td>0.5</td>
<td>(1.0 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>6.40 × 10⁴</td>
<td></td>
<td></td>
<td>(3.3 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁷</td>
<td></td>
<td></td>
<td>(8.4 ± 0.2) × 10⁰</td>
</tr>
<tr>
<td>Fig. 3b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00 × 10⁴</td>
<td>Day 6</td>
<td>0.5</td>
<td>(1.8 ± 0.2) × 10⁶</td>
</tr>
<tr>
<td>6.40 × 10⁴</td>
<td></td>
<td></td>
<td>(5.4 ± 0.5) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁷</td>
<td></td>
<td></td>
<td>(1.7 ± 0.2) × 10⁰</td>
</tr>
</tbody>
</table>

Using strain HIV-1HXB3 and the same formulation of sCD4, previous measurements of the gp120-sCD4 $K_{\text{block}}$ yielded (1.7 ± 0.2) × 10^{-8} M⁻¹ from unsaturated infectivity assays (32).

Inactivation and target cell infection. Figure 1a plots SFU versus target cell density for quantitative assays of HIV-1HXB3. At low target cell densities, every virion has at most a single chance to infect before inactivation. In such unsaturated assays, blockers will perturb single infectious events. At higher target cell densities, virions may have several chances to infect before inactivation. In such saturated assays, blockers must inhibit several potential infectious events. Hence, we expected that competitive blockers would appear significantly less effective at high target cell densities (32, 59).

To test this hypothesis, we conducted quantitative infectivity assays: low sCD4 concentrations and for a range of target cell densities. In unsaturated assays and at low sCD4 concentrations, previous work (32) showed that sCD4 blocking activity (defined in Materials and Methods) gave the gp120-sCD4 $K_{\text{block}}$ yielded (1.7 ± 0.2) × 10^{-8} M⁻¹ from unsaturated infectivity assays (32).

Table 2. Summary of sCD4 blocking activity

<table>
<thead>
<tr>
<th>Target cell density (x 10^6 ml⁻¹)</th>
<th>Viral stock</th>
<th>Incubation (h)</th>
<th>Blocking activity ± 1 SD (M⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.25 × 10⁴</td>
<td>Day 2</td>
<td>0</td>
<td>(1.7 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁶</td>
<td></td>
<td></td>
<td>(3.5 ± 1.0) × 10⁶</td>
</tr>
<tr>
<td>4.00 × 10⁶</td>
<td></td>
<td></td>
<td>(1.3 ± 0.3) × 10⁶</td>
</tr>
<tr>
<td>1.60 × 10⁷</td>
<td></td>
<td></td>
<td>(8.5 ± 7.0) × 10⁰</td>
</tr>
<tr>
<td>Fig. 3a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00 × 10⁴</td>
<td>Day 2</td>
<td>0.5</td>
<td>(1.0 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>6.40 × 10⁴</td>
<td></td>
<td></td>
<td>(3.3 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁷</td>
<td></td>
<td></td>
<td>(8.4 ± 0.2) × 10⁰</td>
</tr>
<tr>
<td>Fig. 3b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00 × 10⁴</td>
<td>Day 6</td>
<td>0.5</td>
<td>(1.8 ± 0.2) × 10⁶</td>
</tr>
<tr>
<td>6.40 × 10⁴</td>
<td></td>
<td></td>
<td>(5.4 ± 0.5) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁷</td>
<td></td>
<td></td>
<td>(1.7 ± 0.2) × 10⁰</td>
</tr>
</tbody>
</table>

Using strain HIV-1HXB3 and the same formulation of sCD4, previous measurements of the gp120-sCD4 $K_{\text{block}}$ yielded (1.7 ± 0.2) × 10^{-8} M⁻¹ from unsaturated infectivity assays (32).

Inactivation and target cell infection. Figure 1a plots SFU versus target cell density for quantitative assays of HIV-1HXB3. At low target cell densities, every virion has at most a single chance to infect before inactivation. In such unsaturated assays, blockers will perturb single infectious events. At higher target cell densities, virions may have several chances to infect before inactivation. In such saturated assays, blockers must inhibit several potential infectious events. Hence, we expected that competitive blockers would appear significantly less effective at high target cell densities (32, 59).

To test this hypothesis, we conducted quantitative infectivity assays: low sCD4 concentrations and for a range of target cell densities. In unsaturated assays and at low sCD4 concentrations, previous work (32) showed that sCD4 blocking activity (defined in Materials and Methods) gave the gp120-sCD4 $K_{\text{block}}$ yielded (1.7 ± 0.2) × 10^{-8} M⁻¹ from unsaturated infectivity assays (32).

Table 2. Summary of sCD4 blocking activity

<table>
<thead>
<tr>
<th>Target cell density (x 10^6 ml⁻¹)</th>
<th>Viral stock</th>
<th>Incubation (h)</th>
<th>Blocking activity ± 1 SD (M⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig. 1b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6.25 × 10⁴</td>
<td>Day 2</td>
<td>0</td>
<td>(1.7 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁶</td>
<td></td>
<td></td>
<td>(3.5 ± 1.0) × 10⁶</td>
</tr>
<tr>
<td>4.00 × 10⁶</td>
<td></td>
<td></td>
<td>(1.3 ± 0.3) × 10⁶</td>
</tr>
<tr>
<td>1.60 × 10⁷</td>
<td></td>
<td></td>
<td>(8.5 ± 7.0) × 10⁰</td>
</tr>
<tr>
<td>Fig. 3a</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00 × 10⁴</td>
<td>Day 2</td>
<td>0.5</td>
<td>(1.0 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>6.40 × 10⁴</td>
<td></td>
<td></td>
<td>(3.3 ± 0.1) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁷</td>
<td></td>
<td></td>
<td>(8.4 ± 0.2) × 10⁰</td>
</tr>
<tr>
<td>Fig. 3b</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.00 × 10⁴</td>
<td>Day 6</td>
<td>0.5</td>
<td>(1.8 ± 0.2) × 10⁶</td>
</tr>
<tr>
<td>6.40 × 10⁴</td>
<td></td>
<td></td>
<td>(5.4 ± 0.5) × 10⁶</td>
</tr>
<tr>
<td>1.00 × 10⁷</td>
<td></td>
<td></td>
<td>(1.7 ± 0.2) × 10⁰</td>
</tr>
</tbody>
</table>
proteases and surface-active agents contributed to degradation, the viral stock was diluted fivefold with fresh medium and incubated at 37°C. Dilution did not affect inactivation (33), ruling out significant contributions by soluble factors.

Figure 2b shows the ratio of SFU in the control and experimental stocks. During the first 6 h, the sCD4 blocking activity was constant and equaled $K_{\text{asso}} = 1.7 \times 10^7$ M$^{-1}$. This blocking activity agrees with unsaturated assays in Fig. 1b, verifying that the Fig. 2 assays were also unsaturated. With longer incubation, however, sCD4 blocking activity increased by more than 20-fold during a 3-h window. This rapid increase in sCD4 blocking activity at low concentrations was consistently observed with three other optimized HIV-1HXB3 stocks (33). Figure 2b demonstrates that sCD4 blocks aged viral stocks more readily than fresh viral stocks. Since HIV spontaneously sheds its envelope (42), the increase in sCD4 blocking activity with incubation suggests that some minimal number of unblocked gp120s is required for infection to occur (32). The multiphoton assay in Fig. 2a also supports this idea.

**Combined effects of assay saturation and viral stock age.**

We further examined the combined effects of assay saturation and spontaneous viral inactivation on sCD4 blocking activity. Figures 3a and b show assay results for HIV-1HXB3 stocks established identically but then allowed to replicate virus for 2 and 6 days, respectively. After incubation (without sCD4) for 30 min at 37°C, the blocking activities (Table 2) for both assays underestimate $K_{\text{asso}}$, indicating assay saturation. After 6 h, both blocking activities increased two- to threefold but their values still indicated saturation. After 13 h, the day 6 blocking activity equaled $K_{\text{asso}}$, whereas the day 2 blocking activity still reflected assay saturation. These results clearly show that spontaneous viral inactivation reduces assay saturation (34, 59) and increases blocking activity.

**DISCUSSION**

These studies indicate that increasing target cell density decreases blocking activity (Fig. 1b). In contrast, spontaneous viral inactivation increases blocking activity (Fig. 2b). Thus, the opposing influence of these variables can completely confound measurements of blocking activity that lack proper controls. These findings have important implications for understanding blocking activity in vivo and standardizing its measurement in vitro.

The data in Table 1 (from Fig. 1b) show that infectivity assays were unsaturated and partially saturated at target cell densities of $6.25 \times 10^4$ and $1.0 \times 10^6$ ml$^{-1}$, respectively. Thus, somewhere between these two target cell densities, a transition in sCD4 blocking activity took place. However, a previous study of sCD4 blocking activity with HIV-1HXB3 found that assays were unsaturated over this same range of target cell densities (32). That is, blocking activity agreed with chemical measurements of $K_{\text{asso}}$ and no transition took place. For both studies, the method of viral stock preparation and detection of infectious events were similar. Nevertheless, the blocking activities at $1.0 \times 10^6$ target cells ml$^{-1}$ were clearly dissimilar. The significant differences from two similar but separate studies demonstrate the need for standardizing assay conditions.

To compare blocking activities between studies or from one agent to another, quantitative infectivity assays must be unsaturated (32, 34, 59). One practical approach for meeting this requirement is to produce and store a large volume of viral stock in small aliquots. With these aliquots, a series of
assays at increasing target cell densities can then be performed to establish the range at which infection is proportional to cell density (Fig. 1a). As shown by the data in Table 2, sCD4 blocking activity in this range is reproducible and permits reliable measurements of $K_{\text{eq,ss}}$, even for viral stocks displaying positive synergy (Fig. 3b). Since laboratory (rapid-high) strains of HIV are easier to store and assay than field (slow-low) isolates, this approach to standardization will be considerably easier to apply to laboratory isolates. At present, however, we are unaware of any alternative method for quantitative comparisons between HIV strains.

Initial in vitro measurements of sCD4 blocking activity (10, 12, 22, 58, 21) suggested that nanomolar concentrations might have therapeutic effects in vivo. Subsequent to this, two separate sCD4-based drug trials in humans (25, 56) found that nanomolar sCD4 levels in plasma had, unexpectedly, no therapeutic effects (8). To investigate the cause of this outcome, Daar et al. (8) conducted a series of sCD4 sensitivity assays on fresh HIV-1 isolates from infected patients. Their results indicated that fresh HIV-1 isolates were 100- to 1,000-fold less sensitive to sCD4 blocking than were laboratory isolates. Although the biochemical basis for differences between field and laboratory strains was not determined, the decreased sensitivity was consistent with reductions in the chemical gp120-sCD4 $K_{\text{eq,ss}}$. Since HIV-1 and HIV-2 gp120-sCD4 $K_{\text{eq,ss}}$ differ by 20-fold (32, 44), Daar et al. (8) suggested that large differences in $K_{\text{eq,ss}}$ within HIV-1 might also be possible. We do not disagree with this biochemical explanation of decreased sCD4 blocking activity for fresh HIV-1 isolates. However, Fig. 1b also demonstrates that assay saturation results in significant reductions in sCD4 blocking activity. Assay saturation thus provides an alternative explanation for their observations with fresh HIV-1 isolates in vitro.

Decreasing blocking activity with increasing target cell density unifies two observations regarding therapeutic blockers and humoral immunity. First, it provides a reasonable explanation for the failure of sCD4-based therapies in vivo. Figure 1b shows that sCD4 blocking activity declines rapidly at target cell densities typical of blood, $10^6$ to $10^7$ ml$^{-1}$. Hence, sCD4 is unlikely to affect the in vivo spread of HIV in lymphoid compartments that have CD4$^+$ cell densities of $10^7$ to $10^8$ ml$^{-1}$. This suggests that therapeutic blockers (8, 25, 56) in these microenvironments need to be essentially irreversible, with $K_{\text{eq,ss}}$ at least 100-fold greater than $10^4$ M$^{-1}$. Second, this decrease also provides a discounting explanation for the failure of immunoglobulins to clear initial HIV infection in vivo. Preliminary investigations of 0.5B, a monoclonal immunoglobulin binding to the V3 loop in gp120 (23, 24, 54, 57), demonstrated that inverse infection plots (see Fig. 1b) were linear in concentration and sensitive to HIV-1Xb33 stock age (see Fig. 3) (33). Thus, the blocking activity of 0.5B appears to mimic that of sCD4. If other gp120-binding immunoglobulins are similar to 0.5B, this finding suggests that they will also provide little or no protection to the spread of infection in lymphoid compartments.

Persistence of infection is commonly observed for viruses that infect lymphocytes and macrophages (8). The inability of gp120-binding immunoglobulins to block infection at high target cell densities therefore provides new insights into the mechanisms of such persistence.

Figures 2 and 3 show that sCD4 blocking activity increases with preincubation of viral stocks. Since spontaneous shedding of gp120 has been shown to accompany the loss of HIV infectivity (42, 45, 46), the increasing blocking activity in
both figures is presumably due to fewer gp120 knobs per active virion. Beyond this, however, the underlying explanation for these increasing activities is fundamentally different. Figure 2 shows an increasing blocking activity for unsaturated assays, whereas Fig. 3 shows it for saturated ones. For unsaturated assays, increasing sCD4 blocking activity suggests that HIV requires a density (or minimal number) of gp120 molecules for efficient infection of CD4+ cells. This agrees with earlier observations of concentration-dependent sCD4 blocking activity, which showed enhancements after ~50% of gp120 molecules were bound (32). For saturated assays, increasing blocking activity suggests that the loss of gp120 is accompanied by a reduction in the number of chances that a virion has to infect before inactivation. This idea is consistent with the linear relationship (Fig. 1b) between sCD4 concentration and the blocking of infection in unsaturated assays.

Animal testing is an essential step in developing an HIV vaccine. Like human transmission, experimental transmission probably takes place with HIV particles having different ages (time elapsed after budding). Consequently, immunoglobulins induced by a vaccine will have to block particles of all ages. The data in Fig. 3 suggest that newer HIV particles will be more difficult to block than older ones. Aged animal challenge stocks may thus give inappropriately high estimates of humoral efficacy in animals. In addition, the 20-fold increase in sCD4 blocking activity (from 8 to 11 h in Fig. 2b) that is accompanied by only a 2.7-fold decrease in SFU (control stock in Fig. 2a) demonstrates that increases in blocking activity are not represented by decreases in viral titer. Hence, losses in a challenge stock's titer may not accurately reflect increasing blocking activity by immunoglobulins. Consideration should therefore be given to optimizing animal challenge stocks and finding new yardsticks for evaluating such stocks. Investigations of gp120-to-p24 and gp120-to-particle ratios for assessing and monitoring challenge stock fitness in vitro are now under way.

Finally, our results indicate a need to develop rigorous screening procedures for evaluating potential HIV therapies and vaccines. The methods described in this report provide a standard and quantitative means for evaluating gp120-binding therapeutics and immunoglobulins over a variety of target cell densities that are found in vivo.
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The life cycle of HIV can be divided into two distinct stages: intracellular and extracellular. The prevailing view is that the intracellular stage provides the only locus for regulating the virus in response to physiologic stimuli. Such regulation is accomplished by modulating the rates of transcription, translation and viral assembly. The extracellular stage consists of physical processes such as diffusion, adhesion and penetration of cells by viral particles. These latter processes are commonly thought to be "automatic" and not subject to regulation. For the past several years, we have developed means of more carefully measuring and characterizing the extracellular stage of HIV infection, and we have obtained evidence indicating that novel regulatory processes do, in fact, take place during this extracellular stage. We believe that this extracellular regulation permits HIV to adapt to a wide range of physiologic cell densities, to maintain persistent but slow growing infection, and to defeat the protective activity of humoral blockers. The overall purpose of this review is to consider our evidence for this hypothesis.

KEYWORDS: human immunodeficiency virus, infectivity assay, soluble CD4, immunoglobulin, humoral immune response

INTRODUCTION

The maintenance of persistent HIV infection requires that a balance be struck between seemingly contradictory objectives. HIV must reproduce and evade immune surveillance, yet it must not overly attack the host to the point of premature death. To accomplish this balance, we believe that HIV auto-regulates its extracellular stage of infection. This view arose from a series of studies conducted over the past several years to identify the processes occurring during the extracellular stage of HIV infection and to understand their physiologic significance. The essential tools for this work have been kinetic models of HIV infection and quantitative infectivity assays. The models simulate four reactions taking place during an assay: infectious contact between virion and cell, spontaneous shedding of gp120, simple linear activation, and formation of gp120-blocker complexes. By using these models, we developed a series of experiments for investigating the influence of these four reactions on infection [1-4]. Subsequently, quantitative HIV assays were carried out with different cell densities and blocker concentrations, and with viral stocks that were either fresh or aged. Assay results were then used to identify agreements or disagreements...
with the models, further refine experimental techniques, and reduce the effects of extraneous variables [5, 6].

After analyzing numerous infectivity assays with "laboratory" strains of HIV-1 and -2, an overall picture of extracellular infection kinetics and auto-regulation has begun to emerge. It is based on the recognition that the initial binding of HIV to a target cell is, in many ways, similar to the adhesive interaction between two immune cells. For such cell-cell interactions, Bell, Dembo and Bongrand [7, 8] have shown that adhesion between two surfaces represents a first-order thermodynamic phase transition which takes place when a certain "critical number" of interactions between adhesion molecules is exceeded. If the density of adhesion molecules is below this critical number, the cellular surfaces will simply not adhere [9, 10]. The exact value of the critical number is a function of several variables, most importantly the strength of the repulsive electrostatic potential between the surfaces and the association constant of the adhesion molecules for their complementary receptor (see the review by Springer [9]).

In the case of HIV, the adhesion molecule is gp120 and the cellular receptor is CD4. In view of the requirement for a critical number of interactions, it is not surprising that HIV is studded with a high density of gp120 molecules. On the other hand, it is rather puzzling that spontaneous shedding of gp120 takes place and is correlated with the progressive "multi-hit" loss of viral infectivity (see next section). This finding contradicts the "classic" single-hit model of viral inactivation, where whole viral particles (rather than individual envelope proteins) are considered as the elemental unit of infection and neutralization [11, 12]. More fundamentally, however, the seemingly "suicidal" propensity of HIV to shed an essential protein is difficult to understand if the virus is locked in a mortal struggle against the host's defenses [13].

In order to rationalize the functional role of gp120 shedding, let us consider the hypothesis that the host's immune defenses play a relatively minor role in limiting infection. In this case, survival of the host, and thus transmission of infection, must depend on auto-regulatory mechanisms that are intrinsic to HIV. In terms of such an auto-regulation hypothesis, the spontaneous shedding of gp120 makes perfect sense. Without this shedding, it would be only a matter of time before every viral particle collided with and infected a target cell. This would lead to an overwhelming infection within the host. Thus, gp120 shedding creates a limited interval during which a viral particle must either infect or die. This race against time creates the context within which other regulatory factors are able to modulate the probability that a viral particle will infect before it inactivates. It becomes conceivable that there are means of switching a virion's infectiousness on and off.

Our experimental evidence implicates several variables in determining whether a viral particle will infect a cell before it spontaneously inactivates [5, 6]. One of these variables is target cell density. Low target cell densities are obviously associated with small probabilities of encounter between virions and susceptible cells. Because HIV spontaneously sheds gp120, it is likely that the gp120 content of a virion will fall below the critical number before it encounters a susceptible cell. Conversely, high densities are associated with large probabilities, which favors infection. (Virologists often term these two conditions as "unsaturated" and "saturated," respectively. This is an entirely distinct notion from the multiplicity of infection, MOI.) Examples of other factors which modulate the probability that a viral particle will infect before it inactivates are: the concentration of humoral blockers, the density of CD4 on target cell surfaces, the affinity of gp120 for CD4, and the magnitude of the repulsive barrier between virion and cell. The role of these various factors are discussed in greater detail below.
Let us now see how this perspective applies to physiology. Like other lentiviruses, HIV infects cells that are located in lymphoid, reticuloendothelial and nervous tissues [14-16]. The microscopic anatomies of these tissues are all different and thus they contain a wide range of cell densities. For example, typical CD4+ cell densities in blood and lymph nodes are $10^6$ to $10^7$ and $10^7$ to $10^9$ ml$^{-1}$, respectively [17]. At the densities in lymph node, the rate of infectious collisions will be high. Hence, particles will rarely escape from this space unless they retain very small amounts of gp120. Conversely, when HIV particles enter the blood, the rate of infectious collisions will be much smaller. This will permit time for viral particles to diffuse away from their site of release, even when they retain large amounts of gp120. Thus, it is reasonable to expect that HIV will require different amounts of gp120 in these diverse physiologic environments.

Recently, gp120 shedding from viral particles was shown to be accelerated by exposure to high sCD4 concentrations [18-21]. It was proposed that this shedding was required to expose fusion domains within gp41. This hints that fusion domains within gp41 are labile and must be exposed at the very moment of virus-cell interaction. The auto-regulatory implications of this observation are not clear but it is interesting to speculate that facilitated shedding could provide yet another means of modulating infectivity.

Both shedding and overproduction of gp120 have been implicated in disrupting normal immune function [22-24]. This is borne up by experiments showing that uptake and presentation of gp120 fragments on T cell surfaces is accompanied by cell-mediated killing of uninfected "bystander" cells [25, 26]. If this mechanism applies in vivo, it is complementary to and in no way contradicts our hypothesis regarding the functional significance of gp120 shedding.

FIRST KINETIC MODEL

The essential tools for our work have been kinetic models of HIV infection and quantitative infectivity assays, which we will describe below. When we formulated the original kinetic model of HIV infection (Fig. 1), the available evidence suggested that four reactions were relevant to our work: infectious contact between virion and cell, spontaneous shedding of gp120, single-hit viral inactivation, and formation of gp120-blocker complexes [1-4]. Infectious contact between virions and cells was described by a single rate constant, $k_i$. This lumped parameter represented a number of viral-cell interactions culminating with the detection of a single infectious event. For a particular type of target cell, we expected that each viral strain would express a unique rate. Pictures from electron microscopy showed approximately 80 gp120 knobs covering the surface of budding HIV particles. These knobs subsequently disappeared with aging [27-30]. We therefore assumed that the shedding rate, $k_s$, was first-order with time and that the knobs were monomers. Experiments with other retroviruses showed that immunoglobulin-free serum contained surface-active agents and proteases that neutralized infectivity [31]. We thought it likely that similar nonspecific factors neutralized HIV by first-order processes, $k_n$, and that such processes were gp120-independent. Blocking of gp120 by monovalent agents was represented by forward and reverse rate constants for complex formation, $k_f$ and $k_r$, respectively. The ratio of these rates equaled the gp120-sCD4 association constant [32].

To apply these four reactions to the analysis of infectivity assays, we introduced two simplifying conditions [1-4]. The first was that all viral particles were members of a single homogenous cohort. In other words, all particles were born at the same time and started out
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FIGURE 1  There are four reactions in the original kinetic model of HIV infection. \( k_i \) is rate of infectious contact between a virion and target cell. \( k_s \) is rate of spontaneous shedding of gp120 from virions, which causes multi-hit inactivation. \( k_h \) is rate of nonspecific killing of virions, which causes single-hit inactivation. \( k_r \) and \( k_f \) are the forward and reverse rates of gp120-sCD4 complex formation, respectively. The rates of blocking take place on time scales that are rapid compared to the rate of infection.

with the same number of gp120 knobs. The second condition was that each knob on a viral particle was "equivalent" and "independent" with respect to infection, shedding, single-hit inactivation, and blocking. Thus, viral particles had rates of infectious contact that were proportional to the number of free gp120 knobs on their surfaces. Under these conditions, viral particles could lose their infectivity in small increments by shedding knobs (multi-hit) and all at once by sustaining single-hit inactivation. Finally, we considered infectivity assays that were conducted with small HIV inocula to insure low multiplicities of infection and to prevent soluble gp120 (shed knobs) from blocking a significant fraction of CD4 receptors on target cell surfaces.
In analyzing the kinetic model, we initially chose to examine the blocking of HIV infection by sCD4 [33–37]. We made this choice for three reasons. First, sCD4 was monovalent [38, 39], which conformed to the framework of our original analysis. Second, chemical measurements of the gp120-sCD4 $K_{assoc}$ were available for HIV-1 [33] and HIV-2 [40]. These measurements were essential for making comparisons between biological responses and fundamental thermodynamic parameters. Third, initial calculations by us [1] and subsequent experimental measurements by Ashkenazi et al. [41] and Dimitrov et al. [42] showed that gp120-sCD4 complexes were in a state of equilibrium when a viral particle and target cell collide. In other words, the forward and reverse rates of blocking, $k_i$ and $k_r$, respectively, occurred on time scales that were rapid compared to the rate of infection, $k_i$. From steady-state calculations, the fraction of free and complexed gp120 molecules was $1/(1+\beta)$ and $\beta/(1+\beta)$, respectively, where $\beta = [sCD4] \times K_{assoc}$. These quasi-equilibrium relationships afforded us considerable utility in analyzing infectivity assay data [5, 6].

**QUANTITATIVE INFECTIVITY ASSAYS**

There were two approaches for quantifying infection by HIV. The first is to calculate an infectious dose 50% (ID-50) using statistical methods, such as those by Kärber [43] and Spearman [44]. The second is to count infectious events directly from syncytium-forming assays. The principal advantage of the ID-50 method is flexibility. A variety of target cells, HIV strains and viral antigens can be used to score infection as positive or negative. The disadvantage, however, is that large numbers of wells are required for accuracy. The advantages of the syncytial method are rapidity and precision, but these practical attributes are constrained to a small number of HIV strains which form countable syncytia.

Given our requirements for precision, we initially selected to use the syncytium-forming infectivity assay developed by Nara [45, 46]. In the original version of this assay, all manipulations of cells were performed in microtiter wells. Thus, it was not suited for accommodating an extensive range of experimental conditions. In collaboration with Peter Nara (National Cancer Institute), we therefore undertook a large series of experiments with HIV-1 and -2 to develop a new version of the assay [5]. This version separated CEM-SS cells into two groups: “target” and “indicator” cells (Fig. 2). Target cells were manipulated (diluted, infected and washed) in a number of individual tubes. Subsequently, these infected cells were added to monolayers of uninfected indicator cells for readout. The new version of the assay facilitated the addition and removal of blocking agents, accommodated a wide range of target cell densities, and significantly reduced artifacts [6]. All results presented below come from this new version of the infectivity assay. We have also performed a small number of assays with freshly isolated human peripheral blood mononuclear cells (PBMC) as target cells. These PBMC assays gave similar results to CEM-SS assays (data not shown).

**Assay Protocol**

CEM-SS cells are grown at densities ($\sim 5 \times 10^5$ ml$^{-1}$) that maintain exponential growth. To perform an assay, cells are suspended in fresh media to serve as “indicator” and “target” cells. Uninfected cell monolayers are prepared by adding $3.5 \times 10^4$ CEM-SS cells to flat-bottomed microtiter wells (96 wells per plate). These indicator cells are then incubated at 37°C for later use. A fixed number of target cells are added to tubes containing different volumes of fresh media and amounts of sCD4 (for a range of target cell densities and
blocker concentrations). To obtain a constant inoculum to volume ratio for all tubes, graded amounts of HIV stock are then added to each tube. A particular ratio is selected to give a MOI less than 0.1, a total gp120 concentration less than 0.1 \times K_{Jup}, and a satisfactory statistical count of syncytia. To assure uniform mixing, tubes are rolled during the infection period (either 1 or 2 hours) at 37°C. Next, to remove cell-free virus and blocker, infected target cells are washed once by centrifuging and suspending them in fresh media. Infected cell monolayers are prepared by adding a small number of target cells (2500 to 5000) to indicator cell monolayers. Thus, in all wells, indicator to target cell ratios are at least 7 to 1. A total of 8 wells are plated per target cell and blocker concentration. Syncytial forming units, SFU, representing the infection of individual target cells by cell free virus are counted 3 to 5 days following plating [5, 6].

Statistical Analysis of Data

The slope of a normalized inverse infection plot, \([ (\text{normalized inverse infection}) - 1 ] \div [\text{blocker concentration}]\), is defined as the "biological blocking activity" [5, 6]. Biological blocking activity is a weighted least squares fit to the data: \[ y_i = \Sigma \left( \frac{x_i - (a x_i + b) + \sigma)}{\sigma} \right)^2 \], which gives a weighted least-squares fit to the data. \( y_i \) is the mean value of 1/SFU at the \( i \)th sCD4 concentration, \( \sigma \) is the SD of 1/SFU, and \( x_i \) is the sCD4 concentration at the \( i \)th data point. For normalized inverse infection plots, the weighted least-squares fit gives slope = \( a + b \). Unweighted least-squares fits are obtained by setting \( \sigma = 1 \). Confidence limits for the biological blocking activities are calculated by a standard bootstrap method [47].
In fluid suspensions, the rate of encounter between a viral particle and target cell is proportional to cell density [1-4]. At low cell densities, particles will have small rates of collision. Conversely, at high densities, the rates will be large. If a fixed number of particles and cells are added to a series of tubes containing various volumes of media, then after a period of time we will expect to observe quantitatively different outcomes. At low cell densities, the number of infectious events will grow in proportion to density; but at higher densities, this growth will be less than proportional. When the cells reached sufficiently high density, all active particles will infect and we will observe a plateau in the assays. Figure 3A illustrates this full range of "unsaturated", "partially saturated" and "saturated" behavior for the kinetic model. In close comparison, Figure 3B demonstrates unsaturated and partially saturated behavior for quantitative infectivity assays of HIV-1HXB3. As we can see, the density of $1.6 \times 10^7$ cells ml$^{-1}$ is not sufficient for reaching complete saturation.

Now if a small amount of sCD4 is added to the media in the assays, there will be some blocking of gp120 and the rate of infection will diminish. According to the assumption of "independent" and "equivalent" gp120s, the new rate will be proportional to the number of unblocked (free) gp120 molecules on viral particles. As a result, we expect unsaturated behavior to extend to higher cell densities. Once again, Figure 3A illustrates this behavior for the model and Figure 3B demonstrates comparable behavior for assays of HIV-1HXB3 containing 2.4 nanomolar (nM) sCD4. As we can see, a small concentration of sCD4 in the assays means that higher cell densities are needed for achieving assay saturation. This agreement between the kinetic model and quantitative infectivity assays has been demonstrated for both HIV-1 and HIV-2 [5, 6].

In principle, the absolute concentration of infectious particles in HIV stocks can be measured with saturated assays. In practice, however, we have been unable to perform such assays because of the inherent limitations in culturing target cells at high densities for more than several hours. Therefore, to estimate the upper limit for this number, we collaborated...
with Hans Gelderblom and Herbert Renz (Robert Koch Institute, Berlin) in counting all the particles in optimized viral stocks. Briefly, this was done by adding a known concentration of latex spheres to viral stocks and ultracentrifuging the mixture. Since the spheres and viral particles had similar sedimentation coefficients (~1000 Svedberg), they migrated to the bottom of the centrifuge tube in equal proportion. Next, with ultra thin-section electron micrographs, the ratio of particles to spheres in the pellet was measured, which permitted calculations of the absolute particle concentration. In one (typical) partially saturated infectivity assay, the ratio of infectious to total particles was $\frac{(2 \times 10^6 \text{ SFU ml}^{-1} - (1 \times 10^4 \text{ particles ml}^{-1}) = 2 \times 10^{-4} \text{ SFU particle}^{-1}$. This ratio sets an upper bound on the fraction of infectious particles. As expected, this limit was much smaller for unsaturated assays, where the ratios ranged from $1 \times 10^{-5}$ to $1 \times 10^{-6} \text{ SFU particle}^{-1}$. It is certainly conceivable that a sizable fraction of these minimally infectious or "defective" particles would infect at the cell densities ($10^8$ to $10^9 \text{ ml}^{-1}$) found in lymphoid organs. In other words, the best current methods of measuring infectious particles may be detecting only the "tip of the iceberg." Let us keep these underestimates in mind when considering the notion that HIV requires a critical number of gp120s for efficient infection of cells.

### Blocking Activity Versus Target Cell Density and sCD4 Concentration

According to the assumption of "independent" and "equivalent" gp120 molecules, the rate at which a viral particle infects is proportional to the number of unblocked gp120s on its surface [1-4]. This neutral hypothesis predicts that a plot of "normalized inverse infection" (1/SFU with blocker multiplied by SFU without blocker) versus sCD4 concentration will be a straight line. In other words, inhibition proportional to formation of gp120-sCD4 complexes. Upward curvature in normalized inverse infection plot indicates positive synergy in the blocking of infection by sCD4. On the other hand, downward curvature indicates negative synergy. To facilitate analysis, let us define the slope of such plots, 

$$\left(\frac{\text{normalized inverse infection}}{\text{sCD4}} - 1\right)$$

as the "biological blocking activity" of sCD4. This definition will apply to all sCD4 concentrations and does not require the plots to be linear.

Let us now use this definition to see whether the kinetic model passes two decisive tests. The first is measuring the biological blocking activity of sCD4 from unsaturated infectivity assays. In such assays, viral particles will have at most a single chance to infect before inactivation. Thus, the assumption of equivalent and independent gp120s implies that sCD4 blocking activity will equal the $K_{\text{assoc}}$ from chemical measurements [5]. The second test is measuring the biological blocking activity in partially saturated assays. In this case, particles will have several chances to infect before inactivation and sCD4 will have to inhibit several potential infectious events. As a result, the kinetic model predicts that sCD4 blocking activity will decline monotonically with increasing degrees of saturation [6].

Figure 4A illustrates this behavior for solutions of the model at two cell densities. At the lower cell density (upper plot), conditions are unsaturated and the slope of $1 \times 10^9 \text{M}^{-1}$ equals the $K_{\text{assoc}}$ used in the simulations. At the higher cell density (lower plot), conditions are partially saturated and the slope underestimates $K_{\text{assoc}}$ by fourfold. As we can see, Figure 4B shows equivalent behavior for infectivity assays of HIV-1mX83. At the lowest cell density, the biological blocking activity of sCD4 agrees with the chemical $K_{\text{assoc}}$ to within a standard deviation $[(1.2 \pm 0.2) \times 10^9$ and $(8 \pm 5) \times 10^8 \text{ M}^{-1}$ in references 33 and 40, respectively]. With progressive assay saturation, the figure also shows marked reductions in sCD4 blocking activity. At the highest cell density, the blocking activity declined by 50-fold.
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FIGURE 4 (A) Numerical solution of the model illustrating a declining slope as cell density increases. (B) Results from quantitative infectivity assays of optimized HIV-lhx3 stock at four target cell densities. Slopes are weighted least squares fit to the data. Results are the mean of 8 wells; error bars show ± 1 SD. See Table I for a summary of the biological blocking activities.

These results from unsaturated and partially saturated assays give further evidence that the kinetic model is basically correct.

With unsaturated assays, we have examined the biological blocking activities of three different strains of HIV [5]. For HIV-lhx3, HIV-1MN and HIV-2NH2, the biological blocking activities were $(1.4 \pm 0.2) \times 10^9$, $(1.7 \pm 0.1) \times 10^9$ and $(8.5 \pm 0.5) \times 10^7 \text{M}^{-1}$, respectively. These values agreed, to within a factor of two, with the gp120-sCD4 $K_{assoc}$ from a number of independent chemical measurements [33, 40, 41, 48]. These results support the hypothesis of equivalent and independent gp120s, and also show HIV-1 and -2 have susceptibilities to blocking that differ by 15- to 20-fold [40, 49, 50]. This finding opens the issue that the $K_{assoc}$ may vary widely between viral strains [51] and be an important determinant of pathogenicity [1, 3].

Thus far we have discussed neutralization at low sCD4 concentrations, [sCD4] $\times$ (biological blocking activity) $\approx 1$. At slightly higher sCD4 concentrations, normalized inverse infection plots for all strains studies demonstrated an unexpected upward curvature, indicating positive synergy in the blocking of infection by sCD4. To examine this in greater detail, we normalized the abscissa of these plots by multiplying sCD4 concentrations by their respective biological blocking activities. This procedure gives a numerical value of

<table>
<thead>
<tr>
<th>CEM-SS density (M$^{-1}$)</th>
<th>Symbol in Figure 4B</th>
<th>Biological blocking activity mean ± 1 SD (M$^{-1}$)</th>
<th>Blocking activity ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>$5.6 \times 10^9$</td>
<td>⊙</td>
<td>$(1.9 \pm 0.1) \times 10^9$</td>
<td>1.0</td>
</tr>
<tr>
<td>$1.0 \times 10^9$</td>
<td>□</td>
<td>$(4.9 \pm 0.3) \times 10^9$</td>
<td>0.49</td>
</tr>
<tr>
<td>$8.0 \times 10^7$</td>
<td>△</td>
<td>$(4.9 \pm 0.2) \times 10^9$</td>
<td>0.14</td>
</tr>
<tr>
<td>$6.3 \times 10^6$</td>
<td>▼</td>
<td>$(2.1 \pm 4.4) \times 10^7$</td>
<td>0.021</td>
</tr>
</tbody>
</table>
one to the sCD4 concentration at which half the gp120 molecules were blocked. Figure 5 shows the results of this normalization for three viral strains [5]. The line signifies inhibition that is proportional to gp120-sCD4 complex formation. As we can see, when more than half of gp120s were bound, all three strains demonstrated a similar pattern of upward curvature. Thus, at higher concentrations, the biological blocking activity of sCD4 cannot be explained simply on the basis of independent and equivalent gp120s.

The pattern of upward curvature in Figure 5 is rather surprising and eliminates a large class of plausible blocking mechanisms. For example, let us suppose that virions in an inoculum have widely divergent susceptibilities to sCD4 blocking. This could be caused by differences in $K_{\text{on}}$ or by differences in the rate of infectious contact between virions and cells. In such cases, small amounts of sCD4 will easily block the most susceptible particles. As the amount of sCD4 increases, the most easily blocked particles will be eliminated and the only ones remaining will be the resistant fraction. Consequently, successive increments in blocking will become more difficult to achieve. As a result the blocking activity of sCD4 will display a marked negative synergy, which is completely inconsistent with the data.

Let us now consider plausible explanations for the upward curvature in Figure 5. The first and most obvious one is that high sCD4 concentrations accelerate gp120 shedding [18–21]. As demonstrated below, we have ruled out this explanation for our assays of HIV-1HxB3. The second explanation is that HIV requires a critical number of unblocked gp120s for efficient infection of CD4+ target cells [5]. When the number of unblocked gp120s falls below this critical number, the infection rate drops dramatically, leading to the upward curvature in Figure 5. The third explanation is that sCD4 exerts allosteric effects on the gp120 coat. In other words, by influencing neighboring gp120 molecules, gp120-sCD4 complex formation does more than just sterically hinder.

To dispense with the first explanation, we preincubated HIV-1HxB3 stock with 0, 2 and 20 nM sCD4 for 80 min at 37°C. sCD4 was then reduced ~1000-fold by ultracentrifuging the preincubated stock, removing the supernatant, and suspending the pellet in fresh media.

![Figure 5](image-url)
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Subsequently, the number of infectious units were assessed with a quantitative infectivity assay. Compared to control, 2 and 20 nM sCD4 inactivated HIV by 1.1- and 63-fold, respectively [6]. As we can see, higher sCD4 concentrations caused irreversible viral inactivation as already reported [18–21]. At the sCD4 concentrations (less than 2.4 nM) used in our assays of HIV-lHxB3, however, binding of sCD4 to viral gp120 was readily reversible by simple washing. Thus, the upward curvature in Figure 5 cannot be explained by enhanced shedding. We will further examine the critical number hypothesis and the allosteric hypothesis in subsequent experiments.

In this section, we presented evidence showing that infection kinetics are sensitive to small variations in target cell concentration, gp120-sCD4 $K_{assoc}$ and number of unblocked gp120 molecules per virion. Contrary to the prevailing view, this demonstrates that the infection of target cells by viral particles is not an “automatic” process.

Shedding of gp120 versus Preincubation Time

The shedding of gp120 is required for our notion of auto-regulation of HIV infectivity (see introduction). Therefore, we have undertaken experiments to demonstrate that this shedding takes place on a time scale that is biologically relevant and that, in fact, it is the primary cause of viral inactivation [52].

To determine the kinetics of gp120 shedding, we rapidly grew and harvested an HIV-lHxB3 stock. This optimized stock was then incubated at 37°C. At regular intervals, aliquots of the stock were ultracentrifuged and the supernatant was separated from the pellet. Subsequently, the pellet was suspended in fresh media and both samples were frozen. At the same time, an unspun aliquot of the viral stock was also frozen and infectious viral particles were quantified with syncytial assays. To quantify the concentrations of envelope and core proteins, we then used gp120 and p24 enzyme-linked immunosorbent assays (ELISA). Figure 6A shows the results for the gp120 ELISA [53, 54] that were performed in collaboration with John Moore (Chester Beatty Laboratories, London). Figure 6B shows the results for the p24 ELISA that were performed with assays from DuPont [55].

Figure 6A demonstrates that the concentration of viral-associated gp120 in the pellet (○)
decreased with preincubation times up to 48 hours (pellet half life = 25 ± 7 hrs). Also as expected, the concentration of soluble gpl20 in the supernatant increased with time. Summing the concentrations of gpl20 in the pellet and supernatant gave a total that was conserved during the experiment (pellet + supernatant half life = 1500 hrs). This total agreed with the concentration of gpl20 in the unspun samples (data not shown), which further confirmed that gpl20 was stable with time. The least-squares fit to the pellet data yielded an excellent straight-line fit (correlation coefficient = 0.85), showing that spontaneous shedding of gpl20 from viral particles was first-order with time. This clearly confirms that the description of shedding in the kinetic model of infection was valid.

Figure 6B shows decreasing p24 in the pellet, that is accompanied by increasing p24 in the supernatant. Summing the p24 in the pellet and supernatant gave a total that was conserved with time (pellet + supernatant half life = 370 hrs). Again this total agreed closely with p24 concentrations in unspun samples (data not shown). The rate at which p24 disappeared from the pellet (half life = 100 ± 20 hrs) was more than fourfold slower than that of gpl20. The loss of intact viral particles was therefore an insignificant factor contributing to the decline of gpl20 in Figure 6A [52].

By thin-section electron micrographs, the absolute number of virions in this stock was 5 x 10^9 particles ml^-1. Therefore, at the beginning of the incubation period, we calculated an average of ~10 gpl20 molecules per particle and ~5 x 10^-17 g of p24 per virion. At the end of the incubation period, we find that this average has fallen to ~2.5 gpl20 molecules per particle, with the p24 content remaining constant. To ascertain whether loss of gpl20 plays a role in the auto-regulation of HIV infectivity, it is necessary to correlate these ELISA measurements with infectivity assays. This will be done in Figure 7.

Loss of Infectivity Versus Preincubation Time

Figure 7 shows the spontaneous decay of HIV-IHXB3 infectivity at 37°C. These data are an average of four separate “decay” assays. Each one was conducted with a fresh viral stock that was grown and harvested under similar conditions. In all four experiments, there was an initial period of slow inactivation (0 to 7 hrs) followed by a pronounced acceleration in the

![Graph showing the spontaneous decay of HIV-IHXB3 infectivity at 37°C. SFU are an average of four decay experiments. Each point in the figure is the geometric mean of 16 to 32 wells, error bars show ± 1 SD. Data were normalized to a numerical value of one at zero hours.](image-url)
decay rate. This same qualitative behavior is observed regardless of the presence or absence of sCD4, and regardless of unsaturated or saturated assay conditions [6, 52]. This concave downward decay profile is most consistent with the notion of a critical number of gp120 molecules for efficient infection. The notion of a critical number explains the acceleration of the decay rate and also explains how a twofold loss of gp120 (from 0 to 25 hrs in Fig. 6) translates into a 20-fold loss of HIV infectivity (from 0 to 25 hours in Fig. 7). Once again, the allosteric model is unable to account for these observations. It would predict a mere twofold loss of infectivity over the period of the experiment.

**Assay Saturation Versus Preincubation Time**

In partially saturated infectivity assays, viral particles have several chances to infect before inactivation. In other words, while viral particles and target cells intermix, the average rate of collision is large enough to permit multiple infectious contacts per particle. One observable consequence of these favorable odds is that the biological blocking activity of sCD4 underestimates the $K_{max}$ from chemical measurements (Fig. 4). If we now preincubate a viral stock for increasing intervals before use, particles will spontaneously shed their gp120. Thus, the average number of gp120 molecules per particle will decrease and, as a result, particles will have smaller rates of infectious contact. With increasing preincubation time, we therefore expect that effects due to assay saturation will gradually disappear [1-4]. Figure 8A illustrates this behavior for solutions of the kinetic model at two preincubation times. Without preincubation, the slope underestimates the $K_{max}$ used in this simulation (1 x $10^9$ M$^{-1}$) by about fourfold. With preincubation, however, the slope increases to a level equaling $K_{max}$ and remains at this numerical value with increasing time. This unchanging blocking activity reflects the fact that inhibition is proportional to gp120-sCD4 complex formation. Figure 8B demonstrate similar behavior for an HIV-IHXB3 stock. After preincubation (without sCD4) for 30 minutes at 37°C, the blocking activity (slope) underestimated $K_{max}$, which indicates partial saturation (Table II). After six hours, the blocking activity increased threefold but its value still indicates partial saturation. After 13 hours, the
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Table II

<table>
<thead>
<tr>
<th>Preincubation time (hrs)</th>
<th>Symbol in Figure 8B</th>
<th>Biological blocking activity mean ± 1 SD (M⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>o</td>
<td>(1.8 ± 0.2) x 10⁶</td>
</tr>
<tr>
<td>6.0</td>
<td>□</td>
<td>(5.4 ± 0.5) x 10⁶</td>
</tr>
<tr>
<td>13.0</td>
<td>△</td>
<td>(1.7 ± 0.2) x 10⁶</td>
</tr>
</tbody>
</table>

blocking activity equals the gp120-sCD4 $K_{\text{ass}}$ derived from other unsaturated assays (Table I). This outcome clearly demonstrates that spontaneous shedding of gp120 is associated with reductions in assay saturation. Therefore, in accord with the kinetic model, aged viral particles have decreased rates of infectious contact with CD4⁺ cells.

After preincubation for 13 hours, the data in Figure 8B curve progressively upward at higher sCD4 concentrations, indicating positive synergy in blocking [5]. This increasing synergy with aged viral stocks corroborates the hypothesis that HIV requires a critical number of free gp120 glycoproteins for efficient infection of CD4⁺ target cells. The other hypothesis regarding allosteric interactions within the viral coat is not supported by the data in Figure 8B. Allosteric interactions should either remain constant or decline with the shedding of gp120. Therefore, we have found that the idea of “independent” gp120 molecules, though having some validity, does not completely explain HIV’s infectious behavior [5, 6, 50, 56, 57].

Our original kinetic model does not account for the upward curvature in the inverse infection plots (Figs. 5 and 8B) nor does it account for discrepancies between the magnitude of gp120 shedding (Fig. 6A) and the loss of HIV infectivity (Fig. 7). We will deal with these discrepancies in the next section.

**NEW KINETIC MODEL**

In the quantitative infectivity experiments, most but not all predictions of the original kinetic model were corroborated. By scrutinizing the departures from predicted outcomes, we were led to formulate a new model of HIV infection. This modeling work was done in collaboration with John Spouge (National Library of Medicine). Below, we describe this refined and generalized model with emphasis on the evidence that led us to propose each of its novel features.

First, in the original model, it was assumed that infection proceeded at a rate proportional to unblocked gp120 molecules. This rate was independent of the total number of gp120s in the viral envelope [1-4]. However, the positive synergy in the biological blocking activity of sCD4 (Fig. 5), the large amplification factor relating gp120 shedding to loss of infectivity (Figs. 6A and 7), and the increasing positive synergy with preincubation time (Fig. 8B) are most consistent with the notion that HIV requires a critical number of unblocked gp120 molecules for efficient infection of CD4⁺ cells [5, 6, 52]. Therefore, in the new model, the rate of infection depends on an adjustable threshold. Above it, the rate is proportional to unblocked gp120s and below it, the rate depends on a cutoff function that is less than proportional. As discussed in the next section, there are good molecular reasons for the existence of the critical number.
Second, in the original model, the distribution of gp120 on viral particles was irrelevant because it was assumed that each gp120 was equivalent and independent in promoting infection [1-4]. Introducing a critical number, however, means that it is no longer possible to conform to this equivalent site approximation. Therefore, in the new model, any distribution of gp120 on particles (all combinations of numbers and ages) are analyzable. This flexibility is needed for studying the influence of viral stock heterogeneity on assay results. It is also useful for determining whether particular outcomes from infectivity assays are representative for all viral stocks or are stock dependent.

Third, in the old model, a single lumped parameter governed the rate of infectious collision between a viral particle and target cell. Although this was a reasonable starting point, it nevertheless did not permit us to distinguish kinetic processes taking place before a particle and cell collide from those taking place afterward. Therefore, the new model divides this lumped parameter into two components. The first characterizes the rate at which particles diffuse and collide with cells. The second characterizes the rate at which particles absorb and penetrate at cell surfaces. The relative size of these two rates permits infection to be categorized as either "collision" or "attachment" limited. In collision-limited infections [58], sCD4 will have no biological blocking activity in unsaturated assays. In attachment-limited infections [59, 60], on the other hand, sCD4 will have a blocking activity equal to the gp120-sCD4 $K_{\text{assoc}}$. Thus, the new model will be useful for analyzing how changes at the cell surface influence the blocking of infection, and for distinguishing pre-binding from post-binding neutralization.

Fourth, in the original model, gp120 knobs were considered as monomers. However, biochemical [61, 62] and electron microscopy [63] studies of gp120 have shown that knobs on HIV are multimers. Therefore, in the new model, we will consider a knob as a dimer, which is the simplest form of a multimer. The association constant for blocking individual gp120 monomers within a dimer may depend on whether knobs are free or half blocked. Thus, two sets of forward and reverse rate constants are defined for governing these reactions, which allows for allosteric interactions between sites.

Fifth, in the old model, the shedding rate of gp120 was independent of the formation of gp120-sCD4 complexes. However, in the background experiments, we found that biological blocking activity of sCD4 at high concentrations was noncompetitive [6]. As shown by other investigators, an enhanced rate of spontaneous shedding of gp120 accounts for this noncompetitive activity [18-21]. Therefore, in the new model, the shedding rate of a gp120 knob depends on the number of molecules bound to it. Thus, there are three separate shedding rates corresponding to free, half and fully blocked dimers. This permits greater flexibility and precision in the analysis of noncompetitive blocking activity.

Sixth, the role of nonspecific inactivation [31] is unchanged in the new model. It thus continues to represent single-hit processes that are independent of the number of gp120 dimers on a viral particle.

**DISCUSSION**

We have presented evidence showing that the infectious potential of an HIV particle is characterized by a critical number of gp120 molecules. Since gp120 spontaneously sheds and since this critical number is subject to variation, there are several possibilities by which the infectious potential of an HIV virion can be controlled. Also since these processes take place during the extracellular stage of the viral life cycle, they make contributions that are
distinguishable from intracellular regulation [64–66]. To lend credence to this hypothesis, we must investigate the physical basis of the critical number and its role in pathogenesis. This leads to several questions. In their own right, these questions have immediate practical applications to standardizing infectivity assays, testing therapeutic agents that bind to viral gp120 and cellular CD4, and evaluating humoral responses induced by HIV vaccines.

Role of the Glycocalyx

What factors on the viral envelope and cell-surface glycocalyx determine the critical number of gp120 knobs? Cells of the immune system are finely poised between forming attachments and detachments to membrane surfaces, which permits versatility for surveillance and protection [9]. When two cell surfaces come into close proximity, repulsive forces from negatively charged surface glycocalyces are opposed by attractive ones from a repertoire of adhesion receptors. Thus factors influencing glycocalyces (hydrophylicity, compressibility, thickness and charge) and adhesion receptors (number, distribution, mobility, length and association constant) on each of the cell surfaces determine whether a threshold is reached in which stable attachment takes place [7, 8]. The large number of factors influencing these interactions suggests that one factor may substitute for another. In agreement with this concept, experiments with T cells have shown that activation of adhesion receptors was mimicked by adding positive charge to the glycocalyx or by removing the negative charge of sialic acids with neuraminidase [10]. Of equal importance, the demonstration of threshold phenomena in these interactions also suggests that the glycocalyx, which enshrouds the cell, provides protective barrier against invasion. Pathogens like bacteria and viruses would be excluded from entering an immune cell unless repulsive forces were overcome by attractive ones [67].

Let us now consider how this perspective applies to HIV particles and CD4+ cells. A gp120 molecule consists of approximately 520 amino acids and has a molecular weight of 1.2 × 10^5 daltons. Based on an average of 125 daltons per peptide, we calculate that approximately half of gp120's weight is composed of polysaccharides. A significant fraction of these polysaccharides are sialic acids [68]. Thus, as with immune cells, the surface of HIV is covered by a thick glycocalyx with appreciable negative charge. Established roles for this covering on lentiviruses include protection against enzymatic attack by proteases and interference with the binding of immunoglobulins to surface glycoproteins [69, 70]. In addition to these, however, we assert that viral-cell repulsions will select for particular types of infectious collisions and viral-viral repulsions will serve to reduce the physical clumping of particles, facilitating dispersal. Therefore, in molecular terms, we postulate that the critical number of gp120 knobs for efficient infection arises from repulsive forces between viral and cellular glycocalyces and attractive ones between gp120 and CD4 (Fig. 9). In order to overcome the protective barrier, a critical number of gp120-CD4 interactions must form. Once gp120 falls below the critical number, a virion may still infect a cell (for example, by colliding with cells or regions on cells having thinner glycocalyces) but the odds of this happening will be slim (Fig. 10).

This molecular mechanism for generating the critical number is consistent with three observations. First, results from infectivity assays have shown that treatment of CD4+ cells with DEAE-dextran increases the number of infectious units in HIV stocks compared to untreated cells [45, 46, 52]. Second, infectivity assays have also shown that dextran sulfate [71–73] and other sulfated polymers [74–76] decreases the number of infectious units compared to controls. Third, flow cytometric [77] measurements of virus-cell interactions...
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**FIGURE 9** (A) Basic reactions in the new kinetic model: $k_1$ and $k_2$ are rates for the formation of half-blocked and fully-blocked gp120 dimers, respectively. $k_3$, $k_4$, and $k_5$ are the rates of spontaneous shedding of unblocked, half-blocked, and fully-blocked gp120, respectively. $k_{10}$ is the rate of collision between a viral particle and a cell. $k_{11}$ is the rate of collision between a viral particle and a cell. When viral particles are above a critical number of gp120, they infect the cell. In this figure, however, the number of unblocked gp120 is less than proportional to the number of unblocked gp120. In this figure, however, the number of unblocked gp120 is less than proportional to the number of unblocked gp120.
have shown that sulfated polymers inhibit the binding of HIV to CD4+ cells. DEAE-dextran is a cationic polysaccharide that adds positive charges to the glycocalyx. Conversely, dextran sulfate and related compounds are anionic polysaccharides that add negative charges to the glycocalyx. Therefore, in agreement with our hypothesis, it appears that this class of agents work by altering the charge of the glycocalyx [78, 79]. DEAE-dextran lowers whereas dextran sulfate and related compounds raises the threshold for the critical number of gp120-CD4 interactions.

We have found that sCD4 exhibits a "threshold" effect in the blocking of HIV infection (Fig. 5). Below threshold, blocking is proportional to the formation of gp120-sCD4 complexes [5]. Above threshold, there is a positive synergy in blocking due to the critical number of gp120s for efficient infection of CD4+ cells [6]. At even higher sCD4 concentrations, viral particles are irreversibly inactivated by enhanced shedding of gp120 [6, 18-21]. It remains to be determined how these "reversible" and "irreversible" components of biological blocking activity apply to immunoglobulins in general. If the reversible component primarily describes immunoglobulins, then the humoral response that a gp120-based vaccine must induce and maintain will be related to the critical number. Large critical numbers will require correspondingly small humoral responses and vice versa. In other words, we conceive a relationship between vaccine efficacy and the critical number. It is thus important to determine how the critical number varies between divergent wild-type strains and whether physiologic modulation of the glycocalyx—for example, by T cell activation [80, 81]—alters the critical number.

HIV primarily infects CD4+ cells, although certain CD4- cells are susceptible to infection [82-85]. For these cells, it has been suggested that a second receptor on the cell surface mediates absorption and penetration [86, 87], or that infection takes place via receptor-mediated endocytosis [88]. It is also tempting to speculate, however, that the...
glycocalyx of these cells may provide reduced degrees of protection against invasion by pathogens [67]. This could be due, for example, to relatively thin or patchy glycocalyx, or to a glycocalyx with reduced negative charge [52]. Particular amino acid sequences within gp120, located outside the CD4 binding domain, have been shown to influence viral tropism [89–92]. It has been shown that these sequences influence the early phase of viral infection, taking place before reverse transcription, although the exact basis for their action has not been established. For these sequences, it is also tempting to consider whether changes in the properties of the viral glycocalyx—for example, by altering its net negative charge—may play a role in tropism.

Examining Physiologic Target Cells

*Does the model of HIV infection kinetics apply to other types of target cells?* The background experiments were based on CEM-SS cells. As discussed previously, this CD4+ human cell line was selected because it facilitated the conduct of quantitative infectivity assays with good precision and reproducibility. As a result, we identified agreements and disagreements with the original kinetic model, refined experimental techniques, and reduced the effects of extraneous variables. Since our initial task of testing the model has been completed, it is now time to consider more “physiologic” target cells.

Cells that are mainly infected by HIV *in vivo* include CD4+ PBMCs [93–96], monocytes and macrophages [97, 98]. We have already conducted a small number of infectivity assays with human PBMC that yielded similar results to CEM-SS cells [52]. Therefore, to further clarify the various issues raised by the above question, it will be necessary to conduct quantitative infectivity assays with freshly isolated human PBMC, monocytes and macrophages. These assays should repeat the ones described in the background section: (a) over what range of cell densities are assays unsaturated and partially saturated; (b) for unsaturated assays, does the biological blocking activity of sCD4 equal the gp120-sCD4 $K_{\text{max}}$ from chemical measurements; (c) is assay saturation accompanied by reductions in the blocking activity of sCD4; (d) does HIV require a critical number of gp120 molecules for efficient infection of primary cells; and (e) does primary cell “activation” or “differentiation” influence the outcome of questions a–d?

Our investigations with CEM-SS cells demonstrated that sCD4 blocking activity declined at cell densities ranging from $10^5$ to $10^6$ ml$^{-1}$. These densities are tenfold smaller than those found in blood and ten- to 1000-fold smaller than those found in lymph node [6, 17]. At present, two sCD4-based drug trials in humans have found that nanomolar sCD4 levels in plasma had no appreciable therapeutic effects [99, 100]. As suggested by Daar *et al.* [101] and others [51], one feasible explanation for this outcome was that wild-type strains have gp120-sCD4 $K_{\text{max}}$ much smaller than laboratory-adapted strains. In follow-up studies of this matter by Ashkenazi *et al.* [41] and Brighty *et al.* [48], however, it was demonstrated that recombinant envelope proteins from these wild-type strains had gp120-sCD4 $K_{\text{max}}$ that were similar to laboratory strains. Therefore, a more straightforward explanation for the failure of these drug trials is that sCD4 exerts little or no blocking activity at physiologic cell densities [6]. The decline in biological blocking activity with increasing target cell density may also explain the relative inefficiency of sCD4 in inhibiting infection by “monocyte-tropic” HIV strains in monocytes and T cells [102]. Because of these findings, it will be important to determine the range of cell densities at which the biological blocking activity of sCD4 decreases with freshly isolated human cells.
Another possible explanation for the failure of sCD4-based trials, which has been heretofore overlooked, is that sCD4 interferes with the extracellular auto-regulation of HIV infectivity. This paradoxical action could occur by the formation of complexes between sCD4 and soluble gp120. Such a binding reaction would effectively block auto-regulation by sequestering soluble gp120, thereby preventing it from performing its inhibitory functions at the target cell membrane (Fig. 11). This could greatly increase the lytic potential of HIV in tissues with high viral burdens and, pervasively, result in increased rather than decreased pathology.

For unsaturated assays with CEM-SS cells, we found that sCD4 blocking activity equaled the gp120-sCD4 $K_{\text{asso}}$ from chemical measurements [5, 6]. This quantitative agreement between biological activity and chemical measurements demonstrated that the rate of infection was proportional to unblocked gp120 molecules on viral particles. In other words, for CEM-SS cells there were no significant routes of infection bypassing interactions between viral gp120 and cellular CD4. If infection had been mediated by CD4-independent pathways or limited merely by collisions between particles and cells, the biological blocking activity of sCD4 would have been less than its chemical $K_{\text{asso}}$. We can thus make use of this relationship in detecting CD4-independent [86–88] and collision-limited infections [58]. Consequently, for primary cells, it will be important to determine whether unsaturated infectivity assays yield blocking activities equalling the chemical $K_{\text{asso}}$. Conceivably, CD4-independent or collision-limited routes of infection could provide yet another explanation for the failure of sCD4-based drug trials in humans.
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**FIGURE 11** The critical number of gp120s for efficient infection of CD4+ cells arises from a balance of forces. Repulsive forces from viral and cellular glycocalyces are opposed by attractive ones from gp120 and CD4 interaction. The shedding of gp120 from particles and its secretion or release from infected cells results in high local concentrations of gp120 and the blocking of CD4 receptors on cell surfaces. This will locally reduce the rate of infection, prevent superinfection of progenitor cells, and promote viral export from infected tissues. These actions will permit HIV infection to persist within the host without causing excessive cytolytic damage or cell fusion, which is characteristic of lentiviral infections [163].
Characterizing Immunoglobulin Blocking Activity

Are neutralization mechanisms by sCD4, monoclonal immunoglobulins and polyclonal sera from HIV-infected persons similar or fundamentally different? In our initial experiments [5, 6, 52], all assessments of biological blocking activity were undertaken with sCD4 [33-37, 103-105]. As discussed, the initial goal of understanding monovalent blocking of the CD4-binding region on gp120 has been realized. Thus the time has come to extend the analysis of blocking activity to other regions on gp120. A number of studies have shown that immunoglobulin block infection by binding to various regions on gp120. These include the CD4-binding domain [106-110], third variable (V3) region [111-117], conformational epitopes [13, 118-120], and other conserved sequences [121-123]. Therefore, to clarify the various issues raised by the third question, it will be necessary to conduct and analyze quantitative infectivity assays with a variety of monoclonal immunoglobulins [124-131] and polyclonal sera.

In this regard, Tilley et al. [132] reported an enhanced biological blocking activity of a human monoclonal immunoglobulin when used in the presence of sCD4 (i.e., positive synergy). Since sCD4 was found to compete with this monoclonal for binding, it was concluded that both agents act at overlapping sites on gp120. In view of the finding that sCD4 is synergistic with itself (Fig. 5), it seems clear that the monoclonal was acting simply as a surrogate for additional sCD4. Tilley et al. [132] results thus confirm our initial observations of positive synergy [5] and also show that synergy occurs with the binding of an immunoglobulin to gp120—not merely with the binding of sCD4. Based on our notion of the critical number, we expect that other immunoglobulins directed against the CD4-binding site will also show positive synergy with sCD4. In contrast, we predict immunoglobulins directed against other epitopes will not show such synergies.

Despite vigorous humoral responses, humans do not clear their initial episode of HIV viremia [133]. Several explanations for this failure of protection by immunoglobulins have been proposed. One is that a rapid rate of amino acid substitution in gp120 permits HIV to outmaneuver the immune system. As with other lentiviruses, the continuous generation of small antigenic changes allows HIV to stay ahead of the appearance of neutralizing immunoglobulins [134-136]. A second explanation is that the initial stage of HIV infection is associated with immune dysfunction [22-26]. In this case, polyclonal B cell activation results in the overproduction immunoglobulins and the disruption of “normal” maturation of humoral responses [137-143]. A third explanation is that HIV induces a state of “original antigenic sin” [144]. That is, HIV somehow limits the output of B cells to a narrow repertoire of immunoglobulins. Subsequent changes in HIV epitopes are then met by the same old humoral response.

We do not dispute these “classic” explanations of viral persistence [23]. However, if the biological blocking activities of gp120-binding immunoglobulins are similar to those of sCD4, then our background experiments show that they will provide little or no humoral protection to the spread of infection in lymphoid compartments [6].

The initial phase of HIV infection can be likened to a branching process [1]. In this process (Fig. 12), each infected target cell generates an average number of progeny virions, \( V_n \), that are released into the extracellular medium. These virions, in turn, infect new target cells with an average probability, \( I_n \). If the branching number (i.e., the average number of successfully infecting progeny virions) is \( V_n \times I_n \geq 1 \), then a growing infection will develop. On the other hand, if the branching number is \( V_n \times I_n < 1 \), then the initial infection will eventually extinguish. Table I summarizes some of the extracellular parameters that
FIGURE 12. The initial growth of HIV infection in vitro and in vivo can be likened to a branching process. Such a process also describes the reactions taking place during nuclear fission. In this case, target cells are analogous to fissionable nuclei, progeny virions are analogous to neutrons, and humoral blockers are analogous to control elements. The figure illustrates the effects of humoral blocking activity. Lower levels of blocking activity (above) permit growth of infection whereas higher levels (below) halt the initial infection. Note that the spread of HIV infection can be arrested even after an initial infectious event. Table III summarized other extracellular parameters that influence whether a chain reaction is achieved or not.

Immunoglobulins (Ig) have the ability to form multivalent attachments, which can increase binding affinities by orders of magnitude [32]. For HIV, however, there is no information on whether immunoglobulins in fact take advantage of this potential mechanism. For effective bivalent attachments by Ig to occur, for example, binding sites must be separated by 60 to 80 Å [145]. With monoclonal Ig, we thus have an opportunity to determine whether monovalent Fab fragments block infection with an activity that is similar to intact Ig. If both activities are similar, the monoclonal Ig blocks monovalently. On the
TABLE III

Extracellular Parameters Determining Whether the Initial Branching Process Leads to a "Bomb" or "Dud"

<table>
<thead>
<tr>
<th>Factors促进ing the growth of infection</th>
<th>Factors promoting the extinction of infection</th>
</tr>
</thead>
<tbody>
<tr>
<td>• increased target cell density (i.e., infection in lymphoid organs)</td>
<td>• increased humoral blocker concentration</td>
</tr>
<tr>
<td>• increased number of progeny virions</td>
<td>• increased gp120 on active virions</td>
</tr>
<tr>
<td>• increased gp120 on active virions</td>
<td>• increased lifetime of infectious particles</td>
</tr>
<tr>
<td>• decreased critical number</td>
<td>• increased gp120 shedding rate</td>
</tr>
</tbody>
</table>

other hand, if the activity of intact Ig is much greater than its Fab fragment, the monoclonal Ig blocks bivalently. Conceivably, the inability to produce immunoglobulins with multivalent activity could provide yet another reason for the failure of humoral responses [146]. This could also apply to humoral responses induced by HIV vaccines [147–151].

Variations Between HIV Strains

What range of critical numbers, shedding rates and neutralization susceptibilities typify wild-type strains of HIV? In the background experiments, all investigations were conducted with laboratory-adapted strains of HIV-1 and HIV-2. We initially chose to study laboratory strains because they replicated to high titer and formed well-defined syncytia. This facilitated good precision and accuracy in quantitative infectivity assays [5, 6]. Quite often, however, the characteristics of laboratory strains differ from those commonly infecting humans [152, 153]. Thus, the aim of the fourth question is to ascertain the range of kinetic parameters that characterize wild-type strains of HIV. More specifically, this question can be expressed as: (a) how much does the critical number vary between wild-type strains; (b) in unsaturated assays, how much does the biological blocking activity of scCD4 vary between wild-type strains; and (c) how much does the spontaneous shedding rate of gp120 vary between wild-type strains?

A perplexing issue in HIV research concerns the selection of viral strains for screening therapeutic agents and developing vaccines. In other words, how do we select a small number of "model" HIV strains for subsequent use in detailed and costly studies? A customary approach has been to survey viral strains from infected individuals and to select the most prevalent ones. Based on this, strains have been selected by using panels of typing sera and by sequencing small segments of the viral genome. For example, the V3 loop has been sequenced with the aim of identifying the single most prevalent strain [111]. Based on the kinetic model and background experiments, however, another criteria for selection is to choose those strains that represent the most formidable targets for attack. Hence, strains with the smallest critical number, the lowest biological blocking activity, and the slowest gp120 shedding rate are good candidates.

As an example of this notion, let us consider the relevance of gp120 shedding to the
testing and development of HIV vaccines [6]. Animal testing will be necessary step in developing such a vaccine [154–156]. Like experimental transmission, human transmission probably takes place with HIV particles having different ages (time elapsed after budding). Consequently, immunoglobulins induced by a vaccine will have to block particles of all ages [6]. Figure 8B shows that newer HIV particles will be more difficult to block than older ones. Thus aged animal challenge stocks may give inappropriately high estimates of humoral efficacy in animals. This effect will be the most prominent for viral strains with the fastest rates of gp120 shedding. Therefore, in selecting HIV strains for animal challenge stocks [157], prevalent strains having the slowest rates of gp120 shedding will provide the most discriminating tests of vaccine efficacy.

STANDARDIZING HIV STOCKS AND INFECTIVITY ASSAYS

Quantitative infectivity assays are indispensable tools for HIV research. They are used for screening therapeutic agents, evaluating responses to vaccines, and examining immunoglobulins from infected individuals. The amount of reliable data derived from infectivity assays, however, is undoubtedly limited by a lack of standard viral stocks and assay methods [158]. Nearly every laboratory uses its own “home grown” HIV stocks to conduct assays. Individual batches vary considerably in viral titer, gp120 and p24 protein concentrations. Also nearly every laboratory uses a different type of viral infectivity assay. Time and again, researchers commiserate that they cannot quantitatively compare infectivity assay results between themselves. Based on the background experiments and their comparison to the kinetic model, we now have several clear explanations for these shortcomings. The good news is that there are practical solutions for standardizing HIV stocks and assay conditions. The bad news is that standardization will entail more preparatory work for HIV researchers and the interpretation of previous data will require a thorough rehashing.

Let us now review the experiments and analyses that have led to this perspective. At low target cell densities, sCD4 blocks a small number of infectious collisions between viral particles and cells. Consequently, the biological blocking activity of sCD4 corresponds to the gp120-sCD4 $K_{\text{stoc}}$ [5, 6]. At high target cell densities, on the other hand, sCD4 must block a large number of infectious collisions. In this instance, sCD4 blocking activity falls below the $K_{\text{stoc}}$ from chemical measurements (Fig. 4B and Table 1). In addition to this, we have seen that spontaneous shedding of gp120 leads to decreased rates of infectious collision between viral particles and cells (Fig. 7). As a result, infectivity assays performed at high target cell densities will demonstrate increasing sCD4 blocking activity as viral stocks age (Fig. 8B). Also because HIV requires a critical number of gp120s, sCD4 blocking activity will demonstrate a pronounced positive synergy with continued aging of the stock. Thus, as shown in Figure 13, the opposing effects of target cell density and viral stock age can lead to ambiguous and confounding assessments of sCD4 blocking activity in assays lacking proper controls.

To directly compare the biological blocking activity of one agent against different viral strains or of several agents against one strain, all infectivity assays must be unsaturated [6]. Practical approaches for meeting this requirement are to produce and store large volumes of viral stocks in small aliquots. Subsequently, a series of "pilot" assays can be performed with the goal of determining cell densities at which the biological blocking activity of agents, such as sCD4, equal the $K_{\text{stoc}}$ from chemical measurements. If $K_{\text{stoc}}$ data are not available, assays can then be performed at cell densities where the blocking activity is
independent of density. Under either circumstance, the initial slope yields biological blocking activities that are derived from unsaturated assays (Fig. 13).

The in vitro blocking activity of sCD4 [5, 49, 50, 57] and immunoglobulins [135, 136] varies considerably between HIV types and isolates. In terms of gp120 structure, these variations have been attributed to different glycoprotein conformations [13] and amino acid sequences [51]. In terms of physical chemistry [1-4], these variations have been ascribed to different gp120-blocker $K_{mic}$ [51]. However, without the stringent use of unsaturated infectivity assays, it is impossible to distinguish whether antigenic factors or assay conditions are the authentic explanation for these variations [6]. For many previous studies of HIV neutralization that have been published, we perceive that it is not feasible to ascertain whether infectivity assays were unsaturated or not. Moreover, since the requisite "saturation" and "age" controls (outlined above) are infrequently performed, it is unlikely that retrospective examination of the raw data will clarify this issue significantly. We must therefore reconsider whether previous interpretations of the humoral responses to natural infection are indeed accurate.

A rather disconcerting finding is that sCD4-like blockers may exert little or no biological blocking activity at $10^7$ to $10^9$ target cells ml$^{-1}$ [6]. Therefore, we believe that humoral-blocking therapies based on soluble forms of viral receptors [159, 160] may have to be reevaluated altogether [161, 162]. At present, it remains to be conclusively demonstrated whether immunoglobulin blocking activities in general are similar to those of sCD4 or not [6]. If they are alike, however, we must also recognize that humoral blocking may not

FIGURE 13 Summary of the opposing effects of target cell density and viral stock age.
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I protect once HIV enters lymphoid organs [6]. In addition, the local CD4+ cell density where HIV first enters the body (e.g., infiltrated sites in genital ulcers versus non-infiltrated abrasions) may determine whether vaccine-induced immunoglobulins can extinguish the initial rounds of infection (Fig. 12 and Table III).

Finally, since HIV requires a critical number of gp120 molecules for efficient infection, the use of aged vaccine challenge stocks (or stocks from chronic cultures) may lead to overestimates of vaccine efficacy [6]. Therefore, vaccine challenges with cell-free virus are best performed with viral stocks that are rapidly grown and harvested.
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