The most productive approaches to the problem of the gamma-ray laser have focused upon upconversion techniques in which metastable nuclei are pumped with long wavelength radiation. At the nuclear level the storage of energy can approach tera-Joules (10^{12}J) per liter for thousands of years. However, any plan to use such a resource for a gamma-ray laser poses problems of a broad interdisciplinary nature requiring the fusion of concepts taken from relatively unrelated fields of physics. Our research group has described...
several means through which this energy might be coupled to radiation fields with cross sections for stimulated emission that could reach $10^{-17}$ cm$^2$. Such a stimulated release could lead to output powers as great as $3 \times 10^{21}$ Watts/liter. Since 1978 we have pursued an approach for the upconversion of longer wavelength radiation incident upon isomeric nuclear populations that can avoid many of the difficulties encountered with traditional concepts of single photon pumping. Experiments have confirmed the general theory and have indicated that a gamma-ray laser is feasible if the right combination of energy levels and branching ratios exists in some real material. Of the 1,886 distinguishable nuclear materials, the present state-of-the-art has been adequate to identify 29 first-class candidates, but further evaluation cannot proceed without remeasurements of nuclear properties with higher precision. A laser-grade database of nuclear properties does not yet exist, but the techniques for constructing one have been developed and utilized under this contract. Resolution of the question of the feasibility of a gamma-ray laser now rests upon the determination of: 1) the identity of the best candidate, 2) the threshold level of laser output, and 3) the upconversion driver for that material.

This annual report focuses upon our approach that is the nuclear analog to the ruby laser. It embodies the simplest concepts for a gamma-ray laser and not surprisingly, the greatest rate of achievement in the quest for a subangstrom laser was realized in that direction. For ruby the identification and exploitation of a bandwidth funnel were the critical keys in the development of the first laser. There was a broad absorption band linked through efficient cascading to the narrow laser level.

In 1987 we reported a major milestone which showed that comparable structure existed at the nuclear scale in the first of the 29 candidate isomers available for testing, $^{180}$Ta. Populations of the isomer were successfully pumped down with flashes of x-rays absorbed through an astonishingly large cross section of 40,000 on the usual scale $(10^{-29}$ cm$^2$ keV) where 10 describes a fully allowed process. This corresponded to a partial width for useful absorption of 0.5 eV, even better than what had been assumed for idealized nuclei. Subsequently, we discovered that the giant pumping resonances occurred with a gratifying frequency throughout the table of nuclides, reaching optimal size and strength in the mass region where the better candidates lie. Nineteen isomers were successfully pumped with the bremsstrahlung from both a 4 MeV linac and a 6 MeV linac. The giant resonances for pumping the candidate isomers $^{180}$Ta and $^{122}$Ta were found to open at gateway energies well below 4 MeV. These candidates have the largest integrated cross sections for pumping with x-rays ever found below 4 MeV in any nuclei. These two poorest of the 29 candidates are the only ones available for testing and they continue to outperform even the most optimistic expectations. The likelihood for the full feasibility of one of the better candidates continues to be raised by the successes enjoyed with the least attractive of the 29 candidates.

During the current reporting period we focused upon three issues. The first concerned the identification of the type of nuclear state responsible for such favorable pumping characteristics. For the test case of $^{115}$In our photoexcitation experiments, scattering measurements, and nuclear structure calculations all agreed upon the identity and characteristics of the giant pumping resonance as detailed in the attached reprint. The second emphasis fell upon a study of the systematics of the excitation energies of these resonances in the mass 180 region of nuclei, where lie the better candidates for a gamma-ray laser. As described in the attached preparation, excitation energies were found to vary little from 2.5 MeV across this region. Finally, emphasis was focused upon the design and construction of a resonance fluorescence detector for use in the presence of large amounts of scattered pump radiation to support future experiments planned for pumping prelasing levels of fluorescence from the types of nuclear levels suitable for use in an actual device. Results continued to be extremely favorable as described in the following.
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At the nuclear level, the storage of excitation energies in the Mossbauer range of 1 to 1000 keV can approach tera-Joules ($10^{12}$ J) per liter for thousands of years. If successfully coupled to the radiation field the stimulated release of such nuclear energies would occur at the rate at which resonant electromagnetic radiation passed through the laser medium and could lead to output powers as great as $3 \times 10^{21}$ W/l. This is an astronomical level of intensity and has not been approached to within orders of magnitude on earth by any means previously. The peak power from a one liter device would represent about 0.03% of the total power output from the sun.

Unfortunately, the quest for a gamma-ray laser has been one of the longest unfruitful efforts in the field of laser science. Virtually all of the sustained pioneering work was done by relatively few groups in the U.S. and in the U.S.S.R. and focused upon the single photon, brute force approach to pumping. That work dealt extensively with concepts involving the use of a neutron flux for pumping the laser medium, either in situ in real-time or as a preparatory step to be followed by a rapid separation of isotopes within their natural lifetimes. All proposals were concluded to require infeasibly high levels of particle fluxes to pump the inversions, exceeding even those available from nuclear explosions, and to require neutron moderators having virtually infinite thermal capacities. By 1980, all conceivable variants of the single photon approach had been characterized as hopeless. In 1981 this traditional approach to a gamma-ray laser was virtually abandoned with the publication of Baldwin's splendid review of all classical efforts.

A renaissance in feasibility studies was launched with the modernization of concepts for the upconversion in the nucleus of lower energy input radiation. In the early 1980s, processes such as the stimulated anti-Stokes scattering of intense but conventional laser radiation were introduced. The theoretical implications of this renaissance were reviewed in 1982. If strengthened by recent infusions of nuclear phase modulation theory, that article still provides the most convenient review of the basic concepts and requirements for a viable gamma-ray laser scheme. By involving two distinct steps, the upconversion techniques for pumping a gamma-ray laser avoid the severe relationships between storage times and spontaneous powers wasted at threshold that were imposed on the single-step processes. Replacement power that is required falls within a technically accessible range avoiding damage to the laser medium.

These two-step, upconversion processes can be divided further into two basic categories that correspond to the type of pumping employed: coherent and incoherent, as shown in Figure 4.5.1. The critical concept here is that both transfer the stored population to a state at the head of a cascade leading to the upper laser level. To be effective the pumping processes cannot transfer too many quanta of angular momenta from the fields, and the cascade provides a mechanism for further changes that may be necessary to reach the laser levels. Then the ultimate viability of these pump schemes will depend upon:

1. Spectroscopic studies locating a suitable configuration of nuclear energy levels, and
2. "Kinetic" studies providing an efficient path of cascading from the intermediate or dressed state to the upper laser level.
Because of the interdisciplinary nature of the problem, even for an idealized nuclear material, computations of threshold levels of pumping are not without difficulty. However, under idealized conditions, the part of the pump energy which must be supplied in situ would not be large enough to represent a major impediment to the realization of a gamma-ray laser. The real difficulties take peculiar forms. The use of coherent upconversion would require the location of nearly degenerate levels which could not be resolved by conventional techniques of nuclear spectroscopy. The use of incoherent pumping with X-rays would require a level of knowledge about branching ratios and transition probabilities beyond that available from current methodology. Despite the many applications of beautiful and involved techniques of nuclear spectroscopy, the current data base is inadequate in both coverage and resolution either to answer the question of whether an acceptable isotope exists or to guide in the selection of a possible candidate medium for a gamma-ray laser. In fact, the paucity of laser-grade data describing nuclear properties is so severe that one cannot say which real isotope represents the best approximation to the ideal.

For lifetimes ranging from seconds to infinity there are 1886 real nuclei to consider as candidates for a gamma-ray laser. Computer based searches of the existing data base have served to identify 29 first class candidates. Of these, 10 are known to have the necessary
(but not necessarily sufficient) arrangement of levels in which there is an isomeric storage level and at lower energies: (1) an upper laser level with lifetime between 1 nsec and 10 μs, and (2) a lower laser level of even less energy. Unfortunately, all ten are exotics having no other utility and, hence, there is no supply of samples for experimentation.

CRITICAL EXPERIMENTS

Incoherent Pumping of Nuclei

Levels of nuclear excitation which might be efficiently stimulated in a gamma-ray laser are very difficult to pump directly. To have lifetimes long enough to integrate the rates of inversion of population that can be pumped at reasonably accessible levels of input power, such levels must have very narrow widths for interaction with the radiation field. This is a fundamental attribute that has led to the general concern that absorption widths in nuclei are too narrow to permit effective pumping with X-rays. Precisely the same concerns were voiced in atomic physics before Maiman's great discovery and it is useful to pursue this analogy between ruby and gamma-ray lasers.

The nuclear analog of the ruby laser embodies the simplest concepts for a gamma-ray laser. Not surprisingly, the greatest rate of achievement in the quest for a sub-Angstrom laser has developed in that direction. For ruby the identification and exploitation of a bandwidth funnel were the critical keys in the development of the first laser. There was a broad absorption band linked through efficient cascading to the narrow laser level. Nuclei to be used in the analog of the ruby laser can start in either ground or isomeric states. However, with the latter, most of the output power can be derived from the energy stored in the isomeric state at its creation.

Whether or not the initial state being pumped is isomeric, the principal figure of merit for bandwidth funneling is the partial width for the transfer, \( b_b \Gamma \). The \( \Gamma \) is the total width of the intermediate level shown to the left of Figure 4.5.1 and the branching ratios \( b_b \) and \( b_s \) specify the probabilities that a population pumped by absorption into the broad level will decay back into the initial or fluorescent levels, respectively. It is not often that the sum of branching ratios is unity, as channels of decay to other levels are likely. However, the maximum value of partial width for a particular level occurs when \( b_s = b_b = 0.5 \).

The actual measurement of partial width involves the correlation of fluorescence yields excited by a pulse of continuous X-rays with those expected from the expression\(^{16}\)

\[
N_i = N_o \sum_i \xi_i \frac{\psi_i}{A} \tag{1}
\]

where \( N_o \) and \( N_i \) are the numbers of initial and fluorescent nuclei, respectively, \( (\psi/A) \) is the spectral intensity of the bremsstrahlung in keV/keV/cm\(^2\) at the energy \( E \) of the \( i \)-th pump band, and the summation is taken over all of the possible pump bands capable of cascading to the same fluorescence level of interest. The \( \xi_i \) is a combination of nuclear parameters including the partial width \( b_b b_s \Gamma \) in keV,

\[
\xi_i = \frac{(\pi b_b b_s \Gamma \sigma/2)}{E} \tag{2}
\]

where \( \sigma \) is the peak of the Breit-Wigner cross section for the absorption step. The combination of parameters in the numerator of Equation 2 is termed the integrated cross section for the transfer of population in the incoherent scheme of pumping.

Of the many potential systems for a test of the formulations of Equations 1 and 2, the literature\(^1\) supports the calculation of integrated cross sections for very few. Table 4.5.1
Table 4.5.1
SUMMARY OF NUCLIDES, ABSORPTION LINES, AND INTEGRATED CROSS SECTIONS $\sigma_{b,b',\Gamma/2}$ FOR THE EXCITATION OF DELAYED FLUORESCENCE SUITABLE FOR USE AS CALIBRATION STANDARDS OF X-RAY PUMP SOURCES

<table>
<thead>
<tr>
<th>Pump line (keV)</th>
<th>Cross section (10^{-19} cm^2 keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{77}$Br</td>
<td>761</td>
</tr>
<tr>
<td></td>
<td>6 2</td>
</tr>
<tr>
<td>$^{75}$Se</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>0 20</td>
</tr>
<tr>
<td></td>
<td>480</td>
</tr>
<tr>
<td></td>
<td>0 87</td>
</tr>
<tr>
<td></td>
<td>818</td>
</tr>
<tr>
<td></td>
<td>0 7</td>
</tr>
<tr>
<td></td>
<td>1005</td>
</tr>
<tr>
<td></td>
<td>30 0</td>
</tr>
<tr>
<td></td>
<td>1078</td>
</tr>
<tr>
<td></td>
<td>18 7</td>
</tr>
</tbody>
</table>

These levels of fluorescence are enhanced eleven orders of magnitude by bandwidth funneling.

FIGURE 4.5.2 Fluorescence spectrum from a target containing 1.25 g LiBr and 1.20 g of elemental Se, both in natural abundances, excited with a single irradiation by the bremsstrahlung produced by the DNA-PITHON electron beam device. Acquisition time of this data was 80 s. Prominent lines are contributed by the isomeric transitions indicated.

In a recently reported series of experiments it was shown that bandwidth funneling works as well at the nuclear level as it had at the molecular level. In order to validate the optical pumping model of Equations 1 and 2, samples of the standard nuclei of Table 4 5 1 were pumped with intense pulses of bremsstrahlung from the DNA nuclear simulator, PITHON. The clear signal-to-noise ratios that typified subsequent measurements of nuclear fluorescence exited through the pump bands of Table 4.5.1 are shown in Figure 4.5.2. The quality of such data enabled us to "invert" Equations 1 and 2 so that the spectral intensities of the pump could be obtained at three energies from the measured values of fluorescence.
excited from a single pulse. Figure 4.5.3 shows a typical result in comparison with a calculation of the bremsstrahlung spectrum from that particular source on that particular shot. Both measurement and calculation are absolutes with no free parameters to adjust. Such a direct measurement of the spectrum from a single intense pulse of X-ray continua had not been previously possible because of the lack of any dispersive media at these energies and the agreement with expectations is striking. The type of selective excitation of calibration nuclei is now used to establish the intensity of pump sources used to excite actual laser candidates so that fluorescence efficiencies can be determined from data with Equations 1 and 2.

Tempering expectations that these successes might be readily extended to the pumping of actual isomeric candidates for a gamma-ray laser was a concern for the conservation of various projections of the angular momenta of the nuclei. Many of the interesting isomers belong to the class of nuclei deformed from the normally spherical shape. For those systems there is a quantum number of dominant importance, $K$, which is the projection of individual nucleonic angular momenta upon the axis of elongation. To this is added the collective rotation of the nucleus to obtain the total angular momentum $J$. The resulting system of energy levels resembles those of a diatomic molecule for which

$$E_i(K,J) = E_i(K) + B_J(J + 1)$$  

(3)

where $J \geq K \geq 0$ and $J$ takes values $|K|, |K| + 1, |K| + 2, \ldots$. In this expression $B_J$ is a rotational constant and $E_i(K)$ is the lowest value for any level in the resulting "band" of energies identified by other quantum numbers $x$. In such systems the selection rules for
FIGURE 4.5.4  Dotted and solid curves show, respectively, the spectra observed before and after dumping some of the isomeric $^{190}$Ta contained in a target sample enriched to 5%. An HPGe detector was used to obtain the dotted spectrum before irradiation. The feature at 63 keV is from traces of natural activity in the counting shield. The solid curve is the spectral signature of the radioactive debris accumulated by cascading from the levels into which the isomeric population was dumped. The actual lines are the K-lines of hafnium arising from electron capture by the $^{190}$Ta ground dbrand.

Electromagnetic transitions require both $|\Delta J| \leq M$ and $|\Delta K| \leq M$, where $M$ is the multipolarity of the transition.

In most cases of interest, the lifetime of the isomeric state is large because it has a value of $K$ differing considerably from those of lower levels to which it would, otherwise, be radiatively connected. As a consequence, bandwidth funneling processes such as shown to the left of Figure 4.5.1 must span substantial changes in $\Delta K$ and component transitions have been expected to have large, and hence unlikely, multipolarities.

Attempts to test these rather negative expectations have generally been confounded by the rarity of the 29 candidates for a gamma-ray laser. However, very recently there has been reported a major success in dumping some of the isomeric population of one of the actual candidates for a gamma-ray laser.

Not a particularly attractive candidate, a priori, $^{190}$Ta was the only one for which a macroscopic sample was available in 1987. The need to span a formidable large $\Delta K = 8$ between isomer and fluorescence level supported little initial enthusiasm for this nucleus. When actually pumped, however, it showed the largest integrated cross section ever reported for interband transfer in any material, $4 \times 10^{-22}$ cm$^2$ eV. This is an enormous value for bandwidth funneling, being about 10,000 times greater than what is characteristic of an efficient nucleus which starts in the ground state and transfers to the isomer (see, for example $^{77}$Se or $^{99}$Br in Table 4.5.1). The optical pumping of any isomer had never been previously reported, so nothing was available for a more direct comparison with these results.

The partial width for absorption from $^{190}$Ta isomer to fluorescence was measured to be about 0.5 eV, a value far exceeding the 1 eV usually offered as a rule of thumb that would limit the interband transfer of nuclear population. It is a current speculation that collective oscillations of the core nucleons break the symmetries of the nuclei and provide this major windfall making it easier to dump isomers by mixing single particle states needed in the transfer process. Much more experimentation will be needed to identify whether this is the actual mechanism responsible and to understand if the lessons taught by $^{190}$Ta are generally applicable in the pool of candidate isomers. Now, such experiments are facilitated by the
Section 4: Other Lasers

widths themselves, which have reduced the level of effort to practical dimensions. The experiments with \(^{151}\text{Ta}^+\) have shown that clear fluorescence signals can be obtained on a scale of illuminating milligrams of material with intensities which peak in time at only a few \(\text{W/cm}^2\), even when integrated over all wavelengths. At this level, meaningful experiments can be performed on other candidate isomers when samples become physically available.

Coherent Pumping of Nuclei

Coherent pumping, the technique depicted in the right of Figure 4.5.1, depends upon the alteration of the properties of the isomeric storage level produced by the scattering of large intensities of long wavelength radiation from the nuclei. In ferromagnetic and ferroelectric hosts the active nuclei are immersed in extremely large fields capable of developing substantial interaction energies across a nuclear volume when switched by relatively modest applied fields. If transitions to the storage level exist in the nuclei at energies comparable to that of a photon of the driving fields, the properties of the other state of the transition will be mixed into those of the storage level. It is assumed that this other state is better able to radiate gamma radiation. While the driving field need not be precisely resonant with the transition energy, the detuning, \(\Delta E\) from resonance must be comparable to the interaction energy if properties are to be fully mixed. In such cases, the metastability of the storage level against gamma-ray emission is switched off by the admixture of properties from the other state of the low energy transition being driven. It is this concept which comprises the foundation of the scheme for coherently pumping a gamma-ray laser.

While precise computations of the threshold for coherent pumping are not yet available, estimates from perturbation theory\(^1\)\(^-\)\(^10\)\(^-\)\(^12\) suggest that the threshold requirements in idealized cases are comparable to those for incoherent pumping. The principal difficulty in this case is that, again, estimates are extremely sensitive to material specifics. For coherent upconversion to be viable, a real nucleus must be found with two accidentally degenerate levels, one being a long-lived isomeric state. Such a combination would be completely invisible to current techniques of nuclear spectroscopy.
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J. J. Carroll, T. W. Sinor, D. G. Richmond, K. N. Taylor, and C. B. Collins

Center for Quantum Electronics, The University of Texas at Dallas, P. O. Box 830688, Richardson, Texas 75083


Institut für Kernphysik, Technische Hochschule Darmstadt, D-6100 Darmstadt, Germany

(Received 5 October 1990)

Photoexcitation of the long-lived isomers $^{122}\text{Te}^m$, $T_{1/2}=119.7\text{ d}$, and $^{125}\text{Te}^m$, $T_{1/2}=58\text{ d}$, was produced with bremsstrahlung from the superconducting Darmstadt linear accelerator. The excitation function for the reaction $^{122}\text{Te}(\gamma,\gamma')^{122}\text{Te}^m$ was measured between 2 and 6 MeV. It indicated that the isomer was populated by resonant absorption through isolated intermediate states having integrated cross sections in excess of $10^{26}$ cm$^2$ keV, i.e., values about 100 times larger than most $(\gamma,\gamma')$ activation reactions reported previously. An excitation function was also obtained for the reaction $^{125}\text{Te}(\gamma,\gamma')^{125}\text{Te}^m$ in this energy range.

INTRODUCTION

It has been recently discovered$^1$ that the reaction $^{190}\text{Ta}^m(\gamma,\gamma')^{190}\text{Ta}$ occurs with an integrated cross section that is orders of magnitude larger than what could have been reasonably expected. At energies below the threshold for neutron evaporation the photoexcitation of isomers is usually characterized by values of $10^{-28}$--$10^{-27}$ cm$^2$ keV. Although the inverse, deexcitation of an isomer had not been previously observed, there was no a priori reason to expect it to be more probable, particularly since the transition requires a spin change of $\Delta K=8$. Of considerable astrophysical significance,$^2,3$ the result reported for $^{190}\text{Ta}^m$ approached $10^{-24}$ cm$^2$ keV and raised some interesting questions of nuclear structure. It also provided unexpected encouragement of schemes for pumping a $\gamma$-ray laser that would depend upon the sudden deexcitation of isomeric populations.$^4$

Whether the deexcitation of $^{190}\text{Ta}^m$ was an isolated example limited to odd-odd nuclei with a high density of states was considered in two subsequent studies. In the first the excitation function for $^{190}\text{Ta}^m(\gamma,\gamma')^{190}\text{Ta}$ was measured with a bremsstrahlung source by varying the end point of the spectrum. It was found$^1$ that the $(\gamma,\gamma')$ reactions of $^{190}\text{Ta}^m$ occurred for two discrete excitation energies of 2.8 and 3.6 MeV with integrated cross sections of $1.2\times10^{-25}$ and $3.5\times10^{-25}$ cm$^2$ keV, respectively. The high density of excited nuclear states seemed to play no particular role.

In the second experiment$^6$ 19 isomers were excited with the bremsstrahlung spectra from four different accelerators. Despite the relatively coarse mesh of energies at which end points could be set between 0.5 and 11 MeV, several isomers were excited through integrated cross sections that were surprisingly large at 4 MeV. One curiosity was the first report of the photoexcitation of $^{119.7}\text{d,}^{122}\text{Te}^m$, the longest-lived isomer ever populated by $(\gamma,\gamma')$ reactions and one of the candidate nuclides for a $\gamma$-ray laser. This is a fairly light nucleus having no particularly high density of states. Also, there is little experimental or theoretical information on electromagnetic transitions between excited levels in $^{122}\text{Te}$ above 1 MeV.

It was the purpose of the experiment described in this Brief Report to measure the excitation function for both $^{122}\text{Te}^m$ and $^{125}\text{Te}^m$. Exploiting the precision with which the end points of the spectra could be set between 2 and 6 MeV, the $(\gamma,\gamma')$ reactions were found to occur through relatively few gateways with large integrated cross sections approaching $10^{-24}$ cm$^2$ keV.

EXPERIMENTAL ANALYSIS AND RESULTS

Elemental tellurium samples were used in this study, and all isotopes were present in their natural abundances. Nominal amounts of 17 g were contained in plastic (Delrin) cylinders with outer diameters of 3.8 cm and heights of 1.5 cm. Calibration targets were fashioned from identical containers holding about 2 g of 99.90$\%$ pure SrF$_2$. Its use in calibrating bremsstrahlung spectra has been recently emphasized.$^5,6$

Isomeric populations were produced by exposing the targets to bremsstrahlung from a 2-mm tantalum converter foil irradiated by the electron beam from the injector of the new 130-MeV S-DALINAC at the Technische Hochschule Darmstadt.$^7$ Electron energies were varied between 2 and 6 MeV with a typical step size of 250 keV. These electron energies were measured with an accuracy of 50 keV before and after each exposure. The diameter
of the beam at the converter, typically 2 mm, was also monitored. At each end point a sample stack of tellurium and strontium was irradiated axially in close proximity to the converter. The proper alignment of the beam was achieved by maximizing the dose delivered to a remote ionization chamber shielded to sample only the central 12 mrad of the bremsstrahlung cone. Variations in all beam parameters were recorded during the experiments. In particular, the charge passed to the converter was determined by digitizing the current and integrating it. Exposures were typically 4 h in duration for a beam current of about 20 μA.

The numbers of isomers produced by these irradiations were determined from the counting rates measured in distinctive fluorescence lines. The transitions responsible for the γ-ray signatures used in these measurements are indicated by bold arrows in the energy-level diagrams of Figs. 1(a) and 1(b).

After irradiation the tellurium samples were transported to the Center for Quantum Electronics, University of Texas at Dallas, where high-resolution spectra were collected with an HPGe detector. An example of the data obtained with a 6-MeV exposure is shown in Fig. 2. The fluorescence peak at 159.0 keV from the decay of $^{123}\text{Te}^m$ is apparent, and even the γ rays from the strongly converted transition of $^{125}\text{Te}^m$ at 35.5 keV are clearly visible.

Because of the shorter isomeric lifetimes the SrF$_2$ calibration, samples were counted on site with a Ge(Li) detector to measure the yield of $^{87}\text{Sr}^m$. This isomer has a half-life of 2.8 h and a fluorescence signature at 388.4 keV. The raw number of counts in each peak was corrected for the finite durations of exposure and counting, the absolute counting efficiencies of the detectors, and the relative emission intensity. The opacity of the samples to the escape of the signature γ rays was compensated by a factor calculated with a Monte Carlo code for each detector geometry.

The experimentally measured yield of isomers, $N_f$ resulting from the irradiation of $N_T$ ground-state nuclei with bremsstrahlung is given analytically by

$$N_f = N_T \int_{E_C}^{E_0} \sigma(E) \frac{d\Phi(E)}{dE} dE ,$$

where $E_0$ is the end-point energy, $d\Phi(E)/dE$ is the time-integrated spectral intensity in cm$^{-2}$ keV$^{-1}$ of the photon field, and $\sigma(E)$ is the cross section in cm$^2$ for the reaction. The spectral intensity is conveniently expressed as the product of a flux of all photons above a cutoff energy $E_C$ of 1 MeV, $\Phi_0$ incident on the target, and a relative intensity function $F(E, E_0)$, which is normalized according to

$$\int_{E_C}^{E_0} F(E, E_0) dE = 1 .$$

Equation (2) allows the definition of a normalized yield, or activation per photon, $A_f(E_0)$ given by

$$A_f(E_0) = \frac{N_f}{N_T \Phi_0} = \int_{E_C}^{E_0} \sigma(E) F(E, E_0) dE .$$

![FIG. 1. Schematic energy-level diagrams for (a) $^{123}\text{Te}$ and (b) $^{125}\text{Te}$. Half-lives of the isomers are shown in the ovals, and the energies of the levels shown are given in keV. The bold arrows show the transitions which give rise to distinctive γ-ray emissions measured in this work. The dashed arrows indicate transitions which are not directly observed.](image1)

![FIG. 2. Pulse-height spectrum obtained from a tellurium sample after a 6-MeV end-point irradiation. Peaks not explicitly marked are due to counting chamber background.](image2)
Plots of this quantity as a function of $E_0$ give the excitation functions for $^{125}\text{Te}'''$ and $^{125}\text{Te}''$ shown in Figs. 3(a) and 3(b). This normalization makes these curves relatively insensitive to variations in isomeric population that occur simply because all the intensities increase when the end point is raised. Instead, their appearance is primarily determined by the density, location, and integrated cross sections of the states mediating the reactions.

Calculated spectra of both $\Phi_0$ and $F(E, E_0)$ were obtained from the EGS4 electron-photon transport code developed at SLAC. This Monte Carlo program is well established in the medical physics community, and its general validity has been demonstrated elsewhere. In this work confidence in the calculated photon spectra was maintained by calibrating them with the reaction $^{87}\text{Sr}(\gamma, \gamma')^{87}\text{Sr}''$ as discussed in Ref. 5.

As a result of interest in these experiments, gateways have widths that are small in comparison to their spacings, and Eq. (3) reduces to a summation, giving

$$A_j(E_0) = \sum (\sigma \Gamma)_{j, j'} F(E_j, E_0),$$

where $(\sigma \Gamma)_{j, j'}$ is the integrated cross section and $E_j$ is the excitation energy of the $j$th intermediate state feeding the isomer. It is then possible to define a quantity $R_M(E_0)$, which represents the residue of activation after subtracting contributions from the $M$ lowest-lying intermediate states:

$$R_M(E_0) = A_j(E_0) - \sum_{E_j < E_0} (\sigma \Gamma)_{j, j'} F(E_j, E_0),$$

where $E_M$ is the resonance energy of the highest-lying intermediate state contributing. Fitted values of the integrated cross sections $(\sigma \Gamma)_{j, j'}$ were found by minimizing $R_M(E_0)$ for the lowest-energy state giving a break in the excitation function, and then iterating after including any new gateways suggested by the data. In the case of $^{87}\text{Sr}$, the calibration procedures described earlier were confirmed in the present work as a test of confidence. This provided experimental validation of the calculated photon spectra as well as confirming the experimental practice.

An identical analysis for $^{125}\text{Te}'''$ was based upon the excitation function of Fig. 3(a). The pronounced increase in yield beginning near 3 MeV indicates the location of an intermediate state, while the low level of activation below this energy suggests the participation of smaller gateways having $E_j < 2$ MeV. The number and location of these lower-energy states could not be determined in the current work; nor does the literature provide any information. It was found that a single state near 1 MeV with an integrated cross section of $(60 \pm 20) \times 10^{-24}$ cm$^2$ keV could give the activation observed below 3 MeV, but this assignment is not unique. The possible variations are indicated in Table I and do not significantly contribute to the uncertainties reported for the other gateways. Using this hypothetical state to remove the base-line yield, the residue $R_M(E_0)$ indicated two strong gateways at 2.8 and 4.2 MeV. The fitted $(\sigma \Gamma)_{j, j'}$ corresponding to these states are given in Table I and are much larger than the base-line state at 1 MeV. These values were determined to within the uncertainties explicitly shown in Table I.

The excitation function obtained for population of $^{125}\text{Te}'''$ provided less detail, but the data of Fig. 3(b) were still consistent with an intermediate state located between 4.2 and 4.5 MeV, as given in Table I.

Because of the low $(\gamma, n)$ threshold of the naturally occurring component of the deuterium in the plastic sample containers, it was necessary to evaluate the effects of all neutrons produced in the irradiation environment.

**FIG. 3.** Linear plots of yield normalized to the flux calculated for a low-energy cutoff of 1 MeV as functions of bremsstrahlung end-point energy for (a) $^{123}\text{Te}$ and (b) $^{125}\text{Te}$. Where no error bars are shown, statistical errors are comparable to the symbol size. Error bars shown without symbols in (b) represent upper bounds on the activation where fluorescence was not observed above the level of background. Dotted curves plot the values calculated from the model of Eq. (4) using the results of Table I. The locations of the gateways determined in this work are indicated by the large arrows whose widths represent the available experimental resolution.

**TABLE I.** Values of fitted integrated cross sections $(\sigma \Gamma)_{j, j'}$ for gateway states determined from the excitation functions of Figs. 3(a) and 3(b) for the $(\gamma, \gamma')$ reactions populating the isomers $^{123}\text{Te}''$ and $^{125}\text{Te}'''$. The gateway excitation energies $E_j$ for these levels are given at the centroid of the appropriate experimental bins.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Gateway energy (MeV)</th>
<th>$(\sigma \Gamma)_{j, j'}$ $(10^{-24}$ cm$^2$ keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{123}\text{Te}$</td>
<td>1.0 ± 0.5</td>
<td>&lt; 60 ± 20</td>
</tr>
<tr>
<td></td>
<td>2.8 ± 0.2</td>
<td>2000 ± 300</td>
</tr>
<tr>
<td></td>
<td>4.2 ± 0.2</td>
<td>7000 ± 1000</td>
</tr>
<tr>
<td>$^{125}\text{Te}$</td>
<td>4.2-4.5</td>
<td>7000 ± 3000</td>
</tr>
</tbody>
</table>
The neutron flux was measured with standard activation techniques\textsuperscript{12} by the inclusion of indium foils in the target stacks. Each disk was 0.0127 cm thick with a diameter of 3.8 cm and a mass of about 1 g. Epithermal neutrons were observed by detection of the 416.92-keV fluorescence from the 54.15-min isomer of $^{116}\text{In}$, which is produced through neutron capture from the stable $^{115}\text{In}$. At the highest photon end point of 6 MeV, there were found to be only $0.87\pm0.05$ neutrons cm$^{-2}$ s$^{-1}$, and this flux decreased smoothly to zero as the end point was lowered to the deuterium $(\gamma,n)$ threshold of 2.22 MeV. This low level of epithermal neutron flux produced negligible contributions to the yields of $^{121,125}\text{Te}^{\text{m}}$ and $^{87}\text{Sr}^{\text{m}}$. The appearance of thermal neutron flux was not expected because of the lack of sufficient moderators in the environment. The use of photon energies below the thresholds of all target and environmental materials excluded fast neutron production.

CONCLUSIONS

The excitation functions obtained in this work for the population of the isomers $^{124}\text{Te}^{\text{m}}$ and $^{125}\text{Te}^{\text{m}}$ indicate that their photoexcitation proceeds through absorption by isolated intermediate states. No consistent description could be obtained by assuming absorption through densely spaced levels which would have provided broadband absorption. The integrated cross sections determined for these states are about 100 times larger than most $(\gamma,\gamma')$ activation reactions reported previously, being in excess of $10^{-26}$ cm$^2$ keV. Moreover, they are only an order of magnitude smaller than those determined in earlier measurements\textsuperscript{1,3} for the depopulation of $^{169}\text{Ta}^{\text{m}}$. Clearly, further investigations of the systematics of isomeric photoexcitation are needed in the range between 2 MeV and $(\gamma,n)$ threshold energies in order to isolate the principal cause of the large photoexcitation rates being found. Experimental studies of a variety of different isomeric nuclei are currently underway to examine these questions. It would also be of great interest to have nuclear structure calculations illuminating the nature of the particular intermediate states through which the photoabsorption occurs.
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Photoexcitation of the isomers of 19 nuclides was examined in this work. Four accelerators were used as sources of bremsstrahlung to expose the samples and end-point energies covered the range from 0.5 to 11 MeV. No evidence was found for nonresonant processes of excitation. However, more than half the cases showed enhanced channels for the resonant photoexcitation of isomers with integrated cross sections approaching \(10^{-21} \text{ cm}^2 \text{ keV}\). These results are three to four orders of magnitude larger than values usually characterizing \((\gamma,\gamma')\) reactions.

INTRODUCTION

Because the photon carries relatively little momentum, \((\gamma,\gamma')\) reactions must proceed through resonant channels for excitation with rather narrow widths. This aspect distinguishes photoexcitation from related processes such as \((\gamma,n)\). The generation of an additional particle with which to conserve momentum provides a threshold of energy above which all incident photons can mediate the reaction. This facilitates the study of processes such as \((\gamma,n)\) by increasing product yields and richly detailed results have been reported in the literature.\(^1\) In contrast, the difficulties in exciting the narrow resonances for \((\gamma,\gamma')\) reactions have inhibited investigations and relatively few results have been published in the past 50 years over which such processes have been known.\(^2,3\)

In the region of energies from 0.1 to 10.0 MeV photon sources emit continuous spectra and the opportunity to probe \((\gamma,\gamma')\) reactions with a tunable source of narrow width does not exist at practical levels of intensity. Even experiments designed to use \(\gamma\) sources are actually done with continua because of the degradation of the line spectra by Compton scattering in the real geometries employed.

The most tractable \((\gamma,\gamma')\) reactions for study are those for the photoexcitation of isomeric states. The product lives long enough to be readily examined after termination of the input irradiation. The archetypical case has been the reaction \(\text{\(^{111}\)Cd}(\gamma,\gamma')\text{\(^{111}\)Cd}\) excising the 48.6 min isomer. Three of the most recent measurements of the integrated cross section \(\sigma \Gamma\) conducted in 1979, 1982, and 1987 with results of 35, 5.8, and 14 as reported in Refs. 4–6, respectively, in the usual units of \(10^{-29} \text{ cm}^2 \text{ keV}\). Probable errors were quoted as varying only from 7% to 14% and yet, no two of the measurements were even within a factor of 2 of each other. This discrepancy led to the curious suggestion\(^5\) that some unknown mechanism for nonresonant nuclear absorption generally dominates the excitation step. Although fundamental considerations insist that for energies below the thresholds of neutron evaporation all \((\gamma,\gamma')\) reactions must first excite bound nuclear states, the belief continued to spread that nonresonant processes were involved. The \((\gamma,\gamma')\) reactions of \(\text{\(^{113}\)In}, \text{\(^{87}\)Sr}, \) and \(\text{\(^{188}\)Ta}\) were all subsequently attributed to the unidentified nonresonant process.\(^7,8\)

Recently, the technology has become available\(^9,10\) to measure the spectrum of a source of pulsed bremsstrahlung, together with greatly improved computer codes\(^11,12\) with which to calculate spectra for realistic geometries. These advances made it possible to resolve\(^13\) the persisting controversies in the reaction \(\text{\(^{111}\)Cd}(\gamma,\gamma')\)\text{\(^{111}\)Cd}\), as well as those\(^14\) in \(\text{\(^{115}\)In}(\gamma,\gamma')\text{\(^{115}\)In}\). As expected, it was found\(^13,14\) that both \(\text{\(^{115}\)In}\) and \(\text{\(^{111}\)Cd}\) were excited by resonant absorption through intermediate gateway states near 1 MeV that were broadened by their short lifetimes. The sharp onset of the \((\gamma,\gamma')\) reactions with increasing energy relegated to less than 3% any contributions from nonresonant processes and indicated that the gateway states were reasonably well connected by radiative transitions to both the ground states and the isomers. It appears that the principal cause for the large discrepancy between previous measurements was the difficulty in adequately characterizing the spectra of the irradiation. This was particularly true for radioactive sources since all spectral contributions away from the source lines were necessarily due to Compton continua generated by scattering in the irradiation environment.

The model for the photoexcitation of isomeric nuclei confirmed in recent work\(^13,14\) is shown in Fig. 1. Only two gateway levels are drawn as examples and the number actually participating depends upon the sequence of energy levels and transition probabilities for the particu-
that were chosen at will in classical investigations\(^9\) of \((\gamma,\gamma')\) reactions is no longer available in North America. For the experiments reported here we could arrange access only to a combination of accelerators, some with limited variability of end-point energies such as DNA/PITHON at Physics International and DNA/Aurora at Harry Diamond Laboratories. Between the ranges of energies available from those machines we used two medical linacs having fixed end points of 4 and 6 MeV. This enabled us to examine the photoexcitation of 19 isomeric nuclei, most of them over the range from 0.5 to 11 MeV. The variety of accelerators and locations minimized the possibility of introducing any systematic bias which might have been associated with any particular machine or its environment.

**METHODOLOGY**

**Analytic approach**

The normalized activation \(A_f(E_0)\) of a sample per unit photon flux \(\Phi_0\) produced with a bremsstrahlung source having an endpoint \(E_0\) can be written as

\[
A_f(E_0) \equiv \frac{N_f}{N_i\Phi_0} = \sum (\sigma \Gamma)_{j} F(E_j, E_0),
\]

where \(N_i\) and \(N_f\) are the populations of initial and final nuclear states, respectively. In Eq. (1), \((\sigma \Gamma)_{j}\) is the integrated cross section for the excitation of \(N_f\) through the \(j\)th gateway state as shown in Fig. 1. The function \(F(E_j, E_0)\) is the spectral function describing the relative intensity at the photon energy, \(E_j\), normalized so that

\[
\int_{E_0}^{E_\infty} F(E, E_0) dE = 1.
\]

The normalized activation can be useful as a sensitive indication of the opening of \((\gamma,\gamma')\) channels whenever photons of the requisite energies \(E_j\) become available. A change of the end-point energy \(E_0\) of the bremsstrahlung spectrum modulates the spectral intensity function \(F(E_j, E_0)\) in Eq. (1) at all of the important gateway energies, \(E_j\). The largest effect in the excitation function occurs when \(E_0\) is increased from a value just below some gateway at \(E_j = E_k\) to one exceeding it so that \(F(E_j, E_0)\) varies from zero to some finite value. In earlier work\(^9\) plots of quantities equivalent to Eq. (1) as functions of the end-point energies of the irradiating spectra showed very pronounced activation edges which appeared as sharp increases at the energies, \(E_j\), corresponding to excitation of new gateways.

In the work reported here the ratios of activation \(N_f/N_i\) to the irradiation dose were examined as functions of \(E_0\). The relationships between dose, which was measured directly, and \(\Phi_0\), which had to be derived from it, depended upon \(F(E, E_0)\). The normalization to dose rather than \(\Phi_0\) was chosen to avoid any dependence of the features of the excitation function upon simulation models.

**FIG. 1.** Schematic representation of the \((\gamma,\gamma')\) reactions used to populate isomeric states in these experiments. The resonant absorption of bremsstrahlung x rays, denoted as \(\gamma\), excite populations of gateway states. Two are shown at excitation energies of \(E_1\) and \(E_2\) but the actual number will vary for each nucleus. Parts of the populations of the gateway states make transitions to the final state either directly or as part of a cascade of radiative transitions ending on the final state as indicated by the dashed arrows.
Experimental details

Sample materials were exposed to photons having energies up to 1.5 MeV with the DNA/PITHON nuclear simulator at Physics International. This device was a flash x-ray source using a single transmission line pulsed by a Marx generator. Since the end-point energy could be varied to some degree by changing the charging voltage of the Marx, photoexcitation from 0.5 to 1.5 MeV could be investigated with a resolution limited by the available end-point energies. The samples were placed in front of a converter foil which terminated the transmission line, and were aligned to face the photon flash. These were exposed in complex packages to activate several materials in each shot from DNA/PITHON, an important detail since the pulse repetition frequency was less than 1 h⁻¹. All the sample packages were backed with thermoluminescent dosimeters (TLD’s) to measure the dosage which each target received.

The 1.5 to 6 MeV range was studied with two fixed end-point medical linacs at the Department of Radiology of the University of Texas Southwestern Medical Center at Dallas. Irradiations with nominal 4 MeV bremsstrahlung were obtained with a Varian Clinac 4/100 linac which provided a dose rate of 200 rad(H₂O)min⁻¹ at 101.2 cm from the converter target. Bremsstrahlung having a nominal end point of 6 MeV was obtained with a Varian Clinac 1800 linac operating in the 6 MeV mode. This device produced 400 rad(H₂O)min⁻¹ at 101.5 cm from the converter target. For both machines, the dose rate was determined by in-line ion chambers whose calibrations were directly traceable to NIST. Samples were exposed in packages confined to the region of most uniform dose distribution.

Irradiations in the 6 to 11 MeV range were provided with the DNA/Aurora nuclear simulator, located at the Harry Diamond Laboratories. Powered by a Marx bank, photons were generated by converter foils which terminated four separate transmission lines. These converged on a target volume of roughly 0.1 m³ in which the photon field was most intense. Again, the Marx charging voltage was varied to provide irradiations with different end-point bremsstrahlung. Samples were positioned in the high intensity spot and were backed by TLD’s. These packages were oriented to face the centerline of the machine rather than any particular transmission line.

The spectra of these four machines have been well characterized, particularly the linacs which are committed to patient treatment. Photon spectra of the DNA/PITHON and DNA/Aurora accelerators were obtained through use of the Integrated TIGER Series (ITS) computational program. They were calibrated by matching the end-point energy and the total dosage to the shape of the calculated spectrum. The DNA-PITHON device could also be cross calibrated by the activation technique described in Refs. 9 and 10. Typical spectra are given in Fig. 2 which shows the relative intensity function \( F(E, E_0) \), on the meshes of energies for which data were available. For the DNA/PITHON shot shown, \( \Phi_0 = 4 \times 10^{14} \text{ photons cm}^{-2} \) and for the DNA/Aurora shot, \( \Phi_0 = 5 \times 10^{13} \text{ photons cm}^{-2} \).

The output spectra of the medical linacs employed in this work were calculated with the EGS4 code developed at SLAC. Unfortunately, the relative spectral intensity functions of these devices that were found in the literature contained a computational artifact. To minimize that feature the spectra had to be modeled as part of this work. Results are shown in Fig. 3, together with the

![Figure 2](image1.png)  
**FIG. 2.** Relative spectral intensities \( F(E, E_0) \) of the bremsstrahlung typically produced by nuclear simulators used to irradiate samples in these experiments. The curves are normalized so that their areas are unity. The solid lines indicate empirical fits to the calculated spectra as discussed in the text. The devices employed were as follows: (a) Varian Clinac 4/100, with a nominal end point of 4 MeV. The dotted curve shows the spectrum obtained from Ref. 21 that contains a computational artifact at about 3 MeV. (b) Varian Clinac 1800, operated in the nominal 6 MeV end-point mode.

![Figure 3](image2.png)
literature values for a typical case. The total fluxes at 100 cm were \(3.23 \times 10^{11}\) photons cm\(^{-2}\) min\(^{-1}\) for the nominally 4 MeV device, and \(5.35 \times 10^{11}\) photons cm\(^{-2}\) min\(^{-1}\) for the Clinac 1800 in the 6 MeV mode.

The isotope studied in these experiments are listed in Table 1 along with the relevant physical parameters. The techniques employed to obtain measurements of activation depended upon the lifetimes of the isomeric states and whether or not these were long enough to transport the irradiated samples by simple means.

Isomers of the first nine nuclides listed in Table 1 have half-lives of less than 3 min and therefore required special treatment. These samples consisted of either powders or metallic foils enclosed in cylindrical polyethylene vials which were pneumatically transported to a well-type NaI(Tl) detector after exposure. The low energy resolution of this detector necessitated some care in the identification of the prominent features in the pulse height spectra. In all cases, confirmations that these were the fluorescence signatures of the isomers were made by simultaneously acquiring data

### TABLE 1. Summary of isomeric nuclei studied. Nuclei marked * were present in isotopically enriched samples. In the sample column, \(R\) refers to samples contained in vials transferred pneumatically, \(P\) to flat planchettes, \(F\) to metallic foils, and \(B\) to scintillation bottles. The **Ta sample consisted of a dusting of oxide on a thin aluminum plate, referred to by \(D\). In the case of the **Lu sample, \(\beta\) particles were observed instead of fluorescence photons; the NA in the transparency column indicates that this factor was not applicable for **Lu.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Abundance (%)</th>
<th>Sample form</th>
<th>Principal fluorescence (keV)</th>
<th>Transparence (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Er</td>
<td>91.54*</td>
<td>ErO(_2)</td>
<td>2.28</td>
<td>207.79</td>
</tr>
<tr>
<td>&quot;Br</td>
<td>50.69</td>
<td>LiBr</td>
<td>4.86</td>
<td>207.20</td>
</tr>
<tr>
<td>&quot;Ir</td>
<td>37.30</td>
<td>Ir</td>
<td>4.94</td>
<td>129.43</td>
</tr>
<tr>
<td>&quot;Au</td>
<td>100.00</td>
<td>Au</td>
<td>7.80</td>
<td>279.11</td>
</tr>
<tr>
<td>&quot;Y</td>
<td>100.00</td>
<td>YF(_2)</td>
<td>16.06</td>
<td>909.15</td>
</tr>
<tr>
<td>&quot;Se</td>
<td>94.38</td>
<td>Se</td>
<td>17.45</td>
<td>161.92</td>
</tr>
<tr>
<td>&quot;Hf</td>
<td>13.63</td>
<td>HfO(_2)</td>
<td>18.68</td>
<td>214.31</td>
</tr>
<tr>
<td>&quot;Hg</td>
<td>16.90</td>
<td>HgCl(_2)</td>
<td>43.20</td>
<td>158.40</td>
</tr>
<tr>
<td>&quot;Ba</td>
<td>11.74</td>
<td>BaF(_2)</td>
<td>153.12</td>
<td>661.66</td>
</tr>
<tr>
<td>&quot;Cd</td>
<td>12.80</td>
<td>Cd</td>
<td>48.6</td>
<td>245.49</td>
</tr>
<tr>
<td>&quot;In</td>
<td>4.30</td>
<td>In</td>
<td>1.66</td>
<td>391.69</td>
</tr>
<tr>
<td>&quot;Sr</td>
<td>7.00</td>
<td>SrF(_2)</td>
<td>2.81</td>
<td>388.40</td>
</tr>
<tr>
<td>&quot;Lu</td>
<td>5.79</td>
<td>LuCl(_3)</td>
<td>3.63</td>
<td>beta</td>
</tr>
<tr>
<td>&quot;In</td>
<td>95.70</td>
<td>In</td>
<td>4.49</td>
<td>336.26</td>
</tr>
<tr>
<td>&quot;Ta</td>
<td>4.00*</td>
<td>TaO</td>
<td>8.15</td>
<td>355.79</td>
</tr>
<tr>
<td>&quot;Ba</td>
<td>6.60</td>
<td>BaF(_2)</td>
<td>1.20</td>
<td>268.27</td>
</tr>
<tr>
<td>&quot;Pt</td>
<td>33.80</td>
<td>Pt</td>
<td>4.02</td>
<td>98.88</td>
</tr>
<tr>
<td>&quot;Sn</td>
<td>7.70</td>
<td>Sn</td>
<td>13.6</td>
<td>158.56</td>
</tr>
<tr>
<td>&quot;Te</td>
<td>0.908</td>
<td>Te</td>
<td>119.7</td>
<td>158.99</td>
</tr>
</tbody>
</table>
The observed fluorescence count was a function of the photopeak detector efficiency, the fraction of fluorescence with a 7.6 cm\( \times \)7.6 cm diameter NaI(Tl) detector having a 5.1 in diameter. Good agreement with the literature value of 3.63 h was obtained.

The remaining nuclides in Table I had half-lives longer than 48.6 min, and could be transported by hand to a nearby solid-type NaI(Tl) detector for counting. Samples containing particularly long-lived isomers like 119.7 d \( ^{129}\text{Te}^m \) and 13.61 d \( ^{177}\text{Sn}^m \) were transported to the Center for Quantum Electronics where they were counted using a high-purity, n-type germanium (HPGe) detector. The physical form of the materials in this slower class consisted of thin metallic disks or flat polyethylene planchets containing metallic chips or chemical compounds.

Since the HPGe detector provided greater resolution, it was not necessary to monitor the time decay in detail. For some samples, however, energy spectra were acquired after several different elapsed times to provide additional confirmation of the product signature. For example, a pulse height spectrum of \( ^{129}\text{Te}^m \) after a 6 MeV exposure is shown in Fig. 5(a). The fluorescence line at 159 keV is well defined and gives 5% counting statistics. Since this was the longest-lived isomer ever reported to be excited by a \((\gamma,\gamma')\) reaction, the time decay was experimentally determined from a sequence of energy spectra taken after a 6 MeV exposure. The decay of the count rate is shown in Fig. 5(b). A fit to these data gives a half-life which is in excellent agreement with the literature value.

The nuclide, \( ^{167}\text{Lu} \), was examined with a different detection scheme. Since the isomer does not return to the ground state by a radiative transition, the number of excited nuclei must be measured by the detection of either \( \beta^- \) particles or the photons from the daughter nucleus. The ground state \( \beta^- \) decays with an end-point energy of 565 keV and the isomer \( \beta^- \) decays with end-point energies of 1313 keV (39.6%) and 1225 keV (60.4%). This difference allowed the use of a Cerenkov detector. Samples consisting of \( \text{LuCl}_3 \) dissolved in distilled water, were contained in polyethylene scintillation bottles. The Cerenkov threshold in water is about 250 keV and \( \beta^- \) particles emitted in the decay of the isomeric states were nearly 10 times more efficient in producing Cerenkov events than those emitted from ground state nuclei. Photons from these events were measured in coincidence, thereby recognizing only signals from the Cerenkov photons produced by single \( \beta^- \) particles. The detector was calibrated with \( ^{40}\text{K} \) decays from a KCl solution of known activity, since the resulting \( \beta^- \) particles had roughly the same end-point energy as those from \( ^{170}\text{Lu}^m \). In these measurements, the individual count rates were monitored to avoid contributions from accidental coincidences triggered by separate \( \beta^- \) events or by thermluminescence from the material of the bottle. A fit to the experimental data shown in the typical spectrum of Fig. 6 produced a value for the half-life for \( ^{170}\text{Lu}^m \) of 3.58±0.05 h, which is in good agreement with the literature value of 3.63 h.

The yields of each of the final state populations were determined from the numbers of counts collected in the corresponding peaks in pulse height spectra. These raw data were then corrected in a standard manner for the photopeak detector efficiency, the fraction of fluorescence photons per decay, and the finite times of sample transport and counting. The latter factor used literature values of the half-lives.\(^{12} \) It was also necessary to account...
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for some attenuation of the fluorescence photons within the samples themselves because of absorption and scattering events. This effect was accommodated by Monte Carlo calculations of a transparency factor for each sample. These corrections were confirmed by comparing the activations obtained from targets containing identical materials, but in different geometries.

RESULTS

Strontium as a benchmark

Normalized activation measurements obtained from all four accelerators for \(^{87}\text{Sr}^\text{m}\) are shown in Fig. 7, which also indicates the threshold energy for \((\gamma,n)\) reactions, \(E_\gamma\), at 8.428 MeV. The datum at 1.2 MeV represents an upper limit since no fluorescence photons were observed above the background level. Although lacking in resolution in the critical range from 1.2 to 6 MeV, the data allow several conclusions to be drawn about the photoexcitation process. First is that there is no evidence to support the participation of any nonresonant processes. This type of mechanism, if present, would be heavily dependent upon the density of nuclear states, which rises sharply at energies approaching \(E_\gamma\). The slow increase in the excitation function above 6 MeV relative to the change seen below 4 MeV precludes this as the dominant means of photoexcitation.

The large increase in normalized activation from 1.2 to 4 MeV indicates that at least one resonant gateway of significant magnitude lies in that range. The experimental resolution, however, does not allow a clear observation of the activation edges so the details of these states cannot be directly determined.

Fortunately, the isomer \(^{87}\text{Sr}^\text{m}\) is distinguished by the degree to which its photoexcitation has been characterized in the literature. An early work\(^{19}\) examined the production of this isomer by bremsstrahlung with end points which could be varied up to 3 MeV. The tunability of that device allowed three distinct gateways to be identified at 1.22, 1.88, and 2.66 MeV, and their integrated cross sections to be measured. In the usual units of \(10^{-29} \text{ cm}^2 \text{ keV}\), these were found to be \(8.5^{+4}_{-3}\), \(16^{+5}_{-3}\), and \(380^{+200}_{-200}\), respectively.

Figure 8(a) shows the \(^{87}\text{Sr}^\text{m}\) data together with the normalized activation obtained from irradiations with all four accelerators for \(^{87}\text{Sr}^\text{m}\). The size of the symbols is comparable to one standard deviation except where error bars are explicitly shown. The point at 1.2 MeV determined from a DNA/PITHON exposure is an upper bound on the excitation threshold at \(E_\gamma = 8.4\) MeV.
normalized activations that should have been excited through the known gateways by photons with energies below 4 MeV. These values were calculated from Eq. (1) for different end-point energies by using typical bremsstrahlung spectra scaled from those shown in Fig. 3. The composite graph produced in this way exhibits the required activation edges at 1.22 and 2.66 MeV in agreement with the actual measurements. No edge is apparent at 1.88 MeV, but this is due to the comparable magnitude and proximity of this level to the one at 1.22 MeV. The correlation of the expected values near 4 MeV with the datum there indicates that no new states are required to explain all of the normalized activation obtained with the 4 MeV linac.

The data above 6 MeV in Fig. 8(a) significantly exceed the photoexcitation which could have been produced through the three known gateways. This extra activation must have therefore represented $(\gamma, \gamma')$ reactions which proceeded through one or more unidentified levels. The simplest picture which matches the data is that of a single gateway near 5 MeV with an integrated cross section of the order of $4000 \times 10^{-26}$ cm$^2$ keV. The normalized activation expected from this state, as well as those previously identified, is shown in relation to the experimental data in Fig. 8(b).

The nuclide $^{87}$Sr provides a benchmark for other $(\gamma, \gamma')$ studies since this is the only instance in which the current work can be compared with earlier experiments over a significant range of energies. It is apparent that the present measurements of the photoexcitation of $^{87}$Sr below 4 MeV are completely explained by resonant absorption of photons through gateways already reported in the literature.$^{19}$

Nuclide survey

All of the nuclei of Table I were irradiated with at least three of the four accelerators available. In all cases the general phenomenology seen in Fig. 7 was reproduced, but with considerable variance in the heights of the plateaus of activation reached at the higher energies. A typical example is shown in Fig. 9, which displays data obtained for the isomer $^{167}$Er$^{m}$ along with those for $^{87}$Sr$^{m}$. Several interesting aspects are apparent. Although the normalized activations achieved with $^{167}$Er nuclei are nearly two orders of magnitude larger than those of the $^{87}$Sr benchmark, both isomers display similarly slow increases in activation above 6 MeV. This is surprising since nonresonant processes might be expected to be more significant for the photoexcitation of a nucleus as massive as $^{167}$Er. Nevertheless, resonant absorption appears to be the dominant means of isomeric production for this nucleus as it was for the benchmark nuclide. The increase in normalized activation between the 4 and 6 MeV data strongly implies that a large gateway lies in this range. The magnitude of the data near 1.2 MeV suggests that a smaller activation edge lies at lower energy.

The measurements obtained from several nuclides, $^{77}$Sr, $^{79}$Br, $^{111}$Cd, and $^{133}$In allowed the identification of resonances below 1.5 MeV. The integrated cross sections of those were found to be on the order of $1 \times 10^{-26}$ cm$^2$ keV, and results were reported previously.$^{9,10,13,14}$ The isotope, $^{179}$Hf, while not providing such detailed information, did indicate an activation edge at about 1.1 MeV for its 18.7 sec isomer $^{179}$Hf$^{m}$. Its excitation function is displayed in Fig. 10 and again the relatively slow increase in normalized activation between the 4 and 6 MeV data strongly implies that a large gateway lies in this range. The magnitude of the data near 1.2 MeV suggests that a smaller activation edge lies at lower energy.

FIG. 9. Normalized activation obtained from irradiations with all four accelerators for $^{167}$Er$^{m}$. Also included for the purpose of comparison are those values for $^{87}$Sr$^{m}$. The size of the symbols is comparable to one standard deviation except where error bars are explicitly shown. The point at 1.2 MeV for $^{87}$Sr$^{m}$ determined from a DNA/PITHON exposure is an upper bound on the excitation since no fluorescence photons were observed above the level of background. The neutron evaporation thresholds for $^{167}$Er and $^{87}$Sr are 6.4 and 8.4 MeV, respectively.

FIG. 10. Normalized activation obtained from irradiations with all four accelerators for 18.7 sec $^{179}$Hf$^{m}$. The size of the symbols is comparable to one standard deviation except where error bars are explicitly shown. The vertical line indicates the neutron evaporation threshold at $E_{n} = 6.1$ MeV.
rise at high energies suggests resonant photoexcitation even for this large nucleus.

The absence of any evidence for nonresonant excitation made it useful to tabulate the results of this work in terms of an effective integrated cross section \((\sigma\Gamma)\), which was a weighted average of the actual values appearing in Eq. (1),

\[
(\sigma\Gamma) = \sum_j (\sigma\Gamma)_{ij} F(E_j, E_0) / F(2.125, E_0) .
\]

The choice of normalizing the relative intensities to 2.125 MeV was arbitrary. However, since the excitation energies of all of the dominant gateways exceeded 2.125 MeV and since \(F(2.125, E_0) > F(E_j, E_0)\) for those gateways, the ratio used to weight individual \((\sigma\Gamma)_{ij}\) in Eq. (3) was always less than unity. This insured that the effective \((\sigma\Gamma)\) was not greater than the sum of all integrated cross sections for a particular nuclide. Substitution of Eq. (3) into Eq. (1) gives

\[
(\sigma\Gamma) = \frac{N_f}{N_i \Phi_0 F(2.125, E_0)} ,
\]

which in turn shows the effective \((\sigma\Gamma)\) to be the value that would have been necessary for a gateway at 2.125 MeV to produce the observed activation. The results are shown in Table II for the two different values of \(E_0\) of the bremsstrahlung from the two linacs.

### Neutron excitations

All of the accelerators used, other than DNA/PITHON, were capable of evaporating neutrons from their environments. Since neutrons can also excite nuclei into their isomeric states it was important to determine the amount of normalized activation which was attributable to these particles. In principle, two types of neutron reactions could have occurred: inelastic \((n,n')\) reactions which would have required hot neutrons and neutron capture \((n,\gamma)\) processes driven by fluxes of thermal or epithermal neutrons.

Contributions to the observed activations from \((n,\gamma)\) reactions could be directly determined. The thermal neutron fluxes were measured by irradiating two thin indium foils, one of which was shielded from thermal neutrons by a cadmium cover. In accordance with standard techniques, energy spectra obtained from these foils were examined after exposure for photons from the isomer \(^{115}\text{In}^\), which is produced by a branch of the reaction \(^{115}\text{In}(n,\gamma)^{116}\text{In}^m\). In all cases such activations were negligible. For example, the magnitudes of the fluorescence lines observed in both the bare and the shielded

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>4 MeV</th>
<th>6 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Delta J)</td>
<td>((\sigma\Gamma)) ((10^{-29}\text{cm}^2\text{keV}))</td>
<td>(A_s/A_{tot}) ((%))</td>
</tr>
<tr>
<td>(^{167}\text{Er})</td>
<td>3</td>
<td>4600±110</td>
</tr>
<tr>
<td>(^{79}\text{Br})</td>
<td>3</td>
<td>660±17</td>
</tr>
<tr>
<td>(^{191}\text{Ir})</td>
<td>4</td>
<td>7600±610</td>
</tr>
<tr>
<td>(^{197}\text{Au})</td>
<td>4</td>
<td>2600±40</td>
</tr>
<tr>
<td>(^{68}\text{Y})</td>
<td>4</td>
<td>9±5</td>
</tr>
<tr>
<td>(^{77}\text{Se})</td>
<td>3</td>
<td>330±4</td>
</tr>
<tr>
<td>(^{174}\text{Hf})</td>
<td>4</td>
<td>9400±120</td>
</tr>
<tr>
<td>(^{133}\text{Ba})</td>
<td>4</td>
<td>330±23</td>
</tr>
<tr>
<td>(^{109}\text{Hg})</td>
<td>6</td>
<td>260±10</td>
</tr>
<tr>
<td>(^{111}\text{Cd})</td>
<td>5</td>
<td>920±12</td>
</tr>
<tr>
<td>(^{113}\text{In})</td>
<td>4</td>
<td>1300±59</td>
</tr>
<tr>
<td>(^{38}\text{Sr})</td>
<td>4</td>
<td>390±13</td>
</tr>
<tr>
<td>(^{178}\text{Lu})</td>
<td>6</td>
<td>14000±95</td>
</tr>
<tr>
<td>(^{117}\text{In})</td>
<td>4</td>
<td>1800±16</td>
</tr>
<tr>
<td>(^{180}\text{Ta})</td>
<td>8</td>
<td>18000±6600</td>
</tr>
<tr>
<td>(^{133}\text{Ba})</td>
<td>4</td>
<td>1300±62</td>
</tr>
<tr>
<td>(^{155}\text{Pt})</td>
<td>4</td>
<td>3000±160</td>
</tr>
<tr>
<td>(^{117}\text{Sn})</td>
<td>5</td>
<td>320±47</td>
</tr>
<tr>
<td>(^{121}\text{Te})</td>
<td>5</td>
<td>4200±330</td>
</tr>
</tbody>
</table>

TABLE II. Summary of experimental results. The quantity \(\Delta J\) is the change in spin between ground state and isomer. For both 4 and 6 MeV irradiations, the integrated cross sections of a single gateway state at the reference energy of 2.125 MeV are given as \((\sigma\Gamma)\) and have been corrected for thermal and epithermal neutron contaminations. The ratio of 6 MeV values to those at 4 MeV are given as \(\kappa_1\). The ratio of integrated cross sections obtained from 10.4 keV to 6 MeV measurements is \(\kappa_2\). Also given is the fraction of thermal and epithermal neutron contamination in the total activation, \(A_s/A_{tot}\). The comment "NA" is used in the column for \(A_s/A_{tot}\) when no naturally abundant parent is available for \((n,\gamma)\) reactions. An entry NA in the \(\kappa_2\) column indicates that this information is not currently available.
samples allowed the determination of the thermal neutron flux of 12 neutrons cm\(^{-2}\) sec\(^{-1}\) in the 6 MeV linac environment. The contributions to the activations from thermal neutrons are summarized in Table II for each of the 19 nuclides studied.

Because of a beryllium window used in the construction of the 6 MeV linac, that environment had the largest neutron flux. Nevertheless, the results of Table II show that under no conditions did the thermal neutrons contribute more than a few percent of the activation. In most cases neutron contamination represented a few \(10^{-4}\) fraction of the observed activations from the 6 MeV linac. The fast neutron flux was expected to be even less important and attempts to record any flux with the \((n,p)\) reactions of \(^{46}\)Ti, \(^{47}\)Ti, and \(^{58}\)Ni were completely negative. Calculations indicated a flux of fast neutrons from the photodisintegration of environmental sources consistent with this negative and limited contamination from \((n,n')\) reactions to tenths of a percent.

**CONCLUSIONS**

The principal conclusion of this work is that some of the integrated cross sections for exciting isomers can be extraordinarily large, approaching \(10^{23}\) cm\(^2\) eV. This is about three to four orders of magnitude larger than what has been usually reported in the past.

Typified by the reaction \(^{167}\)Er(\(\gamma,\gamma'\))\(^{167}\)Er\(^{m}\), these enhanced processes seem to occur through discrete gateways or through narrow bands of gateway states. The data of Fig. 9 for \(^{167}\)Er have a compelling resemblance to those for the excitation of \(^{87}\)Sr which is known to occur through a few discrete levels. The same sharp jump in activation with increasing x-ray end point is followed by relatively level yield up to 11 MeV. It is possible to fit the data for \(^{167}\)Er with a single gateway near 4 MeV but this is not a unique choice. The excitation function for the reaction \(^{176}\)Hf(\(\gamma,\gamma'\))\(^{176}\)Hf\(^{m}\) shown in Fig. 10 also seems compelling in suggesting a single jump in activation at energies below 4 MeV. Table II shows that more than half of the 19 reactions studied had \((\gamma,\gamma')\) reaction channels producing isomers with integrated cross sections greater than \(1000\times10^{-24}\) cm\(^2\) keV.

The possibility that these unexpectedly large channels for the photoexcitation of isomers were the results of poor calibrations of fluxes was minimized by the use of four different accelerators in diverse environments and by the fact that the yields of the reaction \(^{87}\)Sr(\(\gamma,\gamma'\))\(^{87}\)Sr\(^{m}\) up to 4 MeV were completely explained by the accepted values of integrated cross sections. Contamination of the products by activations from photoneutrons was shown to be generally less than 1%. It would seem that these enhanced channels for \((\gamma,\gamma')\) reactions are the results of surprisingly favorable transitions to intermediate states that can be excited at energies less than 4 MeV. Earlier works reported in the literature were generally limited to 3 MeV and did not find activations of this magnitude, so it would be reasonable to speculate that these highly favored channels might lie between 3 and 4 MeV above the ground state.

While the ratios of activations found with 4 MeV bremsstrahlung to that produced around 1 MeV were of the order of thousands, the further increases from 4 to 6 MeV were much smaller. In Table II, the quantity \(\kappa_1\) summarizes the increases in activation produced by raising the end point from 4 to 6 MeV and the quantity \(\kappa_2\) records the further change resulting from an increase from 6 to 10 MeV. With a few obvious exceptions, the general trend supports the hypothesis that the principal nuclear structure responsible for the order-of-magnitude enhancement of \((\gamma,\gamma')\) reactions lies below 4 MeV. Much smaller increases occur between 4 and 6 MeV and perhaps none between 6 and 10 MeV. Despite the care taken in reconciling the different environments, values of \(0.7 < \kappa_2 < 1.5\) are probably not significantly different from unity. There is no persuasive evidence that additional channels opened between 6 and 10 MeV. In turn, this seems to imply that the giant dipole resonances have nothing to do with the enhancement of these \((\gamma,\gamma')\) reactions.

The difficulties in explaining the sizes of the integrated cross sections reported in this work accrue from the large changes in angular momentum, \(J\) separating ground states from isomers. Most of the larger values belong to nuclei which are spheroidal and the projections of angular momentum, \(K\), upon the axes of elongation differ greatly in ground and isomeric states. With an absorption transition of reasonable probability, changes in \(J\) and \(K\) are limited to \(\Delta J \leq 2\) and \(\Delta K \leq 2\). While the first might be satisfied by making a transition from the ground state to a high member of a rotational band built upon the final state, the second would be violated because \(K\) is conserved within a rotational band. What is needed is a mechanism to mix \(K\) values of nuclear levels belonging to rotational bands built upon initial and final states of the \((\gamma,\gamma')\) reaction.

It is interesting to speculate that this might occur as a result of couplings to states built upon cores of nonfissioning shape isomers.\(^{21}\) Such states show double minima in energy as functions of elongation, even at low values of spin. At some values of excitation energy, the shape of such a nucleus would be unstable and projections upon its principal axes would no longer be conserved. In this way the transition from a \(K\) value characteristic of the ground state to one consistent with the isomer might occur by mixing with such a state. In any case the frequency with which giant values of integrated cross sections for photoexcitation were found in this work argues for some type of core property varying slowly with increasing nuclear size. Further work is needed to resolve the precise cause of this phenomenon.
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The most recent investigation of the photoactivation of isomeric nuclei reported by Krčmar et al. continues to contain a strong contribution from nonresonant channels. In this Comment we report that integrated cross sections for resonant photoactivation of isomeric levels in $^{95}$Sr, $^{111}$Cd, and $^{113,115}$In have been calculated from recent nuclear structure data and compared to those experimental results which assert that nonresonant contributions are important. The latter have shown systematically smaller values and the amount of missing resonant strength can be correlated to the magnitude of nonresonant cross section found in these investigations. Monte Carlo simulations of realistic experimental geometries display important components in the photon fields, resulting from environmental Compton scattering, which have been omitted in previous analyses of experimental data. The strength and shape of this contribution as a function of the experimentally important parameters suggest that the data can be explained entirely on the basis of a resonant excitation mechanism without any need to introduce a nonresonant contribution.

Photoactivation cross sections for the reaction $^{111}$Cd($\gamma,\gamma'$)$^{111}$Cd$^m$ have been inferred by Krčmar et al. [1] to proceed through nonresonant channels of excitation. The study of the photoactivation of isomeric states has a strong tradition in nuclear structure studies, and it has been generally accepted that the isomer population occurs via resonant excitation of higher-lying intermediate states which show finite branching ratios for a $\gamma$ decay (or a cascade) to the isomer. Nonresonant cross sections from higher-order photonuclear interactions are typically many orders of magnitude smaller and have never been considered important for these reactions. However, in the last few years a series of experiments has been performed [2-4] on the photoactivation of $^{113,115}$In, $^{111}$Cd$^m$, and $^{95}$Sr$^m$ in order to search for possible nonresonant contributions. The paper [1] upon which we comment is the most recent example in this series.

The experiments designed to show nonresonant excitation typically involved strong $^{60}$Co sources. The methodology depended upon the distortion of the source spectrum by interposing lead scatterers of varying thickness. In this way the ratio of photon fluxes at energies of resonant intermediate states and at source-line energies were changed in a definite way. The intensities at the energies of the source lines were believed to dominate the nonresonant interaction. The excitation probability per unit time of the isomeric level, $P$, was then fitted to a sum of resonant and nonresonant contributions:

$$P = \Phi_R(E_R)\sigma\Gamma_R + \Phi_{NR}\sigma_{NR} \text{ s}^{-1}. \quad (1)$$

In this expression $\Phi_R$ was the photon flux at resonance energy $E_R$, $\sigma\Gamma_R$ represented the integrated isomeric cross section from resonance fluorescence, $\Phi_{NR}$ was the nonresonant photon flux integrated over energy, and $\sigma_{NR}$ was a total nonresonant cross section.

The authors of Refs. [1-4] (called the Zagreb group hereafter) claim that the nonresonant contribution to the population of isomers is significant and even dominates in experiments using radioactive sources. Because of its potential importance, these findings stimulated a series of experimental and theoretical work over the last years. Hot atom chemical studies [5] and investigations using bremsstrahlungs sources [6,7] found no evidence for nonresonant cross sections in $^{113}$In and $^{111}$Cd. Biket et al. [8] repeated the $^{111}$Cd experiment of Ref. [3], but used iron instead of lead scatterers. They, too, report a null result within experimental limits. All attempts to explain theoretically such a strong nonresonant excitation mechanism have failed so far [2,9,10].

Most recently, the Zagreb group has repeated the $^{111}$Cd experiment including iron scatterers also [1]. They report large nonresonant cross sections independent of the absorber type or excitation energy of the dominant resonant intermediate state, which is not well established in $^{111}$Cd. A comprehensive discussion of their views of the validity of the experiments described in Refs. [5-8] is additionally presented.

We would like to discuss several aspects which raise serious doubts about the results presented in Refs. [1-4]. In particular, we will compare their results to resonant cross sections calculated from recent nuclear structure data and show that their results deviate significantly in those cases where the largest nonresonant contribution is obtained with their method. We will further show that an accurate knowledge of the impinging photon field is crucial for the data analysis. The incident spectrum depends strongly upon the experimental environment, and the approximation used for the unknown photon field in
those experiments [1-4] turns out to be poor. The neglect of forward Compton scattering in collimators and other environmental material could have led to severe errors.

Discussion of nuclear structure data.---The excitation probability of isomeric levels through resonant photon absorption to intermediate states can be calculated easily when the relevant quantum numbers of the intermediate states are known. The integrated cross section is given by

$$\sigma_R = \frac{\lambda^2}{4} \frac{2J_f + 1}{2J_i + 1} b_0 b_{iso} \Gamma,$$

with $b_0 = \Gamma_0 / \Gamma$, $b_{iso} = \Gamma_{iso} / \Gamma$, and $\lambda = 2\pi \hbar c / E_R$. The quantity $E_R$ denotes the energy of the intermediate state, $J_i, J_f$ are the spins of the initial and final states, $\Gamma$ and $\Gamma_0$ represent the total and partial widths for direct decay to the ground state, and $\Gamma_{iso}$ is the effective partial decay width to the isomer (including possible cascades). The branching ratios $b_0$, $b_{iso}$, and $\Gamma$ (or the lifetime $\tau = h / \Gamma$) or $\Gamma_0$ have been measured with a variety of experimental methods for the nuclei studied by the Zagreb group. Table I presents adopted values from the most recent Nuclear Data Sheets plus additional results from new experiments. It has been argued in Ref. [2] that such a comparison shows variations of the different experimental data much too wide to allow for any conclusion. Thus this question will be discussed in detail for the nuclei studied.

$^{115}$In. Two resonant states are known in the energy region accessible by $^{60}$Co sources. The lower level at 0.941 MeV contributes roughly an order of magnitude less to the isomer cross section than the state at 1.078 MeV. The branching ratios have been measured by various methods including Coulomb excitation, $\beta$ decay, and $(n,n'\gamma)$ reactions [11]. There is, however, a discrepancy of the $(n,n'\gamma)$ results adopted in Ref. [11] with two $(n,n'\gamma)$ studies [12, 13] quoting significantly larger $b_{iso}$ values (35-40%) for the 1.078-MeV state. At first sight this is surprising, since $(n,n'\gamma)$ results were generally found to agree well with each other, as well as with other experiments. A closer inspection of the original $\gamma$ spectra resolves the problem. The corresponding $\gamma$ transition is placed on the tail of a much stronger line with a separation in energy close to the resolution of the detectors used. Accordingly, results are very sensitive to small variations of the line shape, and a systematic error must be assumed for the integration, which might easily reach a factor 2 or more.

The lifetime has been measured by Coulomb excitation [14] and nuclear resonance fluorescence [15] (NRF) with reasonable agreement of both results. Some older NRF experiments quote a larger total width [16,17], but Ref. [16] gives a very large error. The most recent NRF experiment is considered superior to Ref. [17] because the critical evaluation of the bremsstrahlung flux and spectral distribution was achieved from a consistent set of self-absorption measurements. In any case the integrated cross section calculated is at least 2 times bigger than the result of Ref. [2]. The agreement with recent experimental work [5,6] and with the older survey of Booth and Brownson [18] is acceptable. Allowing for the $\Gamma$ values of Refs. [16,17] would only enlarge the discrepancy with Ref. [2].

$^{115}$In. The result of Ref. [4] is roughly 40% smaller than the calculation, if one includes the weaker 1.021-MeV level. Again, the branching ratios are well defined by different experiments [19], but the lifetimes are given only by one measurement [14]. While this allows the possibility for some systematic error, the agreement might still be regarded as acceptable. The only other experimental result [18] on $^{115}$In shows an error compatible with both the calculation and Ref. [4].

$^{111}$Cd. No calculations can be performed for $^{111}$Cd, since the branching ratios are not known and since there are conflicting results about the excitation energy of the main resonant state [1,7,18,20]. Recent studies have re-

<table>
<thead>
<tr>
<th>Nucl.</th>
<th>$E_x$ (MeV)</th>
<th>$J^*$</th>
<th>$T_{1/2}$ (ps)</th>
<th>$b_0$ (%)</th>
<th>$b_{iso}$ (%)</th>
<th>Calc. $\sigma_\Gamma$ (nb)</th>
<th>Zagreb group $\sigma_\Gamma$ (nb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{115}$In</td>
<td>0.941</td>
<td>$\frac{1}{2}^+$</td>
<td>15.1(1.4)</td>
<td>88(2)</td>
<td>12(2)</td>
<td>8(1)</td>
<td>54(7)</td>
</tr>
<tr>
<td></td>
<td>1.078</td>
<td>$\frac{1}{2}^+$</td>
<td>0.99(10)</td>
<td>89(2)</td>
<td>16(2)</td>
<td>120(15)</td>
<td></td>
</tr>
<tr>
<td>$^{113}$In</td>
<td>1.021</td>
<td>$\frac{1}{2}^+$</td>
<td>3.6(3)</td>
<td>89(2)</td>
<td>11(2)</td>
<td>23(2)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.131</td>
<td>$\frac{1}{2}^+$</td>
<td>0.97(7)</td>
<td>85(2)</td>
<td>14(2)</td>
<td>101(9)</td>
<td></td>
</tr>
<tr>
<td>$^{111}$Cd</td>
<td>1.190</td>
<td>$\frac{1}{2}^+$</td>
<td>78(8)</td>
<td>10(3)</td>
<td>97(6)</td>
<td>7(3)</td>
<td>62(5)</td>
</tr>
<tr>
<td></td>
<td>1.330</td>
<td>$\frac{1}{2}^+$</td>
<td>8(1)</td>
<td>83(5)</td>
<td>10(2)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$^{86}$Sr</td>
<td>1.229</td>
<td>$\frac{1}{2}^+$</td>
<td>0.97(35)</td>
<td>86(3)</td>
<td>14(3)</td>
<td>86(33)</td>
<td>47(7)</td>
</tr>
</tbody>
</table>

*For other experimental $\sigma_\Gamma$ results see Table I in Ref. [6] ($^{115}$In), Ref. [18] ($^{113}$In), Table I in Ref. [7] ($^{111}$Cd), and Table I in Ref. [4] ($^{86}$Sr). $^a$Assumed energy of the main intermediate state. $^b$Results obtained with lead scatterer/absorber. $^c$Results obtained with iron scatterer/absorber.
revealed a low-lying state which is probably the last step of cascades towards the isomer [21], but the intermediate states for photoabsorption were not discovered. Németh and Veres [22] have constructed a possible scheme of levels assuming a similarity to the nuclear structure of the lowest intermediate states in $^{87}\text{Sr}$ and $^{113,115}\text{In}$. It should be noted, however, that the ground state and isomeric spins completely differ (\(\frac{1}{2}^+ \rightarrow \frac{3}{2}^-\) for $^{111}\text{Cd}$ and $\frac{5}{2}^+ \rightarrow \frac{1}{2}^-\) for the others). A similar structure of the last three is suggested by the single neutron (Sr) or proton (In) hole relative to the shell closure $N=50$. A microscopic analysis within the unified model [23,24] shows indeed that the wave functions of all three main intermediate states are dominantly by amplitudes of \(|A + 1, 2^+\rangle\odot g_{9/2}^{-1}|3/2^+\rangle\) character, while the structure of a corresponding state in $^{111}\text{Cd}$ depends on a completely different region of valence single-particle and hole states.

Certainly, further experimental clarification of the $^{111}\text{Cd}$ low-energy spectrum is needed. The resonant cross sections for the population of the isomer in Ref. [1] are within the bandwidth of other experimental results, and no further conclusions are possible. However, it seems remarkable that the $\sigma\Gamma_R$ values presented in Ref. [1] disagree with each other, depending on the scatterer type (iron or lead).

$^{87}\text{Sr}$. The branching ratios are averages of three different experimental methods [25–27], which agree with each other within 3%. A half-life measurement obtained from the Doppler shift attenuation method is given by Ref. [26]. The calculated value agrees with Ref. [18], but the result of Ref. [4] is significantly smaller, even regarding the error quoted for the half-life value.

The discussion shows that the integrated cross sections for resonant isomer excitation given by the Zagreb group are generally smaller than values calculated from nuclear structure data characterized and established by a variety of independent experimental methods. A clear correlation can be found between the missing resonant cross section and the magnitude of the nonresonant cross section derived in Refs. [1–4]. This points toward problems related to the data analysis of their experimental method, which we address next.

Monte Carlo simulations. — A crucial point of all photoactivation experiments is the characterization of the incident photon field. The spectra resulting from strong radioactive sources (of the order of kCi) cannot be measured easily. Thus the following approximation has been used [1–4,8] for the unknown variation with the thickness of the scatterer of $\Phi$ at the energies of the resonant states and of full-energy $\gamma$ rays (defining $\Phi_{NR}$): The function $f(E_R,d)$, describing the flux ratio, was taken from data measured with a weak $^{60}\text{Co}$ source which emits full-energy photons only. Because of the finite volume and additional shielding, typical for a strong source of the type used in the reported experiments, a certain fraction $k$ is scattered out of the full-energy lines to form a low-energy tail even at $d=0$. Assuming that the distribution of $k$ is constant in the vicinity of the resonance energies, $k$ can be treated as a free parameter which is fixed by the data.

Neglecting small differences in the attenuation coefficients $\mu = \mu(E_R) \approx \mu(E_0)$, the reaction rate $P(d)$ is then given by [1–4,8]

$$P(d) = \frac{A}{4\pi r^2(1+k)} \times e^{-\mu d} \left[ \sigma_{NR} + \frac{k}{\Delta E} + f(E_R,d) \sigma\Gamma_R \right]. \quad (3)$$

Here $\Delta E$ is the interval of energies over which $k$ is distributed, and $A$ and $r$ represent the activity of the source and distance to the target, respectively. In Refs. [1–4,8] values for $\sigma\Gamma_R$, $\sigma_{NR}$, and $k$ resulted from simultaneous least-squares fits to the experimental $P(d)$ values.

For the preparation of these comments, the validity of this approach was investigated in three aspects: (i) the approximations included in the term in square brackets of Eq. (3), (ii) the importance of the experimental environment as a source of additional Compton-scattered photons, and (iii) the influence of a collimator as used in Ref. [2]. The discussion is based on Monte Carlo simulations performed with the code GEANT [28]. The characteristic quantity

$$F(E_R,d) = \frac{N(E_R)}{\Delta E^* N(E_0)} \quad (4)$$

is calculated for a variety of geometries and may be compared to $f(E_R,d)$ described above. The number $N(E_0)$ is determined by the sum of the contents of the intervals containing the 1.173- and 1.332-MeV lines, and $N(E_R)$ is averaged over $\Delta E^* = 50 \text{ keV}$ in order to improve statistics. In the case of $^{87}\text{Sr}$, where the main intermediate state lies above the 1.173-MeV level, only the 1.332-MeV line is counted for $N(E_0)$.

(i) As an example, results for the 1.229-MeV state in $^{87}\text{Sr}$ are discussed. The characteristic ratio $F(E_R,d)$ is compared in Fig. 1 for a pointlike source, an extended cylindrical source of 1 cm$^2$ volume, and an extended source surrounded by 1 and 2 cm of lead shielding, respectively. The function obtained for the pointlike source, simulating $f(E_R,d)$ in Eq. (3), is shifted such that $k/\Delta E = F(E_R,0)$ for the extended source geometries. The agreement is acceptable, although a slightly slower increase with $d$ is systematically indicated for the pointlike case. Such an effect would significantly alter the results of the Zagreb group, if source shielding material equivalent to 2 cm Pb or more was present in the experiments.

(ii) An important contribution not considered in Eq. (3) is the presence of additional photons at the resonance energies from scattering in the experimental environment. At energies around 1 MeV, the Compton cross sections are large and the Klein-Nishina formula is only moderately peaked in the forward direction. The schematic view of the experimental setup of the $^{87}\text{Sr}$ and $^{113}\text{In}$ measurements [4], presented in Fig. 4 of Ref. [29], indicates the presence of enough scattering material to provide a substantial contribution of this type. The geometry is simplified in the present calculations by replacing these scatterers with a lead cone having an open-
FIG. 1. Comparison of the photon flux at resonance energy $E_R$ to the 1.332-MeV line flux for different geometries of a $^{60}$Co source. The characteristic ratio $F(E_R, d)$ is shown as a function of the Pb scatterer thickness for a pointlike source (open circles), an extended source (solid circles), an extended source plus 1-cm Pb shielding (squares), plus 2-cm Pb shielding (diamonds). For details of the extended source geometry, see text. Statistical errors of the extended source calculations (not shown) are of the order of the symbol size. The straight and dashed lines are drawn to guide the eye.

FIG. 2. Direct (solid circles) and scattered (open circles) contributions to $F(E_R, d)$ from the simulation of the experiments described (a) in Ref. [4] and (b) in Ref. [2]. For details, see text. The straight and dashed lines are drawn to guide the eye.

As possible. A distance source target of 28 cm was chosen, and the target diameter and collimator width were set to 2.54 cm. The source description corresponds to case (ii). Figure 2(b) shows again that the shape of $F(E_R, d)$ differs completely for the direct and indirect contributions, and that the indirect flux even dominates in the absence of the lead/iron scatterers. The strength of scattered photons in such a geometrical arrangement is absolutely sufficient to explain the experimental $P(d)$ values in Ref. [2] without a nonresonant cross section. We also ascertained that this result is valid independent of a variation of the collimator radius within reasonable limits.

In conclusion, a comparison of experimental integrated cross sections for resonant photoexcitation obtained by the Zagreb group with results calculated from independent nuclear structure data shows systematic deviations. The amount of resonant cross section missing from the Zagreb measurements is closely correlated to the magnitude of the nonresonant cross sections they report.

We have shown with Monte Carlo simulations of typical experimental geometries that important parts of the photon spectra are missed in the approximation used by the Zagreb group for their data analysis. The computational results demonstrate the importance of additional photon flux resulting from Compton scattering in the experimental environment. In particular, the results derived for $^{113}$In are severely affected by the use of a collimator, and the data analysis reported in those experiments must be reconsidered. This neglected contribution seems to be sufficient to explain all published experimental data without any need to introduce a nonresonant...
cross section.

Finally, we remark that the calculations presented do not attempt to provide a detailed characterization of the experiments in Refs. [1–4], since not enough details were given there. A measurable nonresonant contribution to the photoexcitation of isomers cannot be definitely excluded by our arguments, but any claim for its existence from the experimental methods reported to date will have to be based on an accurate description of the photon field in the respective experimental geometry.

We are indebted to N. Huxel for his assistance with the Monte Carlo calculations. This work has been supported by the Bundesministerium für Forschung und Technologie of the Federal Republic of Germany under Contract No. 06DA1841.
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Large integrated cross sections for the photoexcitation of \(^{115}\text{In}^m\) have been detected around \(E_\gamma = 3\) MeV. Complementary nuclear resonance fluorescence studies prove that the g.s. transition strength is largely confined to the same energy region and the intermediate excited states are identified. Unified-model calculations indicate magnetic dipole \(1g_{\text{g.s.}} \rightarrow 1g_{\text{g.s.}}\), spin-flip transitions as the major excitation mechanism.

1. Introduction

The photoactivation of isomers has a long tradition in nuclear structure studies [1]. Most investigations have concentrated on two areas, viz. the region around particle threshold and the region of low excitation energies, typically \(E_\gamma < 2\) MeV. The former reveals information like the average ratio of isomeric to total photoabsorption cross sections [2] or serves as a test of statistical aspects of \(\gamma\)-decay at high excitation energies [3]. In the low energy regime, the isomer population occurs via resonant photoabsorption of selectively excited intermediate states which show a finite branching for a \(\gamma\)-decay (or a cascade) to the isomeric level. These intermediate levels provide unique nuclear structure information, often hardly accessible by other means [4].

Recent studies of the little explored energy region between these two extremes have shown surprising results. Very large cross sections for the population of isomeric states at energies \(E_\gamma \approx 2-4\) MeV have been observed in a variety of nuclei [5,6]. By investigating the excitation function it has been demonstrated [7] for the special case of the deexcitation of \(^{180}\text{Ta}^m\) that the resonant photoabsorption proceeds through two intermediate states only (or closely spaced groups within the experimental resolution of \(\approx 200\) keV). The corresponding cross sections are three orders of magnitude larger than typical values in other isomers below 2 MeV. Similar data have been reported [8] for the 120 d isomer in \(^{129}\text{Te}\). Besides the obvious question of a nuclear structure interpretation, these findings provide unexpected encouragement of schemes for pumping a \(\gamma\)-ray laser that depend upon the sudden deexcitation of isomeric populations [9].

The experiments presented in this letter are a first effort to gain some deeper understanding of the nuclear structure phenomena responsible for the results.
described above. The choice of $^{115}$In was based on several considerations: (i) The photoactivation of the $E_x = 0.335$ MeV, $J^\pi = \frac{1}{2}^-$ isomer in this isotope (g.s. $J^\pi = \frac{5}{2}^-$) is probably the most extensively studied case (see refs. [4,10,11] for references) and nuclear structure data are available [12] to completely determine the contribution of all intermediate states in the region below 2 MeV which is not covered in the present experiments. (ii) The large natural abundance (95.6\%) easily permits a complementary nuclear resonance fluorescence (NRF) study which characterizes the levels important in photoabsorption in more detail. (iii) The low-energy part of the $^{115}$In spectrum has been successfully described [13] within the unified-model approach [14] and an extension to somewhat higher energies seems promising. Thus, a microscopic interpretation of the mixing, which distinguishes the intermediate states, can be given. (iv) The vibrational odd–even nucleus $^{115}$In can be regarded as a prototype for many isotopes in this mass region containing an isomer.

2. Photoactivation experiments

Experiments were performed at the superconducting linear electron accelerator (S-DALINAC) in Darmstadt [15]. Bremsstrahlung spectra with endpoint energies $E_o = 2$–5 MeV were generated by irradiating a Ta converter. Disks of nominally 1 g of natural Indium (diameter 3.8 cm) were placed in the photon beam. Typical irradiation times were 4 h with an average electron current of 20 $\mu$A. The endpoint energies were varied in steps of 125 or 250 keV. The characteristic 336 keV isomeric transition of $^{115}$In, measured with a Ge(Li) detector, served as a signature of the activation and the yields were determined as described in ref. [7]. The isomeric yield $N_i$ can be expressed as

$$N_i = N \int_{E_o}^{E_{c}} \frac{d\sigma(E, E_o)}{dE} dE,$$  \hspace{1cm} (1)

where $N$ denotes the number of target atoms, $d\sigma/dE$ describes the spectral intensity per cm$^2$ of the photon field for an endpoint energy $E_o$, and $\sigma(E)$ is the resonant absorption cross section. A description of the incident photon spectra was obtained from calculations with the electron–photon transport code EGS4 whose general validity has been demonstrated [16]. The lower integral limit in eq. (1) is defined by a cutoff energy $E_{c}$ in the calculations.

The typical widths of resonant intermediate states are small enough to assume that $d\sigma/dE$ is constant over the resonance region. Then, eq. (1) can be simplified,

$$N_i = N_i \sum_i (\sigma\Gamma)_{i0} \sigma(E_j, E_0).$$  \hspace{1cm} (2)

with $(\sigma\Gamma)_{i0}$ giving the integrated cross section of the $i$th level. We note that nonresonant cross sections, which would inhibit the use of eq. (2), are not considered. Claims of important nonresonant contributions [17] to the photoexcitation of isomers have recently been disproved [18].

Information on new intermediate states is extracted from the experimental excitation function shown in fig. 1 by including calculated $(\sigma\Gamma)_{i0}$ values for all intermediate states below 2 MeV and then introduce a new state whenever a break in the excitation function requires additional strength. For the former, branching ratios and radiative widths are known [12] from independent experimental results. The integrated cross sections can be calculated from

![Fig. 1. Isomer yield as a function of endpoint energy. The straight line is calculated using intermediate states at 2.8 and 3.3 MeV with the strengths indicated. The contributions of states below 2 MeV are taken from the literature [12]. Statistical errors are smaller than the data point size. The error region spanned by the dashed lines additionally includes statistical errors of the photon spectra and an assumed 15% error for each individual $(\sigma\Gamma)_{i0}$ value.](image_url)
\[(\sigma \Gamma)_{iso} = \pi^2 \left( \frac{\hbar c}{E_o} \right)^2 \cdot \frac{\Gamma_{iso}}{\Gamma} \]  

with \( g = (2J_f + 1)/(2J_i + 1) \). Here, \( J_i,f \) are the spins of the g.s. and intermediate state, \( \Gamma_0 \) and \( \Gamma_{iso} \) are the partial g.s. width and the effective width to the isomer (including cascades), and \( \Gamma \) is the total width. A yield curve calculated in this way is presented as a solid line in fig. 1. No further states had to be included to describe the measured yields up to \( E_o = 2.8 \) MeV. The breaks in the theoretical excitation function, where new states were introduced, are indicated in fig. 1 and the corresponding cross sections given.

3. Nuclear resonance fluorescence experiments

The experimental setup especially designed for NRF experiments is described in ref. [19]. An absolute calibration of the photon spectra was attained by the use of In/Al and In/B sandwich targets which provide well-determined reference transitions. In order to cover an energy range \( E_o = 1.5-4.5 \) MeV, measurements were performed at endpoint energies \( E_o = 3.1, 4.6 \) and \( 5.2 \) MeV. Variation of \( E_o \) also enables us to distinguish g.s. transitions from decays to excited states. For details of the data analysis see ref. [19].

Integrated cross sections for g.s. transitions \( (\sigma \Gamma)_o \) comparable to the isomer activation results, eq. (3), can be obtained from

\[(\sigma \Gamma)_o = \pi^2 \left( \frac{\hbar c}{E_o} \right)^2 \cdot g \cdot \Gamma_{iso} \, W(\Theta). \]  

The additional factor \( W(\Theta) \) accounts for the non-isotropic decay characteristic which depends on the multipolarity (dipole/quadrupole) and the mixing ration \( \delta \) of \( E2 \) and \( M1 \) transitions. It can be shown that due to the large g.s. spin \( (J^P = \frac{9}{2}^+ \) results obtained in the present experimental geometry are insensitive within \( \pm 10\% \) to the unknown final state spin as well as an arbitrary choice of the mixing parameter and the \( W(\Theta) \) dependence can be neglected.

A full account of the NRF results will be given elsewhere [20]. Here, we present only results important for the isomer population and restrict the discussion of the lower energy region to a few comments in relation to other \( (\gamma, \gamma') \) studies. The agreement with the results of Cauchois et al. [21] is good. In particular for the 1.132 and 1.463 MeV state which they obtained with the self absorption technique. The correspondence to the results of Alston [22] is reasonable for stronger transitions and mediocre for the others. Below \( E_o = 2.5 \) MeV, branching ratios have been measured [23] for all levels observed in the present study and assure that no significant partial width to the isomer is missed in the analysis of the excitation function.

The excitation energy region corresponding to the large \( (\sigma \Gamma)_{iso} \) values is shown in the upper part of fig. 2. The brackets represent the experimental uncertainty of the energies of the intermediate states identified in the photoactivation. The striking results is that, except for a few moderate levels around 3.0 and 3.7 MeV, all \( (\gamma, \gamma') \) transitions are found within these energy regions. Thus, these states (or a part of them) must be responsible for the isomer population. It is further demonstrated in the lower part of fig. 2 that

![Fig. 2. Spectra of the \(^{115}\text{In}(\gamma, \gamma') \) reaction obtained for endpoint energies \( E_o = 4.6 \) and 5.2 MeV. The brackets indicate regions where significant strength for the population of the isomer is found in the excitation function (see fig. 1). The strongest lines marked B and A are calibration lines.](image)
no other resolved \((\gamma, \gamma')\) state is detected up to \(E_x = 5\) MeV (an upper limit of \(\approx 5\) eV b is estimated for possible \((\sigma_\gamma)_{lo}\) strength above 4 MeV). These results confirm that all important intermediate states have been identified up to 4.5 meV.

4. Nuclear model calculations and discussion

In order to compare the intermediate states at low and higher energies, the isomeric ratio \(R = \Gamma_{lo}/(\Gamma_0 + \Gamma_{lo})\) is introduced. The important states at low energies show typical values \(R \approx 0.1-0.2\). For the observed groups around \(E_x = 2.8\) MeV and \(E_x = 3.3\) MeV, values \(R_1 = 0.32\) and \(R_2 = 0.27\) are obtained by averaging over all the states within the brackets. These numbers represent lower limits of \(R\) only, since not all the states necessarily show a branching to the isomer. In principle, states with \(R \approx 1\) could lead to appreciable \((\sigma_\gamma)_{lo}\) values also and would eventually be missed in the \((\gamma, \gamma')\) data because of a too small \(\Gamma_0\). Such contributions, however, seem to play no important role in \(^{113}\)In.

Further insight is attained from an analysis within the unified-model [14]. In the case of \(^{113}\)In, the configuration space is built by proton 1h-states (relative to the semimagic \(^{118}\)Sn nucleus) and 1p--2h states across the major shell (relative to \(^{114}\)Cd) coupled to collective phonons (up to three quadrupole and two octupole) in the underlying cores. The two subspaces are mixed by a residual interaction which connects the pairing mode describing the 2h-core (\(^{114}\)Cd) coupled configurations with the surface model [14].

The parameters used for the calculation of energies and wavefunctions closely follow ref. [13]. For the study of M1 transitions, g-factors \(g_\pi = 0.7^{\text{the}}\) for the quenched proton spin value and \(g_\pi = Z/A\) for the gyromagnetic ratio were used. Alternatively, we tested the other extreme: \(g_\pi = 0\). This variation shows some influence in detail, but the general conclusions described below are not affected. The comparison to experiment proceeds by first computing all possible E1/M1/E2 upward transitions. Then, for states with a large partial g.s. width the full decay cascade is taken into account. In this way, model values for \((\sigma_\gamma)_{lo}\) and \((\sigma_\gamma)_{so}\) as well as branching ratios are determined.

Some general properties of the results, which are surprisingly insensitive to details of the calculations, are summarized first. In accordance with the experimental results, intermediate states are found in a limited energy region above \(E_x = 2.5\) MeV only. Also, typical \((\sigma_\gamma)_{lo}\) values at lower energies are suppressed by a factor of about 10--100. The number of important states is small, similar to the experimental NRF results.

Fig. 3 presents a comparison of both experiments and the model results. The calculations show a rough division into two groups which might be related to the experimental \((\sigma_\gamma)_{so}\) data. A one-to-one correspondence, however, is certainly beyond the limits of the approach. Summing the model \((\sigma_\gamma)_{so}\) strength, the isomeric ratios \(R_1 = 0.25\) and \(R_2 = 0.46\) compare favourably to the experimental numbers. However, an overall factor of 4 is needed to reach absolute values of integrated cross sections similar to the measured ones.

We have investigated whether this shortcoming might result from a model-inherent deviation of the average strength for the different transition types compared to experiment. Model distributions of reduced transition probabilities \(B(\pi L)\) for E1/M1/E2 were produced from a complete decay study of all states up to 4 MeV and compared to the experimental systematics of Endt [24] for this mass region. The resulting patterns look very similar and experiment/model ratios \(F(E1) = 0.2, F(M1) = 2\) and \(F(E2) = 10\) are deduced from the position of the \(\nu\)\(^{-}\)ma. A repetition of the decay cascade calculation with each transition modified by the correction factors leads to an agreement of absolute \((\sigma_\gamma)_{lo}\) and \((\sigma_\gamma)_{so}\) values within a factor of two, but slightly deteriorating isomeric ratio results \(R_1 = 0.13\) and \(R_2 = 0.60\).

The overall agreement seems quite encouraging and indicates that no major part of the relevant configuration space is missed. A detailed analysis of the main decay branches reveals a clear picture of the important amplitudes in the intermediate state wavefunctions. All theoretical states shown in fig. 3 have \(J^* = \frac{3}{2}^+\) and the g.s. coupling is dominated in all cases by single-particle \(1g_{9/2} \rightarrow 1g_{7/2}\) spin-flip transitions. The first step of the decay to the isomer in the model calculations proceeds mainly via E1 or E2 transitions, depending on the application of the correction factors which strongly suppress E1 versus E2. In the former case, the E1 operator leads to configurations including negative parity 1h-states which effectively
decay has also been demonstrated in the isomer. The importance of configuration structure is responsible for the branching to the collective functions permitting resonant absorption into excitations with significant intermediate states.

To summarize, large cross sections feeding the isomer in $^{115}$In have been found around $E_x = 3$ MeV. A complementary $(\gamma, \gamma')$ study clearly demonstrates that the strength is induced by a small number of discrete intermediate states. A microscopic analysis within the unified-model indicates that $M1$ spin-flip transitions ($1g_{7/2} \rightarrow 1g_{7/2}$) are most important for the resonant absorption into excitations with a significant $1p - 2h$ component while admixtures to the wave functions permitting $E1$ single-hole transitions or collective $E2$ strength from higher phonon Cd-core configurations are responsible for the branching to the isomer. The importance of $1g_{7/2}$ strength for the $\gamma$-decay has also been demonstrated [25] in the even neighbour $^{116}$Sn. The combined study of isomer excitation function and nuclear resonance fluorescence turns out to be an efficient tool for further investigations in the revived field of photoexcitation of isomers.
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ABSTRACT

Photoexcitations of the short-lived isomers $^{167}$Er, $T_{1/2} = 2.28$ s, $^{170}$Hf, $T_{1/2} = 18.68$ s, $^{191}$Ir, $T_{1/2} = 4.94$ s, and $^{187}$Au, $T_{1/2} = 7.8$ s were produced with bremsstrahlung from the superconducting Darmstadt linear accelerator. Excitation functions were measured for the population of these isomers by $(\gamma,\gamma')$ reactions between 2 and 7 MeV. They indicated that the isomers were excited by resonant absorption through isolated intermediate states having integrated cross sections in excess of $10^{-26}$ cm$^2$ keV, i.e., values about 1000 times larger than most $(\gamma,\gamma')$ activation reactions reported previously although they were comparable to those reported earlier for the dumping reaction $^{180}$Ta$(\gamma,\gamma')^{180}$Ta. In all four nuclei a common onset was observed near 2.5 MeV for intermediate states with strengths much larger than those occurring at lower energies. The summed cross sections exhibit a clear correlation with the ground state deformations.
INTRODUCTION

The photoexcitation of nuclear isomers by $(\gamma,\gamma')$ reactions has been known for more than 50 years.\cite{1,2} For most of this time studies of this phenomenon have been concentrated either upon higher photon energies around particle thresholds, or upon relatively low energies of excitation, $E \leq 2$ MeV. Results in the former case have been dominated by the photoabsorption through the giant dipole resonance and have emphasized concerns for the gross properties of the photoexcitation process\cite{3} or for tests of statistical models of $\gamma$-decay at high excitation energies.\cite{4} At the lower energies efforts have been characterized by the excitation of discrete intermediate states that have branched or cascaded back to an isomer with a significant probability.\cite{5} Under those conditions the integrated cross sections for the photoexcitation of isomers have been typically $10^{-29}$ to $10^{-27} \text{cm}^2 \text{keV}$.

Only recently have studies been extended systematically into the intermediate range of energies, and then with surprising results. Initiated with the observation\cite{6} of the deexcitation of the isomer $^{180}\text{Ta}^m(\gamma,\gamma')^{180}\text{Ta}$ with an unprecedented integrated cross section exceeding $10^{-25} \text{cm}^2 \text{keV}$, such extraordinary values were subsequently reported\cite{7} for $^{176}\text{Lu}(\gamma,\gamma')^{176}\text{Lu}^m$, also. A large survey of 19 nuclides was reported\cite{8} that covered the broad range of endpoint energies $0.5$ - $11$ MeV from four different accelerators and established that comparable integrated cross sections can be found in the majority of cases studied. However, the relatively coarse mesh over which those measurements were conducted prevented the extraction of the excitation energies and strengths of individual intermediate states (IS).

As a next step, a series of experiments was performed in the $2$ - $7$ MeV range in order to identify and characterize the important intermediate levels. These studies were motivated by two principal aspects. First, the very efficient coupling of ground state (g.s.) and isomer demonstrated in Refs. \cite{6 - 8} provided unexpected encouragement of schemes\cite{9} to use the resonant photoexcitation of isomers (or the reverse process, the sudden depopulation of an isomer) as a mechanism to pump a $\gamma$-ray laser. Amongst other conditions, the feasibility
depends sensitively on the locations and coupling strengths of the resonant states. Second, the reaction mechanism selects a unique set of states with two features: a large partial g.s. width and strong admixtures in the wave function which induce the decay into states efficiently cascading to the isomer. In the excitation energy region investigated, the underlying nuclear structure is almost unexplored and theoretical interpretations are badly needed. To our knowledge, the only attempt to interpret similar data on a microscopic base is found in Ref. [10]. On the other hand, such data provide stringent constraints for any model calculation.

A study of the deexcitation of $^{180}$Ta confirmed the striking results of Ref. [6]. It was found to occur through two intermediate states at 2.8 and 3.6 MeV with integrated cross sections of $1.2 \times 10^{-25}$ and $3.5 \times 10^{-25}$ cm$^2$ keV, respectively.[11] The excitation of isomers with large probabilities through discrete intermediate states in the reactions[12,13] of $^{123,125}$Te($\gamma,\gamma'$)$^{123,125}$Te$^m$, and $^{115}$In($\gamma,\gamma'$)$^{115}$In$^m$ was also established. However, in these latter cases integrated cross sections were of the order of $10^{-26}$ to $10^{-25}$ cm$^2$ keV.

Utilizing the large natural abundance of $^{115}$In, complementary nuclear resonance fluorescence experiments were performed and the important intermediate states were identified.[13] Unified model[14] calculations provided a qualitative explanation of the IS as being due to fragmented $g_{9/2} \rightarrow g_{7/2}$ spin-flip strength.

The next step in understanding would require an extension of the information available on IS in a variety of nuclei which might build a base for more systematic nuclear structure interpretations. The recent survey[8] indicates two empirical trends, viz. an average increase of yields with mass number and a correlation with the g.s. deformation. These findings are illustrated in Figs. 1a) and 1b) in which the integrated cross sections obtained at an electron energy of 6 MeV are plotted versus A and $N_pN_n$, respectively. The latter is the product of open-shell proton and neutron occupation numbers and is a well-established measure of the deformation driving proton-neutron interactions.[15] Its application is restricted to nuclei with $A > 90$. While the above-mentioned trends are clearly visible, before attempting a detailed comparison one should
keep in mind that these integrated cross sections have been normalized by arbitrarily assuming a single IS at 2 MeV.

One purpose of the present experiments was to investigate the empirical correlation with the g.s. deformation more closely. Therefore, the nuclides $^{167}$Er, $^{179}$Hf, $^{191}$Ir, and $^{197}$Au were chosen because they cover a large span of deformations ($\delta = 0.09 - 0.32$) but lie within the same group in Fig. 1a) and have comparable mass numbers. Furthermore, the well-deformed $^{167}$Er and $^{179}$Hf are prime candidates to verify that the extraordinarily large cross sections of the IS derived[11] for $^{180}$Ta are indeed not uncommon. Additional results obtained in the A = 70 - 90 mass region will be presented elsewhere.

EXPERIMENTS

Methods

Elemental samples of Ir, Au, In (as a calibration standard) and the compounds HfO$_2$, Er$_2$O$_3$ of typically 5 - 15 g served as targets. The materials were contained in hollow aluminum cylinders with 3.5 cm length and 1.4 cm outer diameter.

Isomeric populations were produced by exposing the targets to bremsstrahlung from a 3 mm tantalum converter foil irradiated by the electron beam from the injector of the new superconducting S-DALINAC accelerator at the Technische Hochschule Darmstadt.[16] Electron energies were varied from 2 to 7 MeV with a minimum step size of 125 keV. The electron energies were measured with an accuracy of 50 keV before and after each exposure. At each endpoint, individual samples were irradiated axially in close proximity to the converter. Each target cylinder was held in position by an aluminum stop which terminated a plastic transfer tube. The proper alignment of the beam was achieved by maximizing the dose delivered to a remote ionization chamber shielded to observe only the central 12 mrad of the bremsstrahlung cone.

Variations in all beam parameters were recorded during the experiments. In particular the charge passed to the converter was determined for each exposure
by integrating the current with an analog circuit whose time constant for charging was arranged to match the lifetime of the isomer being investigated. Nominal beam currents were 5 μA. The lengths of the exposures were typically chosen to be twice the half-life of the isomer in question, while the calibration sample, $T_{1/2} = 4.486$ h was exposed for 5 min.

The termination of each irradiation provided a trigger signal which initiated the pneumatic transport of each sample through the plastic tube to a well-type NaI(Tl) detector for counting. This detector and all necessary electronics for the experiments were located in a room separate from the accelerator hall. A phototransistor signalled the arrival of the sample within the detector and started the simultaneous acquisition of both pulse-height and multichannel-scalar spectra. Examples of spectra obtained in this way are shown in Figs. 2 and 3. A quad counter/timer was gated by TTL signals at the start and end of irradiation, and at the arrival of the sample in the detector to measure the precise durations of exposure and transport.

The numbers of isomers produced by these irradiations were determined from the counting rates measured in distinctive fluorescence lines. The particular γ-ray signatures used in these measurements and other relevant parameters are given in Table I. The raw number of counts in each peak was corrected for the finite durations of exposure, transport and counting, the absolute counting efficiencies of the detector and the relative emission intensities. The opacity of the samples to the escape of the signature γ rays was compensated by a factor calculated with a Monte-Carlo code specifically adapted for the well-type detector geometry.

Data Analyses

The experimentally measured yield of isomers, $N_f$ resulting from the irradiation of $N_T$ ground state nuclei with bremsstrahlung is given analytically by
where $E_0$ is the endpoint energy and $d\phi(E)/dE$ is the time-integrated spectral intensity in cm$^{-2}$ keV$^{-1}$ of the photon field, and $\sigma(E)$ is the cross section in cm$^2$ for the reaction. The spectral intensity is conveniently expressed as the product of a flux, $\phi_0$, of all photons above a cutoff energy $E_C$ of 0.5 MeV incident on the target and a relative intensity function, $F(E,E_0)$ which is normalized according to

$$\int_{E_C}^{E_0} F(E,E_0) \, dE = 1 .$$

Equation (2) allows the definition of a normalized yield, or activation per photon, $A_f(E_0)$ given by

$$A_f(E_0) = \frac{N_f}{N_0 \phi_0} = \int_{E_C}^{E_0} \sigma(E) \, F(E,E_0) \, dE .$$

At energies of interest in these experiments, IS have widths that are small in comparison to their spacings and it can be assumed that $d\phi/dE$ is constant over each resonance region. Then Eq. (3) reduces to the summation,

$$A_f(E_0) = \sum_j (\sigma \Gamma)_j \, F(E_j,E_0) .$$

with $(\sigma \Gamma)_j$ giving the integrated cross section of the $j^{th}$ IS having excitation energy $E_j$. We note that nonresonant cross sections which would inhibit the use of Eq. (4) are not considered. The previous claims for the significance of nonresonant contributions[17] have recently been disproven[18] and shown to have resulted merely from the omission of the importance of intense contributions to
the photon fields arising in such experiments from environmental Compton scattering.

The normalized activation, \( A_f \) can be useful as a sensitive indication of the opening of \((\gamma,\gamma')\) channels whenever photons of the requisite energies, \( E_j \) become available. A change of the endpoint energy, \( E_0 \) of the bremsstrahlung spectrum modulates the spectral intensity function \( F(E_j,E_0) \) in Eq. (3) at all of the important IS energies. The largest effect in the excitation function occurs when \( E_0 \) is increased from a value just below some state at \( E_j \) to one exceeding it so that \( F(E_j,E_0) \) varies from zero to some finite value. In earlier work\[5\] plots of quantities equivalent to Eq. (3) as functions of the endpoint energies of the irradiating spectra showed very pronounced activation edges which appeared as sharp increases at the energies, \( E_j \) corresponding to excitations of new intermediate states.

Calculated spectra of both \( \Phi_0 \) and \( F(E,E_0) \) were obtained from the EGS4 electron-photon transport code. This Monte Carlo program is well-established in the medical physics community and its general validity has been demonstrated elsewhere\[19\]. In this work confidence in the calculated photon spectra was maintained by calibrating them with the reaction \( ^{115}\text{In}(\gamma,\gamma')^{115}\text{In}^m \). This reaction is now sufficiently well characterized in the literature\[13\] to support its use in this way and in this effort was preferred over the calibration reaction \( ^{87}\text{Sr}(\gamma,\gamma')^{87}\text{Sr}^m \) used in other work\[11,12\] because of the completeness of the experimental information for it in the low energy region not covered in the present experiments.

RESULTS

Figure 2 shows a typical pulse height spectrum of the fluorescence from an isomeric population pumped by bremsstrahlung through some intermediate state(s). In this particular case the data from \( ^{167}\text{Er}^m \) are shown for an electron energy of \( E_0 = 6 \text{ MeV} \). Even with the limited resolution of the NaI(Tl) well detector, the distinctive signature line of \( ^{167}\text{Er}^m \) is clear in the data obtained from one 10 s exposure of an erbium sample. Nevertheless, to confirm the identity of the peak
a measurement of the time decay of the fluorescent state population was taken in parallel. Such a decay curve is shown for $^{167}$Er in Fig. 3 together with a fit which agrees well with the literature value[20] of the halflife, $T_{1/2} = 2.28$ s.

To improve statistics, at least nine successive repetitions of the cycle for irradiation and counting were made for each nuclide at each endpoint energy of the bremsstrahlung. Each was corrected for slight variations of the photon flux on that particular exposure, as well as for any variations in the transit time from the site of exposure to the counting enclosure. The resulting curves of $A_f$ obtained from Eq. (3) as functions of bremsstrahlung endpoint, $E_0$ are shown in Figs. 4-7. The results at 6 MeV given by Carroll et al.[8] are included for comparison. The agreement of these values obtained in completely different experimental environments is excellent.

Values for the integrated cross sections, $(\sigma \Gamma)_{f_j}$ were found by fitting Eq. (4) to the data of Figs. 4-7. A useful measure of the degree of fit was provided by the residue of activation, $R_m(E_0)$ remaining after subtracting contributions from the $M$ lowest lying intermediate states,

$$R_m(E_0) = A_f(E_0) - \sum_{E_j = E_1}^{E_M} (\sigma \Gamma)_{f_j} F(E_j, E_0),$$

where $E_M$ is the resonance energy of the highest lying intermediate state already included. Fitted values of the integrated cross sections, $(\sigma \Gamma)_{f_j}$ were found by minimizing $R_m(E_0)$ for the lowest energy state giving a break in the excitation function, and then iterating after including any new gateways suggested by the data. The contribution of IS below $E_0 = 2$ MeV that could not be distinguished by the present experiments was estimated by assuming a single state for which properties were adjusted to give the best description of $A_f$ values for energies below 2.5 MeV. Because of the sudden jump of intermediate state strength of typically more than a factor of 10 around 2.5 MeV, variations of the IS cross sections at lower energies have little effect on the results.

The results of fitting the model of Eq. (4) to the data of Figs. 4-7 are summarized in Table II. Uncertainties are shown explicitly. It should be noted
that within the energy errors given for the IS locations the present approach cannot distinguish between single states and contributions from fragmented strength.

DISCUSSION

Examination of the results presented in Table II reveals some interesting phenomena. All four nuclei show a sudden jump of very significant magnitude in the values of integrated cross sections accessed around 2.5 MeV. This same phenomenology had been reported earlier[11,12,13] in $^{180}$Ta, $^{123}$Te and $^{115}$In. Confirmed for $^{115}$In both by studies of resonant scattering and by unified model calculations, the IS strength there accrued from $g_{9/2} \rightarrow g_{7/2}$ spin flip transitions. However, in the present work the chosen nuclei, together with the $^{180}$Ta, represent cases of both unpaired protons and unpaired neutrons in different major shells. A common mechanism independent of the details of nuclear structure would be indicated for this group of IS.

Before attempting to find the means to explain such extraordinary strengths for these IS, a first concern is the extent to which these measurements may be supported by prior work. Unfortunately there are few compelling results in the literature. The only precedents are the recent measurements made over a very coarse mesh of energies[8] and the 1970 work of Johnson, Chertok, and Dick[21], (JCD). The agreement is excellent between values of $A_f$ obtained in the present work and those obtained with three of the four different accelerators employed previously.[8] No arbitrary factors were used to scale any of those earlier data and the agreement seen in the Figs. 4-7 is a measure of the accuracy with which absolute measurements can be made for ($\gamma,\gamma'$) reactions. Reference back to the original data of Ref. [8] shows that comparisons with activations produced by the fourth accelerator, a 4 MeV medical linac were less satisfactory. With that device it was not possible either to monitor or control the endpoint energy of the electrons, nominally fixed at 4.0 MeV. Because of the amount of structure now reported for activation curves near 4 MeV the effects of small variations of endpoint energy would be expected to be magnified in the resulting
yields. Not surprisingly, disagreements as great as a factor of two were obtained with that accelerator.

Comparisons with the JCD results are more difficult. Published in a Letter, both results and procedures were too briefly described to permit any repetition of the work. Details were promised for publication in a subsequent article which never appeared. Both the strengths and excitation energies of the IS reported by JCD disagree completely with those summarized in Table II. However, the uniqueness of such values depends upon the degree to which inflections in curves of $A_f$ as functions of endpoint energy can be precisely located. The fragments of data shown by JCD in the letter are insufficient to support the uniqueness of the values they reported.

The degree to which the results of this work reported in Table II agree with prior measurements is best summarized in Fig. 8. There are plotted the values of $A_f$ that were recently obtained in this work for the reaction $^{167}\text{Er} (\gamma,\gamma')^{167}\text{Er}^m$ together with those from Ref. [8], including the one made with the 4 MeV linac of lessened reliability. No scale factors were used and absolute measurements have been plotted. From the JCD Letter it is possible only to calculate values of $A_f$ which would have resulted from excitation through the IS they report by bremsstrahlung with reasonable spectra. Since they did not report IS below 2.5 MeV, a single hypothetical intermediate state had to be included in all computations of $A_f$ to represent contributions from those lower energies. That state was chosen to give the closest agreement with the rest of the values plotted. The results are shown in Fig. 8 which now permits a comparison of all known measurements of the activation of $^{167}\text{Er} (\gamma,\gamma')^{167}\text{Er}^m$ in the energy range from 2 - 7 MeV.

Agreement of the results of JCD from 20 years ago with the present work is at least as good as has been obtained with the 4 MeV medical linac, about a factor of 2. However, it is doubtful whether the procedures of Eq. (5) would deliver the same number and magnitudes of the IS reported by JCD if now applied to the corresponding data of Fig. 8. Values they reported were sufficient for the description of their measured $A_f$, but were not unique. Despite the generally favorable agreement of all of the measurements summarized in Fig. 8, we believe
it reasonable to ascribe a greater weight to those from the current experiment. A primary consideration is that each exposure in the present work also included the activation of $^{115}$In($\gamma,\gamma'$)$^{115m}$In, believed now to be well-understood from a unique level of agreement of photoexcitation, resonant scattering and model interpretation. Through this constant recalibration the effects of experimental uncertainties were minimized.

The resulting IS cross sections of Table II show a general tendency to increase with increasing excitation energy. We have investigated whether photoabsorption through the tail of the isovector electric giant dipole resonance (GDR) provides a quantitative explanation of the excitation functions. It is well-known that the extrapolation of the GDR to lower energies describes $\gamma$-strength functions[22] and the statistical distribution of low energy $E_1$ transitions[23] reasonably well. This extrapolation might be extended down to about 4 - 5 MeV in nuclei far from closed shells, but nuclei near the $^{208}$Pb shell closure show strong irregularities and experimental results tend to be significantly overestimated.[22] In this analysis we therefore show a comparison for both $^{167}$Er and $^{197}$Au as representative examples of the two groups.

The following simplifications are assumed for the calculations. The photoabsorption cross section is taken from the usual Lorentzian parametrization

$$
\sigma_{\text{abs}}(E) = \sum_i \sigma_{\text{max}}^i \frac{E^2 \Gamma^2}{(E^2 - E_{\text{max}}^i)^2 + E^2 \Gamma^2}
$$

with $E_{\text{max}}$ and $\sigma_{\text{max}}$ being the energy and cross section at maximum, respectively, and $\Gamma$ is the width. For spherical nuclei $i = 1$ and for deformed nuclei $i = 1$ or 2, corresponding to oscillations with respect to the different axes. Equation (6) is substituted into Eq. (3) to obtain $A_\ell$ values comparable to the experiment. In order to simplify the integral the $\sigma_{\text{abs}}$ is described as a histogram with a mesh interval $\Delta$ equal to the stepsize of the photon intensity function $F(E, E_0)$. Then, the integral can again be reduced to a simple summation.
\[ A_i(E_0) = \sum_{i=1}^{N} F(E_i, E_0) \sigma(E_i - \Delta/2, E_i + \Delta/2) \]

with \( E_i = E_{i-1} + \Delta \). The Lorentzian parameters were taken from Ref. 24 and the experimental results of \( ^{167}\text{Er} \) were used for \( ^{167}\text{Er} \).

The results are shown in Fig. 9 as hatched areas above 3.5 MeV (model A). The upper and lower borders correspond to the limits of reasonable branching ratio values of \( b_0b_{\text{iso}} = 0.05 \) and 0.25. Below 3.5 MeV, results based on the single-particle model multiplied with an average experimentally deduced[25] hindrance factor of \( 3 \times 10^{-5} \) (model C) are displayed. This approach has been tested by Zurmühl et al.[26] for various well deformed heavy nuclei. Alternatively, an extrapolation of the GDR using an energy dependent damping width of the form \( \Gamma(E) = \Gamma_{\text{max}}(E/E_{\text{max}})^\gamma \) has been proposed[27,28] with typical values \( \gamma = 1.5 - 2 \). As an example, we adopt the approach of Kopecky and Uhl[28] (with \( T = 0 \) since we measure the upward strength function), which is displayed as model B.

A comparison of the \( ^{167}\text{Er} \) and \( ^{197}\text{Au} \) results reveals considerable differences. In \( ^{167}\text{Er} \), model A provides a reasonable description slightly below particle threshold, while results of model B are much too small. On the contrary, as shown in Fig. 10, model A predicts too large photoabsorption cross sections in \( ^{197}\text{Au} \) in line with other investigation of the \( \gamma \)-strength function[22], while model B accounts well for the data down to about 4 MeV. It is also clear that an average El transition strength (model C) could explain the low energy data in this case.

The extraordinary photoabsorption strength around 2.5 MeV in \( ^{167}\text{Er} \) is reflected by the failure of model C which predicts values which are much too small. The empirical relation to the deformation parameter and the IS parameters in Table II indicate that collective degrees of freedom should play a decisive role. However, recent studies of low energy collective dipole strength in rare earth nuclei[29-32] provide no fully satisfactory explanation. For the IS at 2.5 MeV, reduced transition probabilities \( B(\text{M1}) \dagger = 3.6 \mu^2_N \), and \( B(\text{E1}) \dagger = 40 \times 10^{-3} \ e^2 \text{fm}^2 \) can be extracted assuming a favorable \( b_0b_{\text{iso}} = 0.2 \).
These numbers roughly correspond to the total experimental M1 and El transition strengths[31,33] typically observed below 4 MeV in the experiments. However, all the above data have been taken in even-even nuclei. Recently, a first attempt to investigate low-lying dipole transitions in an odd-even case, $^{165}$Ho was reported.[34] Only intrinsic single-particle transitions were excited with reasonable magnitude and significant collective M1 or El strengths were not observed below 3 MeV.

The importance of the quadrupole deformation already suggested in Fig. 1b) is clearly confirmed in the present results, if one compares the cross sections of different nuclei at about equal energies. The integrated isomer cross sections can be related to photon scattering results via

$$\langle\sigma \Gamma\rangle_{\text{iso}} = \pi^2 \left(\frac{\hbar c}{E_{\gamma}}\right)^2 \left(\frac{2J_{\gamma}+1}{2J_{\gamma}+1}\right) b_0 b_{\text{iso}}^2 \Gamma ,$$

(8)

with $b_0$ and $b_{\text{iso}}$ being the g.s. and summed isomer branching ratios, respectively, $E_{\gamma}$ being the photon energy and $\Gamma$ being the total decay width of the IS. From recent nuclear resonance fluorescence work[29-34] in the rare earth region it can be concluded that for energies below 4 MeV the absorption step is most likely mediated by dipole rather than quadrupole strength. A comparison of $\langle\sigma \Gamma\rangle_{\text{iso}} - \Gamma E_{\gamma}^{-2}$ and the reduced dipole transition probability $B(\text{El},\text{M1}) - \Gamma E_{\gamma}^{-3}$ suggests the utility of the quantity

$$S = \sum_{i=1}^{N} \langle\sigma \Gamma\rangle_{i} \text{red} ,$$

(9)

where $(\sigma \Gamma)\text{red} = \langle\sigma \Gamma\rangle_{\text{iso}}/E_{\gamma}$. Defined in this way, $S$ should be proportional to the energy independent transition matrix elements. However, one should take note that this definition neglects variations in the product of the branching ratios, $b_0 b_{\text{iso}}$ which can be expected to vary within a factor of 2 to 3 for the IS considered here.
In Fig. 11 the summed strength $S$ is plotted versus the quadrupole deformation $\delta$ of the ground states that have been derived from measured moments. The correlation is obvious and can be well-fitted with the direct proportionality shown by the solid line. This result is surprising and such a linear dependence is not easily understood. The relationship between $S$ and $\delta$ could be simply fortuitous and should be viewed with caution because it depends on the excitation energy interval considered and because the number of data points is too small for a final conclusion. However, it is clear that a correlation exists. We also note that the same conclusion is reached if it is assumed that quadrupole transitions are responsible for the excitation although a linear relationship is no longer suggested.

CONCLUSIONS

In the present work, the main IS between 2 and 7 MeV have been identified for $^{167}$Er, $^{179}$Hf, $^{191}$Ir and $^{197}$Au. A sudden jump of IS cross sections of typically more than an order of magnitude is observed in all cases around 2.5 MeV. This coincides with previous results[13,12,11] in $^{115}$In, $^{123}$Te and $^{180}$Ta, where similar phenomena were observed below 3 MeV, and indicates the presence of a common excitation mechanism.

The magnitudes of IS cross sections reveal a clear correlation to the g.s. deformation. Assuming that solely dipole transitions are responsible for the excitation (which can be justified from recent photon-scattering experiments[29-34] in this mass region), the reduced transition probability of the IS summed over the 2 - 7 MeV region displays a linear behavior as a function of the deformation parameter $\delta$. The variation of branching ratios is neglected and the number of data points is small, so the claim of a linear relation needs further experimental confirmation. However, the present results clearly indicate that a correlation exists.

While the measurements seem clear, the extremely large integrated cross sections for the photoexcitation of well-deformed isomers are difficult to interpret in a single particle model and a puzzle of comparable complexity is
found in the efficiency with which $\Delta K$ is transferred. Many of these isomers have values of $K$ that differ considerably from the ground state values. It is an interesting speculation that at certain energies of excitation, collective oscillations of the core nucleons could break some of the symmetries upon which rest the identifications of the pure single-particle states. If single particle states of differing $K$ were mixed in this way, the possibility for transferring larger amounts of $\Delta K$ with greater partial widths might be enhanced. Some support for such a speculation was found in the unexpected enhancements measured very recently for the deexcitation of the $^{174}$Hf$^m$ isomer.[36] There also the decay of the isomer was found to occur primarily by transition through an intermediate state lying at 2685 keV in which $K$ mixing occurred so that $\Delta K = 14$ was lost between isomer and the ground state band. This is remarkably close to the energies of the IS shown in Table II. The similarity of results for nuclei with such dissimilar single-particle structures does seem to support the identification of this $K$-mixing process with some type of core property varying only slowly among neighboring nuclei, despite the fact these are not even-even nuclei.

At present, it remains an open question what might be the nuclear structure underlying the particularly strong IS below 3 MeV observed in $^{167}$Er, $^{176}$Lu, $^{179}$Hf and $^{180}$Ta and whether a common excitation mechanism dominates or whether the detailed interplay of collective and single-particle aspects in each particular nucleus is responsible. Microscopic calculations are clearly needed.
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### TABLE I

Summary of the abundances, half-lives, principal fluorescence signature lines and sample transparencies of nuclides studied.

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Abundance (%)</th>
<th>$T_{1/2}$ (s)</th>
<th>Principal fluorescence (keV)</th>
<th>Transparency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{167}$Er</td>
<td>22.95</td>
<td>2.28</td>
<td>207.79</td>
<td>48</td>
</tr>
<tr>
<td>$^{179}$Hf</td>
<td>13.63</td>
<td>18.68</td>
<td>214.31</td>
<td>43</td>
</tr>
<tr>
<td>$^{191}$Ir</td>
<td>37.30</td>
<td>4.94</td>
<td>129.43</td>
<td>13</td>
</tr>
<tr>
<td>$^{197}$Au</td>
<td>100.00</td>
<td>7.80</td>
<td>279.11</td>
<td>11</td>
</tr>
</tbody>
</table>
TABLE II

Values of integrated cross sections, \((\sigma \Gamma)_{\ell j}\) and excitation energies, \(E_j\) of the intermediate states most important in the production of these isomers by \((\gamma,\gamma')\) reactions. Values needed to fit the data were determined in this work by minimizing the residues of Eq. (5).

<table>
<thead>
<tr>
<th>Isomer</th>
<th>(E_j) (MeV)</th>
<th>((\sigma \Gamma)_{\ell j} (10^{-29} \text{ cm}^2 \text{ keV}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{167}\text{Er}^m)</td>
<td>1.9 (\pm) 0.1</td>
<td>1500 (\pm) 200</td>
</tr>
<tr>
<td></td>
<td>2.5 (\pm) 0.1</td>
<td>8000 (\pm) 2000</td>
</tr>
<tr>
<td></td>
<td>3.1 (\pm) 0.15</td>
<td>28000 (\pm) 4000</td>
</tr>
<tr>
<td></td>
<td>3.8 (\pm) 0.2</td>
<td>50000 (\pm) 15000</td>
</tr>
<tr>
<td>(^{179}\text{Hf}^m)</td>
<td>1.5 (\pm) 0.2</td>
<td>40 (\pm) 10</td>
</tr>
<tr>
<td></td>
<td>2.5 (\pm) 0.1</td>
<td>1200 (\pm) 200</td>
</tr>
<tr>
<td></td>
<td>3.0 (\pm) 0.15</td>
<td>6000 (\pm) 1000</td>
</tr>
<tr>
<td></td>
<td>4.3 (\pm) 0.2</td>
<td>75000 (\pm) 15000</td>
</tr>
<tr>
<td>(^{191}\text{Ir}^m)</td>
<td>1.2 (\pm) 0.3</td>
<td>180 (\pm) 50</td>
</tr>
<tr>
<td></td>
<td>2.5 (\pm) 0.1</td>
<td>2500 (\pm) 300</td>
</tr>
<tr>
<td></td>
<td>3.2 (\pm) 0.15</td>
<td>5000 (\pm) 500</td>
</tr>
<tr>
<td></td>
<td>4.3 (\pm) 0.2</td>
<td>30000 (\pm) 4000</td>
</tr>
<tr>
<td>(^{197}\text{Au}^m)</td>
<td>1.7 (\pm) 0.3</td>
<td>70 (\pm) 30</td>
</tr>
<tr>
<td></td>
<td>2.5 (\pm) 0.1</td>
<td>500 (\pm) 50</td>
</tr>
<tr>
<td></td>
<td>3.2 (\pm) 0.15</td>
<td>4500 (\pm) 500</td>
</tr>
<tr>
<td></td>
<td>4.2 (\pm) 0.2</td>
<td>20000 (\pm) 4000</td>
</tr>
</tbody>
</table>
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Figure 1: Integrated cross sections of Ref. [8] for an electron energy of 6 MeV determined according to the assumption of a single hypothetical intermediate state at 2 MeV plotted versus a) mass number A and b) the product of open-shell proton and neutron occupation numbers, N_pN_n calculated according to Ref. [15].

Figure 2: Pulse-height spectrum of the γ decay of the isomer 167Er^m pumped by bremsstrahlung from a 6 MeV electron beam.

Figure 3: Time decay spectrum of the isomer 167Er^m. The straight line represents a best fit with T_1/2 = 2.26 ± 0.04 s.

Figure 4: Normalized yield, A_f of the activation of 167Er^m as a function of electron energy. The star represents the experimental result of Ref. [8] obtained at 6 MeV. The energies at which intermediate states were indicated according to Eq. (5) are marked by the arrows (see Table II).

Figure 5: Normalized yield, A_f of the activation of 179Hf^m as a function of electron energy. The star represents the experimental result of Ref. [8] obtained at 6 MeV. The energies at which intermediate states were indicated according to Eq. (5) are marked by the arrows (see Table II).

Figure 6: Normalized yield, A_f of the activation of 191Ir^m as a function of electron energy. The star represents the experimental result of Ref. [8] obtained at 6 MeV. The energies at which intermediate states were indicated according to Eq. (5) are marked by the arrows (see Table II).

Figure 7: Normalized yield, A_f of the activation of 197Au^m as a function of electron energy. The star represents the experimental result of Ref. [8] obtained at 6 MeV. The energies at which intermediate states were indicated according to Eq. (5) are marked by the arrows (see Table II).

Figure 8: Comparison of the present experiments with previous work for 167Er^m. The stars denote the A_f results of Ref. [8] attained at 4 and 6 MeV. The dashed curve was calculated with the intermediate states given in Ref. [21] plus an
arbitrary state below 2.5 MeV to account for the unknown lower-energy contributions not covered in that early work. The energy, \( E = 1.9 \) MeV and integrated cross section, \( \sigma \Gamma = 2250 \times 10^{-29} \) cm\(^2\) keV of this state were adjusted to achieve an optimum agreement with the present data in the 2.5 - 3.6 MeV region accessed in both experiments.

Figure 9: Comparison of the \(^{167}\text{Er}^m\) excitation function with extrapolations of the photoabsorption through the tail of the GDR assuming a Lorentzian shape (model A) or a Lorentzian with an energy-dependent damping width (model B), and with a single-particle model (model C). The Lorentzian parameters were taken from Ref. [24]. The borders of the hatched regions showing the model predictions correspond to reasonable limits assumed for the unknown branching-ratio values \( b_0b_{150} = 0.25 \) and 0.05.

Figure 10: Comparison of the \(^{197}\text{Au}^m\) excitation function with extrapolations of the photoabsorption through the tail of the GDR assuming a Lorentzian shape (model A) or a Lorentzian with an energy-dependent damping width (model B), and with a single particle model (model C). The Lorentzian parameters were taken from Ref. [24]. The borders of the hatched regions showing the model predictions correspond to reasonable limits assumed for the unknown branching-ratio values \( b_0b_{150} = 0.25 \) and 0.05.

Figure 11: Reduced integrated cross sections, \( S \) calculated with Eq. (9) and summed over the energy region from 2 - 7 MeV versus the ground-state deformation parameter \( \delta \). The straight line is a best fit assuming a zero intercept.
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ABSTRACT

Experiments have been designed to populate Mössbauer levels of $^{57}$Fe and $^{119}$Sn by cascade from giant resonances pumped by bremsstrahlung radiation generated by the UTD-LINAC, the facility for which is currently under construction. In particular we have employed both resonant and non-resonant radiation transfer studies to aid in the design, construction, and characterization of a detection system for monitoring the signal electrons produced by the decay of the short-lived isomeric targets employed. Measurements utilizing conversion electron Mössbauer spectroscopy indicate that the detection system developed, convincingly approaches the level of performance considered mandatory for the harsh environment anticipated for the intended nuclear fluorescence experiments.
INTRODUCTION

Since 1986, gamma-ray laser research at the Center for Quantum Electronics has focused upon the photoexcitation of nuclei from their ground states to relatively long-lived metastable states. Current efforts have concentrated on extending the scope of this research to short-lived states. In particular, current experiments have been designed to populate the Mössbauer levels of $^{57}$Fe and $^{119}$Sn by cascade from giant resonances pumped by bremsstrahlung radiation generated by the UTD-LINAC. The UTD-LINAC facility is under construction and should be on-line in the spring of 1992.

In past experiments involving the photoexcitation of long-lived nuclear isomers pneumatic transfer systems were used to move the irradiated targets from the pumping environment to the detection systems. To study isomers with lifetimes less than 100 nsec, however, it will be necessary to develop experimental apparatus that allows nondestructive, in-situ detection of the fluorescence signal or some other emission proportional to it. The approach taken here to verify and measure the rate of population of the isomeric levels of the sample is to utilize it as a source of recoil-free radiation and Doppler modulate the energy of the Mössbauer emissions to pump a similar sample in an evacuated detector chamber. The second sample would then be monitored via conversion electron Mössbauer spectroscopy (CEMS) [1-6].

Research for the past six months has employed both resonant and non-resonant radiation transfer studies to aid in the design, construction, and characterization of the detection system needed to provide the capabilities for the measurements described above. Several phases of development and investigation have been involved in bringing the detection system to a level of maturity that closely approaches the design objectives. These goals include (1) an efficient transfer of resonance radiation from the external target, pumped by the bremsstrahlung radiation, to the sample, (2) an optimized collection/detector system for the signal electrons
emitted from the surface of the sample and (3) a minimum of scattering-induced background noise from the vacuum chamber and the components of the detection system within the chamber.

Extensive efforts were pursued to develop a system that optimized the transfer of the resonant radiation from the external target to the sample. To assure passage of the resonant \( \gamma \) rays into the target chamber a thin entrance window constructed of titanium was employed. This window had the added benefit of filtering many of the lower energy x rays that are products of the de-excitation process.

For a given solid angle, defined by the geometry of the external source, the sample and their separation, the next most significant factor affecting the efficiency of the resonant transfer process was the collimator. The collimator design that yielded the best performance for CEMS consisted of a lead plate having a circular aperture at its center. The aperture was shaped so that its diameter increased in the direction of propagation of the radiation. With the source located at the appropriate distance in front of the plate the desired collimation was achieved.

The significance of using the aperture-plate as opposed to a long mass of lead with a hole along its axis was that with the source backed away from the aperture, not only was the geometrical collimation defined (and therefore the scattering-induced background in the chamber limited) but a minimum of radiative scattering associated with the collimator itself occurred. Due to the extremely narrow linewidths encountered in Mössbauer spectroscopy any resonant photons scattered off the sides of the collimator would be shifted out of resonance and thus become potential sources of noise inside the chamber.

Closely allied with the rationale for developing an optimized transfer of the resonance radiation from the irradiated target to the sample is that of developing an efficient detection system for the resonant \( \gamma \) rays entering the chamber. An ideal \( \gamma \)-ray detector would possess a high throughput for the signal and a correspondingly low throughput for the noise. Due to the
nature of the resonance phenomena involved in CEMS, one is in an advantageous position for developing a detector that possesses, to a significant degree, these properties. Such a resonant detector has been constructed and it consists of the resonant target, which converts the incoming γ rays to signal electrons, an electron collection system and an electron detector.

Various efforts have been pursued to separately investigate the photoelectric emission generated from the entrance and exit windows of the target chamber, the holder for the sample target, the effect of the target itself, the walls of the chamber and the electron lens assembly responsible for collecting the signal electrons emitted by the target. Radioactive samples external to the chamber served as calibration sources of radiation to produce the scattering effects required for these evaluations. The radiation emitted from the sources was collimated to define the beam geometry and its path through the chamber.

A dual microchannel plate (MCP) assembly configured in the chevron tradition was chosen as the electron detector. (See Figure 1 for the chevron configuration and biases typical of our experiments.) A microchannel plate is an array of approximately $10^6$ parallel channels that serve as miniature electron multipliers. Nominal diameters of the channels range from 10 to 100 µm and have typical length-to-diameter ratios ranging from 40 to 100. The channels are either normal to, or biased at a small angle of approximately eight degrees to, the input surface of the MCP. In our research efforts we use a 25 mm diameter Galileo Electro-Optic chevron. In the chevron arrangement [7,8], two plates are oriented so that the channel bias angles provide a sufficiently large directional change at the interface to inhibit positive ions produced near the output of the rear plate (by electron-residual-gas collisions) from migrating to the input of the front plate where, upon collision with the channel wall, they might cause indistinguishable noise pulses. The plates are separated normally by approximately 50 to 150 µm. Typical detection efficiencies of chevrons for various kinds of primary radiation are summarized in Table I [9].
The electron collection system consisted of the target, an aperture lens designed with the aid of computer simulations and a Faraday cage structure integrated with the lens and target in such a way as to shield the lens elements from the ground potentials of the chamber walls. The lens was designed to focus and accelerate the electron emissions from the target to the electron detector. Post-emission acceleration of the electrons enhanced the focusing power of the lens and produced and increased the energy of the electrons to a level more compatible with the energy-response region of the electron detector.

OVERVIEW OF CONVERSION ELECTRON MOSSBAUER SPECTROSCOPY

Evaluation of the resonant detection system described in the previous section was most effectively obtained by performing CEMS with an external source of $^{57}$Co and an enriched target of $^{57}$Fe inside the target chamber. Use of the Mössbauer effect in this evaluation was of considerable value for two reasons: (1) The method of measurement in the experiment with the LINAC will involve the emission and absorption of resonance radiation. The early incorporation of the Mössbauer effect thus serves to simulate to some degree that expectation. (2) Its use also allows for the simultaneous evaluation of signal and noise production in the detection system. The Mössbauer effect makes possible a high resolution nuclear spectroscopic technique applicable to certain transitions having γ-ray energies from 10 - 100 keV. The lifetimes of the nuclear states are typically $10^{-8}$ seconds, which is approximately the same order of magnitude as optical transitions in atomic states. However, due to the higher energy of the gamma radiation the $Q (=\Delta E/\Gamma)$ of the resonance is about $10^{12}$. This ratio of the transition energy to the natural linewidth is a measure of the accuracy of the determination of relative frequency or energy changes of the system. Therefore, the Mössbauer effect allows an intrinsic resolving power much
greater than any other form of spectroscopy. It is only through the existence of Mössbauer transitions that a practical source of very narrow line radiation can be produced and detected.

A nucleus resonantly excited by the recoil-free absorption of a γ ray can decay in various ways, involving either the re-emission of a γ ray or the ejection of an atomic electron via internal conversion. Typically, low energy isomeric states are characterized by internal conversion coefficients between 1 and 100 so that the resonant scattering of Mössbauer gamma radiation is dominated by the conversion process. Since all synchronous radiation emitted after the resonant decay of a nucleus can be employed to record a Mössbauer spectrum, the detection of conversion electrons and the subsequently emitted Auger and secondary electrons, can provide a low noise spectroscopic signal for the study of the de-excitation of short-lived nuclear isomers. CEMS necessarily imposes a scattering geometry upon the experimental arrangement and therefore the emission spectrum one observes is seen as an increase in count rate in the detector.

It is significant to point out that since only those electrons emitted from the surface can be detected, this, in a sense, places a natural limit on the effective thickness of the absorber. This limit on effective absorber thickness removes any saturation effects that might be related to the severe dependence of the resonant absorption coefficient on the energy of the incoming gamma ray. Hence, the natural linewidth of the transition is observed. Typical ranges for both the 7.3 keV conversion electrons and 5.4 keV Auger electrons in iron are approximately 57 nm and 36 nm, respectively.

The decay scheme and energy level diagram of the nuclear emission for $^{57}$Co and its daughter isotope $^{57}$Fe are shown in Figure 2. The $^{57}$Co source decays by electron capture into an excited state of $^{57}$Fe, with the $3/2 \rightarrow 1/2$ Mössbauer transition leading to either the emission of a 14.4 keV γ ray or a conversion electron. The mean lifetime of the isomer, $\tau$, is $1.4 \times 10^{-7}$ seconds. From Heisenberg's uncertainty principle, $\Delta E = \frac{\hbar}{\tau}$, it can be shown that the natural
linewidth of the transition is $\Gamma = 5 \times 10^{-9}$ eV. For $^{57}$Co prepared as a resonant, single-line source in a palladium lattice the 14.4 keV $\gamma$-ray emission can occur without recoil, or measurable loss of energy, in about 62-66% of the decays. Hence, in the majority of cases resonant absorption can occur since the nuclear energy levels of the source and absorber match.

With the frequency of the resonant photons so well defined, an optical Doppler shift accomplished by moving the source relative to the absorber can be easily used to tune the single emission line of the source into and out of resonance with the absorber (which may be either single-line or possess hyperfine structure). The relative velocity of the source and absorber necessary to scan a full width, $2\Gamma$, of the resonance line is given by

$$E_D = \frac{v}{c}E\cos\theta,$$

where $E$ is the energy of the $\gamma$ ray, $v$ is the relative velocity between the source and absorber, $c$ is the speed of light and $\theta$ is the angle between the source velocity and the direction of the $\gamma$-ray propagation.

As previously mentioned, the de-excitation of a resonant nucleus in the absorber can proceed through the emission of a Mössbauer quantum or by internal conversion, and for $^{57}$Fe the total electron conversion coefficient is 8.2. The relative intensities of the conversion and Auger electrons [1] are: (1) for conversion electrons: $K$(7.3 keV, 79%), $L$(13.6 keV, 8%), and $M$(5.4 keV, 1%); and (2) for Auger electrons: $KLL$(5.4 keV, 60%) and $LMM$ (0.5 keV, 6%). As a practical matter, insofar as actual emission from the absorber is concerned, it has been shown that 50% of the signal electrons ejected from the target have energies below 15 eV because of scattering and thermalization effects [10-12].

The sensitivity of CEMS is determined by many factors that depend on the nuclear, atomic and solid state properties of the source and scatterer. For a thin, single-line source and resonant
scatterer the maximum resonant effect to be expected is given by the ratio of the number of conversion electrons ejected from the absorber to the number of photoelectrons ejected [1,2]. The expression for calculating this figure is given by

$$\eta_{\text{CEMS}} = \frac{N_0 - N_\infty}{N_\infty} = \frac{n a \delta f_s f_a \sigma_0 \Omega}{2n \delta (\alpha + 1) \sigma_{\text{ph}} \Omega} = \frac{a f_s f_a \alpha \sigma_0}{2 (\alpha + 1) \sigma_{\text{ph}} \Omega},$$

(2)

where $N_0, N_\infty$ are the count rates on and off resonance, $n$ is the number of target nuclei per cm$^3$, $a$ is the isotopic abundance of resonant nuclei, $\delta$ is the thickness of the target (on the order of several mean-free-paths of the conversion electrons in the absorber), $\sigma_0$ and $\sigma_{\text{ph}}$ are the cross-sections for the Mössbauer and photoeffect and $\Omega$ is the relative solid angle (normalized to $4\pi$) for detection of electrons. $f_s$ and $f_a$ are the recoil-free fractions for the source and absorber, and $\alpha$ is the total internal conversion coefficient. In actuality, the observed magnitude of the effect is significantly smaller than the value calculated from Equation 2. One major reason is that in the experiment conducted here a single-line emitter is used for the source but the absorber exhibits a multiplicity in which six allowed transitions having line intensities in the approximate ratios of 3:2:1:1:2:3 are present. The percent effect of the transitions are reduced by the ratio of the area under the resonances. Therefore, CEMS for the first transition would be about 20 using the values $\sigma_0/\sigma_{\text{ph}} = 400, \alpha = 8.2$ and $f_s = f_a = 0.7$.

OVERVIEW OF DESIGN AND DEVELOPMENT

Several distinct phases of design and testing were involved in bringing the target chamber to its present level of performance. For the earlier stages of development and evaluation a 12 mCi source of $^{57}$Co was used to supply non-resonant radiation to the vacuum chamber and its
contents in order to simulate the scattering conditions to be expected in the latter steps of the
evaluation process. The final stage of studies involved utilizing the CEMS procedure to
determine the efficacy of the resonant detection system. The same source of radiation was used
for both the nonresonant and resonant studies.

The physical layout of the system consisted of mounting the MCP, sample, electric
feedthrough connectors and the Faraday cage as an integral unit on a six inch vacuum flange. As
indicated in Figure 3, this provided for the convenient mounting and removal of the entire
assembly from the vacuum chamber. The angular position of the target assembly with respect to
the direction of the $\gamma$ rays could be changed by rotating it about a vertical axis.

Chamber Background

To determine the contributions of the chamber itself to the scattered radiation arriving at
the input of the electron detector, the MCP was replaced with a thin-window NaI detector placed
in a shielded, custom mount that was located in the exact location of the MCP. It was found
that radiation scattering from the chamber could be minimized by providing a radiation exit
window diametrically opposite the entrance window. This window was constructed of mylar to
minimize backscattering of the radiation and had a diameter of four inches. With proper
collimation of the $^{57}$Co source, the beam size could be optimized to illuminate only the target
while not expanding to a diameter greater than the output window.

Detector Assembly Background

One of the initial experiments conceived to optimize the detector arrangement consisted of
measuring the photoelectric contribution of the detector assembly excited by the external
radioactive source. In part, to prevent contamination of these measurements by photoelectrons
produced by incident radiation striking and scattering off the walls of the vacuum chamber the MCP target assembly was enclosed in a Faraday cage which served as an opaque barrier to all but the most energetic photoelectrons.

To verify a consistent performance of the MCP for these background measurements an unsealed $^{57}$Co source with a nominal activity of 11.6 microcuries was mounted inside the target chamber. A lead disk coupled to a rotary vacuum feedthrough served as a selective filter to pass either electrons and photons, $\gamma$ rays and $x$ rays only, or to block all direct radiation from the MCP. Since this source was mounted outside the Faraday cage, the effectiveness of the Faraday electrostatic shield against the inward migration of electrons could also be observed.

The relative photoelectric and Compton contributions from components inside the Faraday cage were determined in a series of experiments in which materials having different Z-values were employed. The basic experimental arrangement contained a chevron (with an electron lens) and a static external $^{57}$Co(Pd) source for exciting the chamber. Once the chevron was shown to be operating at nominal sensitivity the internal reference source was blocked by the radiation filter. The radiation from the external Mössbauer source was, of course, collimated to define the beam. Data were collected in this arrangement with various combinations of the detector components assembled. The configurations included: (1) null, (2) Faraday cage, and (3) Faraday cage with target holder. In the final configuration, 5 cm by 5 cm targets of mylar, aluminum, copper, and tantalum were used. The results of these experiments are summarized in Table 2. In all of the configurations above, the operating bias across the chevron was -1440 V, and the protection grid and Faraday cage biases were -2400 V.
Relative Background Contributions of Target/Target Holder

As indicated previously, a collimator was used to control the spatial extent of the radiation beam entering the chamber. The most effective configuration for the background measurement was found to be a cylindrical collimator 5.4 cm in diameter and 21.3 cm long cast out of lead with a 0.7 cm bore machined to obtain the desired collimating effects. This collimator produced a spot size at the target center of 1.2 cm diameter and expanded to 1.8 cm at the radiation escape window. Since only the non-resonant processes were of interest at this stage, the frequency downconversion characteristic of a long collimator was not detrimental. To take proper advantage of this high level of collimation the collimator was mounted on a gimbal and coupled to a micrometer which allowed the radiation to be scanned horizontally over the target assembly (no Faraday cage or lens being present). To measure the angular deviation of the source about the normal to the entrance window a mirror epoxied to the rear of the collimator was illuminated with a He-Ne laser normally incident to the mirror. The angular separation of the incident and reflected beam, $\theta$, was measured geometrically.

By scanning the radiation across the target assembly the sensitivity and value of this approach was confirmed by the extent of the relative photoelectron contributions observed for the holder and target. Again, data were collected for mylar, tantalum and null targets. Representative data for the tantalum and null targets are shown in Figure 4. As can be seen from the figure, photoelectrons from the target holder, constructed out of teflon, are clearly visible to the detector. While this signal is much smaller than that from a tantalum target, it was soon determined that it could still contribute a significant background in a CEM spectrum. To circumvent this source of noise, a new target holder was constructed out of delrin, which is a low-Z polymer having excellent vacuum properties.
Electron Lens Design and Construction

To increase the total detection efficiency for signal electrons by the chevron, an electrostatic, aperture lens was constructed to effectively increase the solid angle between the electron detector and the target foil. With a 1.2 cm spot size on the target foil, a chevron with a diameter of 2.5 cm and a separation distance of 9.5 cm, a geometrical solid angle of 1.3 steradians was defined. Numerous computer simulations using plane-wave and point-source electron configurations have shown that the electrostatic lens gives an effective solid angle of almost 2π steradians for electrons having appropriately low energies.

The structure and dimensions of the lens can be seen in Figure 3. It exhibits a standard two-stage ring configuration constructed from copper mesh with the potential difference between the two rings acting as the primary electron accelerator. It has an outside diameter of 12.7 cm, and a length of approximately 15 cm. The two annuli making up the rings have successively smaller apertures as the MCP is approached. The first annulus has an inside diameter of 3.2 cm while the second has an inside diameter of 2.5 cm. This was done to allow the electrostatic fields generated by the annuli to penetrate into the region occupied by the target foil, and so that the inside diameter of the second annulus matched the diameter of the MCP. This aided in preventing oversteering of the electrons so that a greater fraction of them were incident upon the face of the MCP.

Each lens segment is surrounded by copper wire cloth, fashioned in a simple weave, so as to simulate a Faraday cage. The Faraday cage used in earlier experiments proved the value of such structures in shielding the MCP from noise electrons produced outside the cage. Most importantly, however, the Faraday cage here serves to shield the various lens elements from the ground potentials of the chamber walls that would grossly distort the focusing fields. A fine mesh
endcap with 81% open area was placed over the portion of the lens next to the chevron input to complete the shield assembly.

The choice of copper wire cloth for the lens material was made for several reasons. First, it was very important that the mass inside the chamber be kept to a minimum since any mass can potentially be a source of photoelectric and Compton noise. Secondly, a mesh was needed so that openings would exist for the external radiation source to illuminate the target foil. The field disturbances caused by using a mesh instead of a continuous sheet of metal can easily be shown to be negligible [13].

The copper mesh has a wire diameter of approximately 250 µm and about 6 weaves per cm. Using simple formulae, it can be shown that this material has 69 percent open area. To increase the percent open area in the direct path of the radiation, alternate wires in the region of the lens within the path of the external radiation were removed. This reduced the mass present in the path of the radiation and, correspondingly, the photoelectric and Compton noise. The lens elements were then shaped and mounted on the MCP-target assembly. An annulus constructed from a low-Z polymer separated the two lens elements.

Once construction of the lens was completed and initial experimentation begun, it was necessary to find optimum potentials for the various parts of the lens so that maximum focusing could be achieved without putting "bright spots" on the face of the MCP which could physically damage the detector. This was accomplished using the EGUN2c electron optics software package traceable to SLAC. Once the initial boundary configuration was entered it was possible to test a variety of voltage arrangements, and plot corresponding electron trajectories. A set of representative trajectories is shown in Figure 5.

As indicated previously, about 50% of the signal electrons leaving the target have energies at or below 15 eV. Using this energy, various electron emission configurations such as plane
waves and point sources were simulated with electrons starting just off the surface of the foil. The overriding concern in the optimization process was that in order for an electron to be appreciably accelerated through the lens, it must, of course, be exposed to progressively higher potentials as it traverses the lens. However, the target foil is biased slightly less negatively than the first lens element to assist electrons near the edges in escaping from the target foil (see Fig. 3). The primary constraints on the optimum voltage selections were due to the fact that the chevron grid was being operated at -1870 V, and that the power supplies readily available were not capable of producing more than -3000 V. Nonetheless, suitable biases were found to achieve an effective collection solid angle of almost \(2\pi\) steradians.

After optimizing the lens biases using computer simulations, further experimental refinement was performed by analyzing the count rates in multichannel scaler (MCS) spectra collected at various lens bias settings. The optimum operating biases for the lens were found to be \(V_{R1} = -2817\) V, \(V_{R2} = -1967\) V, and \(V_{\text{Target}} = -2757\) V when the chevron was operated at -1616 V, and with the MCP grid at -1866 V.

It was expected that a small fraction of the signal electrons from the target foil would have energies approaching 7.3 keV. At these energies, the lens is almost completely ineffective due to limitations on its size imposed by the vacuum chamber and by restrictions on its bias values. The geometrical collection efficiencies for these electrons, having an effective solid angle defined solely by the geometry, prevented the experimental signal-to-noise ratios from reaching the full theoretical value.

CEMS EXPERIMENTAL ARRANGEMENT FOR DETECTOR EVALUATION

A block diagram of the experimental arrangement is shown in Figure 6. The source-target-detector was in a typical scattering geometry. A \(^{57}\)Co(Pd) source was mounted on a velocity
transducer to Doppler shift the energy of the source. The intensity of the scattered radiation (conversion, Auger and secondary electrons) was monitored as a function of velocity.

The Mössbauer spectrometer employed made use of a velocity sweep system with an electromechanical driver on which the source was mounted and which was swept periodically through the range of interest. The spectrum was recorded by storing counts in memory channels of a multichannel scalar, that were addressed sequentially and synchronized with the velocity. By monitoring the Doppler motion of the source with an interferometer, velocity information was multiplexed into every 16th channel of the MCS. During the subsequent data analysis, a channel number could easily be converted into velocity units. This form of data collection is usually called a constant acceleration mode since a range of velocities are swept through at a linear rate.

To optimize the counts per second registered by the detector, useful information was obtained by difference measurements performed at constant velocity. In general, the Doppler velocity of the source was chosen to coincide with one of the Mössbauer resonances, then some parameter of the experiment was changed and the counting rate, (CPS), recorded. The experiment was repeated off-resonance to determine the noise contributed to the spectrum. This technique was used in our calibration work to monitor the intensity of a selected resonant emission as a function of the lens bias configuration.

Vacuum Pumping System for CEMS

Up to this point, for non-resonant studies of the environmental influences on the signal noise, the vacuum requirements were satisfied by using a turbo molecular pump (TMP) to maintain the appropriate pressure in the target chamber. But now, after having identified and reduced the sources of noise due to photoelectrons and scattered radiation, it became appropriate to proceed with the more precise Mössbauer experiments in which both resonant and non-
resonant signals could be observed. Unfortunately, however, since the Mössbauer effect is easily destroyed by spurious vibrations, the TMP could no longer be used to produce the vacuum of $2 \times 10^{-6}$ Torr necessary for proper MCP operation.

To provide for vibrationless pumping, a 140 l/s Varian diode VacIon pump was employed. Such pumps operate by ionizing gas in a magnetically confined cold-cathode discharge. Several mechanisms typically combine to pump the myriad of gases present in a vacuum chamber. These include the trapping of electrons in orbits by a magnetic field, ionization of gases by collision, sputtering of the titanium anodes by ion bombardment, gettering of active gases by the titanium, and diffusion of hydrogen and helium into the titanium. For the noble gases, the basic pumping mechanism is burial in the pump walls. These mechanisms combine to form an extremely harsh environment inside the VacIon pump. Unless proper precautions are taken, neutral and charged particles as well as radiation (hard UV) can escape from the pump and seriously degrade the performance of the detector. To prevent contamination from the VacIon from entering the target chamber, a line of sight baffle was inserted between the pump and target chamber. The baffle consisted of six successive plates having staggered apertures serving as choking orifices for the pump feedback.

Unfortunately, by using the baffle to reduce the noise from the pump to a negligible level, the efficiency of the pump was reduced to such a point that it could no longer maintain the chamber at the required pressure of 2 µTorr. To overcome this problem, an additional, smaller, ion pump was added to the pumping system. In this manner the contamination of the signal was reduced below observable limits and pressures as low as 1 µTorr could be maintained.
CEMS Evaluation of Detection System

The final test of the electron lens assembly was to collect a CEM spectrum at the optimum bias potentials. Since resonant effects were being studied at this point in the development the aperture collimator was introduced. The target was a 5.0 cm by 5.0 cm by 2 μm iron foil with an enriched abundance of $^{57}\text{Fe}$ nuclei of 93.55 percent. Data were collected with the electron lens in the active mode at the optimum biases previously mentioned and in the passive mode with the Faraday shield bias at -1866 V. These data are shown in Figure 7. In Figure 7a, with the lens in a passive mode, only those electrons falling within the geometric solid angle subtended by the target and chevron were collected. With the lens in the active mode, Figure 7b, the effective solid angle approaches $2\pi$. The signal-to-noise of the spectrum, $(N_0 - N_{\infty})/N_\infty$, was found to be 8.1; over an 800 percent effect in the #1 transition!

The maximum percent effect reported in the literature is $\eta_{\text{CEMS}} = 3600$ percent [1]. However, this was for a single line source and absorber. Since approximately 25 percent of the total resonance was under the #1 transition in our data, we can multiply the literature value $\eta_{\text{CEMS}} = 3600$ percent by 0.25 to estimate what their percent effect would have been if they had used a split absorber. This gives $\eta_{\text{CEMS}} = 900$ percent. Our data gave a percent effect only 10 percent lower than the maximum ever reported in the literature!

CONCLUSIONS

The substantial effort that has been contributed to the design, development and characterization of the target chamber being prepared for use with the UTD-LINAC has yielded a detector system that convincingly approaches the level of performance considered mandatory for the harsh environment anticipated for the intended nuclear fluorescence experiments conducted under more
nearly laser-like conditions. Certainly room for further refinement exists and efforts will
continue to take us in that direction. Efforts toward improving the collecting ability of the
electron lens toward higher energy electrons can be pursued, further reduction of background
noise can be addressed, reliability standards of the microchannel plates can be established, and
efforts toward determination of the total detection efficiency of the detector can be completed.
Detection efficiency of a chevron microchannel plate for various types of incident radiation.

<table>
<thead>
<tr>
<th>Type of Radiation</th>
<th>Range</th>
<th>Detection Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons</td>
<td>0.2 - 2 keV</td>
<td>50 - 85</td>
</tr>
<tr>
<td></td>
<td>2 - 50 keV</td>
<td>10 - 60</td>
</tr>
<tr>
<td>U. V. photons</td>
<td>300 - 11 A</td>
<td>5 - 15</td>
</tr>
<tr>
<td></td>
<td>1100 - 1500 A</td>
<td>1 - 5</td>
</tr>
<tr>
<td>Soft γ rays and x rays</td>
<td>0.5 - 2 A</td>
<td>5 - 15</td>
</tr>
</tbody>
</table>
TABLE 2

Counts per second for various component configurations inside the chamber with the internal reference blocked.

<table>
<thead>
<tr>
<th>Component</th>
<th>CPS with external source</th>
<th>CPS without source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null</td>
<td>30.23 ± 1.62</td>
<td>3.14 ± 1.49</td>
</tr>
<tr>
<td>Cage</td>
<td>36.65 ± 1.88</td>
<td>2.56 ± 0.56</td>
</tr>
<tr>
<td>Cage/Holder</td>
<td>43.90 ± 1.87</td>
<td>1.65 ± 0.35</td>
</tr>
<tr>
<td>Mylar</td>
<td>42.02 ± 2.22</td>
<td>2.39 ± 0.44</td>
</tr>
<tr>
<td>Aluminum</td>
<td>41.41 ± 1.94</td>
<td>1.54 ± 0.40</td>
</tr>
<tr>
<td>Copper</td>
<td>46.20 ± 1.85</td>
<td>1.57 ± 0.38</td>
</tr>
<tr>
<td>Tantalum</td>
<td>67.55 ± 2.44</td>
<td>1.56 ± 0.35</td>
</tr>
</tbody>
</table>
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CAPTIONS

Figure 1: Energy level diagram for $^{57}$Co source and $^{57}$Fe target showing (a) the emission process for the 14.4 keV gamma ray and (b) the nuclear Zeeman splitting of the nuclear energy levels due to the large internal magnetic fields in a ferromagnetic iron foil. Note: In (b) the energy scale is about $10^{13}$ smaller than in (a).

Figure 2: Schematic diagram of the experimental apparatus. For Mössbauer studies, the source-target-detector are in a backscatter geometry.

Figure 3: Circuit diagram of the supporting electronics for the chevron microchannel plate assembly electron detector.

Figure 4: Sweep data collected by scanning a highly collimated radiation beam across the target holder assembly containing (a) tantalum and (b) null targets. The contribution from the target holder is clearly seen in (c) after chamber background counts have been removed.

Figure 5: Drawing of the two-element electron lens. The steering of the electrons is performed primarily by the potential gradients established between $R_1$ and $R_2$.

Figure 6: The EGUN2c computer program was used to design the electron lens used in CEMS. In (a) the calculated electron trajectories for electrons emitted from a point source at the geometric center of the target are shown. A "plane-wave" of electrons emitted uniformly from the face of the target is shown in (b).
Figure 7: Conversion electron Mössbauer spectra for a 93.55% enriched $^{57}$Fe target: (a) Lens in a passive mode possessing no focusing or accelerating properties and (b) Lens in a focusing or active mode.
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CEMS with Electron Lens in Passive Mode

(a)

CEMS with Electron Lens in Active Mode

(b)