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The coupled-wave theory is generalized to analyze the diffraction of waves by chiral gratings for arbitrary angles of incidence and polarizations. Numerical results for the Stokes parameters of diffracted Floquet modes versus the thickness of chiral gratings with various chiralities are calculated. Both horizontal and vertical incidences are considered for illustration. The diffracted waves from chiral gratings are in general elliptically polarized; and in some particular instances, it is possible for chiral gratings to convert a linearly polarized incident field into two nearly circularly polarized Floquet modes propagating in different directions.

A general spectral domain formulation to the problem of radiation of arbitrary distribution of sources embedded in a horizontally stratified arbitrary magnetized linear plasma is developed. The fields are obtained in terms of electric and magnetic type dyadic Green's functions. The formulation is considerably simplified by using the kDB system of coordinates in conjunction with the Fourier transform. The distributional singular behavior of the various dyadic Green's functions in the source region is investigated and taken into account by extracting the delta function singularities. Finally, the fields in any arbitrary layer are obtained in terms of appropriately defined global upward and downward reflection and transmission matrices.

We investigated a method for the calculation of the current distribution, resistance, and inductance matrices for a system of coupled superconducting transmission lines having finite rectangular cross section. These calculations allow accurate characterization of both
high-$T_c$ and low-$T_c$ superconducting strip transmission lines. For a single stripline geometry with finite ground planes, the current distribution, resistance, inductance, and kinetic inductance are calculated as a function of the penetration depth for various film thickness. These calculations are then used to determine the penetration depth for Nb, NbN, and YBa$_2$Cu$_3$O$_{7-\delta}$ superconducting thin films from the measured temperature dependence of the resonant frequency of a stripline resonator. The calculations are also used to convert measured temperature dependence of the quality factor to the intrinsic surface resistance as a function of temperature for a Nb stripline resonator.

The electromagnetic radiation from a VLSI chip package and heatsink structure is analysed by means of the finite-difference time-domain (FD-TD) method. The FD-TD algorithm implemented incorporates a multi-zone gridding scheme to accommodate fine grid cells in the vicinity of the heatsink and package cavity and sparse gridding in the remainder of the computational domain. The issues pertaining to the effects of the heatsink in influencing the overall radiating capacity of the configuration are addressed. Analyses are facilitated by using simplified heatsink models and by using dipole elements as sources of electromagnetic energy to model the VLSI chip. The potential for enhancement of spurious emissions by the heatsink structure is examined. For heatsinks of typical dimensions, resonance is possible within the low gigahertz frequency range.

Because the effects of diffraction during proximity-print x-ray lithography are of critical importance, a number of previous researchers have attempted to calculate the diffraction patterns and minimum achievable feature sizes as a function of wavelength and gap. Work to date has assumed that scalar diffraction theory is applicable—as calculated, for example, by the Rayleigh-Sommerfeld formulation—and that Kirchhoff boundary conditions can be applied. Kirchhoff boundary conditions assume that the fields (amplitude and phase) are constant in the open regions between absorbers, and a different constant in regions just under the absorbers (i.e., that there are no fringing fields). An x-ray absorber
is, however, best described as a lossy dielectric that is tens or hundreds of wavelengths tall, and hence Kirchhoff boundary conditions are unsuitable. We have instead used two numerical techniques to calculate accurate diffracted fields from gold absorbers for two cases: a 30 nm-wide line at $\lambda = 4.5$ nm, and a 100 nm-wide line at $\lambda = 1.3$ nm. We show that the use of Kirchhoff boundary conditions introduces unphysically high spatial frequencies into the diffracted fields. The suppression of these frequencies—which occurs naturally without the need to introduce an extended source or broad spectrum—improves exposure latitude for mask features near 0.1 $\mu$m and below.

In order to understand the physical meaning of rational reflection coefficients in one-dimensional inverse scattering theory for optical waveguide design, we have studied the relation between the poles of the transverse reflection coefficient and the modes in inhomogeneous dielectrics. By using a stratified medium model it is shown that these poles of the reflection coefficient have a one-to-one correspondence to the discrete modes, which are the guided and leaky modes. The radiation modes have continuous real values of transverse wave numbers and are not represented by the poles of the reflection coefficient. Based on these results, applications of the Gel'fand-Levitan-Marchenko theory to optical waveguide synthesis with the rational function representation of the transverse reflection coefficient are investigated.

In compact modules of high performance computers, signal transmission lines between integrated circuit chips are embedded in multilayered dielectric medium. These signal lines are usually placed in different layers and run perpendicular to each other. The interaction between the orthogonal crossing lines and the signal line affects its propagation characteristics and may cause considerable signal distortion.
The interaction of a pair of crossing lines in isotropic medium has been studied using a time-domain approach, where coupling is described qualitatively. This method becomes computationally expensive when the number of crossing lines increases. With many identical crossing strips uniformly distributed above the signal line, the transmission properties are characterized by stopbands due to the periodicity of the structure. Periodic structure have been investigated using frequency-domain methods. Periodically nonuniform microstrip lines in an enclosure are analyzed on the basis of a numerical field calculation. A technique based on the network-analytical formulism of electromagnetic fields has been used to analyze striplines and finlines with periodic stubs. The propagation characteristics of waves along a periodic array of parallel signal lines in a multilayered isotropic structure in the presence of a periodically perforated ground plane and that in a mesh-plane environment have been studied. More recently, the effect of the geometrical properties on the propagation characteristics of strip lines with periodic crossing strips embedded in a shielded one-layer isotropic medium have been investigated. Both open and closed multilayered uniaxially anisotropic structures are considered. A full-wave analysis is used to study the propagation characteristics of a microstrip line in the presence of crossing strips. The signal line and the crossing strips are assumed to be located in two arbitrary layers of a stratified uniaxially anisotropic medium. An integral equation formulation using dyadic Green's functions in the periodically loaded structure is derived. Galerkin's method is then used to obtain the eigenvalue equation for the propagation constant. The effects of anisotropy on the stopband properties are investigated. Numerical results for open and shielded three-layer uniaxially anisotropic media are presented.

For microwave integrated circuit applications, the characteristics of interconnects have been investigated for the propagation modes, time response, crosstalk, coupling, delay, etc. In these analyses, it is assumed that quasi-TEM modes are guided along the multiconductor transmission lines. The analysis were performed for arbitrary number of transmission lines where the load and the source conditions were presented in terms of the
modal reflection and transmission coefficient matrices.

To perform the quasi-TEM analysis, the capacitance matrix for the multiconductor transmission line has to be obtained first. Both the spectral and the spatial domain methods have been proposed to calculate the capacitance matrix. In the spectral domain methods, two side walls are used to enclose the whole transmission line structure, and the thickness of the strip lines has not been considered. In using the spatial domain method, the structure has to be truncated to a finite extent to make the numerical implementation feasible. The infinite extent of the structure was also incorporated, but only a two-layer medium was considered.

In practical microwave integrated circuits, the dielectric loss due to the substrate and the conductor loss due to the metallic strips are also studied in the analysis of circuit performances.

Based on the scalar Green's function, a set of coupled integral equations is obtained for the charge distribution on the strip surfaces. Pulse basis functions and a point-matching scheme is used to solve numerically the set of integral equations for the charge distribution, and hence the capacitance matrix. The duality between the electrostatic formulation and the magnetostatic one is applied to calculate the inductance matrix. The conductance matrix is obtained by using the duality between the electrostatic problem and the current field problem. A perturbation method is used to calculate the resistance matrix.

Finally, a transmission line analysis is derived to obtain the transfer matrix for multi-conductor uniform lines, which significantly reduces the effort in treating the load and the source conditions. Transient responses are obtained by using the Fourier transform. The results for two coupled lines are obtained.

With the ever increasing speed and density of modern integrated circuits, the need for electromagnetic wave analysis of phenomena such as the propagation of transient sig-
nals, especially the distortion of signal pulses, becomes crucial. One of the most important causes of pulse distortion is the frequency dependence of conductor loss, which is caused by the "skin effect", and which can be incorporated into the circuit models for transmission lines as frequency-dependent resistance and inductance per unit length. Efficient and accurate algorithms for calculating these parameters are increasingly important.

We have developed a hybrid cross-section finite element/coupled integral equation method. The technique is a combination of a cross-section finite element method, which is best for high frequencies. An interpolation between the results of these two methods gives very good results over the entire frequency range, even when few basis functions are used.

In the cross-section method, we divide each conductor into triangular patches and choose one of the patches from the return conductor to be our reference. We then calculate the resistance and inductance matrices for the patches. Using two conditions on the system, that the total current in each wire is the sum of the currents in the patches, and that the voltage on each patch in a wire must be the same (no transverse currents), we can reduce the matrices for the patches to the matrices for the wires. In the Weeks method, the patches are rectangles, and the quadruple integral is done quite easily in closed form. However, it is also possible to evaluate the quadruple integral in closed form for triangular patches, although the mathematics leading to this result is quite involved, and the final form of the answer is complicated. We therefore use triangular patches as the most flexible means of modelling conductors with arbitrary cross-sections; polygons are covered exactly, and we are able to model quite closely other shapes, such as circles.

As frequency increases, the need to keep the uniform current approximation valid in the patches requires either the addition of many more patches as the skin depth decreases, or a redistribution of the existing patches to the surface, where the current is. However, changing the distribution of patches makes it necessary to recalculate the resistance and inductance matrices of the patches, thus increasing the computation time. Since we use a
surface integral equation method for high frequencies, we do not change the distribution
of the triangular patches for the cross-section method as we increase the frequency.

For high frequencies, we use a coupled surface integral equation technique. Under
the quasi-TEM assumption, the frequency-dependent resistance and inductance result from
the power dissipation and magnetic stored energy, which can be calculated by solving a
magnetoquasistatic problem, with the vector potential satisfying Laplace’s equation in the
region outside all the conductors. The resistance and inductance are usually given by
integrals of these field quantities over the cross-sections of the wires, but by using some
vector identities it is possible to convert these expressions to integrals only over the surfaces
of the wires. These expressions contain only the current at the surface of each conductor,
the derivative of that current normal to the surface, and constants of the vector potential.
A coupled integral equation is then derived to relate these quantities through Laplace’s
equation and its Green’s function outside the conductors and the diffusion equation and its
Green’s function inside the conductors. The method of moments with pulse basis functions
is used to solve the integral equations. This method differs from previous work in that the
calculation of resistance and inductance is based on power dissipation and stored magnetic
energy, rather than on impedance ratios. It will therefore be more easily extended to
structures where non-TEM propagation can occur.

For the intermediate frequency range, where the conductors are on the order of the
skin depth, were found it very efficient to interpolate between the results of the cross-
section and surface methods. The interpolation function was based on the average size of
the conductors, measured in skin depths, and was of the form $1/(1 + 0.16a^2/\delta^4)$, where it $a$
is the average cross-section of the conductors, and $\delta$ is the skin depth.
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Abstract—In this paper, full modal analysis is used to study the dispersion characteristics of microstrip lines periodically loaded with crossing strips in a stratified uniaxially anisotropic medium. Dyadic Green's functions in the spectral domain for the multilayered medium in conjunction with the vector Fourier transform (VFT) are used to formulate a coupled set of vector integral equations for the current distribution on the signal line and the crossing strips. Galerkin's procedure is applied to derive the eigenvalue equation for the propagation constant. The effect of anisotropy for both open and shielded structures on the stopband properties is investigated.

I. INTRODUCTION

In compact modules of high performance computers, signal transmission lines between integrated circuit chips are embedded in multilayered dielectric media. These signal lines are usually placed in different layers and run perpendicular to each other. The interaction between the orthogonal crossing lines and the signal line affects its propagation characteristics and may cause considerable signal distortion.

The interaction of a pair of crossing lines in an isotropic medium has been studied using a time-domain approach [1], where coupling is described qualitatively. This method becomes computationally expensive when the number of crossing lines increases. With many identical crossing strips uniformly distributed above the signal line, the transmission properties are characterized by stopbands due to the periodicity of the structure. Periodic structures have been investigated using frequency-domain methods. In [2], periodically nonuniform microstrip lines in an enclosure are analyzed on the basis of a numerical field calculation. A technique based on the network-analytical formulism of electromagnetic fields has been used to analyze striplines and finlines with periodic stubs [3]. The propagation characteristics of waves along a periodic array of parallel signal lines in a multilayered isotropic structure in the presence of a periodically perforated ground plane is studied in [4] and that in a mesh-plane environment is studied in [5]. More recently, the effect of the geometrical properties on the propagation characteristics of strip lines with periodic crossing strips embedded in a shielded one-layer isotropic medium have been investigated [6].
In this paper, both open and closed multilayered uniaxially anisotropic structures are considered. A full-wave analysis is used to study the propagation characteristics of a microstrip line in the presence of crossing strips. The signal line and the crossing strips are assumed to be located in two arbitrary layers of a stratified uniaxially anisotropic medium. An integral equation formulation using dyadic Green's functions in the periodically loaded structure is derived. Galerkin's method is then used to obtain the eigenvalue equation for the propagation constant. The effects of anisotropy on the stopband properties are investigated. Numerical results for open and shielded three-layer uniaxially anisotropic media are presented.

II. FORMULATION OF THE PROBLEM

In this section, we present a dyadic Green's function formulation of the problem shown in Fig. 1(a) where the microstrip line and the crossing strips are placed at two different interfaces of a uniaxially anisotropic multilayered medium. The crossing strips are assumed to be placed in a layer (i) and the signal line to be in a layer (j). The crossing strips are considered to be periodic with period p as shown in Fig. 1(b). In general, the permittivity and permeability tensors of an arbitrary layer (i) are assumed to be given by

$$\bar{\varepsilon}_i = \begin{pmatrix} \varepsilon_{ij} & 0 & 0 \\ 0 & \varepsilon_{ij} & 0 \\ 0 & 0 & \varepsilon_{zz} \end{pmatrix}$$  \hspace{1cm} (1)

and

$$\bar{\mu}_i = \begin{pmatrix} \mu_{ij} & 0 & 0 \\ 0 & \mu_{ij} & 0 \\ 0 & 0 & \mu_{zz} \end{pmatrix}$$  \hspace{1cm} (2)

where $I = 0, 1, 2, \ldots, n, \ldots, t$.

For the stratified medium, the electric fields in layers (i) and (j) due to current distributions $J_i(r')$ and $J_j(r')$ may be expressed as

$$\overline{E}_i(r) = i\omega \int V dV' \overline{G}_{ii}(r,r') \cdot J_i(r') + i\omega \int V dV' \overline{G}_{ij}(r,r') \cdot J_j(r')$$  \hspace{1cm} (3a)

$$\overline{E}_j(r) = i\omega \int V dV' \overline{G}_{ji}(r,r') \cdot J_i(r') + i\omega \int V dV' \overline{G}_{jj}(r,r') \cdot J_j(r')$$  \hspace{1cm} (3b)

where $\overline{G}_{lm}(r,r')$ is the dyadic Green's function in layer (l) due to current sources in layer (m).

For the multilayered structure shown in Fig. 1(a), the current distributions on the conducting strips are assumed to be surface currents lying on planes transverse to z. Thus, if we are interested in the transverse electric fields $\overline{E}_i^{(s)}$ and $\overline{E}_j^{(s)}$ in layers (i) and (j), respectively, we can write

$$\overline{E}_i^{(s)}(r) = \overline{E}_i^{(s)}(r) + \overline{E}_i^{(s)}(r)$$  \hspace{1cm} (4a)

$$\overline{E}_j^{(s)}(r) = \overline{E}_j^{(s)}(r) + \overline{E}_j^{(s)}(r)$$  \hspace{1cm} (4b)
Figure 1. Geometrical configuration of a signal line in layer $j$ loaded with crossing strips in layer $i$.

where $E^{(s)}_{lm}$ is the transverse electric field in layer ($l$) due to current sources in layer ($m$), and is given by

$$E^{(s)}_{lm} = i\omega \int \int dV \overline{G}_{lm}^{(s)}(r, r') \cdot \overline{K}_m(r')$$

$K_m(r')$ is the surface current distribution in layer ($m$), and $\overline{G}_{lm}^{(s)}(r, r')$ is the (2×2) transverse part of the dyadic Green's function $\overline{G}_{lm}(r, r')$.

Since the structure is assumed to be periodic in the $y$-direction, the electric field
$E_i^{(s)}$ and the surface currents $\vec{K}_m$ can be expressed using the Floquet harmonic representation in the $y$-direction. In this case we can get

$$E_{lm}^{(s)}(\vec{r}) = i\omega \int_{-\infty}^{\infty} d\xi' \int_{-p/2}^{p/2} dy' \frac{G_{lm}^{(s)}(\vec{r}, \vec{r}')}{G_{lm}(\vec{r}, \vec{r}') \cdot \vec{K}_m(\vec{r}')}$$  \hspace{1cm} (6a)$$

where $l = i, j$, and

$$\frac{G_{lm}^{(s)}(\vec{r}, \vec{r}')}{G_{lm}(\vec{r}, \vec{r}') \cdot \vec{K}_m(\vec{r}')} = \frac{2\pi}{p} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x e^{i\vec{k}_m \cdot \vec{r}_s - p_n} \tilde{g}_{lm}^{(s)}(\vec{k}_m; z, z')$$  \hspace{1cm} (6b)$$

$$\vec{r}_s = \hat{x}x + \hat{y}y, \quad \vec{k}_m = \hat{x}k_x + \hat{y}k_y, \quad \beta_n = \beta_0 + \frac{2m\pi}{p}$$

Here $p$ is the period, $\beta_0$ is the propagation constant of the dominant harmonic in the Floquet representation, and $\tilde{g}_{lm}^{(s)}(\vec{k}_m; z, z')$ is the spectral dyadic Green's function.

Using the explicit expressions for the dyadic Green's functions $\tilde{G}^{(s)}_{zi}, \tilde{G}^{(s)}_{ij}, \tilde{G}^{(s)}_{ji}$ and $\tilde{G}^{(s)}_{jj}$ [7], the transverse electric fields on the surface of the conducting strips in layer $(i)$ due to the currents in layer $(j)$ can be expressed in the following form

$$E_{ij}^{(s)}(\vec{r}_s) = \frac{\pi}{p} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x \overline{F}(k_m, \vec{r}_s) \cdot \hat{\xi}_{ij}(\vec{k}_m) \cdot \overline{K}_j(\vec{k}_m)$$  \hspace{1cm} (7)$$

where $\overline{F}(k_m, \vec{r}_s)$ is the kernel of the vector Fourier transform (VFT) given by [8]

$$\overline{F}(k_m, \vec{r}_s) = \frac{1}{k_m} \begin{bmatrix} k_x & \beta_n \\ \beta_n & -k_x \end{bmatrix} e^{i\vec{k}_m \cdot \vec{r}_s}$$  \hspace{1cm} (8)$$

and $\overline{K}_j(\vec{k}_m)$ is the vector Fourier transform of the surface current $K_j(\vec{r}_s)$. It is given by

$$\overline{K}_j(\vec{k}_m) = \frac{1}{(2\pi)^2} \int_{-\infty}^{\infty} d\tau' \overline{F}(k_m, -\vec{r}_s) \cdot \overline{K}_j(\vec{r}'_s)$$  \hspace{1cm} (9)$$

The matrix $\hat{\xi}_{ij}(\vec{k}_m)$ is given by

$$\hat{\xi}_{ij}(\vec{k}_m) = \begin{bmatrix} f_{ij}^{TM} & 0 \\ 0 & f_{ij}^{TE} \end{bmatrix}$$  \hspace{1cm} (10)$$

whose elements for different $i$ and $j$ are given in Appendix A.

In the above, the transverse electric field expressions $E_{lm}^{(s)} (l, m = i, j)$ satisfy the boundary conditions at the dielectric interfaces of the layered medium. Applying the final boundary condition that the tangential electric field vanishes on the conducting strips, we can get the following set of dual vector integral equations for the currents on the metallic strips

$$\sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x \overline{F}(k_m, \vec{r}_s) \cdot \hat{\xi}_{ii}(\vec{k}_m) \cdot \overline{K}_i(\vec{k}_m)$$

$$+ \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_x \overline{F}(k_m, \vec{r}_s) \cdot \hat{\xi}_{ij}(\vec{k}_m) \cdot \overline{K}_j(\vec{k}_m) = 0, \quad \vec{r}_s \in S_i$$  \hspace{1cm} (11)$$
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The propagation characteristic of signal lines with crossing strips.

\[ \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{F}(k_{sn}, r_s) \cdot \bar{r}_{ji}(k_{sn}) \cdot \bar{K}_i(k_{sn}) \]

\[ + \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{F}(k_{sn}, r_s) \cdot \bar{r}_{jj}(k_{sn}) \cdot \bar{K}_j(k_{sn}) = 0, \quad r_s \in S_j \]

\( (12) \)

on the signal line.

The next step is to solve this coupled set of vector integral equations to find the dispersion relation for the signal line in the presence of the crossing strips.

III. GALERKIN'S METHOD AND THE EIGENVALUE EQUATION

The formulation up to this stage is exact. We now solve the set of vector integral equations (11) and (12) by using Galerkin's method. The unknown current distributions on the crossing strips \( K_i(r_s) \) and on the signal line \( K_j(r_s) \) are expanded in terms of the appropriate vector basis functions as follows:

\[ \bar{K}_i(z, y) = \sum_{m=1}^{M} \sum_{r=1}^{R} \bar{\Phi}_{mr}(z, y) \cdot A_{mr} \]  \( (13) \)

\[ \bar{K}_j(z, y) = \sum_{k=1}^{K} \sum_{q=-Q_1}^{Q_1} \bar{\Psi}_k(z) e^{i\beta q} \cdot B_{kq} \]  \( (14) \)

where \( \bar{K}_i(z, y) \) and \( \bar{K}_j(z, y) \) are the surface currents on the crossing strips and the signal line, respectively, \( \bar{\Phi}_{mr} \) and \( \bar{\Psi}_k e^{i\beta q} \) are the basis functions, \( A_{mr} \) and \( B_{kq} \) are the expansion coefficients.

Using (13) and (14), the vector Fourier transform (VFT) of the currents \( \bar{K}_i(r_s) \) and \( \bar{K}_j(r_s) \) are obtained as

\[ \bar{\bar{K}}_i(k_{sn}) = \sum_{m=1}^{M} \sum_{r=1}^{R} \bar{\bar{U}}_{(\pm)mr,n}(k_z, \beta) \cdot A_{mr} \]  \( (15) \)

\[ \bar{\bar{K}}_j(k_{sn}) = \sum_{k=1}^{K} \sum_{q=-Q_1}^{Q_1} \bar{\bar{V}}_{(\pm)kq,n}(k_z, \beta) \cdot B_{kq} \]  \( (16) \)

where

\[ \bar{\bar{U}}_{(\pm)mr,n}(k_z, \beta) = \frac{1}{(2\pi)^2} \int d\bar{r}_s \int \bar{F}(k_{sn}, \bar{r}_s) \cdot \bar{\Phi}_{mr}(z, y) \]  \( (17) \)

and

\[ \bar{\bar{V}}_{(\pm)kq,n}(k_z, \beta) = \frac{1}{(2\pi)^2} \int d\bar{r}_s \int \bar{F}(k_{sn}, \bar{r}_s) \cdot \bar{\Psi}_k(z) e^{i\beta q} \]  \( (18) \)

Substituting (15) and (16) into (11) and (12), we obtain

\[ \sum_{m=1}^{M} \sum_{r=1}^{R} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{F}(k_{sn}, r_s) \cdot \bar{\bar{r}}_{ji}(k_{sn}) \cdot \bar{\bar{U}}_{(\pm)mr,n}(k_z, \beta) \cdot A_{mr} \]
\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{F}(k_{zn}, \bar{r}_s) \cdot \xi_{ij}(k_{zn}) \cdot \overline{U}_{(+)}(k_z, \beta) \cdot B_{kq} = 0 \]  \hspace{1cm} (19)

for \( \bar{r}_s \in S_i \), and

\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{F}(k_{zn}, \bar{r}_s) \cdot \xi_{ij}(k_{zn}) \cdot \overline{U}_{(+)}(k_z, \beta) \cdot A_{mr} \]

\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{F}(k_{zn}, \bar{r}_s) \cdot \xi_{ij}(k_{zn}) \cdot \overline{V}_{(+)}(k_z, \beta) \cdot B_{kq} = 0 \]  \hspace{1cm} (20)

for \( \bar{r}_s \in S_j \).

Multiplying (19) by \( \Phi^{(z)}(x, y) \) and integrating over the support of \( K_i(\bar{r}_s) \) for \( u = 1, 2, \ldots, M \) and \( v = 1, 2, \ldots, R \), we obtain

\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{U}_{(-)uv,n}(k_z, \beta) \cdot \xi_{ij}(k_{zn}) \cdot \overline{U}_{(+)}(k_z, \beta) \cdot A_{mr} \]

\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{U}_{(-)uv,n}(k_z, \beta) \cdot \xi_{ij}(k_{zn}) \cdot \overline{V}_{(+)}(k_z, \beta) \cdot B_{kq} = 0 \]  \hspace{1cm} (21)

Similarly, multiplying (20) by \( \Phi^{(z)}(x)e^{-i\beta y} \) and integrating over the support of \( K_j(\bar{r}_s) \) for \( s = 1, 2, \ldots, K \) and \( t = -Q_1, \ldots, 0, \ldots, Q_2 \), we obtain

\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{U}_{(-)st,n}(k_z, \beta) \cdot \xi_{ij}(k_{zn}) \cdot \overline{U}_{(+)}(k_z, \beta) \cdot A_{mr} \]

\[ + \sum_{k=1}^{K} \sum_{q=-Q}^{Q} \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \overline{U}_{(-)st,n}(k_z, \beta) \cdot \xi_{ij}(k_{zn}) \cdot \overline{V}_{(+)}(k_z, \beta) \cdot B_{kq} = 0 \]  \hspace{1cm} (22)

Equations (21) and (22) constitute a system of \((S + T)\) linear algebraic equations with \( S = MR \) and \( T = K(Q_1 + Q_2 + 1) \), and may be written in matrix form as

\[ \overline{N} \cdot \overline{\varepsilon} = 0 \]  \hspace{1cm} (23a)

where

\[ \overline{N} = \begin{bmatrix} [N_{11}]_{S \times S} & [N_{12}]_{S \times T} \\ [N_{21}]_{T \times S} & [N_{22}]_{T \times T} \end{bmatrix} \]  \hspace{1cm} (23b)

and

\[ \overline{\varepsilon} = \begin{bmatrix} [A_{mr}]_{S \times 1} \\ [B_{kq}]_{T \times 1} \end{bmatrix} \]  \hspace{1cm} (23c)
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Each element of the submatrices of $N$ is given by

$[N_{11}]_{uv,mr} = \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{U}_{(-)}^{(1)}(k_z,\beta) \cdot \bar{\xi}_{it}(k_{sn}) \cdot \bar{U}_{(+)}^{(1)}(k_z,\beta)$

(24a)

$[N_{12}]_{uv,kq} = \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{U}_{(-)}^{(1)}(k_z,\beta) \cdot \bar{\xi}_{ij}(k_{sn}) \cdot \bar{V}_{(+)}^{(+)}(k_z,\beta)$

(24b)

$[N_{21}]_{st, mr} = \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{V}_{(-)}^{(-)}(k_z,\beta) \cdot \bar{\xi}_{ij}(k_{sn}) \cdot \bar{U}_{(+)}^{(1)}(k_z,\beta)$

(24c)

$[N_{22}]_{st, kq} = \sum_{n=-\infty}^{\infty} \int_{-\infty}^{\infty} dk_z \bar{V}_{(-)}^{(-)}(k_z,\beta) \cdot \bar{\xi}_{jj}(k_{sn}) \cdot \bar{V}_{(+)}^{(+)}(k_z,\beta)$

(24d)

For nontrivial solution to exist, the determinant of the coefficient matrix of (21) and (22) must be zero,

$\det \left[ N(\omega,\beta) \right] = 0$ (25)

This is the eigenvalue equation for the propagation constant $\beta$ which describes the dispersion relation of the loaded microstrip line in the multilayered anisotropic medium.

The next step is to choose appropriate basis functions for the surface currents $\bar{K}_j(x,\beta)$ and $\bar{K}_i(x,\beta)$ on the signal line and the crossing strips, respectively. The expansion functions we use are

$\Phi_{mr}(x,y) = \frac{P_m(x, L_i)}{2\pi} \begin{bmatrix} Q_m(x, L_i) & 0 \\ 0 & R_r(y, w_i) \end{bmatrix}$ (26)

and

$\Psi_k(x) = \frac{P_k(x, w_j)}{2\pi} \begin{bmatrix} 0 \\ Q_k(x, w_j) \end{bmatrix}$ (27)

where

$P_n(\alpha, \gamma) = \frac{1}{\gamma} \sin \frac{2n\pi\alpha}{\gamma}$

(28)

$Q_n(\alpha, \gamma) = \frac{\cos \frac{2(n-1)\pi\alpha}{\gamma}}{\sqrt{(\frac{\gamma}{2})^2 - \alpha^2}}$

(29)

$R_n(\alpha, \gamma) = \frac{1}{\gamma} \sin \frac{n\pi(\alpha + \gamma/2)}{\gamma}$

(30)

$w_i$ and $w_j$ are the widths of the crossing strips and the signal line, respectively, and $L_i$ is the length of the crossing strips. When choosing the basis functions for the surface currents, it should be borne in mind that the current cannot have
a normal component to the strip edges. Furthermore, the edge condition for the parallel component should be considered. By substituting (26) and (27) into (17) and (18), respectively, we can get

$$\bar{U}(\pm)_{mr,n}(k_x, \beta) = \frac{p}{(2\pi)^3k_{sn}} \begin{bmatrix} \pm X_m(k_x, L_1) & 0 \\ 0 & Y_m(k_x, L_1) \end{bmatrix}$$

and

$$\bar{V}(\pm)_{k_q,n}(k_x, \beta) = \frac{p_{k_q,n}}{(2\pi)^3k_{sn}} \begin{bmatrix} \pm X_k(k_x, \omega_j) & 0 \\ 0 & Y_k(k_x, \omega_j) \end{bmatrix}$$

where

$$X_n(\alpha, \gamma) = \frac{\alpha}{(2\pi)^2 - \alpha^2 \gamma^2} \frac{4n\pi \sin \frac{\alpha \gamma}{2}}{}$$

$$Y_n(\alpha, \gamma) = \frac{\alpha}{(2\pi)^2 - \alpha^2 \gamma^2} \left\{ J_0(n - 1)\pi + \frac{\alpha \gamma}{2} \right\}$$

$$Z(\pm)_n(\alpha, \gamma) = \frac{\alpha}{(2\pi)^2 - \alpha^2 \gamma^2} \left( e^{i\pi(n\pi + \alpha \gamma)} \sin \frac{n\pi}{2} + \frac{\alpha \gamma}{2} \right)$$

Equations (31) and (32) are then substituted into the determinantal equation (25) for the calculation of the dispersion characteristics.

IV. NUMERICAL TREATMENT AND RESULTS

In this section, we present numerical results for open and closed three-layer structures with the crossing strips and the signal line embedded in two different layers as shown in Figs. 2(a) and (b). In numerical calculation, the infinite series of Floquet modes and the basis functions are truncated. The ranges of indices in (24) are chosen as: $-10 \leq n \leq 9$, $k = 1$, $-1 \leq q \leq 0$, $1 \leq m \leq 3$, $r = 1$, $s = 1$, $-1 \leq t \leq 0$, $1 \leq u \leq 3$, and $v = 1$. It can be seen that each element in the coefficient matrix can be reduced to a sum of TE and TM terms, a summation over $n$ Floquet modes, and an integral over $k_x$. Due to the symmetrical properties of the Green's function, the basis functions and the test functions, all the integrands are found to be even functions of $k_x$. So the integration path can be reduced to an integral from 0 to $\infty$. In numerical computation, the path of integration in the complex $k_x$ plane is deformed to avoid the singularities on the real axis [9].

In the following calculations, the parameters used for Fig. 2 are: $d_1 = d_2 = d_3 = 0.2$ mm, $p = 0.5$ mm, $w_1 = w_2 = 0.125$ mm, $L_1 = 1.7$ mm, and $\mu_j = \mu_{j2} = \mu_0$. Since the crossing strip length is much longer than the signal line width, the current near the crossing strip edges is relatively small so that the edge condition in the basis functions can be neglected.
Figure 2. (a) Cross section of an open structure. (b) Cross section of a closed structure.
Figure 3 shows the dispersion characteristics of a closed microstrip line loaded with periodic crossing strips (Fig. 2(b)). The result shows that the first stopband appears due to the coupling between the Floquet modes \( n = 0 \) and \( n = -1 \) of the fundamental mode of the signal line. The upper and lower bounds of the stopband is denoted by \( \omega_T \) and \( \omega_L \), respectively. At higher frequencies, higher order stopbands are encountered because of the interaction with the higher order modes of the signal line. However, we concentrate only on the first stopband which is in the region of practical interest.

In Fig. 4, the dispersion characteristics of an open and a shielded structure are plotted in solid and dashed lines, respectively. It can be seen that both the stopband position and width are close to those of each other. This is because the fields are mostly confined under the first layer where the coupling between signal line and crossing strips takes place. So removing the top conducting plate does not affect the stopband properties much in this case. This point is illustrated in Figs. 5(a) and (b) which shows the effect of changing \( d_1 \) on the stopband position and width, respectively. In the following, we are going to investigate the effect of anisotropy in the second and the third layer of a closed structure. It is believed that similar effects can be observed in an open structure.

The plot in Fig. 6 shows the effect of the anisotropy ratio \( AR = \varepsilon_2/\varepsilon_{2z} \) of the second layer on the stopband position and the stopband width. The center frequency of the stopband is not much affected by the anisotropy. However, the stopband width is quite sensitive to it. The width increases with \( 1/AR \). For fixed \( \varepsilon_2 \), it corresponds to an increase of \( \varepsilon_{2z} \), which enhances coupling between the signal line and the crossing strips, resulting in the rise of stopband width. For \( 1/AR > 1 \), it is found in the dispersion diagram that a high order stopband starts to merge with the first order stopband, resulting in a large stopband width. Fig. 6 is thus plotted up to that value only.

In Fig. 7, we investigate the effect of anisotropy in the third layer on the stopband properties. As we have expected, the stopband width is not so sensitive to the anisotropy in the third layer as it is in the second layer where coupling occurs. The change of stopband position with the anisotropy is close to that in the second layer. Both are due to the change of the dispersion characteristics of the signal line which results in the lowering of the intersecting point of the Floquet modes \( n = 0 \) and \( n = -1 \). A high order stopband is encountered for \( 1/AR > 1 \).

Various combinations of substrate materials have been used to minimize the stopband width for the closed structure (Fig. 2(b)). The results are summarized in the following table:

<table>
<thead>
<tr>
<th>Case</th>
<th>layer 1</th>
<th>layer 2</th>
<th>layer 3</th>
<th>((k_0p/\pi)c)</th>
<th>(\Delta(k_0p/\pi))</th>
</tr>
</thead>
</table>
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Figure 3. The dispersion characteristics of a closed structure with \( \varepsilon_1 = \varepsilon_{1z} = 10\varepsilon_0 \), \( \varepsilon_2 = 13\varepsilon_0 \), \( \varepsilon_{2z} = 10.3\varepsilon_0 \), and \( \varepsilon_3 = \varepsilon_{3z} = 10\varepsilon_0 \).

Figure 4. The dispersion characteristics of an open structure with \( \varepsilon_1 = \varepsilon_{1z} = \varepsilon_0 \), \( \varepsilon_2 = \varepsilon_{2z} = 10\varepsilon_0 \), \( \varepsilon_3 = 9.4\varepsilon_0 \), and \( \varepsilon_{3z} = 11.6\varepsilon_0 \).
Figure 5. The effect of $d_1$ on the stopband: (a) position and (b) width. 
$\epsilon_1 = \epsilon_{12} = \epsilon_0$, $\epsilon_2 = \epsilon_{22} = 10\epsilon_0$, $\epsilon_3 = 9.4\epsilon_0$, and $\epsilon_{32} = 11.6\epsilon_0$. 
Figure 6. The effect of $AR$ in the second layer on the upper and lower bounds of the stopband, $\varepsilon_1 = \varepsilon_2 = 10\varepsilon_0$, $\varepsilon_2 = 10\varepsilon_0$, $\varepsilon_3 = \varepsilon_3 = 10\varepsilon_0$.

Figure 7. The effect of $AR$ in the third layer on the upper and lower bounds of the stopband, $\varepsilon_1 = \varepsilon_2 = 10\varepsilon_0$, $\varepsilon_2 = \varepsilon_3 = 10\varepsilon_0$, $\varepsilon_3 = 10\varepsilon_0$. 
where \((k_0p/\pi)_c\) is the normalized center frequency of the stopband and \(\Delta(k_0p/\pi)\) is the normalized stopband width.

The two types of anisotropic substrates considered are Epsilam-10 \((\varepsilon = 13\varepsilon_0, \varepsilon_z = 10.3\varepsilon_0)\) and sapphire \((\varepsilon = 9.4\varepsilon_0, \varepsilon_z = 11.6\varepsilon_0)\). Comparison shows that the fifth case has the smallest stopband width. In fact, the stopband width is quite sensitive to the separation of the crossing strips due to the resonance effect [6]. Once the periodicity \(p\) is fixed, the stopband width can be minimized by a proper choice of substrate material.

V. CONCLUSIONS

A dyadic Green’s function formulation for the analysis of open and closed microstrip lines in the presence of periodic crossing strips in a stratified uniaxially anisotropic medium is presented. The dispersion characteristics for a three-layer structure is studied. Numerical results illustrate the relationship between the stopband properties and the material parameters. The effect of anisotropy has also been investigated. It is found that the crossing strip separation and the anisotropy in the second layer are important factors affecting the stopband width. To achieve small stopband width, careful choice of anisotropy must be made to avoid the lowering of the high order stopband. It should also be noted that by the proper choice of substrate materials, the stopband width can be much reduced for fixed crossing strip separation.

APPENDIX A

Using the dyadic Green’s function formulation [7], the elements of \(\overline{\xi}_{ij}(k_{en})\) can be obtained as follows:

For \(i = j\), where the source and observation points are in the same layer, we have

\[
J_{ij}^{\text{TE}} = \frac{\omega \mu_j}{k_{js}^{(h)}} \left( \frac{1}{1 - R_{ij}^{\text{TE}} R_{ij}^{\text{TE}} e^{2ik_{js}^{(h)}d_j}} \right) \left( 1 + R_{ij}^{\text{TE}} e^{2ik_{js}^{(h)}d_j} \right) \left( 1 + R_{ij}^{\text{TE}} \right) \]

\[
J_{ij}^{\text{TM}} = \frac{1}{\omega \varepsilon_j k_{js}^{(e)}} \left( \frac{1}{1 - R_{ij}^{\text{TM}} R_{ij}^{\text{TM}} e^{2ik_{js}^{(e)}d_j}} \right) \left( 1 - R_{ij}^{\text{TM}} e^{2ik_{js}^{(e)}d_j} \right) \left( 1 - R_{ij}^{\text{TM}} \right) \]

(A1)

(A2)

and for \(j > i\), where the source is in layer \((j)\) and observation point is in layer \((i)\), we have

\[
J_{ij}^{\text{TE}} = \frac{\omega \mu_j}{k_{js}^{(h)}} \left( \frac{X_{ij}^{\text{TE}}}{1 - R_{ij}^{\text{TE}} R_{ij}^{\text{TE}} e^{2ik_{js}^{(h)}d_j}} \right) e^{ik_{js}^{(h)}d_j} \left( 1 + R_{ij}^{\text{TE}} \right) \left( 1 + R_{ij}^{\text{TE}} e^{2ik_{js}^{(h)}d_j} \right) \]

\[
J_{ij}^{\text{TE}} = \frac{\omega \mu_j}{k_{js}^{(h)}} \left( \frac{X_{ij}^{\text{TE}}}{1 - R_{ij}^{\text{TE}} R_{ij}^{\text{TE}} e^{2ik_{js}^{(h)}d_j}} \right) e^{ik_{js}^{(h)}d_j} \left( 1 + R_{ij}^{\text{TE}} \right) \left( 1 + R_{ij}^{\text{TE}} e^{2ik_{js}^{(h)}d_j} \right) \]

(A3)
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\[ f_{ij}^{\text{TM}} = \frac{1}{\omega \epsilon_j} \frac{k_j^{(e)} k_j^{(h)}}{k_i} \left( \frac{X_{\text{TM},ij}^{\text{TM}} e^{i k_j^{(e)} d_j}}{1 - R_{ij}^{\text{TM}} R_{ij}^{\text{TM}} e^{2 i k_j^{(e)} d_j}} \right) \]

where \( X_{\text{TE},ij}^{\text{TE}} \) and \( X_{\text{TM},ij}^{\text{TM}} \) are, respectively, the TE and TM upward transmission coefficients from layer \((j)\) to layer \((i)\), given by

\[ X_{\text{TE},l,m} = X_{\text{TE},l+1,m} e^{i k_j^{(h)} d_{l+1}} \left( \frac{1 + R_{l+1}^{\text{TE}}}{1 + R_{l+1}^{\text{TE}} e^{2 i k_j^{(h)} d_l}} \right) \]

\[ X_{\text{TM},l,m} = X_{\text{TM},l+1,m} e^{i k_j^{(e)} d_{l+1}} \left( \frac{1 - R_{l+1}^{\text{TM}}}{1 - R_{l+1}^{\text{TM}} e^{2 i k_j^{(e)} d_l}} \right) \]

for \( l = (m - 2), (m - 3), \ldots, 0 \), and for \( l = (m - 1) \), we have

\[ X_{\text{TM},l+1,m} = \left( \frac{1 + R_{l+1}^{\text{TM}}}{1 + R_{l+1}^{\text{TM}} e^{2 i k_j^{(e)} d_{l+1}}} \right) \]

\[ X_{\text{TE},l+1,m} = \left( \frac{1 - R_{l+1}^{\text{TE}} e^{2 i k_j^{(h)} d_{l+1}}}{1 - R_{l+1}^{\text{TM}} e^{2 i k_j^{(h)} d_{l+1}}} \right) \]

and

\[ k_j^{(h)} = \sqrt{k_j^2 - \frac{\mu_j}{\mu_j k_j^2}} \]

\[ k_j^{(e)} = \sqrt{k_j^2 - \frac{\varepsilon_j}{\varepsilon_j k_j^2}} \]

\[ k_j^2 = \omega^2 \varepsilon_j \mu_j \]

Using the symmetrical properties of the dyadic Green's function in the layered media, it can be shown that \( f_{ij}^{\alpha} = f_{ij}^{\alpha} \), where \( \alpha \) denotes TE or TM. In the above equations, the superscripts \((h)\) and \((e)\) denote TE and TM fields, respectively. \( R_{\text{TM}}^{\alpha} \) and \( R_{\text{TM}}^{\alpha} \) are, respectively, the Fresnel reflection coefficients at the lower and upper boundaries of layer \((l)\) and can be determined recursively by the following relations

\[ R_{\text{TM}}^{\alpha} = \frac{R_{l+1}^{\alpha} + R_{l+1}^{\alpha} e^{2 i k_j^{(h)} d_{l+1}}}{1 + R_{l+1}^{\alpha} R_{l+1}^{\alpha} e^{2 i k_j^{(h)} d_{l+1}}} \]

where \( l = 0, \ldots, (m - 1) \) and \( R_{\text{TM}}^{\alpha} = R_{\text{TM}}^{\alpha} \).
where \( l = 2, 3, \ldots, t \) and \( R_{11}^a = R_{10}^a, R_{11}^a \) and \( R_{11}^a \) are the Fresnel reflection coefficients across the interface between layers \((l)\) and \((l+1)\).
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Abstract

The electromagnetic radiation from a VLSI chip package and heatsink structure is analyzed by means of the finite-difference time-domain (FD-TD) method. The FD-TD algorithm implemented incorporates a multi-zone gridding scheme to accommodate fine grid cells in the vicinity of the heatsink and package cavity and sparse gridding in the remainder of the computational domain. The issues pertaining to the effects of the heatsink in influencing the overall radiating capacity of the configuration are addressed. Analyses are facilitated by using simplified heatsink models and by using dipole elements as sources of electromagnetic energy to model the VLSI chip. The potential for enhancement of spurious emissions by the heatsink structure is illustrated. For heatsinks of typical dimensions, resonance is possible within the low gigahertz frequency range. The potential exploitation of the heatsink as an emissions shield by appropriate implementation schemes is discussed and evaluated.

Introduction

The extension of regulatory electromagnetic emissions test limits to the gigahertz range of frequencies for high performance computing equipment has necessitated caution in the design and implementation of components down to the VLSI chip package level for computing systems. At issue is the avoidance of potentially efficient radiators at the design and development phase. The objective is to minimize the need for cost prohibitive corrective measures commonly invoked in reaction to problems encountered in tests on assembled systems.

In this paper, the effects of a heatsink over a chip package on the electromagnetic emissions characteristics of the chip and package environment are addressed. Such an interest is justified by the following reasons. First, the heatsink is typically metallic and is in close proximity to a major energy source — the chip. Also, the electrical dimensions of the structure are comparable to the wavelengths of concern. Finally, in light of the ever-increasing power levels of high performance integrated circuitry, the heatsink is an indispensable component of the VLSI chip packaging configuration. The objectives are to identify and quantify the effects of the heatsink on the radiating properties of the package structure; to understand and exploit the radiation mechanisms; and to evaluate viable heatsink implementation schemes for minimizing the overall radiating capacity.

Problem Configuration and Model

The electromagnetic radiation properties of a heatsink and integrated circuit (IC) package configuration are analyzed by means of suitable models. A typical heatsink/package configuration of interest is shown in Figure 1. The heatsink may be modeled as a perfectly conducting rectangular slab positioned over a finite-size dielectric medium representing the chip package. The chip is supported in turn by a dielectric layer of infinite extent over an infinite ground plane which models the substrate or printed wiring board (PWB) with (at least) one reference layer. The electromagnetic sources used to model the active chip include electric and magnetic dipoles of vertical and horizontal orientation positioned on the package/substrate dielectric interface. The resulting model of an electromagnetically-coupled slab structure is shown in Figure 2. The generation of a model with reduced complexity for both source and heatsink is to facilitate the interpretation of results based on underlying physics. The extension to more complex heatsink (e.g., finned) and source models may be readily accomplished with the rectangular gridding scheme associated with the numerical solution employed. With sufficiently fine grids, circular heatsinks may also be adequately modeled. In addition, the models are modified to reflect alternate implementation schemes for emissions suppression purposes in order to conduct quantitative analyses. Field strengths and radiated powers are computed for quantitative analysis and evaluation.

Figure 1. Cutaway view of a VLSI package/heatsink configuration.
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Equations are approximated using center differences. Maxwell’s equations are spatially discretized in a staggered manner. The reasons for which the FD-TD methodology was selected include the relative ease of implementation for complicated geometries, the requirement of only simple arithmetic operations in the solution process, and the flexibility for time- and frequency-domain analyses.

In the FD-TD technique, a computational domain is first defined and divided into rectangular cells. Electric and magnetic fields are spatially discretized in a staggered manner [1] as shown in Figure 3. Electric fields are assigned to half-integer \((n + 1/2)\) time steps and magnetic fields are assigned to integer \((n)\) time steps for the temporal discretization of fields. Next, the spatial and temporal derivatives of the two Maxwell’s curl equations are approximated using center differences. Maxwell’s curl equations for a time- and frequency-invariant medium are:

\[
\nabla \times \mathbf{H} = \sigma_0 E + \frac{\partial \mathbf{E}}{\partial t}, \quad \nabla \times \mathbf{E} = -\mu_0 \mu_r \frac{\partial \mathbf{H}}{\partial t},
\]

where \(\varepsilon_0\) is the free-space permittivity, \(8.854 \times 10^{-12}\ \text{F/m}\) and \(\mu_0\) is the free-space permeability, \(4\pi \times 10^{-7}\ \text{H/m}\). In addition, \(\varepsilon_r\) and \(\mu_r\) are respectively the relative permittivity (dielectric constant) and relative permeability of the medium; while \(\sigma_0\) is the electric conductivity. Maxwell’s divergence equations are ignored since the curl equations with appropriate boundary conditions uniquely determine the solution. In rectilinear coordinates, the curl equations are rewritten as:

\[
\begin{align*}
\frac{\partial H_x}{\partial y} - \frac{\partial H_y}{\partial x} &= \sigma_0 E_x + \varepsilon_r \frac{\partial E_y}{\partial t}, \\
\frac{\partial H_x}{\partial z} - \frac{\partial H_z}{\partial x} &= \sigma_0 E_x + \varepsilon_r \frac{\partial E_z}{\partial t}, \\
\frac{\partial H_y}{\partial z} - \frac{\partial H_z}{\partial y} &= \sigma_0 E_y + \varepsilon_r \frac{\partial E_x}{\partial t}.
\end{align*}
\]

Difference equations are derived from these six equations by applying center differencing. For example, the expression relating \(H_x\) to \(E_y\) and \(E_z\) at time \((n + 1/2)\Delta t\) is given by:

\[
\frac{E^{n+1/2}_{y(i,j,k)} - E^{n+1/2}_{y(i,j,k)}}{\Delta y} - \frac{E^{n+1/2}_{z(i,j,k+1)} - E^{n+1/2}_{z(i,j,k)}}{\Delta z} = -\mu_0 \mu_r \frac{H^{n+1}_{x(i,j,k+1)} - H^{n+1}_{x(i,j,k)}}{\Delta t},
\]

The center difference ensures that the spatial and temporal discretizations are of second order where errors are proportional to the square of the cell size and time increment. Finally, with appropriate initial and boundary conditions, the solutions to the difference equations are obtained through explicit leapfrog time marching. This corresponds to alternating the advance of electric and magnetic fields. To achieve accurate results, the cell sizes are taken to be a fraction of the smallest wavelength. The time increment and the cell size are related by the stability criterion [2],

\[
\Delta t \leq \frac{1}{c_0 \sqrt{(1/\Delta x)^2 + (1/\Delta y)^2 + (1/\Delta z)^2}}
\]

where \(c_0\) is the speed of light in free space. Fields are set to be zero initially everywhere to satisfy the causality condition consistent with zero excitation for time less than zero. The boundary conditions are continuity of tangential electric and magnetic fields on material interfaces, vanishing tangential electric fields on perfect conductors, and the absorbing boundary conditions on the boundary of the computational domain. The absorbing boundary conditions [3] are used to limit the computational domain by simulating unbounded space. The minimum distance to the absorbing boundary, i.e., computational boundary, from the heatsink is determined by consideration of reflection error, computation time, and memory. For a given cell size, the reflection error decreases but the computation time increases substantially with increasing distance to the boundary.

The size of the discretization cells should be reasonably small in order to model features of the heatsink and capture correct field variations. On the other hand, since the heatsink should not be too close to the computational boundary, the cell count is highest outside the heatsink when a small cell size is used. To avoid the excessive number of cells which would otherwise be generated, a three-zone gridding scheme [4] is used (Figure 4). The first zone contains the heatsink and dipole source; it has the finest grid among the three zones. The second zone has the same height as the first and extends horizontally from the heatsink to the outer boundary of the computational domain. The cell size of this zone has the same vertical dimension as those of the first zone; while the horizontal dimensions may be a few times larger than the first zone. The remainder of the computational domain belongs to the third zone. The horizontal dimensions of the cells are identical to those of the second zone, and the vertical dimension of the cells may be a few times larger than the first or second zones. Fields at nodes on an interface between two zones are calculated via a combination of parabolic curve fitting and linear interpolation. For example, in Figure 5, the partial derivative of \(H_y\) with respect to the vertical direction \(z\) at position of \(E_{y(i,j,k)}\) at the \(n\)th time step is given by

![Figure 2. Cross-sectional view of simplified package/heatsink model.](image-url)

![Figure 3. Staggered rectangular grid on typical unit cell in computational domain.](image-url)
The fields beyond the computational domain are calculated using Huygens' principle [6]. The post-processing of full time domain data for the purpose of generating frequency domain information is expensive in storage and is inefficient. The fields are instead calculated at selected multiple frequencies. To obtain multi-frequency data, the time waveforms of the dipole excitations are chosen to be modulated Gaussian pulses, i.e., \( \cos(\omega_0(t - t_0)) \exp\left[-\left((t - t_0)/T\right)^2\right] \), where \( \omega_0 \) is the center frequency of the excitation, \( t_0 \) is the delay, and \( T \) determines the pulse-width. Complex amplitudes at each frequency are calculated simultaneously on a selected surface outside the first zone using the discrete Fourier transform.

Results and Discussion

The basic model described in Figure 2 is analysed with the use of horizontal electric and magnetic dipoles and vertical electric and magnetic dipoles as sources. The choice of such elements circumvents the problem of deriving a rigorous model for the VLSI circuitry as an electromagnetic source and eliminates factors which may otherwise clutter the understanding and interpretation of the physical processes associated with the spurious radiation study. Of these sources only the horizontal magnetic dipole (HMD) and vertical electric dipole (VED) show radiation enhancement in the presence of the heatsink. The frequency range considered does not exceed 10 GHz. The dominant horizontal (electric field) polarization generated by the other 2 sources remains below cutoff within this frequency range and for the typical dimensions considered. Both classes of sources may be found in VLSI package configurations — the VED in the form of vias and pins and the HMD as vertically stratified signal and return paths. Results and discussions will focus on one or both of the VED, HMD sources. Unless stated otherwise, the dimensions of the conducting slab are 4.8 cm square and 2.5 mm thick. Its lower surface is located 7.5 mm above a lower ground or reference plane. In the results presented, the effects of the dielectric layers are not considered. The dipole sources are located at the nodes closest to the center of the heatsink-ground plane cavity.

Figure 6 compares the normalized radiated power of an HMD over a ground plane in the presence and absence of a heatsink for a frequency range of 1 to 6.5 GHz. Normalization is with respect to the total radiated power of an identical dipole in unbounded space. The resonant behavior around 2.4 and 5.5 GHz in the presence of the heatsink is evident, with the first resonance showing a significant enhancement of radiation over the case without the heatsink. This resonance feature is illustrated in Figure 7 where the time response of the vertical E-field at the indicated location on the periphery of the heatsink-ground plane cavity is shown. The oscillations at the resonant frequency become increasingly evident after 700 time-steps. The quality factor (Q) of the structure may also be deduced from the decay rate and the resonant frequency. Figure 8 shows the surface plots of the vertical electric field amplitudes over a horizontal plane that traverses the heatsink and ground plane cavity and spanning the computational domain at 4 different time steps. Each point is normalized to the maximum value for the respective time step. The absence of any obvious reflected disturbances from the edges of the computational domain illustrates the efficiency of the absorbing boundary condition. The sustained resonant mode pattern is evident after 1000 time steps.

Figure 9 shows the corresponding results over the frequency range of 1 to 8 GHz with a VED as the source. Again, substantial enhancement in radiated power in the presence of a heatsink occurs at the primary resonance of 4.8 GHz, and at the second resonance near 7 GHz. The symmetry and anti-symmetry of the dipole source fields are responsible for the difference in excited resonances with the HMD and VED dipoles.
Figure 6. Comparison of normalized total radiated power in presence and absence of a heatsink with a HMD source. Source function $\sim \cos(\omega_0(t - t_0)) \exp[-((t - t_0)/T)^2]$, where $\omega_0 = 5\pi \times 10^9$ rad/s, $t_0 = 4T = 0.8$ ns.

Figure 7. Time response of vertical electric field at indicated position on the boundary of heatsink and ground plane cavity for HMD source of Figure 6. Each time step corresponds approximately to 2.2 picoseconds. $f_R = 2.3$ GHz.

Figure 8. Vertical electric field amplitude plots over horizontal plane through heatsink/ground plane cavity for HMD source of Figure 6. $n$ is the number of time steps elapsed, and each time step corresponds approximately to 2.2 picoseconds.
Figure 11 shows the effects of the implementation of 4 or 8 uniformly distributed posts on the radiated power. The dip source is a HMD. The figure shows the typical effects of adding posts — the shifting of resonant frequencies upwards which renders the resulting configuration to be of lower Q. In implementing such an option for emissions suppression, care has to be taken to ensure that such shifts move the resonant frequency beyond the range of test frequencies.

Although modeled so far as a suspended slab of conducting material, the heatsink may also be supported by posts (e.g., Figure 1) which may or may not be connected to any other conducting paths. In Figure 10 we show the model of a heatsink supported with 4 posts, of 4 mm square cross-section, connected to a reference or ground plane. We also investigate the effect of increasing the number of the posts as a means of exploiting the heatsink as an emissions shield through appropriate implementation. This is particularly pertinent in light of the observation of radiation enhancement by the indispensable heatsink. The rationale for consideration of such posts is the reduction in the size of the wavelengths allowed to leak through the smaller gaps, whose effectiveness is weakened by the interaction between the resulting multiple gaps.

Another potential means of exploiting the heatsink for emissions suppression is to employ a skirt of conducting material beneath and around the periphery of the heatsink, thereby serving as a compliant containment which would dissipate the contained energy with its finite conductivity. Figure 12 shows the model considered. The gaps in the gasket material are to facilitate lead passage. The simulation results, comparing radiation from a gasketed and ungasketed heatsink with an HMD source, are shown in Figure 13 where a conductivity of 100 mhos/m, a dielectric constant of 4, and a thickness of approximately 7.5 mm are assumed for the gasket material. This conductivity is conservative since typical bulk conductivities for conductive gasket material are of the order of 10^4 mhos/m. Despite the conservative estimate on the conductivity of a typical material, the improvement in emissions reduction near resonance is substantial, although the lower Q that results may tend to raise emission levels at nearby frequencies. For reference, the size of the skin depth at 1 GHz for the conductivity assumed is approximately 5 mm and will decrease as the square-root of the frequency. The frequency response indicates a slight downward shift in the resonant frequency due to an effectively denser dielectric medium beneath the heatsink and a broader bandwidth corresponding to a lowered Q due to added energy dissipation in the gasket material.
Conclusion

The FD-TD technique has been applied to the analyses of the radiation from a VLSI heatsink and package configuration. The technique was chosen for its flexibility in treating this class of problems involving potentially complex configurations where neither approximate nor analytical methods are practical. The multi-zone gridding scheme implemented allowed a high grid resolution in the vicinity of the heatsink without sacrificing overall cell number thereby allowing increased numerical efficiency for low frequencies. Additional advantages of this discretization scheme include improved geometrical and material modeling. The analysis of the heatsink, a critical component within the computer packaging environment, illustrated the significance of resonance due to appreciable electrical dimensions on the spurious electromagnetic radiation from the VLSI packaging environment. Simulations with typical heatsink dimensions showed the occurrence of resonance in the low gigahertz range. The effects of the presence of a heatsink on the radiation properties of dipole models have been explained and the features of resonant behavior presented. The effectiveness and consequences of exploiting practical heatsink implementation options such as grounding and shielding to reduce electromagnetic emissions has been discussed and quantified using the FD-TD numerical technique.
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Because the effects of diffraction during proximity-print x-ray lithography are of critical importance, a number of previous researchers have attempted to calculate the diffraction patterns and minimum achievable feature sizes as a function of wavelength and gap. Work to date has assumed that scalar diffraction theory is applicable—as calculated, for example, by the Rayleigh-Sommerfeld formulation—and that Kirchhoff boundary conditions can be applied. Kirchhoff boundary conditions assume that the fields (amplitude and phase) are constant in the open regions between absorbers, and a different constant in regions just under the absorbers (i.e., that there are no fringing fields). An x-ray absorber is, however, best described as a lossy dielectric that is tens or hundreds of wavelengths tall, and hence Kirchhoff boundary conditions are unsuitable. In this report we use two numerical techniques to calculate (on a Cray 2 supercomputer) accurate diffracted fields from gold absorbers for two cases: a 30 nm-wide line at $\lambda = 4.5$ nm, and a 100 nm-wide line at $\lambda = 1.3$ nm. We show that the use of Kirchhoff boundary conditions introduces unphysically high spatial frequencies into the diffracted fields. The suppression of these frequencies—which occurs naturally without the need to introduce an extended source or broad spectrum—improves exposure latitude for mask features near 0.1 μm and below.
I. INTRODUCTION

The limits and practicality of proximity-print x-ray lithography continues to be a topic of discussion and debate. Of particular concern are the limits of resolution imposed by the effects of diffraction. Because the mechanical limits imposed on the mask-substrate gap during the volume manufacturing of ULSI circuits are not presently certain, it remains prudent to ask: what is the minimum practical feature size that can be printed at a given gap?

In order to resolve these issues, a series of papers have appeared in the literature which present theoretical calculations for the diffraction of x rays from mask absorbers. Early papers simply considered absorption [1-3], but later papers also included the effects of phase-shift [4-8]. Most recently, authors have included the effects of source spatial and temporal coherence, and have generated exposure "trees" which allow the determination of exposure latitude versus gap for various types of mask features [9-15].

The method most commonly used to calculate the diffraction pattern is to apply a Fresnel-Kirchhoff or Rayleigh-Sommerfeld diffraction integral [16,17], or a more sophisticated formulation (Hopkin's formula) which takes into account source partial coherence [18]. These calculations can be carried out either in the spatial or the spatial-frequency domain. In any of these cases, approximate boundary conditions known as Kirchhoff boundary conditions (KBC) are generally applied. KBC assume that the field (amplitude and phase) is constant in the open regions between absorbers, and also constant (but attenuated and phase shifted) in regions just under the absorbers—in other words, that there are no fringing fields at the boundary between the two regions.

In general, KBC apply when the wavelength, \( \lambda \), is much smaller than the lateral size, \( d \), of the feature being printed—which is the case in most x-ray lithography (e.g., \( d = 0.1 \) \( \mu \)m, \( \lambda = 1 \) nm). However, what is not generally recognized is that KBC will not necessarily apply when the absorbers are lossy dielectrics that are tens or hundreds of wavelengths tall.

Work to date concerning the printability of 0.25 \( \mu \)m features is probably reasonably accurate. However, in this report we show that the assumption of KBC for features near 0.1 \( \mu \)m and below is not tenable. In particular, we show that the suppression of the undesirable high-spatial-frequency components—
which some authors note an extended source and/or a broad spectrum achieves—occurs naturally in the absorber due to the "lossy dielectric" effect.

IL CALCULATIONS

We used two different methods to calculate the diffraction from gold absorbers: the Method of Moments (MoM) and the Finite Difference-Time Domain (FD-TD) method. (We used two algorithms in order to check for consistency.) The only approximations inherent in these methods are in the discretization of the object space and Maxwell's equations. Because the discretization can performed on a scale that is small compared to the wavelength, and furthermore the discretization scale can be reduced until convergence is achieved, accuracy is assured.

Of these two techniques, the MoM is typically faster and uses less memory for single-frequency calculations. On the other hand, the FD-TD method is simpler to code and therefore less likely to have errors. In practice we ran small test cases using both methods and then increased the spatial resolution (reduced discretization scale) until both methods converged to the same solution. Then the computationally-intensive cases reported here were calculated with the MoM.

A. METHOD OF MOMENTS

The Method of Moments (MoM) is a numerical technique useful in the solution of steady-state electromagnetic wave scattering and radiation problems [19,20]. The method calculates steady-state fields on the surface of a closed dielectric object in free space, which is impinged upon by a known exciting wave. The surface of the object is broken up into small patches which are small compared to the wavelength. The surface currents at each patch and thus the tangential surface fields are then calculated. Computation time was up to two hours on a Cray 2. Once the fields are known on the boundary of the object they can readily be propagated to any desired point or plane [16,17].
B. FINITE DIFFERENCE-TIME DOMAIN METHOD

The Finite Difference-Time Domain (FD-TD) method is a numerical technique useful in the solution of time-dependent electromagnetic wave scattering and radiation problems [21-24]. The method involves the formation of a computational domain which encompasses the object of interest and is typically several times larger. The entire domain inside the boundary—including the object—is discretized on a rectangular grid. The spacing between adjacent nodes on the grid is small compared to the wavelength. A clock is started and incremented in time steps that are small compared to the light-travel time between adjacent nodes. Then discretized forms of Maxwell's equations are used to calculate the fields at each node from the fields at nearby nodes which were in effect at the previous time step. Absorbing boundary conditions are imposed at the edges of the computational domain in order to simulate unbounded space. Also, a boundary condition is typically imposed on a surface surrounding the object to simulate an incoming plane wave. The result can be displayed as a video image of the fields inside the domain. Computation time was up to one hour on a Cray 2. In practice the calculation is run until steady state is achieved, and the fields at nodes along a line just under the absorber are saved for comparison with the MoM results.

III. RESULTS

Calculations were performed using MoM and FD-TD on single gold parallelepiped absorbers, infinite in length and rectangular in cross-section, which were impinged upon by a monochromatic plane wave. The electric-field polarization was used (E-field perpendicular to the page). (The magnetic-field polarization yielded results similar to the electric-field polarization.) These were compared to the results of a Rayleigh-Sommerfeld-Kirchhoff (RSK) calculation [16]. We considered two cases (see Table I), which were selected in order to explore a range of spatial frequencies: Case 1, which is a 30x100 nm absorber with the 4.5 nm (Ck) x ray, and Case 2, which is a 100x250 nm absorber with the 1.3 nm (Cu_L) x ray. Note that the attenuation of the absorber in both cases is roughly equivalent. (~12 dB).
A. CASE 1 \((\lambda = 4.5 \text{ nm})\)

Figs. 1 (a) to (d) show the resulting intensities or irradiance distributions for both the MoM and RSK methods calculated for \(\alpha\) from 0-1.5 (gap \(G\) from 0-0.3 \(\mu\text{m}\)). Here \(\alpha\) is a dimensionless gap given by \(\alpha = G\lambda/W^2\), where \(G\) is the gap, \(\lambda\) is the wavelength, and \(W\) is the linewidth. Note the suppression of high spatial frequencies in the MoM calculation, and the "fuzzy edge" of a few tens of nanometers in extent. Figs. 2 (a) and (b) show the beneficial effects of the suppression of high spatial frequencies on exposure latitude in the form of exposure "trees" [9-12] which plot \(\pm 10\%\) linewidth contours versus \(\alpha\). Here we have used a line bias of 33\% (40 nm resist line). (A line bias is the use of a smaller-than-desired feature size in the mask than on the wafer in order to compensate for diffractive broadening.) An enlightening way to view the suppression of high spatial frequencies is to plot the intensity of the waves at \(\alpha = 0\) (gap \(G = 0\)) as a function of spatial frequency, as shown in Fig. 3. Note that at low spatial frequencies the RSK and MoM calculations agree, but the MoM calculation "rolls off" at around 0.05 nm\(^{-1}\).

B. CASE 2 \((\lambda = 1.3 \text{ nm})\)

The results for the intensities versus \(\alpha\) for Case 2 are shown in Figs. 4 (a) to (d). Note that even though the wavelength is much smaller, the "fuzzy edge" length is roughly the same—a few tens of nanometers. This may be due to the smaller wavelength (3.3\times smaller) being partially compensated by a taller absorber (2.5\times taller). The exposure trees are shown in Figs. 5 (a) and (b). Here we have used a line bias of 50\% (150 nm resist line). The intensity versus spatial frequency is shown in Fig. 6. Note that the roll-off in this case is still around 0.05 nm\(^{-1}\), but that this represents a higher spatial frequency \textit{relative} to the information content in the larger-line/smaller-wavelength case.

IV. CONCLUSION

We have shown that the use of Kirchhoff boundary conditions introduces unphysically high spatial frequencies into the diffracted fields. The natural suppression of these frequencies by the electromagnetic properties of x-ray
absorbers tremendously improves exposure latitude for mask features near 0.1 μm and below.
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Figure Captions

FIG. 1. Intensity vs. lateral position for Case 1. (a) α = 0 (gap = 0), (b) α = 0.5 (gap = 0.1 μm), (c) α = 1.0 (gap = 0.2 μm), (d) α = 1.5 (gap = 0.3 μm).
FIG. 2. Exposure trees vs. α (dimensionless gap) for Case 1. (Gaps range from 0-0.3 μm.) The line is biased 33% (40 nm resist line). (a) MoM solution, (b) Rayleigh-Sommerfeld-Kirchhoff approximation.
FIG. 3 Intensity vs. spatial frequency for Case 1. Note roll-off at 0.05 nm⁻¹.
FIG. 4 Intensity vs. lateral position for Case 2. (a) α = 0 (gap = 0), (b) α = 0.5 (gap = 3.7 μm), (c) α = 1.0 (gap = 7.5 μm), (d) α = 1.5 (gap = 11.2 μm).
FIG. 5 Exposure trees vs. α (dimensionless gap) for Case 2. (Gaps range from 0-11.2 μm.) The line is biased 50% (150 nm resist line). (a) MoM solution, (b) Rayleigh-Sommerfeld-Kirchhoff approximation.
FIG. 6 Intensity vs. spatial frequency for Case 2. Note roll-off at 0.05 nm⁻¹.
TABLE I. Computational cases considered.

<table>
<thead>
<tr>
<th></th>
<th>Case 1</th>
<th>Case 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength $\lambda$ (nm)</td>
<td>4.48</td>
<td>1.334</td>
</tr>
<tr>
<td>Refractive Index [25]</td>
<td>$1 - 7.54 \times 10^{-3} + j1.04 \times 10^{-2}$</td>
<td>$1 - 2.31 \times 10^{-3} + j1.19 \times 10^{-3}$</td>
</tr>
<tr>
<td>Width $W$ (nm)</td>
<td>30</td>
<td>100</td>
</tr>
<tr>
<td>Height (nm)</td>
<td>100</td>
<td>250</td>
</tr>
<tr>
<td>Transmission</td>
<td>0.0541</td>
<td>0.0607</td>
</tr>
<tr>
<td>Phase Shift (rad)</td>
<td>1.058</td>
<td>2.72</td>
</tr>
<tr>
<td>Patch Size (nm)</td>
<td>$-0.64$</td>
<td>$-0.19$</td>
</tr>
</tbody>
</table>
Fig. 1 (a), (b)
Fig. 1 (c), (d)
MoM solution

$W = 30 \text{ nm biased 33\%}$

- $W + 10\%$
- $W$
- $W - 10\%$

$\lambda = 4.5 \text{ nm}$

(a)

Kirchhoff solution

$W = 30 \text{ nm biased 33\%}$

- $W + 10\%$
- $W$
- $W - 10\%$

$\lambda = 4.5 \text{ nm}$

(b)

Fig. 2 (a), (b)
Fig. 3

Spatial Frequency (nm⁻¹)

Intensity

- MoM
- Kirchhoff

W = 30 nm
λ = 4.5 nm
α = 0
Fig. 4 (a),(b)
MoM solution

W = 100 nm biased 50%

W + 10%
W
-W - 10%

λ = 1.3 nm

(a)

Kirchhoff solution

W = 100 nm biased 50%

W + 10%
W
-W - 10%

λ = 1.3 nm

(b)

Fig. 5 (a), (b)
$W = 100 \text{ nm}$
$\lambda = 1.3 \text{ nm}$
$\alpha = 0$

Fig. 6
3

MODELLING OF LOSSY MICROSTRIP LINES WITH FINITE THICKNESS

J. F. Kiang, S. M. Ali, and J. A. Kong

3.1 Introduction
3.2 Integral Equation Formulation
3.3 Numerical Solution of Charge Distribution
3.4 Magnetostatic Dual Problem
3.5 Calculation of \( \overrightarrow{G} \) and \( \overrightarrow{R} \)
3.6 Transmission Line Analysis
3.7 Results and Discussions
Conclusions
References

3.1 Introduction

For microwave integrated circuit applications, the characteristics of interconnects have been investigated for propagation modes [1,2], time response [3], crosstalk [4], coupling [5], delay [6], etc. In these analyses, it is assumed that quasi-TEM modes are guided along the multiconductor transmission line. In [1], the analysis was performed for two asymmetric transmission lines. In [2] and [3], an arbitrary number of transmission lines were analyzed. In [3], the load and the source conditions were presented in terms of the modal reflection and transmission coefficient matrices.

To perform the quasi-TEM analysis, the capacitance matrix for the multiconductor transmission line has to be obtained first. Both the spectral and the spatial domain methods have been proposed to
calculate the capacitance matrix. In the spectral domain methods, two side walls are used to enclose the whole transmission line structure, and the thickness of the strip lines has not been considered [7,8]. In using the spatial domain method [9], the structure has to be truncated to a finite extent to make the numerical implementation feasible. In [10], the infinite extent of the structure was incorporated, but only a two-layer medium was considered.

In practical microwave integrated circuits, the dielectric loss due to the substrate and the conductor loss due to the metallic strips have been studied in the analysis of circuit performances[11–13].

In this chapter, we present a quasi-TEM analysis of coupled lossy microstrip lines of finite strip thickness embedded in different layers of a lossy isotropic stratified medium as shown in Fig. 3.1. First, a spectral domain scalar Green’s function in a lossy isotropic stratified medium is derived. In the formulation, no side walls are introduced, the transmission structure is not truncated, and the analysis is valid for arbitrary number of dielectric layers.
3.2 Integral Equation Formulation

Based on the scalar Green's function, a set of coupled integral equations is obtained for the charge distribution on the strip surfaces. The method of moments is then applied where pulse basis functions and a point-matching scheme is used to solve numerically the set of integral equations for the charge distribution, and hence the capacitance matrix. The duality between the electrostatic formulation and the magnetostatic one is applied to calculate the inductance matrix. The conductance matrix is obtained by using the duality between the electrostatic problem and the current field problem. A perturbation method is used to calculate the resistance matrix.

Finally, a transmission line analysis is derived to obtain the transfer matrix for multiconductor line, which significantly reduces the effort in treating the load and the source conditions. Transient responses are obtained by using the Fourier transform. The results for two coupled lines are presented.

3.2 Integral Equation Formulation

We first formulate the scalar Green's function in the spectral domain in a homogeneous medium of permittivity $\epsilon$ with a ground plane located at $z = 0$. Thus, we consider a uniform line charge of unit amplitude to be located at $(z', z')$ along the $y$ direction, and evaluate the electrostatic potential at $(Z, z)$.

The scalar Green's function $g(F, F')$ is the solution of the following Poisson equation:

$$\nabla^2 g(F, F') = -\frac{1}{\epsilon} \delta(F - F')$$

(1)

where $\nabla^2 = \partial^2 / \partial z^2 + \partial^2 / \partial z^2$, $F = \hat{z}z + \hat{\tau}z$, and $F' = \hat{z}z' + \hat{\tau}z'$. The scalar Green's function can be expressed in the spectral domain as

$$g(F, F') = \int \int_{-\infty}^{\infty} dk x dk z e^{i k x z + i k z} \hat{g}(\vec{k}_s)$$

(2)

where $\vec{k}_s = \hat{k} x + \hat{\tau}k_z$, and $\hat{g}(\vec{k}_s)$ is the Fourier transform of $g(F, F')$ with respect to $z$ and $z$. Substituting (2) into (1), and using the image theory, we get

$$\hat{g}(\vec{k}_s) = \frac{1}{4\pi^2 \epsilon (k_x^2 + k_z^2)} \left[ e^{-ik_x z' - ik_z z} - e^{-ik_x z' + ik_z z} \right]$$

(3)
3. Modelling of Lossy Microstrip Lines

The second term is the Fourier transform of the Green's function due to the image line charge at \( \vec{z}' = \hat{z} z' - \hat{z} z' \) which is the image of \( \vec{z}' \) with respect to the ground plane at \( z = 0 \). The scalar Green's function can then be written as

\[
g(\vec{r}, \vec{r}') = \int_{-\infty}^{\infty} dk_z d\vec{k}_z e^{ik_z(z-z')} \frac{e^{ik_z(z-z')}}{4\pi \varepsilon(k_z^2 + k_z^2)}
\]

By contour integration in the complex \( k_z \) plane, we have

\[
g(\vec{r}, \vec{r}') = \int_{-\infty}^{\infty} dk_z \frac{e^{ik_z(z-z')}}{4\pi \varepsilon |k_z|} \left[ e^{-|k_z||z-z'|} - e^{-|k_z||(z+z')'} \right]
\]

The integrand is regular at \( k_z = 0 \), and the integration is well defined as \( \vec{r} \) goes to infinity.

Next, we introduce local reflection and transmission coefficients at a boundary between two dielectrics. Consider a dielectric interface between media \( (l) \) and \( (l-1) \) as shown in Fig. 3.2. We assume that the spectral domain potential in each region can be expressed as

\[
\phi_l(\vec{r}, k_z) = \frac{e^{ik_z z}}{|k_z|} \left[ e^{-|k_z||z|} + R_{l(l-1)} e^{|k_z||z|} \right]
\]
3.2 Integral Equation Formulation

\[ z = -d_{l-2} \]

\[ (l-1) \rightarrow R_{U(l-1)} \]

\[ z = -d_{l-1} \]

\[ (l) \rightarrow R_{Ul} \]

\[ z = -d_l \]

Figure 3.3 Definition of the global reflection coefficients at the upper boundaries of dielectric layers \((l)\) and \((l - 1)\).

\[ \phi_{l-1}(\bar{r}, k_x) = \frac{e^{ik_xz}}{|k_x|} T_{l(l-1)} e^{-|k_x|z_{l-1}} \] (6b)

where \(z_l = z_{l-1} = z + d_{l-1}, R_{l(l-1)}\) and \(T_{l(l-1)}\) are constants to be determined. The \(z\) component of the electric field in each region can be obtained as

\[ E_{lz}(\bar{r}, k_x) = e^{ik_xz} \left[ e^{-|k_x|z_l} - R_{l(l-1)} e^{i|k_x|z_{l-1}} \right] \] (7a)

\[ E_{(l-1)z}(\bar{r}, k_x) = T_{l(l-1)} e^{ik_xz} e^{-|k_x|z_{l-1}} \] (7b)

By imposing the boundary conditions that the potential and the normal component of the electric flux density are continuous at \(z = -d_{l-1}\), we obtain

\[ R_{l(l-1)} = \frac{\epsilon_l - \epsilon_{l-1}}{\epsilon_l + \epsilon_{l-1}} \] (8a)

\[ T_{l(l-1)} = \frac{2\epsilon_l}{\epsilon_l + \epsilon_{l-1}} \] (8b)

where \(R_{l(l-1)}\) and \(T_{l(l-1)}\) can be interpreted as local reflection and transmission coefficients, respectively.

Next, consider the two source-free layers \((l)\) and \((l - 1)\) of the stratified medium as shown in Fig. 3.3, where the potential and the \(z\)
component of the electric field in each layer can be expressed as

\[ \phi_j(\bar{r}, k_x) = \frac{e^{ik_x z}}{|k_x|} \left[ A_j e^{-|k_x|z_j} + B_j e^{k_x|z_j|} \right] \] (9a)

\[ E_j(\bar{r}, k_x) = e^{ik_x z} \left[ A_j e^{-|k_x|z_j} - B_j e^{k_x|z_j|} \right] \] (9b)

where \( z_j = z + d_j \) and \( j = 1, \ldots, l-1 \). We introduce the global reflection coefficient \( R_{\omega j} \) defined at the upper boundary of layer \( (j) \), \( z = -d_{j-1} \), as

\[ R_{\omega j} = \frac{B_j e^{k_x|h_j|}}{A_j e^{-|k_x|h_j}} \] (10)

where \( h_j \) is the thickness of layer \( (j) \). By imposing the boundary conditions at \( z = -d_{l-1} \), we obtain the following recursive relation

\[ R_{\omega l} = \frac{R_{\omega l}(l-1) + R_{\omega l}(l-1)e^{-2|k_x|h_{l-1}}}{1 + R_{\omega l}(l-1)R_{\omega l}(l-1)e^{-2|k_x|h_{l-1}}}, \quad l = 2, \ldots, N \] (11)

and \( R_{\omega 1} = R_{\omega 0} \). Similarly, the global reflection coefficient \( R_{\gamma j} \) is defined at the lower boundary of layer \( (j) \), \( z = -d_j \), as

\[ R_{\gamma j} = \frac{A_j}{B_j} \] (12)

By imposing the boundary condition at \( z = -d_l \), we obtain

\[ R_{\gamma l} = \frac{R_{\gamma l}(l+1) + R_{\gamma l}(l+1)e^{-2|k_x|h_{l+1}}}{1 + R_{\gamma l}(l+1)R_{\gamma l}(l+1)e^{-2|k_x|h_{l+1}}}, \quad l = N-1, \ldots, 0 \] (13)

and \( R_{\gamma N} = -1 \).

With the use of the above reflection coefficients, the expression of the scalar Green's function in a layered medium can be obtained in a simple way. For the case where both the line charge and the observation point are located in the upper half-space, that is layer \((0)\), we have

\[ g_{00}(\bar{r}, \bar{r}') = \frac{1}{4\pi\varepsilon_0} \int_{-\infty}^{\infty} dk_x \frac{e^{ik_x(z-z')}}{|k_x|} \left[ e^{-|k_x||z_0-z'_0|} + R_{\gamma 0} e^{-|k_x|(z_0+z'_0)} \right] \] (14)
where \( z_0 = z + d_0 \), \( z'_0 = z' + d_0 \), the uniform line charge of unit amplitude is located at \( \bar{r}' = (z', z'_0) \), and the observation point is located at \( \bar{r} = (z, z_0) \). The first term inside the brackets is the direct term, and the second term can be interpreted as due to the reflection from the lower boundary at \( z = -d_0 \).

For the case when both the line charge and the observation point are both located in an arbitrary layer \( (l) \) with \( l \neq 0 \), the Green's function can be expressed as

\[
g_{ll}(\bar{r}, \bar{r}') = \frac{1}{4\pi \epsilon_l} \int_{-\infty}^{\infty} dk_2 e^{ik_2(x-x')} \left[ e^{-ik_2|z_1-z'_1|} + A(k_2)e^{-ik_2|z_1|} + B(k_2)e^{ik_2|z_1|} \right] \tag{15}
\]

where \( z_l = z + d_l \), \( z'_l = z' + d_l \), \( A(k_2) \) and \( B(k_2) \) are the unknowns to be determined. From the definition of \( R_{ul} \) and \( \tilde{R}_{ul} \), we have

\[
R_{ul} \left[ e^{-ik_2|z_1-z'_1|} + A(k_2)e^{-ik_2|z_1|} \right] = B(k_2)e^{ik_2|z_1|}, \quad z_1 = h_l \tag{16a}
\]
\[
R_{nl} \left[ e^{-ik_2|z'_1-z_1|} + B(k_2)e^{ik_2|z_1|} \right] = A(k_2)e^{-ik_2|z_1|}, \quad z_1 = 0 \tag{16b}
\]

By solving (16), we get

\[
A(k_2) = \frac{R_{nl} e^{-ik_2|z'_1|} + R_{ul} R_{nl} e^{-ik_2|2h_l-z'_1|}}{1 - R_{ul} R_{nl} e^{-2ik_2|h_l|}} \tag{17a}
\]
\[
B(k_2) = \frac{R_{ul} e^{-ik_2|2h_l-z_1|} + R_{ul} R_{nl} e^{-ik_2|2h_l+z_1|}}{1 - R_{ul} R_{nl} e^{-2ik_2|h_l|}} \tag{17b}
\]

Substituting (17) into (15), we obtain the explicit form of the Green's function \( g_{ll}(\bar{r}, \bar{r}') \) in the layer \( (l) \) as

\[
g_{ll}(\bar{r}, \bar{r}') = \frac{1}{4\pi \epsilon_l} \int_{-\infty}^{\infty} dk_2 e^{ik_2(x-x')} \left\{ e^{-ik_2|z_1-z'_1|} + \frac{1}{1 - R_{ul} R_{nl} e^{-2ik_2|h_l|}} \left[ R_{ul} e^{-ik_2|2h_l-z_1-z'_1|} + R_{nl} e^{-ik_2|z_1+z'_1|} \right. \right. \\
+ \left. \left. R_{ul} R_{nl} e^{-ik_2|z_1-z'_1+2h_l|} + R_{ul} R_{nl} e^{-ik_2|z_1+z'_1+2h_l|} \right] \right\} \tag{18}
\]
The first term inside the brace is the direct term, the other terms are the summation of the multiple reflections between the two boundaries at \( z = -d_{l-1} \) and \( z = -d_l \). It is observed that (14) is a special case of (18) with \( I = 0 \) and \( R_{ul} = 0 \).

Next, we consider the case when the source and the observation points are in different layers. As shown in Fig. 3.4(a), the source is in a layer \((m)\) and the observation point is in a layer \((l)\) which is above layer \((m)\). We assume that each spectral field component is transmitted upward from the source layer \((m)\) to the layer \((l)\) with the upward transmission coefficient \( X_{ul,m} \). The Green's function can thus be expressed as

\[
g_{lm}(\bar{r}_>, \bar{r}_<') = \frac{1}{4\pi \epsilon_m} \int_{-\infty}^{\infty} dk e^{ik_x(z-z')} \frac{e^{ik_z|z|}}{|k_z|} X_{ul,m} \left[ e^{-|k_x|s_l} + R_{ul} e^{-|k_x|(2h_l-s_l)} \right] \\
\frac{e^{ik_x|z'|} + R_{um} e^{-|k_x|(2h_m+z_m')}}{1 - R_{um} R_{cm} e^{-2|k_x|h_m}}
\]

(19)
where \( z_l \) and \( z_m' \) are the local coordinates defined as \( z_l = z + d_l \) and \( z_m' = z' + d_{m-1} \), respectively. Similarly, when the observation point is located in the layer \((l+1)\), we have

\[
g(l+1)m(\mathbf{r}_>, \mathbf{r}_<') = \frac{1}{4\pi\varepsilon_m} \int_{-\infty}^{\infty} dk z e^{ik_z(z'-z')} X_{U(l+1),m}
\]
\[
\left[ e^{-ik_z|z_{l+1}|} + R_{U(l+1)} e^{-ik_z((2h_l+1) - z_{l+1})} \right] \\
\frac{e^{ik_z|z_m'|} + R_{U(m)} e^{-ik_z((2h_m + z_m')}}}{1 - R_{Um} R_{U(m)} e^{-2|k_z|h_m}}
\]

(20)

where \( z_{l+1} = z + d_{l+1} \). Imposing the boundary conditions at the interface \( x = -d_l \), we get

\[
X_{U(l),m} = X_{U(l+1),m} e^{-ik_z|h_{l+1}|} \frac{1 + R_{U(l+1)}}{1 + R_{U(l)} e^{-2|k_z|h_l}}, \quad l = m - 2, \ldots, 0
\]

(21)

and for \( l = m - 1 \), we have

\[
X_{U(m-1),m} = \frac{1 + R_{Um}}{1 + R_{U(m-1)} e^{-2|k_z|h_{m-1}}}
\]

(22)

For the case when the layer \((m)\) is above layer \((l)\) as shown in Fig. 3.4(b), the Green's function may be expressed as

\[
g_{lm}(\mathbf{r}_>, \mathbf{r}_<') = \frac{1}{4\pi\varepsilon_m} \int_{-\infty}^{\infty} dk z e^{ik_z(z'-z')} X_{nl,m} \left[ e^{ik_z|z_l|} + R_{nl} e^{-ik_z((2h_l + z_l)}) \right] \\
\frac{e^{-ik_z|z_m'|} + R_{nl} e^{-ik_z((2h_m - z_m')})}{1 - R_{lm} R_{nl} e^{-2|k_z|h_m}}
\]

(23)

where \( X_{nl,m} \) is the downward transmission coefficient, \( z_l \) and \( z_m' \) are the local coordinates defined as \( z_l = z + d_{l-1} \) and \( z_m' = z' + d_m \), respectively. Similarly, when the observation point is located in the layer \((l-1)\), we have

\[
g(l-1)m(\mathbf{r}_>, \mathbf{r}_<') = \frac{1}{4\pi\varepsilon_m} \int_{-\infty}^{\infty} dk z e^{ik_z(z'-z')} X_{n(l-1),m}
\]
\[
\left[ e^{ik_z|z_{l-1}|} + R_{n(l-1)} e^{-ik_z((2h_{l-1} + z_{l-1}) - 1)} \right] \\
\frac{e^{-ik_z|z_m'|} + R_{n(l-1)} e^{-ik_z((2h_m - z_m')})}{1 - R_{Um} R_{U(m)} e^{-2|k_z|h_m}}
\]

(24)
3. Modelling of Lossy Microstrip Lines

where \( z_{l-1} = z + d_{l-2} \). Imposing the boundary conditions at the interface \( z = -d_{l-1} \), we have

\[
X_{n,m} = X_{n(l-1),m} e^{-|k_n|d_{l-1}} \frac{1 + R_{n(l-1)}}{1 + R_{n} e^{-2|k_n|d_{l}}} \quad l = m + 2, \ldots, N
\]

and for \( l = m + 1 \), we have

\[
X_{n(m+1),m} = \frac{1 + R_{n m}}{1 + R_{n(m+1)} e^{-2|k_n|d_{m+1}}}
\]

Next, consider \( M \) microstrip lines embedded in arbitrary layers of an isotropic stratified medium as shown in Fig. 3.1. All the conductor strips are of finite thickness, the permittivity of layer \((j)\) is \( \varepsilon_j \), and a ground plane is put at \( z = -d_N \) as the potential reference.

Using the scalar Green’s function, the potential in layer \((l)\) can be represented as

\[
V_l(\vec{r}) = \sum_{p=1}^{M} \int_{\Gamma_p} d\vec{r'} g_{L(p)}(\vec{r}, \vec{r'}) \rho_p(\vec{r'})
\]

where \( \Gamma_p \) is the cross section contour of the \( p \)th microstrip line, \( \rho_p(\vec{r'}) \) is the charge density on the \( p \)th microstrip surface, \( L(p) \) is the layer where the \( p \)th microstrip line is embedded. The cross section of the microstrip lines can be arbitrary in general. For practical applications, only the rectangular cross sections are considered.

The potential distribution in (27) satisfies all the boundary conditions that the potential and the normal electric flux density are continuous across the interfaces between adjacent dielectric layers. To obtain the charge distribution on each microstrip surface, we impose the boundary condition that the potential on each microstrip is equal to the impressed voltage. Thus we have

\[
\sum_{p=1}^{M} \int_{\Gamma_p} d\vec{r'} g_{L(q) L(p)}(\vec{r}, \vec{r'}) \rho_p(\vec{r'}) = V_q, \quad \vec{r} \text{ on } \Gamma_q
\]

where \( q = 1, \ldots, M \).

In the next section, the method of moments is applied to solve (28) for the charge distributions.
3.3 Numerical Solution of Charge Distribution

By applying the method of moments to solve (28), we first choose a set of pulse basis functions for the surface charge density, hence

\[ \rho_p(\vec{r}') = \sum_{i=1}^{N_p} a_{pi} P_{pi}(\vec{r}'), \quad p = 1, \ldots, M \]  

(29)

where \( a_{pi} \) and \( P_{pi}(\vec{r}') \) are, respectively, the expansion coefficients and the basis functions on the \( i \)th section of the \( p \)th microstrip surface; and \( N_p \) is the total number of basis functions on the \( p \)th microstrip surface. The pulse function is defined as

\[ P_{pi}(\vec{r}) = \begin{cases} 1, & \text{on } \Gamma_{pi} \\ 0, & \text{elsewhere} \end{cases} \]  

(30)

where \( \Gamma_{pi} \) is the \( i \)th section on the \( p \)th microstrip surface.

Substituting (29) into (28), we have

\[ \sum_{p=1}^{M} \sum_{i=1}^{N_p} a_{pi} \int_{\Gamma_{pi}} d\vec{r}' g_{L(q)L(p)}(\vec{r}, \vec{r}') P_{pi}(\vec{r}') = V_q, \quad \text{on } \Gamma_q \]  

(31)

where \( q = 1, \ldots, M \).

Next, we choose the center point at each pulse basis as the testing point to test (31), thus we have

\[ \sum_{p=1}^{M} \sum_{i=1}^{N_p} Z_{qj,pi} a_{pi} = \beta_{qj}, \quad 1 \leq q \leq M, 1 \leq j \leq N_q \]  

(32)

where

\[ Z_{qj,pi} = \int_{\Gamma_{pi}} d\vec{r}' g_{L(q)L(p)}(\vec{r}, \vec{r}') P_{pi}(\vec{r}') \]  

(33)

and \( \beta_{qj} = (x_{qj}, y_{qj}) \) is the center coordinate of \( \Gamma_{qj} \). By solving (32) for \( a_{pi} \)'s, the charge density can be obtained.

The capacitance matrix \( \overline{C} \) of \( M \) microstrip lines can be obtained by solving (28) \( M \) times. For the \( n \)th time, all the microstrip lines are
grounded except that one volt is imposed on the $n$th line. By solving (32), the charge distribution is obtained. The total surface charge per unit length on the $m$th microstrip line is equal to the $mn$th element of the capacitance matrix, $C_{mn}$. This can be observed from the definition of the capacitance matrix

$$\sum_{p=1}^{M} C_{qp} V_p = Q_q, \quad 1 \leq q \leq M$$ (35)

By setting $V_p = \delta_{p,n}$, we have $Q_q^{(n)} = C_{qn}$ with $1 \leq q \leq M$. Here, $\delta_{p,n}$ is the Kronecker's delta function and the superscript $(n)$ in $Q_q^{(n)}$ is the index of the microstrip where one volt is imposed.

### 3.4 Magnetostatic Dual Problem

In this section, we briefly review the magnetostatic dual problem. For nonmagnetic materials, the magnetostatic problem for the geometrical configuration shown in Fig. 3.1 is equivalent to the one where all the dielectric media are replaced by the free space. The magnetostatic potential $\psi(\vec{r})$ due to a uniform line current at $\vec{r}'$ can be derived in a way similar to that in Section 2 as

$$\sum_{p=1}^{M} \int_{\Gamma_q} ds' g_{L(q)\ell(p)}^{M}(\vec{r},\vec{r}') J_p(\vec{r}') = \psi_q, \quad \vec{r} \text{ on } \Gamma_q$$ (36)

where $q = 1, \cdots, M$; $g_{L(q)\ell(p)}^{M}(\vec{r},\vec{r}')$ is the scalar Green's function; $J_p(\vec{r}')$ is the surface current on the $p$th microstrip surface; and $\psi_q$ is the magnetostatic potential measured on the $q$th microstrip surface with respect to the ground plane, which is equal to the magnetic flux linkage between the $q$th microstrip line and the ground plane per unit length.

Instead of solving (36) directly, a dual electrostatic problem for the same geometrical configuration in free space is solved. It can be shown that

$$g^{M}(\vec{r},\vec{r}') = \mu_0 \epsilon_0 g^{E}(\vec{r},\vec{r}')$$ (37)

where $g^{E}(\vec{r},\vec{r}')$ is the scalar Green's function derived in Section 2 with all $\epsilon_i$'s replaced by the dielectric constant in the free space.
3.5 Calculation of $\mathbf{C}$ and $\mathbf{R}$

Imposing the same boundary conditions that $V_q = \psi_q$ for $1 \leq q \leq M$, we have

$$J_p^{(k)}(\varphi) = \frac{\rho_p^{(k)}(\varphi)}{\mu_0 \epsilon_0}, \quad 1 \leq p, k \leq M \quad (38)$$

where $\rho_p^{(k)}(\varphi)$ is the surface charge distribution on the $p$ th microstrip surface when we impose one volt on the $k$ th strip, and zero volt on the other strips; $J_p^{(k)}(\varphi)$ is the surface current distribution on the $p$ th microstrip surface when we impose one tesla-m on the $k$ th strip, and zero tesla-m on the other strips.

In general, the surface current on the $p$ th microstrip surface can be expressed as

$$J_p(\varphi) = \sum_{k=1}^{M} \psi_k J_p^{(k)}(\varphi) = \frac{1}{\mu_0 \epsilon_0} \sum_{k=1}^{M} \psi_k \rho_p^{(k)}(\varphi) \quad (39)$$

Integrating (39) over one unit length on the $p$ th microstrip surface, we have

$$I_p = \frac{1}{\mu_0 \epsilon_0} \sum_{k=1}^{M} C_{0,pk} \psi_k \quad (40)$$

where $I_p$ is the surface current on the $p$ th microstrip line, and $C_{0,pk}$ is the $pk$ th element of the capacitance matrix $C_0$ with all the dielectrics replaced by free space. Hence, we obtain the conventional result that the inductance matrix $L$ is proportional to the inverse of the capacitance matrix in free space as

$$L = \mu_0 \epsilon_0 C_0^{-1} \quad (41)$$

3.5 Calculation of $\mathbf{C}$ and $\mathbf{R}$

In this section, the dielectric loss and conductor loss are considered. The transmission line equations for $M$ coupled microstrip lines are

$$-\frac{\delta \mathbf{I}}{\delta y} = \left[ \mathbf{C} - i\omega \mathbf{R} \right] \cdot \nabla \quad (42a)$$

$$-\frac{\delta \mathbf{V}}{\delta y} = \left[ \mathbf{R} - i\omega \mathbf{L} \right] \cdot \mathbf{I} \quad (42b)$$
where the conductance matrix \( \overline{G} \) accounts for the dielectric loss, and the resistance matrix \( \overline{R} \) accounts for the conductor loss.

The \( n \)th eigen solution to (42) can be represented as

\[
\begin{align*}
\overline{I} &= \overline{I}_n e^{-\gamma_n \nu} \\
\overline{V} &= \overline{V}_n e^{-\gamma_n \nu}
\end{align*}
\]

(43a) (43b)

where \( \gamma_n \) is the eigenvalue of the \( n \)th mode; and \( \overline{I}_n \) and \( \overline{V}_n \) are the corresponding eigenvectors. Substituting (43) into (42), we have

\[
\begin{align*}
\gamma_n \overline{I}_n &= \left[ \overline{G} - i\omega \overline{C} \right] \cdot \overline{V}_n \\
\gamma_n \overline{V}_n &= \left[ \overline{R} - i\omega \overline{L} \right] \cdot \overline{I}_n
\end{align*}
\]

(44a) (44b)

and hence

\[
\begin{align*}
\gamma_n^2 \overline{I}_n &= \left[ \overline{G} - i\omega \overline{C} \right] \cdot \left[ \overline{R} - i\omega \overline{L} \right] \cdot \overline{I}_n \\
\gamma_n^2 \overline{V}_n &= \left[ \overline{R} - i\omega \overline{L} \right] \cdot \left[ \overline{G} - i\omega \overline{C} \right] \cdot \overline{V}_n
\end{align*}
\]

(45a) (45b)

There are in general \( M \) eigen solutions to the above equations. The eigenvalues solved from (45a) and (45b) are the same; and the eigenvectors \( \overline{I}_n \)'s and \( \overline{V}_n \)'s are related by (44).

For the \( n \)th eigenmode, the time-average Poynting's power \( P_{nT} \) can be represented as

\[
P_{nT} = \frac{1}{2} \text{Re} \left[ \overline{I}_n^\dagger \cdot \overline{V}_n \right]
\]

(46)

where \( \overline{I}_n^\dagger \) is the transposed, complex conjugate of \( \overline{I}_n \). The time-average power loss per unit length \( P_{nL} \) along the transmission lines can be calculated as

\[
P_{nL} = P_{nC} + P_{nD} = 2\alpha_{nT} P_{nT}
\]

(47)

where

\[
\begin{align*}
P_{nC} &= (1/2) \overline{I}_n^\dagger \cdot \overline{R} \cdot \overline{I}_n = 2\alpha_{nC} P_{nT} \\
P_{nD} &= (1/2) \overline{V}_n^\dagger \cdot \overline{G} \cdot \overline{V}_n = 2\alpha_{nD} P_{nT}
\end{align*}
\]

(48a) (48b)
3.5 Calculation of $\overline{G}$ and $\overline{R}$

where $P_{nc}$ and $P_{nd}$ are the time-average conductor loss and dielectric loss per unit length, respectively; $\alpha_{nt}$, $\alpha_{nc}$, and $\alpha_{nd}$ are the corresponding attenuation constants for the $n$th mode.

To calculate the conductance matrix which accounts for the dielectric loss, we make use of the duality between the electrostatic problem and the current field problem. Assume that the geometrical configuration of the current field problem is the same as in Fig. 3.1, and the conductivity in layer $(l)$ is designated by $\sigma_l$ with $0 \leq l \leq N$. If the conductivities in the current field problem and the dielectric constants in the electrostatic problem satisfy the following relation

$$\frac{\sigma_0}{\epsilon_0} = \frac{\sigma_1}{\epsilon_1} = \ldots = \frac{\sigma_N}{\epsilon_N} = \alpha$$  \hspace{1cm} (49)

then, we have

$$\overline{G} = \alpha \overline{C}$$  \hspace{1cm} (50)

The perturbation method is used to solve for the attenuation constants $\alpha_{nc}$ and the resistance matrix $\overline{R}$. We start from the lossless eigenvalue equations:

$$\overline{C} \cdot \overline{L} \cdot \overline{I}_{on} = \frac{1}{v_n^2} \overline{I}_{on}$$  \hspace{1cm} (51)

where $\gamma_n = -i\beta_n$; $v_n = \omega/\beta_n$ is the phase velocity for the $n$th mode; and $\overline{C}$ is the capacitance matrix with all materials lossfree. The time-average guided power can be approximated by the power guided along lossless lines as

$$P_{nt} \approx \frac{1}{2} \text{Re} \left[ \overline{I}_{on}^T \cdot \overline{V}_{on} \right]$$  \hspace{1cm} (52)

The power loss per unit length of the $n$th mode due to imperfect conductor can be calculated by using the surface current obtained for the perfect conductor lines. Thus, we have

$$P_{nc} = \frac{1}{2} \sum_{k=1}^{M'} R_{ks} \int_{\Gamma_k} |J_{nk}(\xi)|^2 d\xi$$  \hspace{1cm} (53)

where $R_{ks}$ is the surface resistance per unit area on the $k$th microstrip surface, $J_{nk}(\xi)$ is the surface current distribution of the $n$th
mode on the \( k \)th microstrip surface. Here \( M' \) is the total number of conductors including the ground planes. As defined in (29), \( p_k^{(i)}(\bar{r}) \) can be expanded in terms of the pulse basis functions as

\[
p_k^{(i)}(\bar{r}) = \sum_{m=1}^{N_k} a_{km}^{(i)} P_{km}(\bar{r})
\]

(54)

where \( P_{km}(\bar{r}) \) is the basis function defined in (30). By using (39), the surface current on the \( k \)th microstrip surface can be represented as

\[
J_k(\bar{r}) = \frac{1}{\mu_0 \varepsilon_0} \sum_{i=1}^{M} \psi_i \sum_{m=1}^{N_k} a_{km}^{(i)} P_{km}(\bar{r})
\]

(55)

where \( \psi_i \) is obtained by solving

\[
\psi_i = \sum_{j=1}^{M} L_{ij} I_{on,j}
\]

(56)

where \( L_{ij} \) is the \( ij \)th element of the inductance matrix \( \bar{L} \), \( I_{on,j} \) is the \( j \)th element of the eigenvector \( \bar{I}_{on} \). The conductor loss can then be calculated as

\[
P_{nc} = \frac{1}{2} \sum_{k=1}^{M} R_k S(\mu_0 \varepsilon_0)^{-1} \sum_{i=1}^{M} \left| \sum_{m=1}^{N_k} \psi_i a_{km}^{(i)} \right|^2 \int_{\Gamma_{km}} |P_{km}(\bar{r})|^2 d\bar{r} + P_G
\]

(57)

where \( P_G \) is the conductor loss due to the ground planes. To calculate \( P_G \), we first solve for the magnetic field \( H_z \) as

\[
H_z(\bar{r}) = \sum_{k=1}^{M} \sum_{m=1}^{N_k} \int_{\Gamma_{km}} P_{km}(\bar{r}) d\bar{r}'
\]

\[
\left[ \int_{-\infty}^{\infty} dk e^{ikz} [z-z'] \left[ -\frac{1}{\mu_0} \frac{\partial g^E(k_z, z, z')}{\partial z} \right] \right]
\]

(58)

where \( g^E(k_z, z, z') \) is the Fourier transform with respect to \( z \) of \( g^E(\bar{r}, \bar{r}') \) as defined in (37). Thus, we have

\[
P_G = 2\pi R_S \sum_{k=1}^{M} \sum_{m=1}^{N_k} \sum_{k'=1}^{M} \sum_{m'=1}^{N_{k'}} \left[ \sum_{i=1}^{M} \psi_i a_{km}^{(i)} \right] \left[ \sum_{i=1}^{M} \psi_i a_{k'm'}^{(i)} \right]
\]
3.6 Transmission Line Analysis

\[
\int_{\Gamma_{\text{m}}} d\Phi_{\text{m}} P_{\text{km}}(\Phi) \int_{\Gamma_{\text{k}+m}} d\Phi_{\text{k}+m} P_{\text{k}+m}(\Phi) \int_{0}^{\infty} dk \cos[kz(x' - x'')] \left\{ \frac{1}{\mu_0} \frac{\partial \tilde{E}(k, z, x', z')}{\partial z} \right\} [1 - \frac{1}{\mu_0} \frac{\partial \tilde{E}(k, z, x', z'')}{\partial z}] \quad (59)
\]

where \( R_S \) is the surface resistance per unit area of the ground planes, \( z_G \) is the \( z \) coordinate of the ground planes.

Now, set \( \overline{G} = 0 \) in (45b), we have

\[
(a_{nG} - i\beta_n)^2 \overline{V}_n = \left[ \overline{R} - i\omega \overline{L} \right] \cdot \left[ -i\omega \overline{C} \right] \cdot \overline{V}_n \quad (60)
\]

Making the approximation that \( \beta_n \approx \beta_{n_0}, \overline{V}_n \approx \overline{V}_{n_0} \), and utilizing the relation (44) with \( \overline{G} = 0 \), the imaginary part of (60) becomes

\[
2a_{nG} V_{n_0, m} = \sum_{k=1}^{M} R_{mk} I_{n_0, k} \quad 1 \leq n, m \leq M \quad (61)
\]

where \( I_{n_0, k} \) is the \( k \) th element of \( \overline{I}_{n_0} \); and \( V_{n_0, m} \) is the \( m \) th element of \( \overline{V}_{n_0} \). The elements of \( \overline{R} \) can be obtained by solving (61).

After obtaining the matrices \( \overline{C}, \overline{L}, \overline{C}, \) and \( \overline{R} \); the matrix equations (44) and (45) can be solved for the eigenvalues and eigenvectors.

3.6 Transmission Line Analysis

The voltage and current along the transmission lines can be represented in terms of the eigenvectors obtained in the last section as

\[
\overline{V}(y) = \sum_{n=1}^{M} a_n \overline{V}_n e^{-\gamma_n y} + \sum_{n=1}^{M} b_n \overline{V}_n e^{\gamma_n y}
\]

\[
= \overline{S}_V \cdot \overline{A}(y) \cdot \overline{A} + \overline{S}_V \cdot \overline{A}(-y) \cdot \overline{B} \quad (62a)
\]

\[
\overline{I}(y) = \sum_{n=1}^{M} a_n \overline{I}_n e^{-\gamma_n y} - \sum_{n=1}^{M} b_n \overline{I}_n e^{\gamma_n y}
\]

\[
= \overline{S}_I \cdot \overline{A}(y) \cdot \overline{A} - \overline{S}_I \cdot \overline{A}(-y) \cdot \overline{B} \quad (62b)
\]
where \( \overline{S}_V \) is the matrix with the eigenvector \( \overline{V}_n \) as its \( n \)th column; \( \overline{S}_I \) is the matrix with the eigenvector \( \overline{I}_n \) as its \( n \)th column; \( \overline{A} \) and \( \overline{B} \) are the mode coefficient vectors in the forward and backward directions, respectively; \( \overline{\Lambda}(y) \) is a diagonal matrix with \( \exp(-\gamma_n y) \) as its \( n \)th element; namely,

\[
\overline{A} = (a_1, a_2, \ldots, a_M)^T \tag{63a}
\]
\[
\overline{B} = (b_1, b_2, \ldots, b_M)^T \tag{63b}
\]
\[
\overline{\Lambda}(y) = \text{diag.}\{e^{-\gamma_1 y}, e^{-\gamma_2 y}, \ldots, e^{-\gamma_M y}\} \tag{63c}
\]

where the superscript \( T \) represents the transpose of a row vector.

The characteristic impedance matrix can be defined as

\[
\overline{Z}_C = \overline{S}_V \cdot \overline{S}_I^{-1} \tag{64}
\]

From (62), the mode coefficients \( \overline{A} \) and \( \overline{B} \) can be represented in terms of the line voltages \( \overline{V}(0) \) and line currents \( \overline{I}(0) \) as

\[
\overline{A} = \frac{1}{2} \left[ \overline{S}_V^{-1} \cdot \overline{V}(0) + \overline{S}_I^{-1} \cdot \overline{I}(0) \right] \tag{65a}
\]
\[
\overline{B} = \frac{1}{2} \left[ \overline{S}_V^{-1} \cdot \overline{V}(0) - \overline{S}_I^{-1} \cdot \overline{I}(0) \right] \tag{65b}
\]

Next, the line voltages \( \overline{V}(l) \) and the line currents \( \overline{I}(l) \) can be expressed in terms of \( \overline{V}(0) \) and \( \overline{I}(0) \) through (65) as

\[
\begin{bmatrix}
\overline{V}(l) \\
\overline{I}(l)
\end{bmatrix} =
\begin{bmatrix}
\overline{A}_{VV}(l) & \overline{A}_{VI}(l) \\
\overline{A}_{IV}(l) & \overline{A}_{II}(l)
\end{bmatrix}
\begin{bmatrix}
\overline{V}(0) \\
\overline{I}(0)
\end{bmatrix} = \overline{A}(l) \cdot \begin{bmatrix}
\overline{V}(0) \\
\overline{I}(0)
\end{bmatrix} \tag{66}
\]

where \( \overline{A}(l) \) is called the transfer matrix for the uniform transmission lines of length \( l \); and the explicit form of the submatrices of \( \overline{A}(l) \) are

\[
\overline{A}_{VV}(l) = \frac{1}{2} \overline{S}_V \cdot \left[ \overline{\Lambda}(l) + \overline{\Lambda}(-l) \right] \cdot \overline{S}_V^{-1} \tag{67a}
\]
\[
\overline{A}_{VI}(l) = \frac{1}{2} \overline{S}_V \cdot \left[ \overline{\Lambda}(l) - \overline{\Lambda}(-l) \right] \cdot \overline{S}_V^{-1} \tag{67b}
\]
\[
\overline{A}_{IV}(l) = \frac{1}{2} \overline{S}_I \cdot \left[ \overline{\Lambda}(l) - \overline{\Lambda}(-l) \right] \cdot \overline{S}_V^{-1} \tag{67c}
\]
\[
\overline{A}_{II}(l) = \frac{1}{2} \overline{S}_I \cdot \left[ \overline{\Lambda}(l) + \overline{\Lambda}(-l) \right] \cdot \overline{S}_I^{-1} \tag{67d}
\]
If more than one transmission line section with different characteristics are cascaded, the transfer matrix of each section is multiplied to obtain the overall transfer matrix.

Imposing a voltage source $\overline{V}_S$ in series with an impedance matrix $\overline{Z}_S$ at $y = 0$, and imposing a voltage source $\overline{V}_L$ in series with an impedance matrix $\overline{Z}_L$ at $y = l$, we have

$$\overline{V}(0) = \overline{V}_S - \overline{Z}_S \cdot \overline{I}(0)$$

$$\overline{V}(l) = \overline{V}_L + \overline{Z}_L \cdot \overline{I}(l)$$

The line voltages at all ports can thus be calculated as

$$\begin{bmatrix}
\overline{I} \\
\overline{A}_v I(l) \cdot \overline{Z}_S^{-1} - \overline{A}_v V(l) \\
\overline{Z}_L^{-1} \\
\overline{A}_i I(l) \cdot \overline{Z}_S^{-1} - \overline{A}_i V(l) \\
\overline{A}_i I(l) \cdot \overline{Z}_S^{-1} \\
\overline{A}_i I(l) \cdot \overline{Z}_S^{-1} \cdot \overline{V}_S + \overline{Z}_L^{-1} \cdot \overline{V}_L
\end{bmatrix}
\begin{bmatrix}
\overline{V}(l) \\
\overline{V}(0)
\end{bmatrix}$$

The transient response can be obtained by using Fourier transform.

For the case of a single microstrip line, we first solve for the capacitance and the inductance per unit length $C$ and $L$, respectively. Next, solving the eigenvalue equations in the lossless medium, we have

$$\gamma^2 = -\beta^2 = -\omega^2 LC$$

$$I_0 = 1$$

$$V_0 = \sqrt{L/C}$$

The magnetic flux linkage is $\psi = LI_0 = L$, the time-average power is $P_T = (1/2)\sqrt{L/C}$; and the conductor loss per unit length can be calculated by (57) and (59), hence we have $aC = P_C/2P_T$. Using (61), we have $R = 2aC\sqrt{L/C}$. The conductance per unit length can be calculated by using (50). With $L$, $C$, $R$, and $G$, the eigenvalue and the eigenvector can be solved from (44) and (45) as

$$\gamma = \sqrt{(G - i\omega C)(R - i\omega L)}$$

$$I = 1$$

$$V = Z_C I = \sqrt{R - i\omega L \over G - i\omega C}$$
3. Modelling of Lossy Microstrip Lines

The transfer matrix $\bar{A}(l)$ for a transmission line of length $l$ can be obtained from (67) as

$$
\bar{A}(l) = \begin{bmatrix} \cosh \gamma l & -Z_c \sinh \gamma l \\ -Z_c^{-1} \sinh \gamma l & \cosh \gamma l \end{bmatrix}
$$

For the case of two symmetric microstrip lines, we first solve the eigenvalue equations in the lossless medium for the even and the odd modes, respectively. Thus we have

$$
\gamma_e^2 = -\beta_e^2 = -\omega^2 (L_{11} + L_{12})(C_{11} + C_{12})
$$

$$
\bar{T}_{e0} = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \bar{V}_{e0} = \begin{bmatrix} 1 \\ 1 \end{bmatrix} = \begin{bmatrix} \sqrt{L_{11} + L_{12}} \\ \sqrt{C_{11} + C_{12}} \end{bmatrix} \bar{T}_{e0}
$$

$$
\gamma_o^2 = -\beta_o^2 = -\omega^2 (L_{11} - L_{12})(C_{11} - C_{12})
$$

$$
\bar{T}_{o0} = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \bar{V}_{o0} = \begin{bmatrix} 1 \\ -1 \end{bmatrix} = \begin{bmatrix} \sqrt{L_{11} - L_{12}} \\ \sqrt{C_{11} - C_{12}} \end{bmatrix} \bar{T}_{o0}
$$

The magnetic flux linkage and the time-average power can be calculated as

$$
\bar{\psi}_e = \bar{L} \cdot \bar{T}_{e0} = (L_{11} + L_{12}) \bar{T}_{e0}
$$

$$
P_{eT} = \sqrt{L_{11} + L_{12}}
$$

$$
\bar{\psi}_o = \bar{L} \cdot \bar{T}_{o0} = (L_{11} - L_{12}) \bar{T}_{o0}
$$

$$
P_{oT} = \sqrt{L_{11} - L_{12}}
$$

The conductor loss per unit length can be obtained by using (57) and (59), thus we have

$$
\alpha_{eC} = P_{eC} / 2P_{eT}, \quad \alpha_{oC} = P_{oC} / 2P_{oT}
$$

The resistance matrix can be solved from (61) as

$$
R_{11} = \alpha_{eC} \sqrt{\frac{L_{11} + L_{12}}{C_{11} + C_{12}}} + \alpha_{oC} \sqrt{\frac{L_{11} - L_{12}}{C_{11} - C_{12}}}
$$

$$
R_{12} = \alpha_{eC} \sqrt{\frac{L_{11} - L_{12}}{C_{11} + C_{12}}} - \alpha_{oC} \sqrt{\frac{L_{11} - L_{12}}{C_{11} - C_{12}}}
$$
3.8 Transmission Line Analysis

The conductance matrix per unit length can be calculated by using (50). Substituting these \( \frac{L}{C} \), \( \frac{R}{C} \), and \( \frac{C}{R} \) into (44) and (45), we obtain the eigenvalues and eigenvectors for the even and the odd modes as

\[
\gamma_e^2 = (y_{11} + y_{12})(z_{11} + z_{12}) \quad (77a)
\]
\[
\vec{I}_e = \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \quad \vec{V}_e = Z_e \vec{I}_e \quad (77b)
\]
\[
\gamma_o^2 = (y_{11} - y_{12})(z_{11} - z_{12}) \quad (77c)
\]
\[
\vec{I}_o = \begin{bmatrix} 1 \\ -1 \end{bmatrix}, \quad \vec{V}_o = Z_o \vec{I}_o \quad (77d)
\]

where

\[
Z_e = \sqrt{\frac{z_{11} + z_{12}}{y_{11} + y_{12}}} \quad Z_o = \sqrt{\frac{z_{11} - z_{12}}{y_{11} - y_{12}}} \quad (78)
\]

\[
y_{11} = G_{11} - i\omega C_{11}, \quad y_{12} = G_{12} - i\omega C_{12}
\]
\[
z_{11} = R_{11} - i\omega L_{11}, \quad z_{12} = R_{12} - i\omega L_{12}. \quad (79)
\]

The characteristic impedance matrix can be obtained from (64) as

\[
\overline{Z} = \overline{S}_V \cdot \overline{S}_I^{-1} = \begin{bmatrix} (Z_e + Z_o)/2 & (Z_e - Z_o)/2 \\ (Z_e - Z_o)/2 & (Z_e + Z_o)/2 \end{bmatrix} \quad (80)
\]

The transfer matrix of length \( l \) can be calculated from (67) as

\[
\overline{A}_{VV}(l) = \frac{1}{2} \begin{bmatrix} \cosh \gamma_e l + \cosh \gamma_o l & \cosh \gamma_e l - \cosh \gamma_o l \\ \cosh \gamma_e l - \cosh \gamma_o l & \cosh \gamma_e l + \cosh \gamma_o l \end{bmatrix} \quad (81a)
\]

\[
\overline{A}_{VI}(l) = \frac{1}{2} \begin{bmatrix} -Z_e \sinh \gamma_e l - Z_o \sinh \gamma_o l & -Z_e \sinh \gamma_e l + Z_o \sinh \gamma_o l \\ -Z_e \sinh \gamma_e l + Z_o \sinh \gamma_o l & -Z_e \sinh \gamma_e l - Z_o \sinh \gamma_o l \end{bmatrix} \quad (81b)
\]
3. Modelling of Lossy Microstrip Lines

\[ \overline{A}_{V1}(l) = \frac{1}{2} \begin{bmatrix} -Z_e^{-1} \sinh \gamma_e l - Z_o^{-1} \sinh \gamma_o l & -Z_e^{-1} \sinh \gamma_e l + Z_o^{-1} \sinh \gamma_o l \\ -Z_e^{-1} \sinh \gamma_e l + Z_o^{-1} \sinh \gamma_o l & -Z_e^{-1} \sinh \gamma_e l - Z_o^{-1} \sinh \gamma_o l \end{bmatrix} \]  

\[ \overline{A}_{II}(l) = \frac{1}{2} \begin{bmatrix} \cosh \gamma_e l + \cosh \gamma_o l & \cosh \gamma_e l - \cosh \gamma_o l \\ \cosh \gamma_e l - \cosh \gamma_o l & \cosh \gamma_e l + \cosh \gamma_o l \end{bmatrix} \]

(81c)  
(81d)

In the next section, we demonstrate how the transfer matrix is applied to solve the coupled transmission line problems.

3.7 Results and Discussions

First, we check the results of our method in calculating the capacitance matrix using the spectral domain Green’s function and compare it with other methods using the spatial domain Green’s function. In Tables 3.1 to 3.4, we present the results of capacitance matrix for different microstrip line configurations. In Table 3.1, the difference between our results and those in [9] is about 1% for the self-capacitance, and is about 0.03% for the mutual capacitance. The difference from those in [10] is about 0.1% for the self-capacitance, and about 1% for the mutual capacitance.

In Table 3.2, the difference between our results and those in [9] is less than 0.7% for the self-capacitance, and is less than 4% for the mutual capacitance. The difference between our results and those in [10] is about 0.01% for the self-capacitance, and is less than 0.4% for the mutual capacitance.

The capacitance matrix for two microstrip lines embedded in the same and different layers of a two-layered medium are presented in Tables 3.3 and 4, respectively. The difference between our results and those in [9] is about 3% for the self-capacitance and about 1% for the mutual capacitance.

In Fig. 3.5, we present the charge distributions on the broad sides of a microstrip line with \( t/h = 0.02 \) and \( w/h = 0.1, 1.0, 2.0 \). We use 24 pulses on each broad side, and 2 pulses on each narrow side. It is observed that the charge density on the bottom side of the microstrip
3.7 Results and Discussions

<table>
<thead>
<tr>
<th>element</th>
<th>present work</th>
<th>[9]</th>
<th>[10]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>$0.6301 \times 10^{-10}$</td>
<td>$0.6307 \times 10^{-10}$</td>
<td></td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>$-0.5929 \times 10^{-11}$</td>
<td>$-0.5931 \times 10^{-11}$</td>
<td></td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>$0.6301 \times 10^{-10}$</td>
<td>$0.6233 \times 10^{-10}$</td>
<td></td>
</tr>
</tbody>
</table>

| Table 3.1 Comparison of capacitance matrix for two symmetrical strip-lines of finite thickness. |

is about an order larger than that on the top side because the electric field between the microstrip and the ground plane is stronger than the electric field above the microstrip. Also, as the width of the microstrip increases, the edge effect becomes less significant.

In Table 3.5, we present the results of resistance calculation for a microstrip line compared with those in [12]. The discrepancy is 7.6% for $w/h = 0.1$, and 3.4% for $w/h = 2.0$. The calculation of the resistance depends on the square of the charge density distribution which possesses edge effect as shown in Fig. 3.5. Hence, even when two different methods can predict close capacitance results, it is possible that the resistance results can deviate by a higher percentage.

Next, we present the frequency response and the transient response.
Table 3.2 Comparison of capacitance matrix for two symmetrical microstrip lines of finite thickness.

of two symmetrical microstrip lines. The driving voltage is assumed to have a sinusoidal pulse waveform $V_1(t)$ with duration $\tau = 200$ pico seconds as

$$V_1(t) = \begin{cases} 
(1/2)[1 - \cos(2\pi t/\tau)], & 0 \leq t \leq \tau \\
0, & \text{elsewhere} 
\end{cases} \quad (82)$$

The frequency response and the transient response are presented in Fig. 3.6(a) and Fig. 3.6(b), respectively, with all the four load impedances equal to the characteristic impedance of the even mode $Z_e$. In Fig. 3.6(a), $V_1(0)$ is the voltage at $z = 0$ along line 1, $V_1(l)$ is the voltage at the receiving port, $V_2(0)$ is the near-end coupling, and $V_2(l)$ is the far-end coupling. The increase of $V_2(l)$ with frequency shows that the high frequency components are responsible for the far-end coupling[16].
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Comparison of Capacitance Matrix Elements (F/m).

<table>
<thead>
<tr>
<th>element</th>
<th>present work</th>
<th>[9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{11}</td>
<td>(0.3827 \times 10^{-10})</td>
<td>(0.3720 \times 10^{-10})</td>
</tr>
<tr>
<td>C_{12}</td>
<td>(-0.6884 \times 10^{-11})</td>
<td>(-0.6889 \times 10^{-11})</td>
</tr>
<tr>
<td>C_{33}</td>
<td>(0.2245 \times 10^{-10})</td>
<td>(0.2169 \times 10^{-10})</td>
</tr>
</tbody>
</table>

Table 3.3 Comparison of capacitance matrix for two microstrip lines of finite thickness embedded in the same layer of a two-layered medium.

In Fig. 3.6(b), the even and the odd modes propagate in different velocities, and the odd mode propagates faster than the even mode. Hence, the waveform \(V_1(t)\) becomes broader than \(V_1(0)\), and \(V_2(t)\) shows the split of the odd and the even modes. The waveforms \(V_1(0)\) and \(V_2(0)\) after \(t = 800\) ps are due to the reflections by the load impedances at \(y = l\). Since the load impedances are chosen to be the same as the characteristic impedance of the even mode, only the odd mode is reflected.

In Fig. 3.7, the transient response is presented with all the four
Table 3.4 Comparison of capacitance matrix for two microstrip lines of finite thickness embedded in different layers of a two-layered medium.

<table>
<thead>
<tr>
<th>element</th>
<th>present work</th>
<th>[9]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_{11}$</td>
<td>$0.3772 \times 10^{-10}$</td>
<td>$0.3651 \times 10^{-10}$</td>
</tr>
<tr>
<td>$C_{12}$</td>
<td>$-0.1583 \times 10^{-11}$</td>
<td>$-0.1562 \times 10^{-11}$</td>
</tr>
<tr>
<td>$C_{22}$</td>
<td>$0.2152 \times 10^{-10}$</td>
<td>$0.2099 \times 10^{-10}$</td>
</tr>
</tbody>
</table>

load impedances equal to the characteristic impedance of the odd mode $Z_{o0}$. The split of the odd and the even modes is observed again. The waveforms $V_1(0)$ and $V_2(0)$ after $t = 800$ ps show that only the even mode is reflected, and the reflected signal arrives later than that in Fig. 3.6(b) because the velocity of the even mode is slower than that of the odd mode.

In Fig. 3.8 and Fig. 3.9, we present the transient responses of two symmetrical microstrip lines with $s = 0.25$ mm and $s = 0.375$ mm, respectively. The load impedances are chosen the same as the characteristic impedance of the even mode. Compared with Fig. 3.6(b), it is observed that the coupling signals $V_2(0)$ and $V_2(t)$ become weaker
3.7 Results and Discussions

Figure 3.5 The charge distribution on the broad sides of a microstrip line with finite thickness, \( \varepsilon_r = 11.7, h = 2\text{cm}, t/h = 0.02, \) potential on the microstrip surface is 1 volt, 24 pulses per broad side, and 2 pulses per narrow side.

as the separation \( s \) is increased.

In Fig. 3.10, the transient responses with a complex dielectric constant \( \varepsilon_r = 10 + i0.1 \) are presented. The signal amplitudes are smaller than those in Fig. 3.6(b) due to the dielectric loss. In Fig. 3.11, the transient responses with copper as the conductor material are presented. The surface resistance is assumed to be \( 2.61 \times 10^{-7} \sqrt{f} \) ohms. The signal amplitudes are slightly different from those with a perfect conductor because the copper itself is good conductor.
### 3. Modelling of Lossy Microstrip Lines

#### Comparison of Conductor Loss Parameters.

<table>
<thead>
<tr>
<th>$\omega / h$</th>
<th>$R(\Omega/m)$</th>
<th>$R(\Omega/m)$ [12]</th>
<th>$\alpha Z_0 h / R_s$ (dB)</th>
<th>$\alpha Z_0 h / R_s$ (dB)[12]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.07125</td>
<td>0.06605</td>
<td>23.713</td>
<td>21.981</td>
</tr>
<tr>
<td>0.2</td>
<td>0.04477</td>
<td>0.03993</td>
<td>14.899</td>
<td>13.289</td>
</tr>
<tr>
<td>0.3</td>
<td>0.03398</td>
<td>0.02986</td>
<td>11.309</td>
<td>9.937</td>
</tr>
<tr>
<td>0.4</td>
<td>0.02795</td>
<td>0.02400</td>
<td>9.303</td>
<td>8.120</td>
</tr>
<tr>
<td>0.6</td>
<td>0.02124</td>
<td>0.01848</td>
<td>7.069</td>
<td>6.150</td>
</tr>
<tr>
<td>1.0</td>
<td>0.01492</td>
<td>0.01315</td>
<td>4.967</td>
<td>4.376</td>
</tr>
<tr>
<td>1.2</td>
<td>0.01308</td>
<td>0.01173</td>
<td>4.353</td>
<td>3.904</td>
</tr>
<tr>
<td>1.4</td>
<td>0.01165</td>
<td>0.01063</td>
<td>3.876</td>
<td>3.538</td>
</tr>
<tr>
<td>2.0</td>
<td>0.00872</td>
<td>0.00843</td>
<td>2.901</td>
<td>2.807</td>
</tr>
</tbody>
</table>

Table 3.5. Comparison of the conductor loss parameters for a microstrip line of finite thickness.

#### Conclusions

The spectral domain scalar Green's function in a lossy isotropic stratified medium is derived. A rigorous integral equation formulation for the charge distribution on the surfaces of the microstrip lines with finite thickness embedded in arbitrary layers of an isotropic stratified medium is derived. Using the spectral domain Green's function, a multiconductor transmission line analysis is formulated to investigate the propagation properties of coupled lossy microstrip lines. Both the frequency and the transient responses of coupled lines with different load conditions can be obtained. An efficient algorithm is devised based on this approach.
Figure 3.6 Response of two symmetric microstrip lines, \( h = 0.2 \text{mm}, w = 0.125 \text{mm}, t = 5 \mu \text{m}, s = 0.125 \text{mm}, l = 5 \text{cm}, \varepsilon_r = 10, \) all conductors are perfect, \( Z_1 = Z_2 = Z_3 = Z_4 = Z_{\infty} \approx 72.270 \Omega. \) (a) Frequency response. (b) Transient response.

Figure 3.7 Transient response of two symmetric microstrip lines, \( h = 0.2 \text{mm}, w = 0.125 \text{mm}, t = 5 \mu \text{m}, s = 0.125 \text{mm}, l = 5 \text{cm}, \varepsilon_r = 10, \) all conductors are perfect, \( Z_1 = Z_2 = Z_3 = Z_4 = Z_{\infty} \approx 45.862 \Omega. \)
Figure 3.8 Transient response of two symmetric microstrip lines, $h = 0.2\text{mm}$, $w = 0.125\text{mm}$, $s = 0.25\text{mm}$, $l = 5\text{cm}$, $\epsilon_r = 10$, all conductors are perfect, $Z_1 = Z_2 = Z_3 = Z_4 = Z_{40} \approx 66.345\Omega$.

Figure 3.9 Transient response of two symmetric microstrip lines, $h = 0.2\text{mm}$, $w = 0.125\text{mm}$, $t = 5\mu\text{m}$, $s = 0.375\text{mm}$, $l = 5\text{cm}$, $\epsilon_r = 10$, all conductors are perfect, $Z_1 = Z_2 = Z_3 = Z_4 = Z_{40} \approx 63.567\Omega$. 
Figure 3.10  Transient response of two symmetric microstrip lines, \( h = 0.2 \text{mm}, w = 0.125 \text{mm}, t = 5 \mu \text{m}, s = 0.125 \text{mm}, l = 5 \text{cm}, \epsilon_r = 10 + i0.1 \), all conductors are perfect, \( Z_1 = Z_2 = Z_3 = Z_4 = Z_0 = 72.270 \Omega \).

Figure 3.11  Transient response of two symmetric microstrip lines, \( h = 0.2 \text{mm}, w = 0.125 \text{mm}, t = 5 \mu \text{m}, s = 0.125 \text{mm}, l = 5 \text{cm}, \epsilon_r = 10 \), all conductors are copper, \( Z_1 = Z_2 = Z_3 = Z_4 = Z_0 = 72.270 \Omega \).
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A Hybrid Method for the Calculation of the Resistance and Inductance of Transmission Lines with Arbitrary Cross Sections
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Abstract — The frequency-dependent resistance and inductance of uniform transmission lines are calculated with a hybrid technique that combines a cross-section coupled circuit method with a surface integral equation approach. The coupled circuit approach is most applicable for low-frequency calculations, while the integral equation approach is best for high frequencies. The low-frequency method consists in subdividing the cross section of each conductor into triangular filaments, each with an assumed uniform current distribution. The resistance and mutual inductance between the filaments are calculated, and a matrix is inverted to give the overall resistance and inductance of the conductors. The high-frequency method expresses the resistance and inductance of each conductor in terms of the current at the surface of that conductor and the derivative of that current normal to the surface. A coupled integral equation is then derived to relate these quantities through the diffusion equation inside the conductors and Laplace's equation outside. The method of moments with pulse basis functions is used to solve the integral equations. An interpolation between the results of these two methods gives very good results over the entire frequency range, even when few basis functions are used. Results for a variety of configurations are shown and are compared with experimental data and other numerical techniques.

1. Introduction

With the ever-increasing speed and density of modern integrated circuits, the need for electromagnetic wave analysis of phenomena such as the propagation of transient signals, especially the distortion of signal pulses, becomes crucial. One of the most important causes of pulse distortion is the frequency dependence of conduction loss, which can be incorporated into circuit models for transmission lines as frequency-dependent resistance and inductance per unit length. Experimental work measuring the resistance and inductance of conductors has concentrated on circular and rectangular cross sections. Kennelly et al. [1] did a thorough experimental study, which was extended to higher frequencies by Kennelly and Affel [2]. Haefner's 1937 paper [3] represents the most extensive experimental data on the resistance of rectangular conductors with a wide variety of width-to-thickness ratios. More recently, Weeks et al. [4] did similar work as part of a theoretical treatment of the problem.

In terms of theoretical work, the circular conductor was the first case considered, since it allows an analytical solution. Maxwell [5] examined nonperiodic current; Kelvin [6] solved the periodic case. Carson [7] gave a series solution for the two-wire proximity effect. Cockcroft [8] used the Schwarz–Christoffel transformation to obtain a high-frequency approximation to the skin effect, which was expressed in terms of elliptic integrals. Wheeler [9] described the "incremental inductance" rule, which is a high-frequency estimate of both the skin and proximity effects. More recently, Casimir and Ubbink [10], [11] presented an overview and summary of the basics of the skin effect, with formulas for the high-frequency limits of simple cases.

In the "filament technique," the conductor (usually rectangular) is divided into a large number of rectangular filaments, which are considered to have uniform current distribution within them. Graneau [12] uses a power-series approach in frequency, which Weeks et al. [4] dispensed with. Silvester expands the current in a flat conductor [13] in a series of eigenmodes and the current in a conductor of arbitrary shape [14] in filaments. In both cases he ignores the effect of the placement of the return current, or, in other words, the proximity effect. While these filament methods tend to be very good for low frequencies, since the current density is then almost uniform, they do not model singularities of the current density at high frequencies well.

The other class of methods involves solving the magnetic vector potential integral equation [15]–[21]. The boundary condition is usually on the tangential magnetic field, specified on a closed contour some distance from the conductor. The integral equation is solved by traditional matrix methods, either by expanding the current in a series of orthogonal eigenfunctions [15]–[18] or by dividing the current into subdomain basis functions [19]–[21]. This method is limited in that it requires knowledge of the magnetic field outside the conductor somewhere to
calculate the current distribution inside but does not give any general way to determine that field. The more recent work of Cangellaris [22] applies the boundary conditions developed in the filament approaches to the magnetic vector potential integral equation, thus removing one of the principal difficulties of that method; however, it still requires modeling of the current throughout the cross section.

In recent years, new methods have been developed which require modeling the current distribution only on the surface of the wires, rather than throughout the cross section. Djordjević et al. [23] assumed a nonphysical distribution of current along the propagation direction, which led to an excess resistance at high frequencies. Their work was modified by Wu and Yang [24] to allow appropriate quasi-TEM propagation. However, since both of these methods depend on the calculation of the normal derivative of the current density, they have numerical difficulties at low frequencies, when the current is almost uniform and the normal derivative is small.

The technique presented in this paper is hybrid cross-section coupled circuit/surface integral equation approach. For low frequencies, a filament method based on the work of Weeks et al. is used, except with triangular rather than rectangular patches. For high frequencies, a surface integral equation method is used. However, in contrast to previous work, the calculation of resistance and inductance is based on power dissipation and stored magnetic energy, rather than on impedance ratios. It will therefore be more easily extended to structures where nonuniform propagation can occur. In the middle range of frequency, an interpolation is made between the results of the two methods. Since this is a frequency-domain method, we will assume an $e^{-iwT}$ dependence to all quantities.

II. CROSS-SECTION COUPLED CIRCUIT METHOD

For low frequencies, we use a two-dimensional cross-section coupled circuit method to find the resistance and inductance matrices for multiple transmission lines with uniform cross sections. We assume that these transmission lines consist of signal lines over a common return path or "ground plane." The matrices $\bar{R}$ and $\bar{L}$ are defined by

$$\frac{dV}{dz} = (i\omega \bar{R} - \bar{L}) \cdot I$$

(1)

where $V$ is the column vector of the voltage differences between the wires and a reference wire (ground plane or return conductor), and $I$ is the column vector of currents flowing in the wires.

Here is an overview of the cross-section coupled circuit method. Each conductor is divided into triangular patches and one of the patches from the return conductor is chosen to be the reference. The current is assumed uniform on the cross section of each patch; in other words, a piecewise-constant approximation to the actual current distribution is used. The resistance and inductance matrices for the patches ($\bar{R}$ and $\bar{L}$) are then calculated, where these matrices are defined by

$$\frac{d\nu}{dz} = (i\omega \bar{L} - \bar{R}) \cdot I$$

(2)

where $\nu$ is the column vector of the voltage differences between the patches and the reference patch, and $i$ is the column vector of currents flowing in the $\hat{z}$ direction through the patches. There are two conditions on the system: first, that the total current in each wire be the sum of the currents in the patches and, second, that the voltage on each patch in a wire be the same, since no transverse currents are allowed under the quasi-TEM assumption. Using these conditions, the matrices for the patches can be reduced to the matrices for the wires.

For the calculation of $\bar{R}$ and $\bar{L}$, we follow [4] quite closely. The elements of the resistance matrix of the patches are

$$r_{jk,ik} = \frac{1}{\sigma A_{jk}} + \frac{1}{\sigma A_{ik}}$$

$$r_{jk,mn} = \frac{1}{\sigma A_{mn}}, \quad j \neq m, \quad k \neq n$$

(3)

where the first subscript indicates the wire, the second the patch within the wire; $A_{jk}$ is the cross-sectional area of patch $k$ on wire $j$, and patch 0 on wire 0 is the reference of voltage. Also following [4], the elements of the inductance matrix can be written as the sum of partial inductances:

$$l_{jk,mn} = l_{jk,0m} - l_{jk,0n} + l_{jk,m0} - l_{jk,n0}$$

(4)

where the partial inductances are given by

$$l_{jk,mn} = \frac{\mu}{4\pi A_{jk} A_{mn}} \int \int dS_{jk} \int \int dS_{mn}$$

$$\cdot \ln \left[ (x - x')^2 + (y - y')^2 \right]$$

(5)

where $x$ and $y$ are coordinates on patch $jk$, and $x'$ and $y'$ are coordinates on patch $mn$.

In the Weeks method, the patches over which the integrals in (5) are done are rectangles, and the quadruple integral is done quite easily in closed form. However, it is also possible to evaluate the quadruple integral in closed form for any polygonal shape; the details are rather complex and are left for the Appendix. We therefore use triangular patches as the most flexible means of modeling conductors with arbitrary cross sections; polygons are covered exactly, and we are able to model quite closely other shapes, such as circles.

Once the resistance and inductance matrices for the patches have been obtained, we proceed in the following manner. Taking

$$\frac{d\nu}{dz} = \left[ i\omega \hat{L} - \hat{R} \right] \cdot I = \bar{z} \cdot \nu$$

(6)

The matrix $\bar{z}$ is inverted, and $\bar{y} = \bar{z}^{-1}$. Writing out the
elements of the matrix,

$$I_{jk} = - \sum_{m=0}^{N} \sum_{n=1}^{N_m} y_{jk,mn} \frac{dV_{mn}}{dz}$$

(7)

where $N$ is the number of wires and $N_m$ is the number of patches on wire $m$. The conditions on $\nu$ and $I$ discussed above are applied, to give

$$I_j = - \sum_{m=1}^{N} Y_{jm} \frac{dV_m}{dz}$$

(8)

where $V$ and $I$ are the voltage and current column vectors for the wires and where

$$Y_{jm} = \sum_{k=1}^{N_j} \sum_{n=1}^{N_m} y_{jk,mn}.$$  

(9)

Inverting $Y$ gives

$$Y^{-1} = R - i\omega L.$$  

(10)

Thus, the frequency-dependent resistance and inductance matrices for the wires have been obtained.

In [4], the distribution of patches was a function of frequency; as the frequency increased, the patches were concentrated at the edges, where the current is. However, as shall be shown, it is more efficient to switch to a surface integral equation technique for high frequencies; in this paper the distribution of triangular patches is not altered as the frequency is increased. This has the advantage that, since the resistance and inductance matrices of the patches are independent of frequency, $R$ and $L$ need be calculated only once, no matter for how many frequencies we wish to calculate $R$ and $L$.

III. Differential Equations and Boundary Conditions

In this section, the basic equations and boundary conditions which will be used in the surface-integral equation method will be derived. The coordinate system used is shown in Fig. 1. We will rely heavily on quasi-TEM assumptions. First, outside the wires, we assume that the fields are transverse, and that they obey Laplace's equation. In other words, Maxwell's equations outside the wires become

$$\nabla \times H = 0$$

(11)

$$\nabla \cdot H = 0$$

(12)

where $\nabla$ here is only the transverse operator, $\hat{x} \partial / \partial x + \hat{y} \partial / \partial y$. The vector magnetic potential, $A$, is defined such that $\mu H = \nabla \times A$. By the quasi-TEM assumption, $J = i\omega A$, and $A = iA_q$, and it can be shown that

$$\nabla^2 A_q = 0.$$  

(13)

Also, inside the conductors, the displacement current is ignored; Maxwell's equations become

$$\nabla \times E = i\omega \mu H$$

(14)

$$\nabla \times H = J$$

(15)

$$\nabla \cdot H = 0.$$  

(16)

There are two boundary conditions at the interface of the conductors and free space: the continuity of tangential $H$ and of normal $B = \mu H$. If $H$ outside is expressed in terms of $A_q$, and $H$ inside in terms of $J_z$, the condition on $H$ reduces to

$$\frac{\partial J_z}{\partial n} = i\omega \sigma \frac{\partial A_q}{\partial n}$$

(18)

which is satisfied along all the conductor–free space interfaces. The boundary condition on normal $B$ is more difficult. Assuming that all the materials have the same permeability,

$$\frac{\partial J_z}{\partial t} = i\omega \sigma \frac{\partial A_q}{\partial l}.$$  

(19)

If the derivatives of two quantities along a line are equal, then those quantities must be equal, to within a constant:

$$J_z = i\omega \sigma [A_q - A_q].$$

(20)

$A_q$ is constant over a single conductor, but can vary from conductor to conductor.

Finally, it is necessary to be able to specify the total current flowing on a wire. Using Green's first identity,

$$\int \int dS(\phi \nabla^2 \psi + \nabla \phi \cdot \nabla \psi) = \oint d\ell \phi \frac{\partial \psi}{\partial n}$$

(21)

where $dS$ is a two-dimensional integral over a cross-sectional area, and $dl$ is a one-dimensional integral along the closed contour bounding that area. Also, the normals are defined as pointing out from the region of interest. With $\psi = J_z$ and $\phi = 1$, and considering (17),

$$I = \int \int dS J_z \frac{i}{\omega \mu \sigma} \int \int dS \nabla^2 J_z = \frac{i}{\omega \mu \sigma} \oint d\ell \phi \frac{\partial J_z}{\partial n}$$

(22)

which is an expression for the total current flowing in a
wire in the $\xi$ direction in terms of quantities on the surface.

IV. Determination of Circuit Parameters

Eventually, the quantities of interest are the resistance and inductance per unit length of these conductors. It turns out that it is possible to express these quantities in terms of the current and its normal derivative on the surface of the wires. This is useful, because it means that the problem can be formulated in terms of a set of coupled integral equations involving only these surface quantities, allowing a great saving in computation. The resistances and inductances will be derived through power and energy considerations.

For the resistance, consider a case with a current $I$ flowing in a signal wire and returning in a reference, for example a ground plane. Starting with the power definition of resistance,

$$ R = \frac{2P_d}{|I|^2} = \frac{\int \int dS E_s J_s^*}{\int \int dS |J_s|^2} = \frac{1}{\sigma} \frac{\int \int dS |J_s|^2}{\int \int dS |J_s|^2} $$

(23)

where the integration in the numerator is over all wires, while that in the denominator is only over the signal wire. The numerator can be put in a more useful form, using (21) with $\phi = J_s$ and $\psi = J_s^*$, and its complex conjugate, together with (17) to get

$$ \int \int dS |J_s|^2 = \int \int dS J_s J_s^* $$

$$ = \frac{1}{2\mu \omega \sigma} \int \int dS \{ J_s^* \nabla^2 J_s - J_s \nabla^2 J_s^* \} $$

$$ = \frac{1}{2\mu \omega \sigma} \int \int dS \{ J_s^* \frac{\partial J_s^*}{\partial n} - J_s \frac{\partial J_s}{\partial n} \} $$

$$ = \frac{-1}{\omega \mu \sigma} \int \int dS \{ J_s^* \frac{\partial J_s^*}{\partial n} - J_s \frac{\partial J_s}{\partial n} \} $$

(24)

Including the total current squared, $|I|^2$, from (22),

$$ R = \omega \mu \frac{\int \int dS \{ J_s^* \frac{\partial J_s^*}{\partial n} - J_s \frac{\partial J_s}{\partial n} \}}{\int \int dS |J_s|^2} $$

(25)

Similarly, starting with a magnetic stored energy definition of inductance per unit length, $L$:

$$ L = \frac{4W_m}{|I|^2} = \frac{\int \int dS H_s H_s^*}{|I|^2} $$

(26)

where the range of integration for the numerator is over all space. Using a technique similar to that for (25), combining the contributions from regions inside and outside the wires,

$$ L = -\mu \int_{\text{all wires}} dl \ Re \left\{ i \omega \sigma A \frac{\partial J_s^*}{\partial n} \right\} $$

(27)

The mutual resistance and inductance are calculated from energy considerations, and from the self terms calculated above. If we specify a current $I_i$ to flow on line $i$, and $-I_j$ to flow on line $j$, we can calculate the power dissipated, $P_d$, and the stored magnetic energy, $W_m$, very easily by the above technique. This gives

$$ R_{ij} = \frac{1}{2} (R_{ii} + R_{jj} - 4P_d / I_j^2) $$

(28)

and

$$ L_{ij} = \frac{1}{2} (L_{ii} + L_{jj} - 8W_m / I_j^2) $$

(29)

V. Derivation of Coupled Integral Equations

In order to complete the formulation, integral equations are required which relate $A_s$ to $\delta A_s / \partial n$ outside the wires and $J_s$ to $\delta J_s / \partial n$ inside the wires. Starting from Green's theorem:

$$ \int \int dS (\phi \nabla^2 \psi - \psi \nabla^2 \phi) = \int_{\partial S} [\phi \frac{\partial \psi}{\partial n} - \psi \frac{\partial \phi}{\partial n}] $$

(30)

where the integral $dS$ is over a cross-sectional region, the integral $dS'$ is over the contour bounding that region, and the normals point out from the region of interest. In general, let $\Psi(p)$ be either $A_s$ or $J_s$, where $p$ is position in the two-dimensional cross section. Since $\Psi(p)$ satisfies $\nabla^2 \Psi + C \Psi = 0$, where $C = 0$ for Laplace's equation and $C = i \omega \sigma$ for the diffusion equation, a Green's function, $G(p, p')$, can be found which satisfies $\nabla^2 G + CG = -\delta(p - p')$. Substituting $\Psi$ for $\psi$ and $G$ for $\phi$ in (30),

$$ \int \int dS' \Psi(p') \delta(p - p') $$

$$ = \int dS' \left[ G(p, p') \frac{\partial \Psi(p')}{\partial n'} - \Psi(p') \frac{\partial G(p, p')}{\partial n'} \right] $$

(31)

The integral equation will be formulated on the surface, so both $p$ and $p'$ are on the surface. This places $\delta(p - p')$ just on the boundary of the $dS'$ integration, and this must be treated carefully. The most straightforward method is that integrating a delta function that lies on the edge of the range of integration gives 1/2. With this,

$$ \int dS' \Psi(p') \delta(p - p') $$

$$ = \int dS' \Psi(p') \frac{\partial G(p, p')}{\partial n'} + \frac{1}{2} \delta(l - l') $$

(32)

Integral equations for both $A_s$ and $J_s$ can now be
obtained. For the outer equation (13),
\[ \int_{\text{all wires}} d l' G_o(l, l') \frac{\partial A_i(l')}{\partial n} = \oint_{\text{all wires}} d l' A_i(l') \left[ \frac{\partial G_o(l, l')}{\partial n'} - \frac{1}{2} \delta(l - l') \right] \]  
(33)

where
\[ G_o(p, p') = - \frac{1}{2\pi} \ln \sqrt{(x - x')^2 + (y - y')^2} \]  
(34)

and where the sign change in (33) is due to the normals pointing into the region of interest. The range of integration is over the boundary of the free-space region, in other words, over the surface of every wire.

Similarly, for the inner equation (17), for each wire,
\[ \int_{\text{wire}q} d l' G_i(l, l') \frac{\partial J_i(l')}{\partial n'} = \oint_{\text{wire}q} d l' J_i(l') \left[ \frac{\partial G_i(l, l')}{\partial n'} + \frac{1}{2} \delta(l - l') \right] \]  
(35)

where
\[ G_i(p, p') = \frac{i}{4} \mu_0 \left( e^{i\sigma t/\sqrt{\omega \mu_0}} \sqrt{(x - x')^2 + (y - y')^2} \right) \]  
(36)

where "ker" and "kei" are the real and imaginary Kelvin functions. This equation applies to each wire separately; the range of integration is over the surface of that wire.

Using the boundary conditions (18) and (20) to eliminate \( A_i \) from the integral equation for the outside fields and add the condition on the total currents from (22),
\[ \int_{\text{all wires}} d l' G_o(l, l') \frac{\partial J_i(l')}{\partial n'} = \oint_{\text{all wires}} d l' \left[ J_i(l') + i \omega \sigma A_i \right] \left[ \frac{\partial G_o(l, l')}{\partial n'} - \frac{1}{2} \delta(l - l') \right] \]  
(37)

\[ \int_{\text{wire}q} d l' G_i(l, l') \frac{\partial J_i(l')}{\partial n'} = \oint_{\text{wire}q} d l' J_i(l') \left[ \frac{\partial G_i(l, l')}{\partial n'} + \frac{1}{2} \delta(l - l') \right] \]  
(38)

\[ \oint_{\text{wire}q} d l \frac{\partial J_i}{\partial n} = - i \omega \mu_0 I_i \]  
(39)

There is one important thing to note about these integral equations. Contrary to simpler electrostatic problems, the boundary conditions are neither Dirichlet nor Neumann; both \( G \) and \( \partial G / \partial n \) must be kept in the equations. Because of this, the formulation is in terms of the free-space Green's functions for Laplace's equation and the diffusion equation, (34) and (36). All information about the boundaries is contained in the paths of integration.

VI. Solution of Coupled Integral Equations

We solve these coupled integral equations, (37), (38), and (39), by the method of moments with subdomain basis functions. Expanding the unknown functions \( J_i \) and \( \partial J_i / \partial n \) as the sum of known functions times unknown coefficients,
\[ J_i = \sum_m j_m B_m(l) \]  
(40)

\[ \frac{\partial J_i}{\partial n} = \sum_m k_m B_m(l) \]  
(41)

Simple pulse basis functions are used, normalized so that the integral is unity:
\[ B_m(l) = \begin{cases} 1/A_m & \text{if } l_m - \Delta l < l < l_m + \Delta l \\ 0 & \text{otherwise} \end{cases} \]  
(42)

This gives a piecewise-constant approximation to the surface quantities. The same functions are used for testing, thereby implementing Galerkin's method.

It turns out that, for high frequencies, the current distribution on a wire is similar to the charge distribution on a perfect conductor. For polygonal wires, this means that the current will be concentrated at the corners. Therefore, we find it advantageous to concentrate the basis functions in the same way. For three basis functions on a side, for example, the two in the corners are each one eighth the length of the side; the center one, three quarters. These values were determined empirically, by seeing which division gave results closest to those for a large number of basis functions.

We can thus approximate the coupled integral equation as a matrix equation:
\[ \begin{bmatrix} \hat{V}_o & \hat{W}_o & \hat{U}_o \\ \hat{V}_i & \hat{W}_i & \hat{U}_i \end{bmatrix} \begin{bmatrix} K \\ \hat{J} \end{bmatrix} = \begin{bmatrix} 0 \\ -i \omega \mu_0 I \end{bmatrix} \]  
(43)

where \( J \) is the vector of the unknown \( j_m \)'s (current), \( K \) is the vector of the unknown \( k_m \)'s (normal derivative of the current), and \( A_i \) is the vector of the \( A_i \)'s (constants of vector potential). The total currents on each wire are specified by the vector \( I \). The matrices \( \hat{V}_o, \hat{W}_o, \hat{U}_o, \hat{V}_i, \hat{W}_i, \hat{U}_i \) arise from integrals of products of the Green's functions with the basis functions and are completely known. The solution of this matrix equation by LU decomposition provides us with an approximation for \( J \) and \( \partial J_i / \partial n \), and through (25) and (27), \( R \) and \( L \). Since the outer matrices \( \hat{V}_o, \hat{W}_o, \hat{U}_o \), and \( \hat{W}_i \), are independent of frequency, they only need to be calculated once. We can make use of this fact by LU-decomposing this part of the large matrix only once, completing the decomposition with the rest of the matrix for each value of frequency. For the pulse basis functions used, the outer matrices can
be expressed in closed form. The inner matrices, \( \overline{P} \) and \( \overline{U} \), have, at worst, double numerical integrals, and for the case of the interaction between elements which lie on the same line, these can be expressed in closed form. Also, at high frequencies, owing to the highly local nature of the diffusion Green's function (36), which results from the rapidly decaying asymptotic nature of the Kelvin functions, only the neighboring patches have an appreciable interaction; those integrals can be calculated quite rapidly.

VII. RESULTS

In these results, we will compare the hybrid method, described above, with experimental results, as well as with two other methods: the Weeks method [4], which models the current throughout the cross section, and the work of Djordjević et al. [23], which models an equivalent current only on the surface over all frequencies. As shall be seen, by using a hybrid method, we can avoid the weaknesses of both of these methods.

First, we consider the example of an isolated square conductor, 4.62 mm on a side, with conductivity \( \sigma = 5.72 \times 10^7 \ (\Omega \cdot m)^{-1} \). While the inductance per unit length is undefined, the hybrid method can be used to calculate the resistance per unit length and for comparison with the experimental results of Haefner [3] and the results obtained by using the Weeks method [4]. As can be seen (Fig. 2), the fit for the new method is quite good. In this example, only 12 basis functions (25 unknowns) were used, three on a side. By comparison, the Weeks method with 49 basis functions does not give as good a result.

The next example is that of two parallel circular wires, the Weeks method, and the results from [23] calculated from a purely surface integral equation approach. It can be seen that the hybrid method agrees with each of the others in its range of validity. Also, the numerical instability of purely surface-integral equation methods in calcu-

Fig. 2. Resistance of isolated square wire.

Fig. 3. Resistance of two circular wires.

Fig. 4. Inductance of two circular wires.
lating the low-frequency inductance can be observed. It is also clear that the hybrid method in general requires fewer basis functions, and thus less computation time, than the Weeks method. In fact, as the frequency increases and the conductors become many skin depths across, even a large number of basis functions in the Weeks method leaves us with a significant error. This is due to the inability of the Weeks method to correctly model the distribution of current along the surface, which is crucial to the calculation of resistance at such frequencies. Tables I and II compare the results of the hybrid method with the Weeks method for the case of two square wires, including CPU times, on a Digital Equipment Corporation VAXstation 3500, running VMS. As can be seen, the cost of the hybrid method in terms of CPU time is much lower than the Weeks method for anything more than a moderate number of basis functions, and especially for high frequencies.

Finally, we consider the case of three rectangular conductors over a ground plane, \( \sigma = 5.81 \times 10^7 \, (\Omega \cdot m)^{-1} \). The configuration is shown in Fig. 8, the resistance of the first line in Fig. 9, and the self- and mutual inductances in Fig. 10. Since our method is not capable of modeling an infinite ground plane (since imaging is very difficult with an imperfect conductor), a very large conductor was used, 4 mm by 0.5 mm, in its place, with more basis functions concentrated in the area under the signal lines. We compare with the Weeks method and with a purely surface integral equation result, both with a large number of basis functions. The same trend can be seen as in the previous case, but there is now a large error in the high-frequency inductance, as predicted by the Weeks method. This is due to the fact that the Weeks method does not model the concentration of the current on the ground plane under the signal lines, since at high frequencies most of the patches are concentrated at the corners of the ground plane, far away from the current. If one improves the Weeks method by restricting the majority of basis functions to be under the signal lines, one gets results which agree with the hybrid method quite closely.

VIII. CONCLUSIONS

A technique has been developed to calculate the skin effect resistance and inductance of transmission lines with arbitrary cross sections. This technique provides accurate answers over a wide range of frequencies, including the range where neither low-frequency (direct current, uniform distribution) nor high-frequency (skin depth) approximations are valid. The technique is a hybridization of two distinct methods. The first is a cross-section coupled circuit approach, subdividing the wires into triangular patches which are assumed to have uniform current distribution. This method is best for low frequencies, when the physical current has very little variation across the cross section. The second method is in terms of a coupled integral equation, linking the current and its
TABLE I
RESULTS AND CPU TIMES FOR TWO SQUARE WIRES WITH
HYBRID METHOD

<table>
<thead>
<tr>
<th>Basis Functions</th>
<th>Number of Unknowns</th>
<th>Frequency (Hz)</th>
<th>R (mΩ/m)</th>
<th>L (nH/m)</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3</td>
<td>50</td>
<td>(Preprocessing)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^2</td>
<td>8.929</td>
<td>599.5</td>
<td>1.35</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^4</td>
<td>11.07</td>
<td>577.7</td>
<td>3.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^6</td>
<td>94.76</td>
<td>466.6</td>
<td>1.24</td>
</tr>
<tr>
<td>7x7</td>
<td>114</td>
<td>(Preprocessing)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^2</td>
<td>8.929</td>
<td>599.5</td>
<td>1.37</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^4</td>
<td>11.13</td>
<td>579.6</td>
<td>17.00</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^6</td>
<td>98.54</td>
<td>466.5</td>
<td>6.77</td>
</tr>
<tr>
<td>15x15</td>
<td>242</td>
<td>(Preprocessing)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^2</td>
<td>8.929</td>
<td>599.5</td>
<td>33.44</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^4</td>
<td>11.15</td>
<td>580.2</td>
<td>156.49</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^6</td>
<td>98.84</td>
<td>466.9</td>
<td>50.06</td>
</tr>
</tbody>
</table>

TABLE II
RESULTS AND CPU TIMES FOR TWO SQUARE WIRES WITH
THE WEEKS METHOD

<table>
<thead>
<tr>
<th>Basis Functions</th>
<th>Number of Unknowns</th>
<th>Frequency (Hz)</th>
<th>R (mΩ/m)</th>
<th>L (nH/m)</th>
<th>CPU Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3x3</td>
<td>17</td>
<td>10^2</td>
<td>8.929</td>
<td>599.5</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^4</td>
<td>10.46</td>
<td>586.1</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^6</td>
<td>118.8</td>
<td>466.9</td>
<td>0.75</td>
</tr>
<tr>
<td>7x7</td>
<td>97</td>
<td>10^2</td>
<td>8.929</td>
<td>599.5</td>
<td>50.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^4</td>
<td>11.10</td>
<td>581.1</td>
<td>49.87</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^6</td>
<td>92.60</td>
<td>468.5</td>
<td>49.43</td>
</tr>
<tr>
<td>15x15</td>
<td>449</td>
<td>10^2</td>
<td>8.929</td>
<td>599.5</td>
<td>3684.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^4</td>
<td>11.22</td>
<td>580.1</td>
<td>3630.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10^6</td>
<td>91.80</td>
<td>468.1</td>
<td>3639.78</td>
</tr>
</tbody>
</table>

![Fig. 9](image-url) Resistance of three rectangular wires over a ground plane.

![Fig. 10](image-url) Self- and mutual inductances of three rectangular wires over a ground plane.

normal derivative on the surface of each wire with the magnetic vector potential and its normal derivative on the same surfaces; the resistance and inductance are both expressed in terms of these surface quantities. This method is best for high frequencies, when the current is almost all confined to the surface, and the diffusion Green's function (eq. (36)) is very localized. For the middle frequency range, an interpolation between the two results gives very good accuracy with few basis functions. The interpolation function was based on the average size of the conductors, measured in skin depths, and was of the form 1/(1 + 0.16a^2/δ^4), where a is the average cross section of the conductors, and δ is the skin depth. The optimization of the interpolation function is an area of
further research. By choosing triangular patches for the cross-section method and free-space Green's functions for the surface method, a single program is able to handle arbitrary conductors. The method is limited at present to infinite, uniform lines, although nothing theoretically prohibits extension to three-dimensional lines. The theory behind this method is not necessarily limited to configurations with uniform dielectrics, but problems in the definitions of resistance and inductance, stemming from difficulties with the extension of current and especially voltage to non-TEM lines, make such an extension of the method not immediately obvious. For most practical cases, however, the effects of nonuniform dielectrics on the resistance and inductance can be ignored, so that the method presented in this paper will give quick and accurate results.

**APPENDIX**

**Closed-Form Expression for Partial Inductances**

The problem is to evaluate the integral

\[ I = \int dS_{ij} \int dS_{km} \ln t \]  

(A1)

where \( t = (x-x')^2 + (y-y')^2 \) and the areas of integration are the triangular patches \((ij)\) and \((km)\). Using the fact that \( \ln t = \nabla^2 \ln t = (\ln t - 3)/64 \), and Green's first identity (21)

\[ I = \frac{1}{64} \oint dl_{ij} \oint dl'_{km} \frac{\partial}{\partial n} \frac{\partial}{\partial n'} \left[ t^2 (\ln t - 3) \right] \]  

(A2)

where the integrals \( dl_{ij} \) and \( dl'_{km} \) are over the perimeters of patches \((ij)\) and \((km)\), respectively, and the normals point out from the patches. Using the chain rule, 

\[ I = \frac{1}{32} \oint dl_{ij} \oint dl'_{km} \left[ \frac{\partial^2 t}{\partial n \partial n'} \left( \ln t \frac{t-5}{2} \right) + \frac{\partial t}{\partial n} \frac{\partial t}{\partial n'} \left( \ln t \frac{t-3}{2} \right) \right] \]  

(A3)

If the patches are polygons, these integrals over the perimeters of the wires become just sums of integrals over pairs of line segments. Therefore, we need to be able to evaluate this integral where the paths of integration are arbitrarily oriented line segments. Without loss of generality, the coordinate system is chosen so that the \( dl \) segment is parallel to the \( x \) axis (Fig. 11). In this case, the various derivatives of \( t \) are

\[ t = (u + x_u - x_v - \cos \phi v)^2 + (y_u - y_v - \sin \phi v)^2 \]  

(A4)

\[ \frac{\partial t}{\partial n} = \frac{\partial t}{\partial y_u} = 2(y_u - y_v + \sin \phi v) \]  

(A5)

\[ \frac{\partial t}{\partial n'} = -\cos \phi \frac{\partial t}{\partial y_v} + \sin \phi \frac{\partial t}{\partial x_v} \]

\[ = -2(\sin \phi (u - x_u) + \cos \phi (y_v - y_u)) \]  

(A6)
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