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MONDAY, 10 June 1991
Reacting Flow Experiments/Predictions, Chair: D.M. Mann, ARO

1:15 - 1:30  Welcome and Administrative Announcements
1:30 - 2:00  High Resolution Measurements of Strained Diffusion Layer Structure and Extinction in Turbulent Flows, W.J.A. Dahm, University of Michigan
2:00 - 2:30  Nonlinear Spectroscopy of Multicomponent Droplets and 2-3 Dimensional Measurements in Flames, M.B. Long, Yale University
2:30 - 3:00  Flame-Turbulence Interactions, D.A. Santavicca, Penn State University
3:00 - 3:30  Combustion Research, W.M. Roquemore, Wright Laboratory
3:30 - 4:00  Break
4:00 - 4:30  Mapping Closures for Turbulent Combustion, S.B. Pope, Cornell University
4:30 - 5:00  Vortex Simulation of Turbulent Flows, A.F. Ghoniem, MIT
5:00 - 5:30  Chemical Kinetics and Aerodynamic Structures of Flames, C.K. Law, Princeton University
5:30 - 7:30  Break
7:30 - 9:30  Workshops:

   Reacting Flows, M.B. Long, Yale University
   Future Fuel Requirements, J.T. Edwards, Wright Laboratory
TUESDAY, 11 June 1991

Supersonic Combustion, Chair; G.S. Roy, ONR

8:30 - 9:15  Research on Supersonic Turbulent Reacting Flows
             C.T. Bowman, Stanford University

9:15 - 10:00 Shock Enhancement and Control of Hypersonic Combustion
           E.E. Zukoski and F.E. Marble, California Institute of Technology

10:00 - 10:30 Break

10:30 - 11:15 Chemical Reactions in Turbulent Mixing Flows
               P.E. Dimotakis, California Institute of Technology

11:15 - 12:00 Theories of Turbulent Combustion in High Speed Flows, F.A. Williams and
               P.A. Libby, Univ. of California-San Diego, KNC Bray, Cambridge University

12:00 - 1:30 Break

Oblique Detonations, Chair: C. John Marek, NASA Lewis

1:30 - 2:00  Controlling Combustion and Maximizing Heat Release in a Reacting
              Compressible Free Shear Layer, D. Nixon, Nielsen Engineering & Research Inc.

2:00 - 2:30  Ramjet Research, A.S. Nejad, Wright Laboratory

2:30 - 3:00  Initiation and Modification of Reaction by Energy Additions; Kinetic and
              Transport Phenomena, F.E. Fendell and M.S. Chou, TRW, Inc.

3:00 - 3:30  Numerical Studies of the Ram Accelerator
              E.S. Oran, J.P. Boris, K. Kailasanath and C. Li, Naval Research Laboratory

3:30 - 4:00  Break

4:00 - 5:00  Business Meeting, Investigators in Dr. Tishkoff's program only

5:00 - 7:30  Break

7:30 - 9:30  Workshops:
              Compressible Turbulence/Supersonic Combustion, M.G. Mungal, Stanford Univ.
              Fuel Sprays, R.D. Reitz, University of Wisconsin
WEDNESDAY, 12 June 1991

Plenary Session

9:00 - 9:30 Prof. Susan Avery
Assoc. Dean of Engineering and Applied Science
University of Colorado at Boulder

9:30 - 10:00 Col. Arthur L. Pavel
AFOSR Commander/Deputy Director

10:00 - 10:30 Break

10:30 - 11:00 Dr. C.I. Chang
Director
Directorate of Aerospace Sciences

11:00 - 11:20 Dr. Julian Tishkoff
Program Manager

11:20 - 11:40 Dr. Mitat A. Birkan
Program Manager

11:40 - 2:00 Break

Advanced Propulsion I, Chair: M.A. Birkan, AFOSR

2:00 - 2:45 Advanced Propulsion Concepts
P.G. Carrick, Propulsion Directorate, Phillips Laboratory


3:15 - 3:45 Break


4:15 - 4:45 ICRF Plasma Heating in the Tandem Mirror Rocket, T.F. Yang, MIT

4:45 - 5:15 Electron-Cyclotron-Resonance Plasma Acceleration
F.E. C. Culick, California Institute of Technology
THURSDAY, 13 June 1991

Chemical Propulsion I, Chair: K.O. Farner, Phillips Laboratory

8:30 - 9:15  Overview: Liquid-Fuelled Propulsion Systems
D. Penn, K.O. Farner, Propulsion Directorate, Phillips Laboratory

9:15 - 10:00  Fundamentals of Acoustic Instability in Liquid-Fuelled Rockets
F.A. Williams, University of California-San Diego

10:00 - 10:30  Break

10:30 - 11:00  Role of Unsteady Atomization on Liquid Rocket Instability
J.W. Daily, University of Colorado at Boulder

11:00 - 11:30  Acoustic Waves in Complicated Geometries, V. Yang, Penn State

11:30 - 12:00  Combustion Instability Phenomena, R.J. Santoro, Penn State

12:00 - 2:00  Break

Chemical Propulsion II, Chair: D. Weaver, Phillips Laboratory

2:00 - 2:45  Overview: Solid-Fuelled Propulsion Systems
D. Weaver, Propulsion Directorate, Phillips Laboratory

2:45 - 3:15  Flow Turning Phenomena, L.M. Matta, Georgia Inst. of Technology
(substituting for B.T. Zinn, Georgia Tech)

3:15 - 3:45  Solid Rocket Combustion, D.R. Kassoy, University of Colorado at Boulder

3:45 - 4:15  Break

4:15 - 4:45  Chemical Phenomena at Burning Surfaces, T.B. Brill, University of Delaware

4:45 - 5:15  Kinetic Studies of Metal Combustion, A. Fontijn, RPI

5:15 - 5:45  Gas Phase Kinetics of Nitramine Propellant Combustion
M. Branch, University of Colorado at Boulder
FRIDAY, 14 June 1991

Advanced Propulsion II, Chair: R.A. Spores, Phillips Laboratory

8:30 - 9:15 Overview: Plasma Propulsion
R.A. Spores, Propulsion Directorate, Phillips Laboratory

9:15 - 10:00 Performance Characteristics of Plasma Thrusters
M. Martin-Sanchez, MIT

10:00 - 10:30 Break

10:30 - 11:00 Laser Sustained Plasmas in Non-Local Thermal Equilibrium Conditions
H. Krier, University of Illinois at Urbana

11:00 - 11:30 Plasma Instabilities and Transport in the MPD Thruster
A.J. Kelly, Princeton University

11:30 - 12:00 Picosecond Laser Breakdown Thresholds in Gases, D. Keefer, UTSI

12:00 - 12:30 Basic Processes of Plasma Propulsion, H.O. Schrade, University of Stuttgart

12:30 ADJOURN
HIGH RESOLUTION MEASUREMENTS of STRAINED DIFFUSION LAYER STRUCTURE and EXTINCTION in TURBULENT FLOWS

AFOSR Grant No. 89-0541

Wemer J.A. Dahm

Gas Dynamics Laboratories
Department of Aerospace Engineering
The University of Michigan
Ann Arbor, MI 48109-2140

Summary/Overview

The objective of this research program is to conduct a detailed experimental study of the fine scale structure of the molecular mixing process in turbulent shear flows. Such measurements have in the past been difficult to obtain due in part to (i) the necessity of resolving the finest molecular diffusion scales in the flow, and (ii) the need for simultaneously determining all three components of the instantaneous scalar gradient vector field. In the present program we are experimentally obtaining fully resolved three- and four-dimensional, spatio-temporal, laser induced fluorescence imaging measurements of the conserved scalar field \( r(x,t) \) from which the corresponding molecular mixing rate field \((ReSc)^{-1} \nabla r \cdot \nabla r(x,t)\) can be determined. The resulting data volumes are numerically analyzed to directly determine details of the underlying fine scale structure associated with the molecular mixing process in turbulent flows. This structure is used to develop an improved understanding of the chemical reaction and local extinction processes in turbulent reacting flows. The combined results are yielding a clearer physical picture for the fine structure of the molecular mixing and chemical reaction processes in turbulent reacting flows.

Technical Discussion

A physically correct understanding of the processes by which molecular mixing and chemical reactions occur in turbulent shear flows is central to the development of techniques for enhancing the rates of mixing and combustion in advanced airbreathing propulsion systems, and to the development of new theoretical and computational methods for assessing the complex phenomena at work in turbulent reacting flows. When the molecular mixing process is formulated in terms of a conserved scalar field \( r(x,t) \), the associated scalar energy dissipation rate per unit mass \((ReSc)^{-1} \nabla r \cdot \nabla r(x,t)\) gives the local instantaneous rate of molecular mixing throughout the flow. The equilibrium structure of chemical reactions occurring within the flow can then be extracted from such fully-resolved simultaneous scalar and scalar dissipation rate measurements in turbulent flows.

The present study involves four-dimensional scalar field measurements from which the true scalar gradient field and its temporal evolution can be directly determined to yield previously unobtainable details of the fine structure of mixing. During the previous year the diagnostic technique for experimentally obtaining such measurements based on direct imaging of laser induced fluorescence in turbulent shear flows was developed and a first set of measurements made. Recent work has focused on detailed analysis of results obtained. Each such four-dimensional spatio-temporal data space consists of a temporal succession of individual three-dimensional spatial data volumes, each comprised of up to 256 individual two-dimensional spatial data planes, each of which consists of \(256 \times 256\) individual data points. The spatial separations between adjacent points are smaller than the local strain-limited molecular diffusion scale \( \lambda_D \).
in the scalar field. Similarly, the temporal separation between successive spatial data planes and between successive spatial data volumes are smaller than the local strain-limited diffusion scale passage time \( \lambda_v/u \). These resolution requirements place an upper limit on the Reynolds number (typically around 6,000) at which such fully-resolved four-dimensional measurements can currently be obtained. The resulting conserved scalar data are then simultaneously differentiable in all three spatial dimensions and in time, allowing detailed investigation of the molecular mixing process in the turbulent flow.

The technique is based on fully-resolved high-speed acquisition of 8-bit successive planar imaging measurements of the laser induced fluorescence from a conserved scalar in the turbulent flow. A collimated laser beam is swept by a pair of very low inertia galvanometric mirror scanners, whose timing is slaved to the imaging array, in a raster pattern through the scalar field. The fluorescence from each sweep of the laser beam is imaged onto a photodiode array, driven by an externally generated clock producing variable pixel data rates up to 11 MHz, corresponding to continuous acquisition of up to 142 such spatial data planes per second. The fluorescence data from the array is then serially acquired through a programmable digital port interface, digitized to 8-bits digital resolution, and then ported into a 16 MB high-speed dual-ported data buffer from which it is continuously written to a 3.1 GB high-speed parallel transfer disk rank. The system achieves a sustained data throughput rate to the disks of up to 9.3 MB/sec.

In order to meet these resolution requirements the present measurements are obtained in the fully-developed self-similar far field \((x/d^* = 230)\) of an axisymmetric turbulent jet at local outer scale Reynolds numbers \( Re_g \equiv (u^5/\nu) \) ranging from 3,000 – 6,000. However, the size of the image volume in the flow is much smaller than the local outer scale \( \delta \) and is comparable to the local inner scale \( \lambda_v \) of the flow. As a result, when the data are normalized with the local inner flow scales \( \delta = \lambda_v \) and \( u^* = (\nu/\lambda_v) \), where \( \lambda_v \sim \delta / Re_g^{-1/4} \) is the local strain-limited vorticity diffusion lengthscale, then provided the separation between the local inner and outer flow scales is sufficiently wide (i.e. \( Re_g \) is high enough) the molecular mixing process captured within this four-dimensional data space should be largely independent of the outer scale Reynolds number and, moreover, of the outer scale variables and therefore also of the particular shear flow. In this sense, the fine scale structure seen here is believed to be largely generic to \( Sc \gg 1 \) molecular mixing in all turbulent shear flows and not merely specific to the particular measurement conditions.

Figure 1 shows the measured 8-bit conserved scalar field in three parallel spatially adjacent 256 x 256 data planes from the same data volume in a four-dimensional data space \( \zeta(x,t) \). The color levels denote the local conserved scalar value \( \zeta(x,t) \) at each point. Each data plane shown spans approximately \( 1/7 \) of the local outer scale \( \delta(x) \), and approximately 1.6 times the local inner scale \( \lambda_v(x) \), in each direction. The upper left frame in Figure 2 shows the true scalar energy dissipation rate field \( \log_e \nabla \zeta \nabla \zeta(x,t) \) obtained by direct differentiation of the data in the three adjacent scalar planes in Figure 4. Linear central difference approximations have been used to evaluate the three components of the scalar gradient vector field \( \nabla \zeta(x,t) \), with no explicit smoothing or filtering of the results. The 256 different color levels denote increasing values of the mixing rate. The remaining frames in Figure 2 show same spatial data plane but from four temporally successive three-dimensional data volumes.

Figure 1 and 2 clearly show that essentially all of the molecular mixing occurs in thin laminar sheet-like layers. Both isolated and interacting layers can be seen. The internal structure of the molecular mixing within these layers can also be examined from our measurements, and confirms that strain-limited solutions of the Burgers and Townsend form give a remarkably accurate description of the true scalar energy dissipation profiles within these layers. This has significant implications for the understanding of the mixing and chemical reaction processes in turbulent reacting flows, as well as for their theoretical description and numerical modeling.
The measured conserved scalar field $\xi(x,t)$ in three typical successive 256 × 256 spatial data planes from a measured four-dimensional data space. The 256 different colors denote the local conserved scalar value at each data point. The three planes are shown in order of increasing $z$ in the clockwise direction, beginning at the upper left. Each data plane spans approximately $1/4$ of the local outer scale $\delta$, or approximately 1.6 times the local inner scale $\lambda_\omega$, in both directions. The time evolution of the true scalar energy dissipation rate field $\nabla^2 \xi(x,t)$, obtained by differentiation of these data in all three spatial directions, is shown in Fig. 2.
Fig. 2. The time evolution of the logarithm of the scalar energy dissipation rate field \( \log_2 \nabla \phi \cdot \nabla \phi(x,t) \) in a typical spatial data plane. The upper left frame is obtained by direct differentiation of the conserved scalar data in the three adjacent data planes shown in Fig. 1 using linear central differences. The 256 different colors give the logarithm of the local instantaneous mixing rate in the flow. The additional frames show the same data plane from four temporally successive three-dimensional spatial data volumes. Time increases in the clockwise direction beginning at the upper left. Note the fine structure of the molecular mixing process as a collection of sheet-like strained laminar diffusion layers.
TWO- AND THREE-DIMENSIONAL MEASUREMENTS IN FLAMES

AFOSR Grant No. 91-0150

Marshall B. Long (Co-Principal Investigator)

Yale University
Department of Mechanical Engineering and Center for Laser Diagnostics
New Haven, Connecticut 06520-2157

SUMMARY/OVERVIEW

Our work concentrates on the development and application of laser diagnostic techniques for studying turbulent reacting flows. Because of the importance of spatial information in understanding the interaction between turbulence and chemistry, measurement techniques capable of mapping scalars in two and three dimensions have been developed. In the current phase of our work, we are seeking to augment the information provided by these multidimensional scalar measurements by adding simultaneous velocity imaging.

TECHNICAL DISCUSSION

During the initial period of this research grant, specific areas of progress include the following:

1. Digital Particle Image Velocimetry

Over the past several years, particle image velocimetry (PIV) has been established as a viable means for making quantitative measurements of two velocity components within a plane intersecting a flow.¹ The technique is based on recording images of a seeded flow illuminated by a multiple-pulsed laser sheet. Two components of the velocity are determined from the separation of the particle images and the known time between laser pulses. In most work done to date, photographic film is used to record the images because of its high spatial resolution. In the last few years, however, electronic imaging devices with higher spatial resolution have become available. We have investigated the use of a cooled 2048 x 2048 pixel CCD detector for recording PIV data.

There are several advantages to the use of electronic imaging for PIV. Probably the most significant is the elimination of the need for photographic processing of the film. Since the images are available in nearly real time, optimization of the focusing, temporal separation of the laser pulses, and illumination sheet intensity is possible. Additional advantages of using cooled CCD arrays relate to their linearity and large dynamic range. This capability may permit the determination of the third velocity component or the resolution of the directional ambiguity in PIV.
Experimentally, the use of a cooled CCD array for digital PIV is quite straightforward. The second or third harmonic of a double-pulsed Nd-YAG laser is formed into an illumination sheet that intersects the flow. The laser pulse separation can be varied between 40 and 200 μsec, and is selected according to the mean flow velocity. The scattered light is imaged onto the CCD detector with the optical axis of the collection lenses oriented normal to the illumination sheet. Figure 1 shows the particle image pairs recorded by the CCD with the processed velocity vectors superposed on the raw data. A paper describing the use of cooled CCD detectors for digital PIV will be submitted for publication.

2. Simultaneous velocity and scalar imaging

Another advantage of the digital PIV described above is its compatibility with previously developed scalar imaging techniques. In an initial set of experiments, laser-induced biacetyl fluorescence has been combined with digital PIV to allow simultaneous measurement of the nozzle gas concentration and the velocity field in a turbulent nonreacting jet. Figure 2 shows the nozzle gas concentration field with the processed velocity field superposed on it. The nozzle gas was seeded with biacetyl as a marker, and both the nozzle gas and the coflow were seeded with submicron-sized aerosols for the PIV measurements. The third harmonic of a Nd:YAG laser (355nm) excited biacetyl fluorescence at 470 nm, which was imaged onto a 384 x 576 pixel CCD detector through an interference filter. The Lorenz-Mie scattering from the aerosols was imaged onto the 2048 x 2048 element CCD for the velocity measurement.

Preliminary experiments are now being done to extend the velocity and scalar imaging work to reacting flows. In our initial experiments, biacetyl fluorescence and digital PIV will be used to map the unburned gas concentration and the velocity in a turbulent premixed jet flame. Simultaneous concentration and velocity data in flames will show the position of the flame front as well as the velocity of the gasses through the flame front. These data should be useful for studying extinction and for understanding the coupling between the turbulence and the chemical reactions.

REFERENCES


Fig. 1 Data obtained in a PIV experiment with the resultant velocity vectors shown as an overlay. The images of particles illuminated by a double-pulsed Nd-YAG laser are recorded on a 2048 x 2048 pixel cooled CCD camera. For each 128 x 128 pixel region, the average particle displacement during the time between the laser pulses is found by applying successive Fourier transforms to the data. By knowing the time duration between the laser pulses, the velocities can be found. The imaged region was 1.6 x 1.6 nozzle diameters and was centered 5 nozzle diameters downstream from the 6 mm nozzle exit. The jet was a gas phase flow seeded with sub-micron particles. The jet exit velocity was 3 m/s.
Fig. 2 A measurement of the nozzle gas concentration overlayed with the velocity field from Fig. 1. The concentration measurement was made simultaneously with the PIV measurement by using the third harmonic of an Nd-YAG laser. Lorenz-Mie scattering from the particles at 355 nm was recorded by the high resolution detector for the velocity measurement while the biacetyl fluorescence at 470 nm was recorded by a 384 x 576 pixel CCD camera. The concentration field is 2.5 x 3.8 nozzle diameters centered 5.1 nozzle diameters downstream.
FLAME-TURBULENCE INTERACTIONS
(AFOSR Grant No. AFOSR-90-0025)

Principal Investigator: Domenic A. Santavicca

Department of Mechanical Engineering
Propulsion Engineering Research Center
Penn State University
University Park, PA 16802

SUMMARY/OVERVIEW

The objective of this research is to obtain an improved understanding of flame-turbulence interactions in premixed turbulent flames. Experiments are conducted in a one-dimensional, freely propagating turbulent flame configuration and a single vortex-laminar flame configuration. LDV and PIV are used to characterize the velocity field and two-dimensional laser-induced fluorescence is used to characterize the flame structure. Of specific interest is the fractal nature of the flame structure, the effect of strain and preferential diffusion on flame propagation and extinction, and the mechanisms of flame generated turbulence. Such information is of critical importance to the formulation and validation of improved turbulent combustion models and will lead to a better understanding of the factors which determine the mass burning rate and flame-out limits of real combustors.

TECHNICAL DISCUSSION

Flame Generated Turbulence: Using a one-dimensional, freely propagating flame configuration measurements of the turbulence properties across premixed turbulent flames have been made at turbulence Reynolds numbers as large as 650. The observed changes in the turbulence field across the flame front are quite pronounced. The turbulence intensity is enhanced significantly, with most of the increase occurring in the velocity component normal to the mean flame front. This results in a large degree of anisotropy behind the flame. Distinct shifts are observed in the spectral distribution, again with the normal and parallel components behaving differently. With the possible exception of the turbulence time scale, all of the changes are sensitive to the upstream turbulence levels. The magnitude of turbulence production also depends on heat release. Interpretation of these results with respect to the various mechanisms of turbulence generation clearly indicates the importance of baroclinic effects as a source of turbulence production.

Flame Curvature and Orientation: The one-dimensional, freely propagating flame configuration is also used to study the effect of turbulence on turbulent flame structure. Measurements of flamelet curvature and orientation have been obtained from OH planar laser-induced fluorescence images of the flame boundary by applying a curve-tracing difference formula with interval length
of the order of the inner cutoff scale. Use of this particular interval length is essential for accurate tracing of the flame boundary with implicit filtering of extraneous noise that can introduce significant errors in the curvature measurements. The distributions of flamelet curvature are found to be symmetric with respect to the zero mean (Figure 1), while the variance increases with increasing $u'/S_t$. These distributions can be approximated by Gaussian distribution functions. The positive and negative mean curvatures show a nearly square-root dependence on $u'/S_t$, whereas the mean flamelet radius of curvature is approximately a factor of two larger than the Taylor scale of turbulence in the approach flow. The effect of Lewis number on flamelet curvature is evidenced by a 20% increase in mean curvature which is attributed to unstable flame fronts at Lewis number less than unity. The evolution of flamelet orientation with increasing $u'/S_t$ shows a trend toward isotropy, which is estimated to prevail when $u'$ becomes an order of magnitude larger than $S_t$. For unstable flame fronts ($Le<1$), flamelets are more randomly oriented and thus isotropy may be achieved for somewhat smaller ratio of $u'/S_t$.

Inner Cutoff: Our previous work regarding the fractal nature of premixed turbulent flames has primarily dealt with the fractal dimension of the flame surface and its variation with the turbulence and flame properties. Characterization of the flame area, however, also requires knowledge of the so-called inner and outer cutoffs. Experiments have shown the outer cutoff to be of the order of the integral scale of turbulence, but there is little consensus regarding an appropriate value for the inner cutoff or smallest scale of flame wrinkling. In this study flame structure measurements were made using planar laser induced OH fluorescence in order to achieve sufficient spatial resolution to allow determination of the inner cutoff. Inner cutoff measurements have been made at values of $u'/S_t$ from 1.0 to 6.0 for both diffusively stable and unstable conditions. These measurements have been compared to the various inner cutoff estimates which have been proposed, including a modified Gibson scale that we have proposed which accounts for intermittency effects (Figure 2).

Flame-Vortex Interaction: The experimental apparatus which is being used to study flame-vortex interactions is illustrated schematically in Figure 3. The laminar test section is operated with premixed propane and air at 1 atmosphere and 300 K. The optically accessible test section is 10 cm x 10 cm in cross-section and 350 cm in length. The upper rod is used to stabilize a laminar V-flame and the lower rod produces individual vortices, in the form of a vortex street, which interact with the laminar flame front. By varying the approach flow velocity and equivalence ratio and the diameter and location of the vortex generating rod, it is possible to change the relevant parameters, i.e. the laminar flame speed, the laminar flame thickness, the vortex diameter and the vortex strength.

The measurement techniques which are being employed to characterize the flame-vortex interaction are all two-dimensional techniques which take advantage of the inherit two-dimensionality of this experimental configuration. These techniques include particle imaging velocimetry (PIV) and planar laser induced fluorescence (PLIF).
The PIV technique provides a measurement of two velocity components over a plane at a given instant of time and therefore measures not only the local velocity but also provides characterization of the structure of the velocity field. The PLIF technique is being used to obtain two-dimensional measurements of the gas temperature and composition using OH and CH fluorescence. OH PLIF is used to measure either the gas temperature or the OH concentration profile. The OH concentration is used to define the flame boundary, while the OH gas temperature and the CH concentration measurements are used to define the local reaction zone thickness. To date, OH PLIF measurements have been made using a temperature intensive excitation scheme to obtain images of the flame boundary. Typical results are shown in Figure 4, where the OH fluorescence signal strength is shown (white corresponds to maximum OH concentration). Figure 4 shows results for three different gas velocities and three different size vortex rods. The case with no vortex rod is also shown for comparison. As expected, larger vortices, i.e. generated by a larger rod, produce larger "wrinkles" in the flame front. It is also apparent that the degree of flame front wrinkling increases with increasing vortex strength, i.e. greater gas velocity in this case. A systematic study of the relationship between the scale and curvature of the flame front "wrinkles" and the strength and size of the vortices is in progress. In addition, the experimental procedures for the PLIF OH thermometry and CH measurements are under development.
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Figure 1. Flamelet curvature probability density functions.

Figure 2. Comparison between inner cutoff predictions and measurements.

Figure 3. Flame-vortex experiment

Figure 4. PLIF OH measurements of flame-vortex interaction.
SUMMARY/OVERVIEW:

An important ingredient of the turbulent-combustion problem is the coupling between reaction and molecular diffusion, dominantly on the smallest scales. Perhaps the simplest statistical description that can represent the basic phenomena is the joint pdf of a scalar and its gradient. In the evolution equation for this joint pdf, the principal modelling challenge is associated with molecular diffusion. In this project a mapping closure is being developed for this joint pdf equation, using a combined theoretical and computational approach.

TECHNICAL DISCUSSION

Introduction

A simple way to understand the theoretical problem of turbulent combustion is to consider how (at a given point) the fluid composition changes with time. There are three processes that cause this change: convection, reaction, and molecular diffusion. In pdf methods the first two of these processes are treated exactly, while the third—molecular diffusion—has to be modelled. Many other theoretical and experimental studies lead to the same conclusion: the major current issue in turbulent combustion is to understand and model the effects of molecular diffusion.

The focus of this work is the joint pdf of composition and its gradient. The addition of the composition gradient—compared to pdf methods currently in use—provides valuable information on the microstructure of the composition field that is responsible for molecular diffusion. One virtue of this approach is that it can reconcile flamelet and nonflamelet notions in both premixed and diffusion flames (Pope 1990). For the joint pdf of composition and its gradient contains the same information as the joint pdf of mixture fraction and its dissipation rate, that is the cornerstone of flamelet models of diffusion flames (Peters 1984). Similarly, this joint pdf contains full information on the surface-to-volume ratio, which is used in flamelet models for premixed combustion.

A most promising recent advance is the development of mapping closures (Chen et al. 1989, Kraichnan 1990, Pope 1991, Gao 1991). This is a completely new formalism that yields "constant-free" pdf closures. In its initial application to the marginal pdf of a scalar (Pope 1991) the accuracy of the mapping closure has been remarkable. In this work, a mapping closure will be developed for the joint pdf of a scalar and its gradient.

Approach

Mapping closure is a formalism rather than a model. Thus, if the formalism is successfully applied to one problem, then it can readily be extended to all problems of the same type. The principal closure problem is connected with the molecular diffusion term. If the formalism can be developed for a simple diffusion problem, then it can be extended to others. The simplest diffusion problem is the unsteady heat conduction equation with no velocity field and no source term.
To a large extent, mapping closures developed for two-dimensional problems can be extended to the three-dimensional case of practical interest. Thus the initial objective of the research is to develop a mapping closure for the 2D heat conduction equation with random initial conditions.

**Mapping**

Mapping closures can be understood in terms of three different fields. The first is the *turbulent field* $\phi(x,t)$, which is the scalar evolving according to the 2D heat conduction equation

$$\frac{\partial \phi}{\partial t} = \Gamma \nabla^2 \phi.$$  

In the statistical closure, $\phi(x,t)$ is not known in detail: all that is known is $f(\psi, \gamma|t)$—the joint pdf of $\phi$ and $|\nabla \phi|$.

The second field is the specified *Gaussian field* $\theta(z)$. Without loss of generality we take $<\theta>=0$, $<\theta^2>=1$. Then all statistics of the field are determined by the spectrum of $\theta$, which is to be specified.

The third field is the *surrogate field* $\phi^s(x,t)$. This is obtained as a mapping of the Gaussian field:

$$\phi^s(x,t) = X(\theta(z,t),t),$$ (2)

with

$$z = J(x,t).$$ (3)

The amplitude mapping $X$, and the deformation $J$ are to be chosen so that $\phi^s$ has the same joint pdf as $\phi$.

The fundamental closure assumption is that (for each infinitesimal time increment) the joint pdf of the turbulent field evolves identically to the joint pdf of the surrogate field. This is a closure, since the surrogate field is known statistically in terms of the specified Gaussian field and the known mappings $X$ and $J$.

**Current Status**

There are several plausible ways to construct the mappings $X$ and $J$. At present we are performing a computational implementation of one mapping to explore its properties (including existence!). The deformation $J$ is specified to be volume preserving, so that it does not affect the marginal pdf of amplitude. Thus the mapping $X$ is the established amplitude mapping (Chen et al 1989).

The deformation is performed as an incompressible flow

$$J(x,t) = \int_{-\infty}^{t} u(x,s)ds.$$ (4)
The velocity field $u(x,s)$ is specified by requiring that the associated strain-rate field change the gradients $|\nabla \phi|$ to match the conditional pdf of $|\nabla \phi|$.

This work is in progress, and the success of the method has yet to be established.

Outlook

The computational implementation of the mapping will be completed. Then, the closure itself will be investigated computationally, by comparing the results to those obtained by DNS. The closure will then be developed analytically.
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SUMMARY/OVERVIEW

The objectives of this work are the development of accurate and efficient numerical methods for the simulation of the flowfield, mixing and burning rate in high Reynolds number shear flows and the application of these methods to study flow-combustion interactions. To avoid numerical diffusion and ensure adaptivity, Lagrangian, grid-free methods are used to transport the vorticity and scalar gradients along particle trajectories. At moderate Damkohler numbers, the chemical reaction is integrated within the transport elements. At high Damkohler numbers, flame sheet models are utilized to facilitate the incorporation of complex kinetics. During this year, we focused on the effect of variable density on the shear layer growth under unforced and forced conditions, and analyzed ignition, burning enhancement and extinction of a strained flame in the flamelet limit using an efficient model.

TECHNICAL REPORT

Spatial density gradients, even at the low Mach number limit, can influence the dynamics of shear flow through the baroclinic torque resulting from the interaction between the density and pressure gradients. At high Reynolds number, the pressure gradient reaches large values due to the growth of the instability and the curvature of the streamlines. Depending on the sign of the baroclinic term, it may enhance or diminish the vorticity leading to the continuous redistribution of the vorticity field within the large structures, resulting in the formation of asymmetric structures which impacts the entrainment levels and their proportions from both streams. The problem is compounded by the coupling between the vorticity and the pressure gradients. We have performed simulations of a spatially developing variable density shear layer under unforced and forced conditions, using the transport element method, to validate our schemes and develop some insight into this problem [1]. The essential conclusions were checked by conducting some three-dimensional simulations of a temporally growing layer with variable density [2].

For a shear layer with a velocity ratio of two, and with forcing provided only by the asymmetric boundary conditions (a splitter plate on one side and an exit boundary on the other side, i.e. a free shear layer) we have performed simulations for density ratios ranging from 1/3 and 3 (slow stream to fast stream density). The growth rate of the layer, defined by the slopes of the lines at which the mean density deviates from the density difference between the two streams by 1%, increases with the density ratio. The growth rate is 30% higher when the density ratio is changed from 1/3 to 3. The volumetric entrainment into the shear layer exhibited a strong dependence on the density ratio as well. Relative to the case of a uniform-density layer, a non-uniform density layer entrains (by volume) more from the low density fluid, with the time-average ratio of low density to high density fluid within the shear layer changing from 0.65 to 2.0 as the density ratio is flipped from 1/3 to 3. Both effects are consistent with the observation that the large eddies move with respect to the mean velocity of the two streams, in the direction of the heavier stream. Arguments based on vorticity generation are found to explain the physical origin of these observations. The large eddies, while resembling a vortex monopole in the uniform density case, acquire a vortex dipole form, pointing in the direction of the lighter stream in the variable density case. The interactions between the dipoles and the mean flow and among themselves constitute the origin of the physics exhibited by the results. All results were in quantitative agreement with experimental results. A sample of these results are shown in figure 1.

In the case of a forced shear layer, some unexpected results were encountered. The trends observed in the unforced case regarding the volumetric entrainment and eddy convection were
confirmed, and the early growth of the layer agreed with the results of linear stability theory. However, the trends of the growth rate vs. density ratio was drastically different form those seen in the unforced case. In the forced layer, we found that for a momentum ratio less than one, the growth rate decreases as the density ratio increases reaching a minimum around unity momentum ratio. The opposite is true for momentum ratio larger than one. In both cases, the growth rate can be substantially higher than in the unforced case for the same density ratio. Inspection of the vortex structures revealed that while in the early stages, and until the fundamental instability mode saturates, the layer dynamics resembles that of the unforced layer, the later stages, when eddy pairing is expected to be the dominant mechanism of growth, are different. Equal or nearly equal momenta in the two streams suppresses the tendency of neighboring eddies to pair by equilibrating their cross stream motion. On the other hand, substantially different momenta amplify the cross stream interaction between neighboring eddies and accelerates pairing. Clearly, the momentum ratio is a critical parameter in determining the outcome of forcing a variable density shear layer. Results of this study are summarized in figure 2.

Application of the transport element method to a reacting shear layer, documented in Ref [2,3] shows that the structure of the reaction zone, when accurately resolved using several layers, changes from a zone distributed over an area of a scale comparable to the vorticity scale to smaller and thinner zones of a much smaller thickness. These simulations were conducted for Damkohler number in the range of 0.1 - 10. Increasing the Damkohler number beyond 10 required an excessively large number of transport elements to accurately resolve both the vorticity field and the reaction zone. This prompted exploring an approach based, in principle, on an-inner-expansion-outer-expansion formulation of the problem in which within each time step, computations of different phenomena are conducted in different computational domains and then coupled using the appropriate boundary conditions. In its simplest form, in which the coupling is weak, this approach resembles a flame sheet formulation of the turbulent combustion problem. The coupling proceeds in the same way as that described in the transport element method. The approach requires an accurate and efficient solution of the flame structure with finite diffusion and chemical kinetics. Such method has been formulated using a series of coordinate transformations to produce a locally adaptive grid for resolving the flame structure employing the smallest number of points possible. The method has been applied to study strained flames, and some of the results are discussed next.

Figure 3 shows the effect of a constant strain rate on the ignition delay time and the steady burning of a diffusion flame. Close to extinction, where the strain is ~ 6x10^{-4} s^{-1}, the ignition delay is a strong function of the strain rate. The ignition time increases with strain due to the heat loss enhancement by the strain rate which maintains the temperature within the reaction zone low. Close to extinction, the peak reaction rate before the steady state, and the steady reaction rate are also independent of strain, while the ignition delay increases. Thus, if a strained flame is extinguished, it may be unlikely to re-ignite if the strain rate remains higher longer than the ignition delay at this particular strain. The peak steady-state temperature and the steady burning rate are shown as functions of the strain rate in figure 4. Parametric studies show that while the shapes of these curves are almost independent of the activation energy (almost a square root shape), the critical strain of extinction decreases as the activation energy increases.
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Figure 1. The top and bottom plots show the instantaneous location and relative-to-the-mean-velocity of all vortex elements in the case of an unforced shear layer with velocity ratio of one-half (bottom stream to top stream) for density ratio of one-third (top plot) and three (bottom plot). The two plots in the middle show the vorticity contours of a particular eddy (marked) in both cases where broken lines indicate positive vorticity.

Figure 2. The effect of the density ratio and momentum ratio (low velocity to high velocity streams) on the growth rate of a forced shear layer (both fundamental and subharmonic), shown as a broken line. The solid line shows the results for an unforced layer with the open circles indicating the same results corrected for the change in the free-stream velocities due to confinement.
Figure 3. Effect of strain rate on burning history of a diffusion flame. The normalized activation energy is 10, the pre-exponential factor is $4 \times 10^7$, the normalized adiabatic flame temperature is 6, and the mass equivalence ratio is one. The flame is ignited by a spark that lasts for one time step.

Figure 4. Steady state burning rate and maximum temperature within reaction zone for the flame shown in figure 3. Note the sudden extinction and the "cool" burning branch of the curve.
SUMMARY/OVERVIEW:

The objective of the present program is to study the structure of laminar premixed and diffusion flames through (a) non-intrusive experimental determination in reduced and elevated pressure environments, (b) computational simulation using detailed flame and kinetic codes, and (c) asymptotic analysis for the reduced mechanisms. During the reporting period (1) a theory has been proposed and experimentally substantiated for the phenomenon of flammability limits, (2) the laminar flame speeds of methane and the C₂-hydrocarbons mixtures with O₂ and N₂ have been experimentally determined up to 8 atmospheres, and (3) the laminar flame speeds of methanol/air mixtures have been determined over extensive concentration ranges and its kinetics studied using data obtained from flames, flow and static reactors, and shock tubes.

TECHNICAL DISCUSSIONS:

1. A Kinetic Criterion of Flammability Limits

While "flammability limit" has a long and prominent history in the description of combustion phenomena, a clear and unique fundamental definition, which would also allow for its unambiguous theoretical and experimental determination, has yet to be identified. As a consequence, the term "flammability limit" has been widely and loosely applied to diverse situations of unsustainable combustion, many of which represent only limits of flame extinction or failures of flame stabilization or spreading under very specific burning situations. Clearly, if flammability limit is indeed a useful fundamental concept, then a combustible fuel/oxidizer system can have only a lean limit and a rich limit, which occur at two distinct concentrations. As such, these two flammability limits should be unique physico-chemical properties of a combustible system, independent of such external influences as conductive and convective heat losses, aerodynamic straining, gravity-related phenomena, and etc. The extinction limits of this system, however, can span the entire concentration spectrum bounded by the lean and rich flammability limits, and are dependent on the nature and intensity of the external extinction mechanism(s) in operation for given burning situations.

In view of the above specifications, the configuration based on which flammability limit can be usefully defined is the state at which steady propagation of the one-dimensional, planar premixed flame in the doubly-infinite domain fails to be possible, as originally adopted by Spalding in his attempt to define such a limit. The failure of propagation can be caused by several factors. The most crucial and omnipresent process is the chain branching and termination mechanism. Thus, as the flammability limit is approached, the continuous reduction of the flame temperature weakens the temperature-sensitive branching reaction(s) relative to the termination reaction(s) which are in general less temperature sensitive, and causes a slowdown in the overall reaction. While it is not clear whether failure of flame propagation can be induced by this kinetic slowdown alone or additional loss mechanisms are needed, it is reasonable to require that if they are indeed needed, then their influences must be in such a way that the flammability limit can still be defined in terms of a mixture concentration alone at a given ambient temperature and pressure, and is therefore insensitive to the actual nature and magnitude of these loss mechanisms as long as they are present. It is conjectured that the chain mechanism(s) will have weakened the reaction to such an extent at the flammability limit
that the flame extinguishes when being perturbed by the various unavoidable loss mechanisms in the system.

In the present study we have first experimentally determined the "flammability limits" of a variety of mixtures, conforming as closely as possible to our definition of such a limit. We then propose a criterion, which is based on the kinetic consideration of the sensitivity of the termination reaction to the branching reaction, from which flammability limits can be determined from first principles. These are briefly described in the following. In the present study we have also restricted to fuel/oxidizer systems consisting only of the reactive elements of carbon, hydrogen, and oxygen.

The experimental methodology basically involves the establishment of two symmetrical, planar, almost-adiabatic flames in a nozzle-generated configuration, and the determination of the velocity profile along the centerline of the flow using LDV. The velocity gradient ahead of the local minimum point of the velocity profile is identified as a reference imposed strain rate $K(\phi)$ experienced by the stretched flame, for the given fuel to air equivalence ratio $\phi$ of the mixture. By continuously increasing the stretch rate, the flames will approach each other and extinction of the flame ensemble will eventually occur at a distinct stretch rate $K_{ex}(\phi)$. Thus by plotting $K_{ex}$ versus $\phi$, for sufficiently small values of $K_{ex}$, a limiting concentration $\phi^*$ is obtained through linear extrapolation to $K_{ex}=0$; $\phi^*$ is then the flammability limit according to our definition. Figure 1 shows such a determination.

In order to arrive at a rational criterion of flammability limits, we first computationally solve the structure of an adiabatic one-dimensional planar flame with detailed reaction mechanism for a given mixture concentration. From such a calculation the dominant branching and termination reactions can be identified through sensitivity analysis. If we represent the net rate of the dominant branching reaction by its maximum value $w_B$, and the net rate of the corresponding termination reaction at the location of the maximum branching reaction rate $w_T$ (see Fig. 2), then the response of $w_B$ to $w_T$ as the reactant concentration varies can be expressed as

$$w_T = w_B \alpha(\phi)$$

It is clear that for $\alpha<1$, $w_T$ responds to $w_B$ in either a gradual or decelerative manner. However, for $\alpha>1$ the response is accelerative. It is therefore reasonable to expect that at $\phi^*$ defined by

$$\alpha(\phi^*) = 1,$$

the chain mechanism could become sufficiently sensitive to loss perturbations that the flame extinguishes readily. We therefore propose that the mixture concentration $\phi^*$ at which the above equality is satisfied can be identified as the flammability limit of the mixture. Figure 3 shows a plot of $\alpha$, termed the flammability exponent, as a function of the equivalence ratio for the 1 atm CH$_4$/air system.

Extensive experimental and theoretical determinations of the flammability limits have been performed for the C-H-O system. The results are summarized in Table 1. The close agreements between the experimental and calculated results are quite obvious, and are demonstrated in Fig. 4 in which the experimental concentration limits (percent of fuel in the mixture, $\Omega$) are plotted against the calculated concentration limits. Furthermore, the following insights on the properties of flammability limits have been gained.

(a) The computed flame speeds assume finite values at the limits, implying that the limit phenomenon is an abrupt one.

(b) $H+O_2 \rightarrow OH+O$ is the dominant branching reaction for all the lean and rich flammability limits studied.

(c) $H+O_2+M \rightarrow HO_2+M$ is the dominant termination reaction for all lean limits and the rich limits of H$_2$/air mixtures.

(d) $CH_4+H \rightarrow CH_3+H_2$ is the termination reaction for rich limits of CH$_4$/air mixtures.

(e) The location of the maximum of the dominant termination reaction at the state of the flammability limit, indicating radical scavenging attains its maximum efficiency at the limit.
2. Determination of Laminar Flame Speeds

Extensive efforts have been expended at determining the laminar flame speeds of various combustible mixtures using the counterflow technique developed under prior support by AFOSR. The availability of accurate values of the laminar flame speed not only is essential for the modeling of more complex combustion phenomena such as those related to turbulent flames, but they can also be used in the development of chemical kinetic schemes in that a necessary condition for the validity of a scheme is that its predicted flame speed should agree with the experimental value. During the reporting period we have determined the laminar flame speeds of methane and the \( \text{C}_2 \)-hydrocarbons mixtures with \( \text{O}_2 \) and \( \text{N}_2 \) up to 8 atmospheres. The laminar flame speeds of methanol/air mixtures have also been determined for alternate fuels applications and for studies of the \( \text{HO}_2 \) kinetics. We are currently analyzing these data.
<table>
<thead>
<tr>
<th>(L/R) Mixture</th>
<th>Experimental</th>
<th>Theoretical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p.</td>
<td>$\Omega^<em>$ ((\phi^</em>))</td>
</tr>
<tr>
<td>(L) CH$_4$/air</td>
<td>3.00</td>
<td>5.18 (0.52)</td>
</tr>
<tr>
<td>(L) CH$_4$/air</td>
<td>2.00</td>
<td>5.08 (0.51)</td>
</tr>
<tr>
<td>(R) CH$_4$/air</td>
<td>2.00</td>
<td>15.5 (1.75)</td>
</tr>
<tr>
<td>(L) CH$_4$/air</td>
<td>1.00</td>
<td>4.80 (0.48)</td>
</tr>
<tr>
<td>(R) CH$_4$/air</td>
<td>1.00</td>
<td>14.9 (1.67)</td>
</tr>
<tr>
<td>(L) C$_2$H$_6$/air</td>
<td>0.75</td>
<td>4.90 (0.49)</td>
</tr>
<tr>
<td>(L) CH$_2$/air</td>
<td>0.50</td>
<td>4.80 (0.48)</td>
</tr>
<tr>
<td>(L) CH$_4$/air</td>
<td>0.375</td>
<td>5.08 (0.51)</td>
</tr>
<tr>
<td>(L) CH$_4$/air</td>
<td>0.25</td>
<td>4.99 (0.50)</td>
</tr>
<tr>
<td>(L) CH$_4$/Ar-air$^a$</td>
<td>1.0</td>
<td>3.45 (0.34)</td>
</tr>
<tr>
<td>(R) CH$_4$/Ar-air$^a$</td>
<td>1.0</td>
<td>17.9 (2.07)</td>
</tr>
<tr>
<td>(L) CH$_4/[0.5925$Ar+0.1975He+0.21O$_2$]$^a$</td>
<td>1.0</td>
<td>3.84 (0.38)</td>
</tr>
<tr>
<td>(L) CH$_4/[0.395$Ar+0.395He+0.21O$_2$]$^a$</td>
<td>1.0</td>
<td>4.23 (0.42)</td>
</tr>
<tr>
<td>(L) CH$_4/[0.1975$Ar+0.5925He+0.21O$_2$]$^a$</td>
<td>1.0</td>
<td>4.42 (0.44)</td>
</tr>
<tr>
<td>(R) CH$_4$/He-air$^a$</td>
<td>1.0</td>
<td>4.70 (0.47)</td>
</tr>
<tr>
<td>(L) CH$_4/[0.18O$_2+0.82N$_2$]$^a$</td>
<td>1.0</td>
<td>4.96 (0.58)</td>
</tr>
<tr>
<td>(L) CH$_4/[0.151$O$_2+0.849N$_2$]$^a$</td>
<td>1.0</td>
<td>4.95 (0.59)</td>
</tr>
<tr>
<td>(R) CH$_4/[0.151$O$_2+0.849N$_2$]$^a$</td>
<td>1.0</td>
<td>9.06 (1.32)</td>
</tr>
<tr>
<td>(L) [0.94CH$_4+0.05$CH$_3$Br]/air$^a$</td>
<td>1.0</td>
<td>5.42 (0.57)</td>
</tr>
<tr>
<td>(L) H$_2$/air</td>
<td>1.5</td>
<td>6.52 (0.17)</td>
</tr>
<tr>
<td>(L) H$_2$/air</td>
<td>1.0</td>
<td>6.30 (0.16)</td>
</tr>
<tr>
<td>(L) H$_2$/air</td>
<td>0.5</td>
<td>5.74 (0.14)</td>
</tr>
<tr>
<td>(R) H$_2$O$_2$/N$_2$ ((\phi=1.6))$^b$</td>
<td>1.0</td>
<td>15.2 (---)</td>
</tr>
<tr>
<td>(R) H$_2$O$_2$/N$_2$ ((\phi=1.6))$^b$</td>
<td>0.75</td>
<td>11.9 (---)</td>
</tr>
<tr>
<td>(R) H$_2$O$_2$/N$_2$ ((\phi=1.6))$^b$</td>
<td>0.5</td>
<td>8.49 (---)</td>
</tr>
<tr>
<td>(R) H$_2$O$_2$/N$_2$ ((\phi=2.0))$^b$</td>
<td>1.0</td>
<td>19.8 (---)</td>
</tr>
<tr>
<td>(L) [0.25CH$_4+0.75$H$_2$/air$^a$</td>
<td>1.0</td>
<td>5.66 (0.25)</td>
</tr>
<tr>
<td>(L) [0.50CH$_4+0.50$H$_2$/air$^a$</td>
<td>1.0</td>
<td>5.10 (0.32)</td>
</tr>
<tr>
<td>(L) [0.75CH$_4+0.25$H$_2$/air$^a$</td>
<td>1.0</td>
<td>5.03 (0.41)</td>
</tr>
<tr>
<td>(L) C$_2$H$_4$/air</td>
<td>1.0</td>
<td>2.91 (0.50)</td>
</tr>
<tr>
<td>(R) C$_2$H$_4/[0.16O$_2+0.84N$_2$]$^a$</td>
<td>1.0</td>
<td>7.59 (1.80)</td>
</tr>
<tr>
<td>(L) C$_2$H$_4$/air</td>
<td>1.0</td>
<td>2.92 (0.43)</td>
</tr>
<tr>
<td>(R) C$_2$H$_4/[0.12O$_2+0.88N$_2$]$^a$</td>
<td>1.0</td>
<td>6.44 (1.72)</td>
</tr>
<tr>
<td>(L) C$_2$H$_4$/air</td>
<td>1.0</td>
<td>2.86 (0.35)</td>
</tr>
<tr>
<td>(L) C$_2$H$_4$/air</td>
<td>1.0</td>
<td>2.05 (0.50)</td>
</tr>
<tr>
<td>(L) [0.92CO+0.08H$_2$/air</td>
<td>1.0</td>
<td>11.2 (0.30)</td>
</tr>
<tr>
<td>(L) [0.9:CO+0.08H$_2$/[0.113O$_2+0.887N$_2$]$^a$</td>
<td>1.0</td>
<td>13.0 (0.66)</td>
</tr>
<tr>
<td>(R) [0.92CO+0.08H$_2$/[0.113O$_2+0.887N$_2$]$^a$</td>
<td>1.0</td>
<td>52.5 (4.90)</td>
</tr>
</tbody>
</table>

$^a$ Species coefficients represent mole fractions in fuel and/or oxidizer mixtures.

$^b$ Flammability limits obtained by varying the nitrogen dilution for fixed $\phi$. 
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SUMMARY/OVERVIEW:

An experimental and computational investigation of supersonic combustion flows is being conducted to gain a more fundamental understanding of mixing and chemical reaction in supersonic flows. The research effort comprises three interrelated elements: (1) an experimental study of mixing and combustion in a supersonic mixing layer; (2) development of laser-induced fluorescence techniques for time-resolved, two-dimensional imaging of species concentration, temperature and velocity; and (3) numerical simulations of compressible reacting flows.

TECHNICAL DISCUSSION:

Experiments on Mixing and Reaction in Supersonic Flow

Experimental investigation of supersonic mixing continued during the past year. Planar laser-induced fluorescence (PLIF) has been used to investigate the scalar mixing field for low and moderate compressibility. In these experiments, NO is seeded at about 1500-3500 ppm into the low-speed stream and acts as a passive scalar. The A-X(0,0) Q(10.5) transition of NO is pumped at 226.160 nm with broadband collection of the resulting fluorescence. Due to the quenching conditions and the chosen pump line, the resulting fluorescence is proportional to the NO mole fraction.

Figure 1 shows a perspective view of the scalar mixing field in a small region of the flow extending from 28 to 33 cm downstream of the splitter tip. The high levels (background) represent pure low-speed fluid, the low levels (foreground) represent pure high-speed fluid, while intermediate levels represent mixed fluid, to within the resolution of the measurement volume. The low compressibility case shows NO mole fractions which tend to be uniform in the cross-stream direction and ramped in the streamwise direction. The moderate compressibility case also shows streamwise ramps, but two levels of NO mole fraction are often observed in the cross-stream direction. We also find considerable structure to structure variations. Further results are found in Ref. 1.

We have also found a possible mixing enhancement, Ref. 2, which is reported next. Figure 2(a) shows the experimental arrangement whereby a disturbance that emanates from the sidewall is allowed to interact with the layer at the splitter tip. This perturbation results in significant distortion of the layer leading to increased mixing volume, as can be seen in a time-averaged view of the layer shown in Fig. 2(b). Since a wave system is used to produce the layer perturbations, we conclude that there is no analog in subsonic flow to the response seen here.

We recently have configured the supersonic flow facility for combustion tests. Specifically, the vitiation air heater has been operated over a broad range of temperatures. Stagnation temperatures up 1800 K, needed to produce ignition in the mixing layer, have been achieved. A splitter tip has been designed and fabricated for the combustion tests to provide convective Mach numbers which overlap those used in the non-reacting flow experiments. A make-up oxygen flow system has been designed for the high-speed vitiated air stream, and a hydrogen flow system for the low-speed stream has been installed. Initial combustion tests will be conducted to establish the ignition envelope for the facility.
Fig. 1. PLIF images of NO mole fraction in the mixing layer. (a) $M_c = 0.28$; (b) $M_c = 0.62$.

Fig. 2. Effects of a single side-wall disturbance generator on the mixing layer. (a) schematic diagram; (b) resulting flowfield perturbation when viewed upstream at $x = 25$ cm. $M_c = 0.28$.

Development of Supersonic Flow Diagnostics

This research is aimed at establishing Planar Laser-Induced Fluorescence (PLIF) techniques for imaging in supersonic flows, particularly including various shock tube and tunnel flowfields and the supersonic mixing layer facility at Stanford. Work during the past year has been in four areas: (1) flow facility development; (2) flowfield code development; (3) PLIF imaging of shock-induced ignition; and (4) PLIF imaging of supersonic jet mixing and combustion.

Recent facility development has been associated with our shock tube, Ref. 3. Primary projects have included design and fabrication of a shock tunnel extension to the shock tube and a pulsed valve assembly which enables study of transverse jets in supersonic cross-flow behind incident shock waves. Both projects have been completed satisfactorily, although further refinements will be made to improve performance during this next year.
Work to assemble a computer code describing supersonic underexpanded free jets with vibrational nonequilibrium has been completed, Ref. 4. This code, based on the method of characteristics, is needed to design and interpret PLIF imaging experiments in high-speed, vibrationally relaxing flows. This particular flowfield is attractive experimentally in that it is relatively easy to generate and it provides a stringent test of diagnostic strategies owing to the large range of flowfield parameters found in the region between the jet exit plane and the Mach disc.

Experiments aimed at developing PLIF imaging concepts for studies of H2-O2 ignition were completed and reported at the 23rd Combustion Symposium, Ref. 5. The approach taken was to monitor OH production in the region adjacent to a shock tube end wall which had been modified to include a shallow groove. The local nonuniformities in reflected shock properties caused by this disturbance provide a trigger mechanism for ignition useful over a wide range from weak to strong ignition events. These experiments revealed significant flow structure which would not have been observable with conventional flow visualization schemes. Details of the work are available in Ref. 5.

Finally, our most recent work has been concerned with developing variants of PLIF suitable for study of mixing and combustion of transverse jets in supersonic cross-flow, Ref. 6. Experiments were done in a shock tube, using a pulsed valve assembly to introduce transverse jets of either NO (a non-reactive tracer for mixing studies) or H2 (reactive case) into the hot, supersonic flow behind an incident shock wave. Example results for single-shot images acquired with two laser-sheet orientations, in both the non-reacting and reacting cases, are shown in Fig. 3. The left-hand images reveal the presence of unsteady large-scale structures in the mixing/combustion region downstream of a stable barrel shock and Mach disc region. The right-hand images are for transverse illumination of the flow at an axial location of x/D = 15. These images reveal significant three-dimensionality in the flow as well as enhanced combustion in the boundary layer adjacent to the lower wall. Details are available in Ref. 6.

**Fig. 3.** Single-shot PLIF images of nonreacting (NO) and reacting (OH) transverse jets in supersonic crossflow: (a) side-view images; (b) end-view images. Region imaged is 11×22 mm; free stream conditions: M = 1.4, P = 0.4 atm, T = 2100 K; jet parameters: P0 = 3.4 atm, T0 = 300 K, D = 2 mm.

**Stability and Numerical Simulation**

This phase of the program, under the direction of Prof. W. C. Reynolds, has two objectives: (1) to provide guidance to the setup and interpretation of the experiments through a combination of stability analysis and numerical simulations; (2) to provide guidance to turbulence modeling through direct numerical simulations of turbulent flows. The numerical simulations are carried out at NASA/Ames Research Center under the auspices of the Stanford/Ames Center for Turbulence Research.

The first work, reported by Sandham and Reynolds 1989, Ref. 7, involved stability analysis and extensive numerical simulations of the time-developing compressible mixing layer. This work provided the first hint that the non-reacting compressible mixing layer at convective Mach numbers Mc above about 0.6 would show increasing three-dimensionality with increasing Mc. This prompted a modification of the experimental facility to allow visualization of the three-dimensionality, which was indeed observed in the experiments of Clemens and Mungal, Ref. 8. More recent stability analysis by Planche and Reynolds 1991, Ref. 9, showed that heat addition (chemical reaction) would tend to
restore the dominance of two-dimensional modes. Their simulations and stability analysis suggest that the large-eddy structure in a reacting mixing layer will consist of vortices associated with two sets of relatively independent parallel mixing layers, each arising from one of the two maxima of the vorticity-density product that occurs on either side of the layer.

Planche and Reynolds, Ref. 9, introduce the concept of flame-convective Mach number $M_f$ to account for differences in stagnation temperature of the two streams. Their stability analysis suggest that the growth rate of a reacting layer at a given $M_f$ will be the same of that of a non-reacting layer at $M_c = M_f$, i.e. that $M_f$ is the proper data correlation parameter for reacting mixing layers.

In a study just completed, Blaisdell, Mansour, and Reynolds, Ref. 10, conducted extensive numerical simulations of homogeneous compressible turbulent shear flow. They found that this flow develops a turbulence state that is independent of the initial field, with an rms Mach number of approximately 0.7. Isolated three-dimensional eddy shocklets observed between the legs of hairpin vortical structures were found to account for much of the increase in dissipation due to dilatation. Recent models for the dilution dissipation were well supported by these simulations, and new ideas for modeling were suggested.

The reacting mixing layer simulations are very computer-intensive, and consequently these have been moved from the Cray Y-MP to a hypercube parallel processor computer, where excellent performance has been obtained. The future work on this project will focus on completion and analysis of representative three-dimensional direct simulations of the time-developing reacting mixing layer, from which we expect to learn a great deal about the detailed structure of such flows that will aid in planning and interpreting the experiments.
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SHOCK-INDUCED MIXING AND COMBUSTION IN A VORTEX
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SUMMARY/OVERVIEW:
An experimental and computational study is being made of a novel technique to enhance the mixing and combustion in a supersonic flow between a jet of hydrogen and a coflowing stream of air. Impinging oblique shocks are used to produce streamwise vorticity at the interface between the hydrogen jet and air. The vorticity produced in this interaction causes rapid distortion of the interface and rapid mixing of the hydrogen and air. This process is being studied experimentally in shock-tube and wind-tunnel facilities. Combustion in this type of vortex is being studied in a burner where combustion is initiated in the mixing layer between a premixed flow of fuel and air, and the hot products of combustion contained in a recirculation zone produced by a rearward-facing step.

TECHNICAL DISCUSSION

1. SHOCK-INDUCED MIXING INVESTIGATION

During the past year we have been studying shock-induced mixing of helium jet with air in supersonic flows, and combustion in a vortex produced at the interface between premixed fuel-air mixture and burned products of that mixture. Under the support of another grant we are also studying the application of the shock-induced mixing ideas to a fuel injector for a hypersonic combustion system. The injector has been studied in tests carried out in the high Reynolds number, Mach 6 wind tunnel at Langley Field, NASA.

Shock-Tube Experiments: Studies are being carried out in the shock tube because we have shown that a two-dimensional transient flow gives an excellent picture of many of the features of the three-dimensional steady interaction between a standing shock and the steady flow of a hydrogen jet imbedded in air.

Experimental work in the shock tube has concentrated on understanding the mixing produced by the passage of a shock over a cylinder of helium whose axis is parallel to the shock front. In the experiments discussed here the “cylinder” was a vertically directed laminar jet of helium which was injected into the test section of a 43-cm shock tube. Shocks with Mach numbers of 1.10 to 2.0 have been studied in the shock tube and the concentration field by shock impingement on the jet is being observed by use of a Rayleigh scattering technique. In each experiment, the distortion of the helium cylinder was recorded by an enhanced video camera with an exposure time of about 0.7 microseconds. In the past similar measurements were made with a picture of the observed made by measuring the fluorescence radiation produced by the excitation of biacetyl dye by a pulse of laser light.
The dye was mixed with the helium prior to its injection. We have abandoned this technique in favor of the Rayleigh scattering technique because of problems in interpretation of the data due to the large differences between the diffusion coefficients of the dye and helium gas.

This study is carried out by John Budzinski and the experimental parameters of interest are the Mach number of the incident shock, the density ratio between the injected flow and the surrounding air, the initial density gradient in the jet, the geometry of the jet, and time after the interaction starts. We measure the geometry of the distorted jet, its motion relative the ambient fluid, and the degree of mixing of the helium with the air.

We have shown that an accurate picture of the whole process can be assembled by taking photographs of nominally identical experiments at different times after the start of the interaction. The apparatus allows study of the flow for several milliseconds after shock impingement and our primary aim is to develop an understanding of the scaling of the interaction with initial size of the cylinder and the incident Mach number.

The Rayleigh scattering technique, applied by Budzinski, gives us a more detailed understanding of the structure of the mixing between the helium and the air than did the biacetyl technique.

Given the success of this technique, we have abandoned the experiments in which the helium was originally contained within a thin plastic cylinder and are now collecting data concerning the effect on the mixing rate of changing the shock Mach number from 1.1 to 2.0, and the density ratio of the gases inside and outside the cylinder from 0.07 to 0.5. The effects of a reflected shock on the mixing process will also be studied.

**Wind Tunnel Experiments:** Studies are being carried out in a Mach 2.6 flow to investigate the mixing produced by shear forces when a hydrogen jet imbedded in an air stream passes through a shock wave. This process is not modeled in the shock-tube experiments and may be important in real systems when substantial differences between the velocities of hydrogen and air exist.

Dr. L. Hill and R. Moore are in the process of building a Mach 2.6, continuous-flow wind tunnel, with a cross-section of 6.25 by 6 cm and a total pressure of one atmosphere, which will allow the influence of shear to be examined experimentally. In the experiments, parallel flows of air and a hydrogen jet will pass through an oblique shock and the resulting mixing processes will be measured with the Mie scattering technique. Scattering of a laser light sheet by ice particles formed by condensation in the wind-tunnel nozzle will be the primary experimental technique. The wind tunnel is substantially completed and we expect to start our experimental investigation during the summer of 1991.

A fuel injection concept for hypersonic combustion systems, whose design was based on this AFOSR Program, has been carried out in the high Reynolds number, Mach 6 wind tunnel at Langley Field, NASA by Dr. Ian Waitz. The results of this program and comparison with the work described here are described in the thesis by Waitz. We hope to be able test this injection concept with the combustion of hydrogen injectant in the new T5 Facility at Caltech. This facility, which was completed during the past year under the direction of
Dr. Hans Hornung, will allow testing with combustion of hydrogen for several milliseconds at a static pressure of 1/3 atmosphere, a total temperature of 10,000 K, and a Mach number of 5.3.

Computational Program: The computations of shock-induced mixing have been carried out with the a code supplied to us in two versions by J. Boris at NRL, Silver Springs Maryland. The aim of these calculations is to give guidance for the selection of parameters to be used in the experimental work, to allow us to determine approximately values of parameters such as vorticity (which we can not measure in the experiments), and to help in the development of scaling laws for the mixing process.

The computational program, carried out on the San Diego Cray XMP using time made available by the NSF, has been completed and the results are available in the thesis by Dr. Joe Yang. Calculations which have been completed include studies of the effect on mixing of the initial gradients and distortions of the edge of the helium cylinder, the ratio of cylinder diameter to duct height, the Mach number of the shock for the range 1.1 – 2.0, the density ratio between the cylinder fluid and ambient gas, the geometry of the cylinder, and the use of multiple cylinders arranged in several configurations.

Analysis of these computations has led to the development of scaling procedures for prediction of the circulation, rate of distortion, and velocity of the light gas relative to the ambient gas, which are produced by the impinging shock as a function of the density ratio and incident shock Mach number. Comparison with other computational results is good and a comparison with experimental results is being carried out now.

A qualitative measure of mixing has been obtained by comparing the length of contours of a fixed helium mass fraction.

2. COMBUSTION IN A VORTEX

In a practical application, the enhanced mixing technique described above involves the generation of longitudinal vortices in the mixing layer between coflowing hydrogen jets and the ambient air stream. Combustion will occur at the interface between the hydrogen jets and air as the vortices roll up and hence we have been interested in studying combustion in a vortex. The flow being studied now is that produced by vortices shed from a rearward-facing step which forms the lower wall of a two-dimensional combustion chamber and which acts as a flame holder for a premixed flow of fuel and air which passes over the step. Combustion occurs in the mixing layer formed downstream of the step between the unburnt fuel-air flow, which separates from the lip of the step, and products of combustion which recirculate behind the step. For certain sets of values for the gas speed and fuel-air ratio, a combustion instability develops which produces a regular shedding of vortices from the lip of the step at frequencies which range between 180 to 530 Hz.

T. Zsak studying the combustion within these vortices with a variety of experimental techniques which include pressure measurements throughout the combustion system, hot-wire velocity measurements in the cold gas at the flame holder lip, ionization probes inserted into the hot gas downstream of the flame holder lip, shadowgraph photographs obtained with a high-speed movie camera, photographs of the intensity of chemiluminescence ob-
tained with an enhanced video camera, and spark shadowgraph photographs of the density field.

All of these signals can be obtained continuously and simultaneously except the last two which can only be obtained at a rate of 30/second; in addition the shadowgraph and photographs of the chemiluminescence must be separated by at least a 10-microsecond time delay. We have been using a phase-locking technique with the shadowgraph and video camera photographs to obtain data from many vortices and build up a composite picture of the development of the combustion process.

In addition, we have been using a two-beam LDV to measure the velocity field of the flow as a function of position and time. The phase-locking technique must be used here again so that data taken at different positions and times can be correlated.

Using these techniques and continuous record of pressure, hot-wire measurements of the cold gas speed at the flame holder lip, and ionization probe measurements at several positions within the hot gas, we are now mapping the heat release pattern, as indicated by the chemiluminescence, the density field from the shadowgraph photographs, and velocity field in the vortex.

Results obtained with these techniques are being analyzed now to find the downstream motion and rate of growth of the vortex, the delay time between vortex shedding and the ignition of the upstream mixing layer, and the body of the vortex as a function of the initial velocity and pressure perturbations, the mean flow speed, and the fuel-air ratios.

Our initial impressions that the ignition of the vortex is delayed several milliseconds after the shedding process begins and that the rate of energy release grows rapidly after about three milliseconds for a stoichiometric mixture have been confirmed. The data also suggest that stretching of the interface between the hot products and the combustible mixture by the rapid growth of the vortex may inhibit combustion at the interface.

PAPERS:


CHEMICAL REACTIONS in TURBULENT MIXING FLOWS
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Summary/Overview

The purpose of this research is to conduct fundamental investigations of turbulent mixing, chemical reaction and combustion processes in turbulent, subsonic and supersonic free shear flows. Our program is comprised of an experimental effort, an analytical and modeling effort, a computational effort, and a diagnostics development and data-acquisition effort, the latter as dictated by specific needs of our experiments. Our approach is to carry out a series of detailed theoretical and experimental studies primarily in two, well-defined, fundamentally important flow fields: free shear layers and axisymmetric jets. The investigations of turbulent jet mixing are co-sponsored by the Gas Research Institute. To elucidate molecular transport effects, experiments and theory concern themselves with both liquids and gases. The computational studies are, at present, focused at fundamental issues pertaining to the computational simulation of both compressible and incompressible flows.

Technical discussion

Experimental investigations performed in the GALCIT Supersonic Shear Layer Facility during the last year included:

1. Non-reacting flows from low to moderately high compressibility (0.09 < $M_{\infty} < 0.96$). These were designed to search for large scale structures and shock waves, and to measure shear layer growth rates that could be compared to previous results (Papamoschou & Roshko 1988, Chinzei et al. 1986, Clemens & Mungal 1990).

2. Reacting flows at medium to moderately high compressibility ($M_{\infty} = 0.51-0.96$), which utilized H$_2$/F$_2$/NO chemistry, patterned after the incompressible experiments of Mungal & Dimotakis (1984) and Hermanson & Dimotakis (1989). These experiments were designed to make measurements of the molecular mixing rate in supersonic shear layers.

3. Laser Rayleigh-scattering imaging experiments of non-reacting flows spanning the range from low to moderately high compressibility (0.14 < $M_{\infty} < 0.96$). These experiments were designed to overcome the limitation of spanwise signal integration of the Schlieren imaging system which was used in the first two phases of the program. These Rayleigh-scattering experiments imaged a thin slice of the shear layer at the centerline location of the test section.
The Laser Rayleigh-scattering experiments are in the process of being analyzed at this time. The key results from the first two phases will be summarized below.

Figure 1 is a Schlieren photograph of a non-reacting He/Ar flow. This flow represents the highest compressibility investigated thus far ($M_{cl}^{(i)} = 0.96$). The shear layer is seen to grow linearly and does not appear to be dominated by the large-scale, two-dimensional structures found in incompressible shear layers. This absence of structure, in our experiments, is generally found even in the lower compressibility flows, a result that is somewhat at variance with the results of Clemens & Mungal (1990). Also visible in Fig. 1 is a pattern of shock and expansion waves in the low-speed fluid, created by shear layer structures travelling at supersonic velocities with respect to the low-speed stream. The inferred convection velocity of these structures is considerably higher than that predicted from the standard isentropic model, but it is in accord with the convection velocity measurements of Papamoschou (1989) and seems to be accounted for by a new theory for this behavior (Dimotakis 1991).

Figure 2 is a plot of normalized growth rate data in which the current results are compared to those of previous investigators. The agreement is seen to be good except for a few cases at low compressibility. Our results suggest the existence of two branches at $M_{cl}^{(i)} \simeq 0.1$, depending on whether the high-speed free stream is supersonic, or subsonic. The reasons for this difference are not understood at the present time, but they do suggest that the convective Mach number parameter $M_{cl}^{(i)}$ does not scale all of the compressibility effects in the planar shear layer.

In the reacting flow experiments, fast kinetics was achieved even in the highest compressibility flow ($M_{cl}^{(i)} = 0.96$) through the use of moderate concentrations (4%) of H$_2$ and F$_2$. The fast chemistry regime enables us to conduct 'flip' experiments (cf. Mungal & Dimotakis 1984. Koochesfahani & Dimotakis 1986) which yield estimates for the amount of molecular mixing in the shear layer. Figure 3 shows three temperature profiles across the shear layer for the $M_{cl}^{(i)} = 0.51$ flip experiments. The profile shifts toward the lean reactant in a manner similar to the incompressible experiments performed by Mungal & Dimotakis (1984), etc. Analysis of these data yields the following estimates for the volume fraction of molecularly mixed fluid within the shear layer:

$$\delta_{m} / \delta \simeq 0.40, \quad \text{at} \quad M_{cl}^{(i)} = 0.51, \quad \text{and} \quad \delta_{m} / \delta \simeq 0.31, \quad \text{at} \quad M_{cl}^{(i)} = 0.96.$$  

These can be compared to the estimate $\delta_{m} / \delta \simeq 0.49$ for incompressible shear layers (Dimotakis 1989). While some of the difference may be attributable to the higher Reynolds numbers in these experiments, the inference to be drawn here is that compressibility decreases the molecular mixing in the shear layer.

These results are documented in a recently completed thesis (Hall 1991), which is available upon request. In the next set of experiments, presently in progress, we have increased the high speed stream Mach number to $M_1 = 2.5$.

A new high pressure combustion facility was built to investigate mixing and chemical reactions in an axisymmetric, turbulent jet. F$_2$ and NO, both diluted with N$_2$, were used in the first experiments as reactants. The line-integrated temperature rise was measured...
by a set of long, thin, resistance wire thermometers stretched across the jet centerline at 16 downstream locations from $x/d_0 = 30$ to 240. Runs at several stoichiometric mixture ratios $\phi$ for Reynolds numbers in the range $10^4 \leq Re \leq 1.5 \times 10^5$ were performed to determine the dependence of flame length on Reynolds number. The Reynolds number was varied through density, i.e., pressure, while the jet exit velocity and exit diameter were held constant. The time-averaged line integral of temperature, measured along the transverse axis of the jet by the wires, displays a logarithmic dependence on $x/d^*$ within the flame zone, as had been conjectured. The line integral asymptotes to a constant value beyond the flame tip, as predicted from scaling and similarity arguments for a momentum-dominated jet.

The main result of the work is that the flame length, as estimated from the temperature measurements, varies with Reynolds number. Specifically, the normalized flame length $L_f/d^*$ displays a linear dependence on $\phi$ with a slope that decreases up to $Re \simeq 2 \times 10^4$, and is then constant to the highest Reynolds numbers investigated. Additionally, the measurements revealed a “mixing virtual origin”, defined as the far-field flame length extrapolated to $\phi = 0$, that increases up to $Re \simeq 2 \times 10^4$, and then decreases to the highest Reynolds numbers investigated. These results suggest that the mixing process is not Reynolds number independent up to $Re \simeq 1.5 \times 10^5$. A separate set of experiments indicated that the experiments above were momentum-dominated to the farthest measuring station and that the kinetics of the chemical reactions were fast compared to the characteristic mixing time. The transition from the momentum-dominated to the buoyancy-dominated regime was identified in another set of experiments. Significantly, using a jet velocity in excess of 60 m/s, the adiabatic flame temperature rise had to be less than 7 K for buoyancy not to influence entrainment to the farthest station ($x/d = 240$) investigated. A separate set of experiments investigated the dependence on Damköhler number and established the transition to the fast kinetics regime. A documentation of this work will be available as a thesis in the near future (Gilbrech 1991).

In recent experiments in liquid phase jets, we reaffirmed that scalar fluctuation spectra on the centerline of turbulent jets do not exhibit the $k^{-1}$ regime that had been predicted by Batchelor (1959) at high wavenumbers, i.e., at small spatial scales. This is in agreement with a recently appreciated argument, namely that such a spectrum power-law regime does not possess the correct asymptotic behavior in the limit of high Schmidt numbers (Dimotakis & Miller 1990). These experimental and theoretical findings have important consequences in the context of turbulent mixing and combustion. They suggest that the classical models for the strain rate field, at high Reynolds numbers and the smallest scales where non-premixed combustion at fast kinetics is taking place, need to be reexamined. The strain rate field, in turn, is responsible for such behavior as local extinction phenomena and finite kinetic rate effects in general. It has to be mastered to the point where it can be correctly described if reliable models of mixing and combustion are to be formulated.

In other experiments in liquid phase jets, we are examining the Reynolds number dependence of the behavior of scalar fluctuations and, by comparison with recently completed work in non-reacting, gas phase turbulent jet mixing (Dowling 1988, Dowling & Dimotakis 1990), also Schmidt number effects. Again, in the context of the interests of the AFOSR, the emphasis here is not so much on liquid phase mixing as on the behavior of the strain rate field at small scales. A first presentation of this work was made at a recent IUTAM
Symposium (Miller & Dimotakis 1990) and will appear in a special supplement to the May 1991 issue of the Physics of Fluids A. A more complete documentation of this part of the work will be available soon in the form of a Ph.D. thesis (Miller 1991).

Finally, we have made progress in our efforts to model non-premixed diffusion flames in turbulent jets. The model, dubbed the Two-Stage Lagrangian Model, is based on ideas proposed by Broadwell, Breidenthal, and Mungal in recent years (Broadwell & Breidenthal 1982; Broadwell 1987; Broadwell & Mungal 1988, 1990) and represents a joint development between Caltech; SANDIA, Livermore; and R. Dibble, presently at Berkeley. G. Mungal at Stanford, has also participated in discussions that have contributed to this effort in the last few years. A recent progress report (Lutz et al. 1991) was made at the AIAA Aerospace Sciences Meeting (Reno, Nevada). Among other things, progress was made this last year in identifying the importance of buoyancy in the description and modeling of hydrocarbon diffusion flames, as was also recognized in the experimental gas phase, chemically reacting jet work described above.
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Fig. 1: Composite Schlieren Photograph For Case 1 (He/Ar) Flow.

Fig. 2: Normalized Growth Rate of All Cases (---) Plotted With Other Available Data.
THEORIES OF TURBULENT COMBUSTION IN HIGH SPFED FLOWS
(AFOSR Grant No. 89-0310)
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SUMMARY/OVERVIEW
The objective of this research is to improve understanding of the chemical kinetics and fluid dynamics of turbulent combustion in high-speed flows. Supersonic combustion in hydrogen-air mixtures is being addressed by theoretical approaches that distinguish between reaction-sheet and distributed-reaction regimes. The work seeks to identify effects of compressibility in turbulent combustion, methods for including compressibility in theoretical analyses, and reduced chemical-kinetic mechanisms appropriate for supersonic combustion. The results may help to enhance capabilities of reasonable computations of high-speed turbulent reacting flows.

TECHNICAL DISCUSSION
Research from a previous AFOSR grant, the publication of which is being supported by the present grant, is listed as the initial references [1-3].

In new work, attention has been focused first on nonpremixed hydrogen-air combustion [4], for flight between altitudes of 20 and 70 km and at Mach numbers from 1 to 25, with combustor Mach numbers about 1/3 flight Mach numbers. The relevant Damköhler and Reynolds numbers were estimated for this range of conditions and found to lie in the reaction-sheet regime. Therefore, attention was focused on determining structures of hydrogen-air diffusion flamelets that may be elements of the turbulent diffusion flames under these conditions, for counterflow flames at pressures from 0.5 to 10 atmospheres and initial temperatures from 300 K to 1200 K. Numerical integrations were performed for air-side strain rates from 60 s⁻¹ to extinction. The numerical results were compared with predictions of an asymptotic analysis that involved reduction to one-step chemistry through introduction of steady-state and partial-equilibrium approximations. Reasonable agreement was found for concentrations in the main reaction zone at low strain rates but not otherwise, thereby motivating the further reduced-mechanism studies discussed below.

The computations began with a 21-step mechanism but found 8 of the steps to be relatively unimportant, so that a 13-step mechanism (among 8 species, H₂, O₂, H, O, OH, HO₂, H₂O₂ and H₂O) was obtained. For counterflow hydrogen-air diffusion flames at normal atmospheric pressure with feed streams at room temperature these computations gave an extinction strain rate of 8140 s⁻¹, nearly twice the best experimental value available at the time. However, the experiments involved jets that had not closely approximated the potential-flow boundary conditions of theoretical computations. Subsequently, Pellett et al at NASA Langley (AIAA Preprint 91-0370) improved the experiment to match the boundary conditions of the theory better and obtained the results shown by the open circles in Fig. 1, giving an extinction strain rate of 8250 s⁻¹ for the pure fuel, in excellent agreement with our prediction. We recently extended our calculations to diluted fuels, obtaining the squares marked "theory" in Fig. 1. The agreement with experiment is seen to remain excellent over the entire dilution range. For comparison, earlier computational results by Dixon-Lewis (triangles) and recent computations by Isaac and Ho (diamonds) also are shown in Fig. 1. The latter are in reasonable agreement with our results; differences are attributable mainly to selection of different rate parameters for elementary steps.

Experimental results for counterflow axial velocity v_z as a function of axial coordinate z will depend appreciably on flow configuration, as may be inferred from Fig. 2, which applies to a methane-air diffusion flame with plug-flow boundary conditions. These and other aspects of flamelet models of turbulent flames have been discussed in a review [5] that soon will appear. New theoretical analyses [6] have applied asymptotic methods for large Reynolds and Zel'dovich numbers to predict displacement effects resulting from heat release in different counterflow configurations. Figure 2 shows an illustrative result that indicates how a two-term outer expansion improves agreement with experiment for the velocity profiles in the outer zones as well as for the location z_s of the stagnation plane. In this example the air-side strain rate of 540 s⁻¹ for the one-term expansion is increased to 710 s⁻¹ for the two-term expansion, demonstrating the importance of the displacement correction.
Since peak combustor temperatures on the order of 3000 K are anticipated for some operating conditions with hydrogen-air flames, questions arose concerning possible influences of nitrogen chemistry on flame structure and extinction. We therefore augmented our chemical-kinetic scheme to include nitrogen chemistry. Representative results shown in Fig. 3 demonstrate negligible influences of nitrogen chemistry on flame structure and extinction. The largest effect was a decrease in peak flame temperature by about 30 K when 10^{-3} ppm of NO was added to the air stream. For these developed flames nitrogen chemistry is unimportant; influences on ignition have not yet been investigated.

Simpler kinetics are desirable to enable computations to be performed in more complex configurations. For this reason, the effect of deleting H_2O_2 from the system was investigated. Figure 4 demonstrates the negligible effect of H_2O_2 on temperatures and extinction for operating conditions of interest. Further simplification is provided by employing reduced chemical-kinetic mechanisms. A four-step mechanism is obtained by imposing steady states for HO_2 and H_2O_2, and a three-step mechanism results from further introducing an O-atom steady state. Some flame-structure computations have now been completed with each of these reduced mechanisms. Figures 5-8 show results from the four-step mechanism for the dependence of peak temperature and of hydrogen and oxygen mole fractions on the mixture fraction based on specific enthalpy. The agreement with results of the full mechanism is seen to be good and to improve with increasing strain rate, over the range of these figures. This suggests utility of reduced mechanisms. Of greatest interest will be a two-step mechanism, obtained by postulating an OH steady state as well. Work is proceeding towards flame-structure calculations with this two-step mechanism.

Further research towards ascertaining influences of kinetic energy, compressibility and high Mach numbers in high-speed combustion has identified an integral equation that can be used to analyze compressible counterflows between parallel porous plates [7]. It was observed that this same general type of formulation can describe rotational compressible flow in solid-propellant rocket-motor ports, and therefore the corresponding analysis was developed [8], with applications to choking in nozzleless rocket motors. These studies indicate general characteristics of compressibility effects relevant to supersonic combustion. Future work is intended to address influences of large pressure and temperature fluctuations on the combustion in high-speed flows.
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Fig. 1  The dependence of the air-side extinction strain rate on the hydrogen mole fraction in the fuel stream for counterflow mixing of hydrogen-nitrogen mixtures with air at 1 atm and 300 K feed-stream temperatures with potential-flow boundary conditions.

Fig. 2  The axial velocity as a function of the axial distance, for a methane-air diffusion flame at 1 atm with room-temperature feed streams, comparing LDV experimental results of Law et al (points) with one-term and two-term asymptotic expansions for the outer solutions as well as the composite expansion.

Fig. 3  The maximum temperature as a function of strain rate with and without nitrogen chemistry included for hydrogen-air diffusion flames at 1 atm and 300 K feed-stream temperatures.

Fig. 4  The maximum temperature as a function of strain rate with and without H2O2 chemistry included for hydrogen-air diffusion flames at 1 atm and 300 K feed-stream temperatures.
Fig. 8. The dependence of the hydrogen and oxygen mole fractions on the reduced (reduced) mechanisms at an exit-side strain rate of 1500 s⁻¹.

Fig. 6. The dependence of the temperature on the mixture fraction based on the specific enthalpy for hydrogen at diffusion flames at 1 atm and 300 K. Reduced temperature for full and low-speed (reduced).

Fig. 7. The dependence of the hydrogen and oxygen mole fractions on the reduced (reduced) mechanisms at an exit-side strain rate of 60 s⁻¹.

Fig. 5. The dependence of the temperature on the mixture fraction based on the specific enthalpy for hydrogen at diffusion flames at 1 atm and 300 K. Reduced temperature for full and low-speed (reduced).
OVERVIEW

The objective of the work is to identify the flow mechanisms that cause the decrease in spreading rate of supersonic mixing layers as the convective Mach number increases and to suggest means of enhancing the mixing. Two approaches have been taken, one numerical and one analytic. A computer code, TMRC,\(^1\) has been used to simulate both time and space developing two-dimensional mixing layers to get some indication of the flow physics. In addition, three-dimensional spatially developing mixing layers have been simulated. The numerical studies indicate that some accuracy problems may exist in existing algorithms. To complement the numerical study a simple analysis\(^2\) has been developed which explains the variation of mixing rate with convective Mach number. The analysis seems to indicate that little can be done to enhance mixing as such, although the real problem of simultaneous mixing and combustion may be more amenable to control. The analysis\(^3\) has been extended to include heat release as a first step in this direction. The following discussion is concerned with the numerical simulations; the initial analysis has been presented in earlier meetings.

TECHNICAL DISCUSSION

Numerical simulations of both time and space evolving mixing layers have been performed. The code used is TMRC which is a fourth-order accurate code developed at Nielsen Engineering & Research (NEAR) for impinging jet flows. These calculations were performed to get some insight into two-dimensional mixing layers; a typical example of such a calculation is shown in Figure 1. At present the numerical results are similar to those obtained by other investigators.

Two- and three-dimensional numerical simulations of a compressible shear layer at a convective Mach number of \(M_c\) were calculated to investigate the hypothesis that three-dimensionality was essential to maintaining mixing at high values of \(M_c\). This was believed to be true because the explicit effects of compressibility, found so important in NEAR's theory of reduced mixing, would be relieved through allowance for spanwise flow. The results of the simulation displayed in Figures 2 and 3 lend support to NEAR's belief in the importance of three-dimensional flow. In Figure 2 spanwise vorticity contours, \(\omega_z\), are plotted for two-(top) and three-(bottom) dimensional flow; in Figure 3, the layer growth rates of the two simulations is plotted. As is apparent in both figures, the three-dimensional layer grows most quickly. By examining planar Mach numbers in both simulations, the
three-dimensional flow is found to be less prone to shock formation because of relief through the spanwise direction. Just as shock formation over swept wings is dependent upon the Mach number normal to the leading edge, and not that parallel to the chord, so also in these three-dimensional mixing layers, it is the Mach number of the flow projected on xy planes (the plane of the two-dimensional calculation), rather than the total Mach number, that expresses the effect of compressibility. In the two-dimensional flow, Mach numbers vary between -0.59 and 0.69 when referenced to the frame moving at $M = 1.5$, the nominal speed of the large eddies. To compare the three-dimensional flow on this basis, its total Mach numbers were projected onto planes $z = constant$. In 20 of the 23 z coordinate planes (i.e., 80% of the flow volume), the projected Mach numbers in the moving reference frame were less than within the two-dimensional flow. Reduction of both positive and negative Mach numbers in this reference frame ranged from 19% to 8%, with an average of 13% in both cases. Even if the three planes (in which some of the planar Mach numbers were greater than within the two-dimensional flow) were added, the average Mach number variation in the entire flow was between -0.51 and 0.63, a 13% and 9% reduction compared to the two-dimensional case.

It is apparent from these considerations that the shear layer does find a relief from the effects of compressibility through flow in the spanwise direction. This is true even when the convective Mach number is relatively low. There does not seem to be a reason why similar relief should not be obtained at higher convective Mach numbers. As $M_c$ increases, three-dimensional velocities will allow the flow to avoid shocks longer and make them weaker when they inevitably appear.

An attempt was made to calculate a case where shocks occur in the two-dimensional flow, and then add longitudinal vortices to see if shock formation could be delayed or weakened with an accompanying increase in mixing. At $M_c = 1$, a two-dimensional flow with shocks was obtained, but attempts to establish a strongly three-dimensional flow at this condition failed due to numerical problems. The inability of artificial dissipation mechanisms to handle the more rapid growth of small scales due to vortex stretching in three dimensions resulted in nonphysical results for the density. It was judged more prudent to accept failure at this condition than attempt extraordinary measures that might reduce the connection between simulation results and flow physics. It is believed that this is a general problem in time dependent simulations at these kinds of flow conditions, and deserves further study.

In the hopes of increasing the efficiency and accuracy of projected numerical simulations of two- and three-dimensional shear layers, new classes of finite difference and related finite volume techniques were investigated. These techniques (so called Padé, or compact schemes) were described in a recent paper by Lele. At the cost of some small extra numerical work, such schemes theoretically provide greater accuracy and superior ability to capture steeper gradients than standard central difference or finite volume techniques on the same grid. Interest at NEAR centered on the finite volume formulation. In the course of thoroughly investigating it, NEAR discovered that the finite volume formulation actually produced neither the accuracy nor the gradient capturing ability predicted.

In essence the finite volume technique requires two steps: an interpolation and then a difference. Even though the interpolation step is optimized for accuracy and gradient capturing, the result after differencing two such interpolants has neither of these properties, and it is the differenced result which is the final approximation to the partial differential equation.
equation. Thus the difference between two fourth-order interpolants produces a second-order approximation to the pde with gradient capturing ability little improved over standard finite volume techniques. The technical details behind the degradation of these techniques' desirable properties are described in Ref. 2, along with a modification to the formulation, developed at NEAR, that recovers both its accuracy and gradient capturing abilities. The phenomena described there and their solution have general applicability to all finite volume techniques, not just these Padé schemes. The fix is counterintuitive, for one obtains a higher order approximation to a pde by lowering, not raising, the accuracy of the interpolation process which is one of the two constituents of the technique. The effectiveness of NEAR's modifications for recovering accuracy can be seen in Figure 4, where the final error terms actually resulting from interpolation and then differencing using the schemes originally proposed by Lele, and those developed by NEAR, are plotted. The original technique (triangles) has final approximation errors proportional to $h^2$ ($h$ = grid spacing), though the interpolation was accurate to $h^4$. NEAR’s modified scheme (circles) has final errors proportional to $h^4$, though the interpolants are only accurate to $h^2$. Lastly is shown (inverted triangles) a NEAR-developed scheme that obtains an $h^{10}$ final approximation from an $h^2$ interpolation, though at the cost of reduced gradient capturing ability.

After reformulating the finite volume technique to recover its desirable properties, the technique was implemented in NEAR’s numerical code. There it proved to work fine at low Mach numbers, but was unusable in situations where shocks were expected. Apparently because of its ability to capture steeper gradients, standard artificial dissipation techniques needed to smooth pre- and post-shock oscillations were ineffective. The method had to be scrapped as a result, and all numerical simulations were run with fairly standard finite volume techniques. Complementary artificial dissipation methods for Padé finite volume techniques must be invented if these schemes are to be useful in compressible flows.

REFERENCES


Figure 1. Vorticity contours in a two-dimensional mixing layer. $M_1 = 2.0$, $M_2 = 1.2$, $M_e = 0.4$. 
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Figure 2. - Spanwise Vorticity Contours in Two- and Three-Dimensional Shear Layers.
Figure 3. - Initial Shear Layer Growth Rates, $M_c = .4$.

Figure 4. - Error in calculating derivative of $\sin x$ when differencing interpolants from Lele's and two NEAR-developed interpolation schemes.
FLOW-TAGGING VELOCIMETRY USING UV-PHOTODISSOCIATION OF WATER VAPOR
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Summary/Overview: The feasibility of using a flow tagging technique for flow velocity measurement has been studied. The technique is based on photodissociation of water molecules (a natural species in most wind tunnels and combustion devices) resulting in the formation of OH photofragments which is used to mark the flowfield of interest. The displacement of the OH radical was measured as a function of time by laser induced fluorescence as an indication of the flow velocity. The study showed that the OH-photofragment has long chemical lifetime (roughly 150 μsec) to allow measurements of velocity over a wide range. The technique was then applied to study the flow characteristics of three sonic under expanded jets.

Introduction: The need to study high-speed flows encountered in advanced combustion systems (scramjets) has imposed additional constraints on flow diagnostic techniques. Nonintrusive velocity measurement schemes can be classified as follows; 1) particle-based methods i.e., laser Doppler Velocimetry and particle image velocimetry; 2) molecular Doppler-shift techniques (with planar laser-induced Fluorescence detection); 3) flow tagging methods (RELIFE and OH-Flow tagging). Particle based methods have received the most attention in the past because of their ease of applications and measurement accuracy. However, these techniques suffer from seeding problems (not quite nonintrusive!). In supersonic flows particle lag time (velocity slip) can be a great source of measurement error. The second method is based on molecular Doppler shift of a probe gas, which is measured by laser induced fluorescence (LIF) to determine the velocity of the flowfield. Extension of this technique to planar measurements has allowed two dimensional time-averaged velocity measurements. However, because the doppler shift of most gases is relatively small, this technique is good for velocity measurements in access of 100 m/s. Two dimensional measurements is also possible but it requires multiple cameras and laser systems. Although flow tagging technique is not new, it offers an alternative approach for making a wide range of velocity measurements. In its simplest form, flow tagging consists of marking the flow either chemically or radiatively and probing the flowfield at later time for spacial displacement of the tag. Two-photon photodissociation of water vapor to form the OH-radical has recently been demonstrated to be possible. This effort was focused to explore the possibility of using photodissociation to form OH radicals, study its chemical life time, and identify the optimum pump and probe wavelengths for radical production and interrogation.
Photodissociation of water vapor via Rydberg state to form electronically excited OH-photofragments has been studied in the past. Figure 1 is the schematic representation of the four lowest electronic states of water which are involved in photodissociation at energies < 10 eV. The potential energies are plotted as a function of OH-H separation which identifies three distinct dissociation processes. The first involves A'B1 state at wavelengths longer that roughly 150 nm. The potential energy surface for this system is highly repulsive causing fast and direct dissociation. The OH radicals are in the electronic ground state (rotationally cold however, vibrationally excited). Dissociation processes involving wavelengths shorter than roughly 150 nm where absorption and dissociation proceed via B'A1 state is also shown. The potential energy surface for this state is more complex than the previous state. The B1 state is generally less repulsive than the A1 state. The third photodissociation processes involve wavelengths below 125 nm. This results in direct excitation of the C'B1 state. Where the C1 state is strongly coupled to B1 and leads to fast predissociation. Observation of resolvable rotational structures implies predissociation lifetime of picoseconds in range. This opens an alternative channel, bound-free C to A spontaneous emission, which is followed by a fast and direct dissociation via repulsive A1 state. The lifetimes within the C1 state evidently are long enough to allow observation of weak emission at 4120 nm. Fotakis was the first to demonstrate that water could be photodissociated via C'B1 state employing the 248-nm radiation of KrF excimer laser. Subsequent studies have allowed determination of the photodissociation mechanisms in this state by using a tunable excimer laser. Emission from the OH fragment can be directly observed at 308-nm, however this emission is very short lived and is not suitable for flow tagging. Thus the OH fragment is allowed to relax to its ground state and then is probed by LIF.

Experimental setup: The experimental apparatus for making excitation and dispersion scans of water vapor and of the tunable OH-photofragment is shown in figure 2. A tunable Lambda-Physik model 150T MSC KrF laser was used to photodissociate the water molecule. The fluorescence from this molecule was dispersed and recorded with a JY 0.6-m monochromator. Excitation scans were made by incorporating a stepping motor onto the micrometer shaft of the tuning grating of the KrF laser. This allows the grating angle, (i.e., wavelength) to be precisely tuned from 40200 to 40325 cm⁻¹. For an excitation scan, the monochromator was set to a fixed frequency corresponding to water (420-nm) or the OH photofragment (310-nm). The slit of the monochromator was typically set for one 1 nm resolution during excitation and dispersion scans. The fluorescence signal was detected using a 955QB photomultiplier and amplified and digitized by means of a LeCroy ADC module. Digitized data were collected and processed with a Macintosh IIx computer. Dispersion scans were done by using the same equipment except that the wavelength of the excimer laser was fixed and that of the monochromator was scanned.

Three different nozzle designs (flat, inner tapered, and outer-tapered) were examined in this study. In all three cases, the fuel tube utilized was straight stainless steel tube, 125 mm long with I.D. and O.D. of 1.91 and 3.18 mm respectively. The blunt tip thickness of the flat top injector was the same as the tube thickness, roughly 0.5 mm. The inner and outer tapered nozzles had a tip thickness of less than 0.1 mm. Six nitrogen gas bottles were manifolded together to act as a single large high pressure fuel source. The gas pressure was monitored at both the manifold and the inlet side of the tube. An eight inch diameter plenum chamber was
used to condition and preheat the flow prior to injection. This settling chamber was also used to mix the nitrogen gas with water vapor necessary for OH flow tagging.

**Preliminary Results and Discussion:** Figure 3a shows the experimentally observed intensity of the OH fluorescence as a function of time delay between the pump and probe lasers. Surprisingly, the maximum OH population did not occur at the zero time delay but at 1 to 2 µsec after the pump excitation which was about 50 nsec in duration. The apparent OH concentration decreases in a near-exponential fashion from 1 µsec point and displays an 150 µsec lifetime. The relatively long lifetime of the OH radical allows velocity measurements in low and high speed flows. The chemical lifetime of the OH radical in a premixed propane flame is depicted in figure 3b. Note that the lifetime of the photofragment is nearly identical to that observed in the cold flow conditions. This is an improvement over the RELIEF method where the lifetime of the vibrationally excited O2 molecules drastically decreases with increasing temperature.

The selection of an optimum time delay between tag formation (pump) and interrogation (probe) is determined by the signal strength (tag chemical lifetime) and flow velocity. Since the lifetime of the OH radical is relatively long, a wide range of time delays is possible to optimize the velocity resolution. In general, the longer the interval between the pump and probe the better the velocity resolution (i.e., smaller m/s per pixel). However, longer time delay results in poorer spatial resolution. In this study a 1-mm maximum spatial displacement was selected translating to 2.5 µsec time delay between pump and probe. By chance, the time delay corresponded to maximum OH signal which caused good signal to noise images for analysis. In figures 4(a-h) images from a typical data acquisition are shown. Figure 4(a) shows the image of the tag line taken in room air without jet flow. The OH radical was not displaced and resulted in a straight line image which served as zero reference line. Figures 4(b-g) show the OH line displacement with the jet in operation. These individual shots can be collected to form a statistical description of the of the velocity field. Figure 4(h) is an example of mean velocity resulting from statistical averaging of 500 images. The average velocity profiles sampled at various downstream locations of the jet flow with flat-tip nozzle are shown in figure 5(a-i).

In conclusion, this study shows the effectiveness of OH photofragmentation for velocity measurement in high speed flows. It appears that OH is a suitable tag with long chemical lifetime (150 µsec). Line measurements of the instantaneous and mean velocities for the jet flows having speeds in excess of 635 m/s were obtained with this technique. It appears that the flat tip nozzle produced better overall mixing while the inner tapered nozzle was able to produce a jet which penetrated the free stream more effectively.
Fig 1. Correlation diagram of processes in photodissociation of water.

Fig 2. Experimental setup for making excitation and dispersion scans of water.

Fig 3. Observed chemical lifetime of OH-photofragment; (a) ambient, (b) flame condition.

Fig 4. Examples of OH-flow-tagging images.

Fig 5. Mean OH-flow-tagging images of jet flow issued from flat tip nozzle.
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SUMMARY/OVERVIEW

High-speed air-breathing combustion systems necessitate the complete release of chemical energy during the relatively brief residence time of reactants within combustors of practical length: mixing, ignition, and chemical reaction must be achieved in a relatively short time. We address, from a fundamental chemical-kinetics and fluid-transport point of view, the use of both alternative, photochemical ignition (by laser irradiation) and ignition-promoting additives, in order to alter chemical-reaction pathways to achieve rapid ignition and enhanced combustion rate. We also address the influence of mixture inhomogeneity, and of departure from stoichiometric proportion in fuel/air mixtures, on the processes of ignition, flame development, and flame propagation. Chemical systems of particular interest include hydrogen/air and methane/air, often with trace amounts of carefully selected sensitizers (Chou et al. 1989). We seek to identify optimal circumstances [minimal input energy, minimal amount of sensitizer(s), etc.] for achieving ignition and burnup with currently available optical sources both by irradiating premixtures flowing faster than the adiabatic flame speed, and by carrying out supporting approximate analyses of these experiments.

We also analyze theoretically the use of direct photochemical initiation of a train of very closely spaced spherical detonations, so that an oblique (conical) detonation wave is stabilized in a very-fast-flowing gaseous fuel/air mixture. A combustor within which the flow is everywhere supersonic (except in near-wall layers), and for which relatively small entropy rise occurs, may be based on such a stabilized wave.

TECHNICAL DISCUSSION

We have discussed the stabilization via postulated, temporally continuous sources (plane, line, and point) of nonintrusive energy deposition into the burned gas of a mixture flowing very modestly faster than its adiabatic flame speed (Carrier et al. 1990). A less-energy-demanding flame stabilization would be achieved by the initiation of a train of very closely spaced spherical deflagrations, each evolving from a transient, point-like, ignition-achieving deposition of energy at a fixed site in the flowing unburned mixture. The downwind interaction of the periodically initiated, individual spherical deflagrations results in a burned-gas region enveloped by unburned gas; the "separatrix" is well approximated by the deflagration-wave locus for the just-discussed continuous point source. In connection with the early evolution of a laminar spherical flame from an individual, very localized ignition, we took note of the purported interplay of equivalence ratio, differing diffusivities for reactant species and heat, and

In any case, the typical value for a laminar flame speed is highly subsonic, and very much less than the speed of the oncoming stream in many practical aerodynamic contexts. A very large number of energy-deposition sources, situated transverse to a stream of fast-flowing premixture, would be required to span that stream with flame, within a modest distance downstream of the plane containing the sources. Furthermore, while the intention might be to initiate nonintrusively the stabilization of a deflagration wave that spans the stream, the inadvertent result might be the creation of a normal detonation wave, which incurs a large rise of entropy. Such a large entropy rise implies the unavailability of much energy to do useful work. Therefore, attention is turned to the use of nonintrusive energy deposition in a supersonically flowing mixture, not to initiate a flame propagation, but rather to initiate a detonation (Carrier et al. 1991c).

As background, we know that a Chapman-Jouguet (CJ) detonation can be initiated directly by a laser-type pulse in a combustible mixture of gases with an appropriate stoichiometry (Lee et al. 1978; Strehlow 1984, pp. 408-409). For certain fuel-air mixtures, we have some preliminary data on the minimum-energy requirements, the pulse-duration requirements, and the deposition-volume requirements (Lee et al. 1978). We think that there is a broad range of pulse parameters (energy, volume, duration) over which the CJ detonation will be initiated and will propagate without transition to either a strong detonation or a weak detonation. We believe that experimentally establishing the just-mentioned pulse-parameter ranges is today the highest-priority result to be sought from research on nonintrusive energy deposition in an air-breathing-propulsion context.

As further background, we know that, in a uniform channel with a gaseous mixture flowing at a speed that is several times the CJ-detonation speed, the weak detonation (for which the downstream flow is uniform and supersonic) implies an entropy rise across the detonation that is greatly in excess of the entropy rise across a CJ detonation in the same mixture; the strong normal detonation (for which the downstream flow is uniform and subsonic) implies an entropy rise that is huge compared with that of the weak detonation. We know that if, in a uniform channel, a periodic succession of CJ detonations leads to a reasonably uniform downstream flow, that flow can be only the uniform flow that would have emerged from either a one-dimensional weak detonation or a one-dimensional strong detonation. We have no reason to expect that, when successive pulses nonintrusively deposit energy (in a uniform supersonic stream of combustible mixture flowing in an axisymmetric container) for the direct initiation of successive CJ detonations, interaction of the spherically expanding detonations with each other and with suitably designed channel walls would lead to the formation of a strong detonation across the channel. We see no reason to doubt that we can select a channel of streamwise expanding cross-section $A(x)$ [with $A'(x) > 0$] so that the downstream flow has the smallest one-dimensional entropy rise, i.e., the entropy rise associated with the weak detonation. In fact, we are confident that a channel with $A'(x) > 0$ can be selected such that the nonuniform flow has an average entropy rise (across the cross-section) that is smaller than the entropy rise associated with the weak detonation.
More explicitly, we envision that of each of the train of periodic pulses deposits sufficient energy [in a uniform supersonic stream (of speed $u_o$) of combustible mixture, flowing in an axisymmetric container] to initiate directly a spherical CJ detonation. Each detonation expands radially as it is convected downwind. The envelope of detonation-front positions becomes progressively less "scalloped" when the successive spherical CJ detonation waves interact sooner after initiation, because the frequency of pulsing is increased from one fixed finite value to another, larger value. As a consequence of a higher pulsing frequency there is less entropy increase associated with reflected shocks, arising whenever one spherical detonation wave "propagates" into the already-burned mixture encompassed by a neighboring spherical detonation wave. In the limit of indefinitely rapid pulsing, the envelope becomes a standing conical detonation wave, of half cone angle $\beta = \sin^{-1}(u_{CJ}/u_o)$, where $u_{CJ}(< u_o$, by choice of operating conditions) is the CJ-detonation speed for the mixture (Figure 1).

Downwind of the conical detonation wave, the burned gas undergoes a self-similar expansion, describable entirely in terms of the spherical polar angle $\theta$, where $\beta \geq \theta \geq 0$, and the initial ray $\theta = 0$ lies along the axis of symmetry downwind of the energy-deposited site, taken conveniently to be the origin of coordinates. If the (cylindrical) radius $r_w$ of the container is envisioned for the entry region to be the radius $r_o$ of a circular pipe, then the container must flare with increasing downwind distance $x$ for $x > (r_o/\tan \beta)$, or else entropy-increasing shocks would result from the interaction of the conical detonation wave with the walls of a pipe-type container. For $x > (r_o/\tan \beta)$, a suitable container shape $\sigma_w(x)$ is sought by trial and error via numerical solution, (say) by the method of characteristics, of a (nonselfsimilar) steady axisymmetric isentropic swirl-free supersonic flow. While such a flow model is highly idealized, our successfully finding a suitable shape $\sigma_w(x)$ suggests in principle that the post-detonation flow can be expanded to ambient pressure within a reasonably short, reasonably slender nozzle.

There appear to be at least three advantages of the laser-initiated-oblique-detonation-wave combustor over an alternative design employing an intrusive conical body: (1) the body introduces additional frictional drag; (2) inevitable body jitter and nose curvature result in an at least locally strong detonation, and large entropy rise -- and the consequent upwind propagation of disturbances in the locally subsonic burned gas might result in a broadly normal detonation; and (3) in the absence of a positive ignition device, a long induction time (and hence long streamwise distance) may arise between the site of the conical-body-induced shock and the site of chemical reaction of the high-speed mixture.

There remains a need to establish experimentally that no unforeseen large-entropy-rise phenomena occur in connection with (1) the interaction of two initially distinct spherical detonations, one of modestly larger radius than the other (in accord with the successive initiation in the proposed combustor); or (2) the approach of a spherical detonation to a reasonably rigid wall (including noise, vibration, and upwind propagation of information in a subsonic very-near-wall sublayer). Also, in practice, the opportunities/ liabilities for performance associated with imperfect upwind mixing, such that an inhomogeneous gaseous mixture is detonated [so the fuel fraction that persists through the detonation burns in the hot detonation products], require examination. However, we anticipate that the centimeter-scale cellular structure of actual spherical detonations has little practical consequence for the present application, so we do not regard that phenomenon to have high priority in a research agenda.
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Figure 1. Schematic (not to scale) of a supersonic combustor (x = x' + L; n,t are normal, tangential coordinates; sin β = M/H, M² = u/a, and M² = u_c/a₀, where a₀ is the sound speed of the cold mixture). In L > x' > 0, β > θ > 0, a selfsimilar solution in terms of the polar angle θ holds; r₀ is the radius of the pipe section, and L = r₀/tan β. The pipe container is flared at the position of intersection with the nearly conical detonation wave, to avoid reflected shocks.
SUMMARY/OVERVIEW

Time-dependent multidimensional Euler and Navier-Stokes simulations have been performed to address the questions of stability of a standing detonation wave on a projectile surrounded by detonable material. The detailed structure of the detonation wave and the effects of the boundary layer are two important elements in determining the detonation stability. These basic elements of complex reactive flows need to be studied numerically with accurate methods and careful analyses of the effects of the approximations used in the study. We are currently using the computations to study 1) the basic structure of the oblique detonation wave; 2) the structure of boundary layers and the effect of such boundary layers on the oblique detonations in high-speed flows; 3) the impact of other physical and chemical parameters, such as the leading angles of projectile and the heat-release rate, on the detonation structure.

TECHNICAL DISCUSSION

As the strongest, fastest, most efficient form of combustion, detonations increase the flow velocity and the pressure due to rapid conversion from chemical energy to mechanical energy without appreciable expansion. Because of the very rapid conversion of chemical energy to high pressure, some forms of detonation engines present interesting alternatives to usual combustion engines. The RAM accelerator concept is based on the standing detonation. If a detonation wave can be stabilized and maintained at the correct location on an advantageously shaped body, the detonation can impart large thrust to the body and propel it forward. The idea is to keep the detonation peak pressure located near and behind the widest part of projectile to maximize the acceleration.

The problems of achieving detonation stability on a projectile is complex and nonlinear. Whereas many aspects of the steady-state problem may be addressed by theoretical analyses and thermodynamic considerations, the fundamental time-dependent structure of the complex reactive-flow must be addressed computationally. Thus we have begun to tackle some of these basic problems numerically using the computational tools we have developed for studying the time-dependent behavior of multidimensional high-speed reactive flows. Our approach in this project has been to consider both the fundamental numerical and physical issues related to modeling these flows and then to use simulations to study the detailed structure of oblique detonation waves and the effects of viscosity, factors which may be crucial to the stability of a standing detonation.

The fundamental configuration is a supersonic flow impinging on a wedge of varying angle, as shown in Figures 1 and 2. The questions addressed here are both physical and numerical:

- What is the basic structure of oblique detonations under different background and flow conditions?
- What is the effect of viscosity on the shock structures? It should only be important in the boundary layer, which is small in such flows, but does this boundary-layer affect the structure of the detonation waves?
- Given a flow velocity and wedge angle, what amount or rate of energy release produces a stable detonation? What other factors of the reactive-flow or geometry are important in the basic problem?
- What other types of detonation structures, which may or may not be stable, are possible?
- What is the minimum numerical resolution required to obtain the kinds of information we need about stability?
Addressing these questions allows us to begin to assess the fundamental physical issues in detonation stability in RAM accelerators. In this presentation we describe some of the more important and relevant results of these tests.

**Nonreactive-Flow Studies**

In order to show the effects of viscosity, a set of nonreactive simulations were conducted for a Mach 8 flow over a wedge. Figures 1 and 2 show results from both Euler and Navier-Stokes calculations of a shock impinging on two different wedges. In the small-angle case, where the shock is attached, there are no obvious differences in the computation, which is consistent with the fact that the boundary layer is very thin and there are no recirculation zones in the flow field. The effects of the boundary layer are likely to be confined in the region near the wall. In the detached case, although the basic bowshock structures are similar for Euler and Navier-Stokes computations, the flow structures behind the shocks are significantly different. The effect of viscosity is more visible, possibly due to the large stagnation region and related recirculation zone behind the shock. So far, we have concentrated on the attached case. Some highly resolved computations were conducted to study the structure of the boundary layer behind attached oblique shocks.

**Reactive-Flow Studies**

The reactive cases focus on the basic structure and stability of oblique detonations. These studies require high enough resolution to resolve the chemical induction region. We find that the detonation wave is stable in some cases and unstable in others, depending on the flow conditions and the amount of heat release. Figures 3 and 4, which show the temperature and induction-parameter contours (the induction parameter represents radical production) for both stable and unstable cases, indicate that the basic structure is similar in both cases. Radicals are produced in a finite induction region behind the shock and above the wall. After enough radicals accumulate, the energy release associated with combustion begins to increase the temperature and strengthen the shock. As long as the after-shock conditions are supersonic, the detonation structure remains steady. However, if the flow is choked behind the shock by the energy release, the detonation structure may be unstable and be driven upstream.

**Related Detonation Studies**

There are a number of other current research projects at NRL with contribute to this project by providing physical insights and numerical technology. These include: 1) Studies of detonation transmission which show us possible dynamics and steady detonation structures that can be achieved and perhaps stabilized; 2) Detailed analyses of detonation cell structures which give us insights into the basic configuration of a gas-phase detonation and provide fundamental tests of the validity of the chemical approximations used; and 3) Studies of flows over complex obstacles which develop computational techniques that will be crucial for modeling entire systems with realistic configurations.

**Publications directly related to this project:**


Figure 1. Computed density contours for a supersonic flow passing by a wedge of 50 degrees from inviscid (left) and viscous (right) calculations. The inlet conditions: density = 1.117 kg/m$^3$, pressure = 101.3 kPa, and Mach Number = 8.

Figure 2. Computed density contours for a supersonic flow passing by a wedge of 130 degrees from inviscid (left) and viscous (right) calculations. The inlet conditions are the same as those in figure 1.
MODELING STUDY TO EVALUATE THE IONIC MECHANISM OF SOOT FORMATION

AFOSR Contract No. F49620-91-C-0021

Principal Investigator: H. F. Calcote

AeroChem Research Laboratories, Inc.
P.O. Box 12
Princeton, NJ 08542

SUMMARY/OVERVIEW

The major objective of this study is to delineate the relative importance of the neutral free radical and ionic mechanisms of soot formation in flames by computer modeling. This required the development of a detailed ionic mechanism, estimation of the individual ion reaction rates and the thermodynamics of the large ions involved in the mechanism. It has been demonstrated that an ionic mechanism can be formulated which explains the source of observed ions as due to ion growth from a chemiion. The problem still remains of demonstrating the dominance of one mechanism over the other, especially in flames other than the standard acetylene/oxygen flame.

TECHNICAL DISCUSSION*

A detailed ionic mechanism has been developed for the well-documented acetylene/oxygen flame burning on a flat flame burner at 2.67 kPa. The reaction rates of the individual steps and the thermodynamics of the ions have been estimated.

Frenklach and Wang have run a limited number of computer runs using this mechanism. The early runs showed great differences between experimental and computed ion profiles; as the model was improved the agreement improved. There were no arbitrary alterations of rate constants or of thermodynamics. The major changes were in the choice of reactions and in the isomer used. Without making such choices the number of reactions and reactants becomes excessive.

Some selected comparisons between calculated and experimental ion profiles are presented in Fig. 1. For small ions the agreement is reasonably good. The relationship of the two isomers, H$_3$C$_3$+ (cyclopropenium) and C$_3$H$_5$+ (propargylium), demonstrates that equilibrium maintains a relatively high concentration of the reactive isomer. One of the arguments against the ionic mechanism was that the stable isomer H$_3$C$_3$+ was found experimentally to be nonreactive with acetylene or other small hydrocarbons while the linear isomer was found to be very reactive.

The data for larger ions are not in such good agreement. The peak concentrations are reasonably close but the profiles differ markedly. This difference is, however, no greater than the difference for neutral species in the free radical mechanism. One major difference between the ionic model and the Frenklach neutral model is that we have limited the reactants and products to those that have been observed experimentally, and we have required that the model calculate all observed species. The Frenklach model does not have either of these constraints. Thus the neutral model includes cyclopentaphenanthrene which is not observed experimentally, and it does not include phenanthrene and pyrene which are observed experimentally. Further, in the neutral model only five calculated

* This report covers a short period of time; the program was unfunded from 1 October 1990 to 18 March 1991.
cyclic compound profiles are compared with experiment; the peak concentration of naphthalene is computed to be 20 times smaller than measured. The ionic model is thus a better fit to the experimental data than the free radical model. Part of the reason for this may be the paucity of data on large neutral species; their concentrations fall with increasing size so they become difficult to detect.

After the fall-off in ion concentration beyond the first peak the calculated ion concentrations increase with distance and the experimental concentrations decrease, Fig. 1. A calculation was carried out in which the temperature profile was fixed at the maximum temperature; the calculated concentrations then decayed slowly. This demonstrates the sensitivity in the computer model to temperature. In another test of the temperature sensitivity, Brown and Pedersen ran our mechanism, using experimental neutral concentrations with the experimental temperature and with a 10% reduction in experimental temperature and observed very large effects on the maximum calculated ion concentrations.

A comparison of the experimentally observed and calculated maximum concentration of ions is presented in Fig. 2. Since the experiments do not distinguish between isomers and there is usually more than one isomer in the computer model, we compare in Fig. 1 the isomer in which the agreement is best between the calculated and experimental concentrations. For most of the large ions, the experimental value exceeds the calculated value. Electron attachment, and thus positive ion-negative ion recombination, has been neglected in the model; inclusion would increase the calculated concentrations. Ions would not be removed from the system as fast as by ion-electron recombination. In an earlier computer test of the model, this was demonstrated by reducing the recombination rate of all recombination reactions. Incidentally, decreasing the rate of recombination would decrease the formation of neutral species which Frenklach incorrectly interprets as a measure of the efficacy of the ion-molecule mechanism.

The neutral species profiles calculated by the free radical mechanism, which is used to calculate neutral reactant species in the ionic mechanism, do not agree well with experimental measurements. Thus at 1 cm above the burner: \( C_4H_2 \) calculated exceeds experiment by more than a factor of 6, and \( C_3H_4 \) is lower by more than a factor of 6. The experimental measurements have been made by several people with good agreement. The question is thus raised: does the difference between experiment and calculation for the ionic mechanism depend upon problems in the free radical mechanism? This could be readily tested if the experimental neutral species profiles required for the ionic mechanism could be used as input to the computer program, just as the temperature is. Frenklach's program would not handle this so the test was done by Brown and Pedersen at Iowa State. The maximum calculated ion concentrations were many orders of magnitude lower than measured but the profiles were in better agreement. This indicates a great sensitivity in the computer model to the free radical mechanism.

One of the objectives in this program is to compare the rate of neutral and ion species growth. Since these data are not yet available from the computer model, we have compared the rates obtained by calculations from experimental concentration measurements and the rate coefficients employed in the two mechanisms. The calculated rates are very close for the two mechanisms, if one uses for the free radical mechanism the most optimistic measurements and makes the most optimistic assumptions. We have also deduced the rates of ion formation for a large number of ions in the standard flame from the experimental ion concentrations to compare with the observed rate of soot particle formation. The maximum rates for \( C_3H_3^+ \), \( C_{13}H_9^+ \) and \( C_{21}H_{11}^+ \) are thus: \( 6.5 \times 10^{12} \), \( 3.0 \times 10^{12} \) and \( 1.2 \times 10^{12} \), respectively. This compares to the maximum measured rate of soot formation of between 4 and \( 7 \times 10^{12} \) particles cm\(^{-1}\) s\(^{-1}\).
In future work we plan to modify the Sandia Chemkin-II Code to handle ion diffusion, non-Arrhenius temperature coefficients for ion-molecular reactions, and to accept as input neutral species profiles. We will also examine the benzene flame where the relationship between ions and soot is much different, and it is not so clear that soot is derived from ions.
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FIGURE 1 COMPARISON OF EXPERIMENTAL AND CALCULATED ION CONCENTRATION PROFILES FOR SELECTED IONS

FIGURE 2 COMPARISON OF PEAK EXPERIMENTAL AND CALCULATED ION CONCENTRATIONS
DETERMINATION OF RATE-LIMITING STEPS DURING SOOT FORMATION

AFOSR Contract No. F49620-88-C-0051

Principal Investigator: M.B. Colket, III

United Technologies Research Center
E. Hartford, CT 06108

SUMMARY/OVERVIEW

Soot formation modelling is being carried out which involves coupling flame kinetics predictions of species important to soot formation with an aerosol dynamics analysis of soot spheroid growth. A modified version of a widely-used aerosol dynamics code (MAEROS) has been developed for the latter part of the analysis. While the effort forms the basis for an elaborate, state-of-the-art model, an emphasis of this work has been to investigate simplifications that could make it more useful and efficient for engineering applications. We have found that making simplifying assumptions about the particle inception species results in encouraging agreement with a variety of flame data.

Additionally, during the past three years, a variety of single-pulse shock tube experiments have been completed, including a focus on the comparison between ring formation in pyrolytic and fuel-rich (φ=5 to 20) environments. Conclusions from these experimental and related modeling studies have been reported previously. This abstract will focus on recent progress in modeling.

AUTHORS: M. Colket, R. Hall

TECHNICAL DISCUSSION

The soot growth/aerosol dynamics program is based on a sectional representation of the growth equations with provision for inception source terms, surface growth through condensible vapor deposition, and coagulation. The program has been modified in a number of ways for the soot growth problem. Its temperature range capabilities have been extended to the full range of interest in combustion problems by a reformulation of the surface growth sectional coefficient calculations. Provision for an oxidizing, depletible vapor (oxygen) has also been made. The simulations require as input profiles of temperature, condensible and oxidizing vapor concentrations, and the concentrations of certain other flame atomic and molecular species. The input of the aerosol dynamics program has therefore been made compatible with the output of the Sandia pre-mixed, laminar flame kinetics program. The facility to exclude a specified number of small mass spheroids from coagulative processes has also been added. We also have included a calculation of the radiative energy loss from the soot assuming optical thinness and neglecting soot refractive index dispersion.

In the simulations to be described, acetylene is assumed to be the surface growth species, and the growth rate has been calculated using the Harris-Weiner value (Ref. 1) in the appropriate temperature range, or a by modification of the Frenklach-Wang approach (Ref. 2) that calculates the rate based on a steady-state analysis of the surface density of reactive radical carbon sites. The latter requires local values of acetylene and hydrogen atom/molecule concentrations and estimates of rate coefficients for certain kinetic processes, and will hereafter be referred to as the theoretical surface growth model. A 31.8 kcal activation energy was ascribed to the Harris-Weiner expression, although the high temperature dependence is uncertain. Oxidation is assumed to be given by the Nagle and Strickland-Constable expression (Ref. 3), and oxidation by OH by a gas kinetic rate
multiplied by a collision efficiency of 0.13 (Ref. 4). For the soot growth simulations, the size range limits were nominally chosen to be .5 to 200 nanometers (diameter). There is no significant sensitivity to choosing the limits .75 to 300 nm, for example. Cases with relatively low surface growth rates display sufficiently small sensitivity to the number of sections that acceptable results can be obtained with as few as 10 sections. Cases with higher surface growth rates seem to show more numerical diffusion and sensitivity to number of intervals, and have been run with 25 size classes, the maximum currently allowed in this size range. With ten size classes, a growth simulation requires only about 15 sec. CPU on a VAXstation 3100; with 25 classes, the CPU time is about 1. min 30 sec.

One of the key assumptions investigated in the current model is that the benzene molecule (and/or phenyl radical) can be used as a surrogate for the incepting soot particle. By accounting for likely size dependent agglomeration rates, etc., we feel we may effectively simulate the effects observable when assuming larger species as the incepting particle. Kinetic data on acetylene addition to benzene (phenyl radical) compare well with extrapolations of kinetic measurements of acetylene addition to soot. Furthermore, we believe the uncertainties in making accurate predictions of the formation of higher molecular weight species has such a large uncertainty that it is probably premature to have a lot of faith in these predictions. Although benzene predictions can now be made by many authors reasonably accurately (within factors of two or better), the state-of-the-art for higher molecular weight species is no better than order of magnitude agreement (conservatively).

Hopefully, additional experimental information, modeling efforts, as well as a better understanding of the role of C5 chemistry will enable workers to enhance this capability. Preliminary results demonstrate the apparent promise of our simplification for using benzene as a surrogate for the incepting particle.

Comparisons have been made with the experimental data of Harris and Weiner obtained with ethylene fuel, and with propane and acetylene-fueled flames investigated by Bockhorn and coworkers (Ref. 5). The experimental conditions thus span a wide range of ambient conditions, with pressures ranging from .12 to one atmosphere, and peak temperatures in the range 1600 - 2000 K. The first step involved simulation of the flame kinetics to provide the needed profiles of the inception species and the C2H2, H, H2, OH, and O2 profiles needed for the surface growth and oxidation rates. In order to predict these formation rates and concentration profiles, we used the premixed, laminar flame model developed at Sandia. Two kinetics sets were used for predictions, one was developed at UTRC and a second was the (slightly modified) kinetics presented by Harris, Weiner, and Blint (Ref. 6). We used our own thermodynamic data set (which led to some small differences in prediction of species C4 and larger). The major modification to their mechanism was the addition of some propane reactions and the inclusion of ring forming reactions involving C3 species for which a lot of information has surfaced during this past year. These reactions double the predictions of benzene formation in the ethylene flames. In addition, for the acetylene flame studied by Bockhorn and coworkers, sensitivity analyses indicate that benzene formation is strongly sensitive to reactions associated with C3H3 formation and decay whereas the sensitivity to those associated with C4 species is insignificant. Numerical agreement between the UTRC kinetics and the modified Harris model were generally fairly good although numerical problems surfaced when attempting to use the 'Harris' kinetics to model some of the Bockhorn flames. Agreement between model predictions and experimental profiles for the several flames (Refs. 1, 5) was generally very good. Consequently, the kinetic model was used to predict benzene profiles (and that for other flame species) for several of the Harris flames for which soot growth profiles were determined but experimental benzene profiles are unavailable. Temperature profiles from these flames were obtained directly from Steve Harris. Benzene profiles calculated for the Bockhorn flames were in excellent agreement with the experimental data (Shown in Fig. 1 for the propane flame). Rapid early formation of benzene
was modeled followed by subsequent decay and (in the case of the acetylene flame) slow growth downstream of the flame front. The initial rapid formation occurs from intermediate temperatures and the existence of high concentrations of decomposition fragments of the fuel. The rapid decay of benzene (and other aromatic species) in these high temperature regimes was found to be linked to the peak temperature of these flames and the fact that at those peak temperatures rapid decomposition of benzene and other aromatic rings occurs. The slow subsequent recovery of benzene (after a temperature drop) is due to long cooking of rich flame gases with the low molecular weight species near to (quasi-) equilibrium conditions.

In the aerosol dynamics simulations, the smallest size class is given a finite source rate, and is regarded as the inception species. This would ordinarily be a higher molecular weight PAH. (Unless there is a strong reason for picking this species, the calculated results should not be sensitive to what is a somewhat arbitrary choice.) Should advancements in the state-of-the-art for higher molecular weight species permit, our kinetics codes could be used to predict the source rate of any such prescribed species. The present comparisons were based, as described, on the zero order assumption that the inception source rate can be approximated by that of benzene. This assumption merely represents the simplest possible implementation of the model; the model is not restricted to it. As will be seen, however, it is possible that the results obtained from it may be just as good as those presently obtainable from more elaborate calculations of the inception species.

Figures 2 and 3 compare the model predictions with the ethylene flame data of Ref. 1. In Figure 2, it can be seen that the theoretical surface growth model and the Harris-Weiner value give similar predictions, in this case for C/O = .8. In Figure 3, it can be seen that the stoichiometric dependence of the flame soot yield is approximated by the theory. No steric factors or other adjustable parameters have been used in these calculations.

Simulation of the Ref. 5 propane and acetylene flames represents a significant extrapolation because of their higher peak temperatures (approx. 1825 and 1975 K, respectively). The inclusion of an acetylene desorption process in our theoretical surface growth expression, with a rate constant assumed to be equal to that for phenyl decomposition, causes the surface growth rate to have a negative temperature dependence for temperatures beyond 1650 K. For the propane flame, the predicted surface growth rate seems still to be somewhat too high (Figure 4), although the disagreement between experiment and theory is only slightly larger than a factor of three at 90 mm. If one is willing to introduce a modest steric factor in the surface growth rate, the agreement could obviously be made much better. For the acetylene flame, the asymptotic agreement is much better, but theory is much too low in the lower regions of the flame. The temperature dependence of the surface growth rate seems to be too extreme for temperatures in the vicinity of 1950-2000K in the present model. The main emphasis in the program now is an attempt to determine the proper high temperature dependence of the surface growth rate.
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Fig. 1 Measured and Predicted Species Concentrations
Bockhorn Propane Flame

Fig. 2 Calculated Soot Volume Fraction
Harris Flame; C/O = 0.8

Fig. 3 Calculated Soot Volume Fraction
Harris Flame; Harris-Weiner Surface Growth

Fig. 4 Calculated Soot Volume Fraction
Bockhorn Propane Flame
Two aspects of dense sprays are being studied: turbulence modulation, which involves the turbulence field generated by drop motion, and secondary drop breakup, which intrinsically follows primary drop breakup from liquid surfaces. Work completed on turbulence modulation has shown that particle-generated turbulence is strikingly different from conventional turbulence and has provided a means of estimating these turbulence properties. Further progress toward understanding turbulence modulation requires information on particle wake properties in nonturbulent and turbulent flows which is the focus of current work. Work on secondary drop breakup is concentrating on near-limit breakup since these conditions dominate dense sprays. Work completed has provided a flow regime map defining three breakup regimes — bag, multimode and shear breakup — and has shown that large Ohnesorge numbers (representative of near thermodynamic critical point conditions) involves only extended deformation and no breakup. Current work is defining the dynamic properties and outcome of breakup in all but the well-studied shear breakup regime in order to better understand the structure of dense sprays.

TECHNICAL DISCUSSION

Introduction. Processes within dense sprays are not well understood, which hampers progress because the dense-spray region is the initial condition for the rest of the flow (Faeth, 1990). Past work in this laboratory (Ruff et al., 1989, 1991a,b; Wu et al., 1991) has highlighted two aspects of dense sprays that are currently being studied: turbulence modulation, which is the turbulence field generated by drop motion; and near-limit secondary breakup, which is an important rate-controlling step in dense sprays.

Turbulence Modulation. Turbulence modulation is being studied using laser velocimetry in homogeneous particle-laden flows having uniform particle fluxes in stagnant air and water baths so that all turbulence properties are solely due to turbulence modulation. Theory involves extension of Campbell's theorem (Rice, 1954) to obtain a statistical description of continuous-phase properties.

Direct work on turbulence modulation and dispersion was completed and is discussed by Parthasarathy and Faeth (1990a,b) and Mizukami et al. (1991). Both theory and experiment show that turbulence properties are largely controlled by the rate of dissipation, \( \varepsilon \), of particle kinetic energy into their wakes. Thus, motivated by the theory, measurements show that r.m.s. velocity fluctuations in the streamwise and crossstream directions, \( \bar{u}_i' \) with \( i = u \) or \( v \) respectively, can be correlated as follows:

\[
\bar{u}_i'/U = C_i(\varepsilon d\theta d)^{2/3}/U^3)^{1/2}
\]  

where \( C_u = 6.84, C_v = 3.42 \), \( d \) is particle diameter, \( U \) is relative velocity and \( \theta \) is the wake momentum diameter. This degree of anisotropy, 2:1, is extraordinary for a homogeneous turbulent flow — it results from the fact that mean velocities in particle wake contribute to turbulence properties because particle arrivals at a point are random. Thus, while some properties of the flow are similar to conventional turbulence — Gaussian probability
density functions of velocity fluctuations and nearly exponential spatial correlations — other properties are vastly different, e.g., temporal power spectra decay according to frequency to the $-1.1$ power rather than the conventional $-5/3$ power.

The stochastic theory predicts many of these trends correctly but fails quantitatively in some instances due to limited information about particle wake properties. Nevertheless, good empirical correlations of critical properties like spatial and temporal integral scales were still achieved. The results are illustrated in Figs. 1 and 2, where streamwise and crossstream spatial and temporal integral scales, $L_{xy}$, $L_{yz}$, $T_u$ and $T_v$, are plotted in terms of the dissipation factor that controls velocity fluctuation levels, see Eq. (1). Thus, present measurements provide a means of computing most turbulence quantities of interest from the dissipation rate of particle kinetic energy: velocity fluctuations, probability density functions, temporal and spatial correlations and spectra.

In order to properly test predictions, particle wake properties in quiescent and turbulent environments must be known better. Thus, a test arrangement involving spheres moving in a glycerol bath has been developed with laser velocimetry used to measure wake properties.

Measurements thus far have been in quiescent baths. The results show that mean velocities decay similar to turbulent wakes for particle Reynolds numbers in the range 50-200, but decay much more rapidly for Reynolds numbers greater than 400. The latter behavior is evidence of effects of unsteady eddy shedding from the spheres. Current work seeks to define wake properties for both quiescent and turbulent bath conditions, and to incorporate these results into the stochastic theory for comparison with our turbulence modulation measurements.

Secondary Breakup. Earlier measurements of the structure of large-scale pressure-atomized sprays (Ruff et al., 1991a, b; Wu et al., 1991) shows that most drops produced by primary breakup are intrinsically unstable to near-limit secondary breakup. Thus, this phase of the investigation is considering secondary breakup.

Breakup of monodisperse drops is observed using a shock tube and flash cinematography, (for overall behavior), and holocinematography, (to resolve the outcome of breakup), see Ruff et al. (1990) for a description of the latter. The first series of tests involved developing a breakup regime map for near-limit breakup. The results are illustrated in Fig. 3. The drop Weber number at breakup, $W_{gb} = \rho g d U^2/\sigma$, is plotted as a function of the Ohnesorge number, $Oh = \mu g/(\rho g d) \nu/\sigma$, where $\rho$ is density, $\sigma$ is surface tension, $\nu$ is viscosity and subscripts $f$ and $g$ denote liquid and gas properties. Three breakup regimes have been identified: bag, multimode and shear breakup. Large Ohnesorge numbers are seen to prevent all forms of breakup; instead, the particles generally just deform into irregular stringlike shapes: Large Oh occur as drops approach their thermodynamic critical point: assuming that they shatter into small particles at these conditions, due to their small surface tension, is clearly erroneous. Measurements of the bag breakup limit by Hanson et al. (1963), Hinze (1955), Lane (1951) and Loparev (1975) are seen to be in good agreement with present results.

Current measurements are focussing on drop deformation and breakup dynamics below the multimode breakup limit. These measurements are being used to trace drop deformation, drag and bag breakup properties. Overall, it is planned to consider the region up to the well studied shear breakup regime, due to its relevance to secondary breakup in dense sprays.
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Fig. 1 Integral length scales for turbulence modulation.

Fig. 2 Integral time scales for turbulence modulation.

Fig. 3 Secondary drop breakup regimes
SUMMARY/OVERVIEW:

This is a new project on soot formation model development. Following our accomplishments during the previous AFOSR-sponsored project, culminated in quantitative prediction of soot particle formation in several laminar premixed flames of ethylene and acetylene, the objective now is to extend the modeling efforts to computer simulation and analysis of sooting in flames of other fuels and geometries, along with further refinement of the underlying reaction mechanism of soot formation. During the first four months of the project, we developed and implemented an algorithm for calculation of soot particle optical properties; initiated computer simulation of soot formation process in several laminar premixed flames with different stoichiometries; and continued the work on the ionic neutral reaction mechanisms. Some preliminary results are summarized below.

TECHNICAL DISCUSSION

Algorithm for Powder Optical Properties

A computer algorithm was developed that calculates optical properties of an ensemble of particles whose size distribution is given in terms of moments of the size distribution function. This algorithm utilizes the lumping methods\(^1,2\) and corresponding computational codes developed by us to model soot particle formation and growth in flames. It allows us to simulate light absorption and scattering without assuming a functional form for the particle size distribution, and thus to compare directly the numerical predictions of the model to the actual measured properties, such as intensity of scattered light determined by laser diagnostics. The new algorithm was implemented and tested with the lumping code for soot particle formation.

Neutral Mechanism

In a recent review article on chemical kinetics and combustion modeling, Miller, Kee and Westbrook\(^3\) suggested that the cyclization reactions used in our soot formation model, namely

\[
\begin{align*}
n-C_4H_3 + C_2H_2 & \rightleftharpoons \text{phenyl} \\
n-C_4H_5 + C_2H_2 & \rightleftharpoons \text{benzene} + H,
\end{align*}
\]  

\(1\) \(2\)
cannot be responsible for the formation of the first aromatic ring because the concentrations of 
$n$–C$_4$H$_3$ and $n$–C$_4$H$_5$ radicals should be low because the reactions

$$H + n$–C$_4$H$_3 \xrightarrow{\delta} H + i$–C$_4$H$_3$$ \quad (3)$$

$$H + n$–C$_4$H$_3 \xrightarrow{\delta} H + i$–C$_4$H$_3$$ \quad (4)$$
deplete the concentrations of the $n$–isomers required in reactions (1) and (2). These reactions were not included in our model, because our computational results indicated that the $n$– and $i$–isomers are already equilibrated by several other reactions in the system. Nonetheless, to test the Miller et al.'s suggestion, we performed additional simulations of the three laminar premixed flames we analyzed previously.$^{2,4}$ The reactions (3) and (4) were now included in the simulations assuming rate coefficients $1 \times 10^{14}$ mol cm$^{-3}$ s$^{-1}$ for the exothermic directions. The results of these simulations for Flame 1 of Ref. 5 are shown in Fig. 1. As can be seen in this figure, the inclusion of reaction (3) and (4) — even with upper-limit rate coefficient values — does not make a difference on the computed profile of benzene. Similar results were obtained with the rest of the simulated flame.

**Ionic Mechanism**

To evaluate the rate coefficients for some of the key ion-molecule reactions in the AeroChem reaction mechanism$^6$ suggested for the ionic pathway to soot, potential energy calculations were performed for reaction

$$C_8H_7^+ + C_2H_2 \rightarrow C_{10}H_9^+.$$  

The calculations were performed on various ions using the MOPAC semi-empirical quantum chemical program. For each proposed structure a geometry optimization was performed using the AM1 hamiltonian utilizing a BFGS update technique. A force analysis of the stable geometries, again using MOPAC, confirmed that these were indeed local minima in the AM1 potential energy surface. The force analysis was carried out at 298 K and in the ground state rotational level. In order to find transition states between these structures the SADDLE facility of MOPAC was used that interpolates between given reactant coordinates and product coordinates. Several transition states found in this manner were confirmed to be so by a force analysis showing one imaginary root of the force matrix. Preliminary data, with not fully converged results for some of the transition states, are shown in Fig. 2. Further calculations are in progress.
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Figure 1. Measured and computed concentration profiles in a 46.5% C₂H₂ - 48.5% O₂ - Ar laminar premixed flame: (a) C₄H₃ and C₄H₅ radicals, and (b) benzene. The dotted line in (b) is computed with the addition of reactions $n$-C₄H₃ + H $\rightleftharpoons$ i-C₄H₃ + H and $n$-C₄H₅ + H $\rightleftharpoons$ i-C₄H₅ + H with rate coefficient values of $10^{14}$ cm³ mol⁻¹ s⁻¹ for both reactions.
SUMMARY/OVERVIEW

Progress in understanding soot formation in combustion systems and the effect of fuel type continues. Since results appear to reveal that soot nucleates at approximately the same temperature for all fuels and under all conditions, the present focus of this research is on the possibility that there is a fundamental high activation energy process controlling for all fuels and under all conditions. Corresponding studies of high temperature oxidation of hydrocarbons have concentrated on the aromatic components of jet propulsion fuels. Studies on benzene and mono- and di-alkylated benzenes have been completed. Work is now concentrated on the polynuclear aromatic hydrocarbon oxidation process. Presented here are the results and suggested mechanisms for the oxidation of 1-methyl naphthalene.

TECHNICAL DISCUSSION

Earlier work in this program led to the development of two important aspects of fuel sooting (1). The first was that though the extent of fuel conversion into soot may significantly change from fuel to fuel, there exists a common mechanism of soot formation for all fuels. The second proposal was that there existed a unique temperature for the onset of soot formation, also regardless of the fuel type. This latter proposition implies that there exists a high activation energy chemical rate step which controls soot inception.

The soot inception temperature was measured initially by noting the first appearance of soot on a thermocouple as it moved along the centerline of a diffusion flame. It was realized that this point was not necessarily the true inception point since particles could reach the position by thermophoresis. As well, it is somewhat difficult to make the observation. Therefore a new, unique approach to understanding the soot formation mechanism was devised. In an overall review of soot formation (2), the principle investigator pointed out that sooting from a hydrocarbon diffusion flame could be eliminated by extensive dilution. Such flames appear blue in comparison to the bright orange of a non-diluted hydrocarbon flame. It was argued that if dilution was limited to the condition that the flame would just turn completely blue (specifically along the center streamline) then the temperature of the flame would be the inception temperature of the soot for that particular fuel. The procedure was to establish a 1 cm high luminous diffusion flame for each fuel, then to dilute with nitrogen until the tip of the flame turned blue. The centerline temperature profile was then measured. The value at the observed flame height led to the latest results obtained for various fuels as shown in the following table.
<table>
<thead>
<tr>
<th>Fuel</th>
<th>Inception Temperature °K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acetylene</td>
<td>1665</td>
</tr>
<tr>
<td>Allene</td>
<td>1586</td>
</tr>
<tr>
<td>Ethene</td>
<td>1700</td>
</tr>
<tr>
<td>Benzene</td>
<td>1580</td>
</tr>
<tr>
<td>1,3 Butadiene</td>
<td>1586</td>
</tr>
<tr>
<td>2-Butene</td>
<td>1650</td>
</tr>
<tr>
<td>Toluene</td>
<td>1570</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

There is about 150 K spread in the data. But most interesting is the observation that the temperature variation is oriented so that the least sooting fuel (ethene) has the highest temperature and the most heavily sooting fuel (toluene) has the lowest. Obviously dilution affects the flame somewhat. One is lead to believe that the inception point under non-diluted conditions is close to 1700.

There have been some published results (3,4) that would lead one to believe that nitrogen dilution was more of a concentration effect than temperature effect. The manner in which the investigators conducted their experiments could have affected their conclusions. Since it could be the soot observation technique that could cause the disparity between the investigators' and the early results obtained in this program, it became apparent that an adoption of the completely diluted flame to just eliminate soot which was described above could be a good technique to resolve the question. Experiments were performed in which Ar and CO₂ were used as diluents as well as N₂. To achieve the blue flame with Ar requires greater dilution than N₂. Likewise CO₂ requires less. If dilution were an important effect a different inception temperature would be found for each diluent for each fuel. Fig. 1 reveals that for the four fuels evaluated the same incipient temperature within experimental error is obtained for each fuel.

The recent experimental oxidation tests (5) have revealed that naphthalene, indene, phenylacetylene, and benzene were the major aromatic intermediates in the oxidation of 1-methylnaphthalene, with naphthalene reaching a maximum concentration first, then indene, phenylacetylene, and finally benzene (see Fig. 2). The major aliphatics detected were acetylene, methane, ethylene, vinylacetylene, and cyclopentadiene. Significant quantities of 1-naphthaldehyde were found, as well as small concentrations of 1-naphthol and 1,2-dimethylnaphthalene. Just as 1-methylnaphthalene is the doubly-ringed aromatic analog of the singly-ringed toluene, 1-naphthaldehyde, 1-naphthol, naphthalene, indene, and phenylacetylene are the analogues of the major intermediates in the oxidation of toluene, whose mechanism was previously studied in the flow reactor. By analogy then, major mechanistic steps in the oxidation of 1-methylnaphthalene have been proposed (5): once an initiation process has established a radical pool of H, OH, O, and HO₂, the
fuel is attacked by radical abstraction of an H atom from the methyl group, forming the 1-naphthylmethyl radical (see Fig. 3). Displacement of the methyl group by a H atom is probably an additional mechanism of attack of the fuel, and leads directly to the formation of naphthalene. The 1-naphthylmethyl radical, resonantly stabilized to even a greater extent that the benzyl radical in toluene oxidation, undergoes radical-radical reactions with O and HO$_2$ to form 1-naphthaldehyde. Abstraction reactions with radicals and O$_2$ break the weak C-H bond of naphthaldehyde, and subsequent unimolecular decomposition yields the 1-naphthyl radical (which quenches to naphthalene in the sample probe) and CO. Reaction of the 1-naphthyl radical or naphthalene with radicals or O$_2$ gives 1-naphthoxy (observed as 1-naphthol), which rearranges and decomposes to the indenyl radical (observed as indene) and CO. Further radical attack finally ruptures the second aromatic ring and produces the styrene radical, which undergoes β-scission to form phenylacetylene or the phenyl radical (observed as benzene) and acetylene. Support for this mechanism is given by the presence of all of the suggested species (or quenched forms of the radicals), and the lack of any other significant peaks in the GC analysis of the flow reactor runs. Further support is evident in the successive attainment of maximum concentration in the profiles of naphthalene, indene, phenylacetylene, and benzene, consistent with the predictions of the mechanism.
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Fig. 2. Time histories of major aromatic intermediates in the flow reactor oxidation of 1-methylnaphthalene. 
\( s = 0.47 \).

\[
\begin{align*}
\text{HCH}_2 + X & \rightarrow \text{HCH}_2 + XH \\
\text{HCH}_2 + H & \rightarrow \text{HCH} + \text{H}_2 \\
\text{HCH}_2 + O & \rightarrow \text{HCHO} + \text{H} \\
\text{HCH}_2 + \text{H}_2O & \rightarrow \text{HCH}_2 + \text{OH} \\
\text{HCHO} + \text{OH} & \rightarrow \text{HCO} + \text{H}_2O \\
\text{HCO} & \rightarrow \text{H} + \text{CO} \\
\text{H} + \text{OH} & \rightarrow \text{H}_2O \\
\text{H} + \text{O} & \rightarrow \text{H}_2O \\
\text{OH} + \text{H}_2O & \rightarrow \text{OH} + \text{OH}_2 \\
\text{OH} + \text{OH}_2 & \rightarrow \text{OH} + \text{H}_2O \\
\text{OH} + \text{O} & \rightarrow \text{OH} + \text{OH}_2 \\
\text{O} & \rightarrow \text{CO} + \text{CO} \\
\text{C}_2\text{H}_4 + \text{H}_2O & \rightarrow \text{C}_2\text{H}_4 + \text{CO} \\
\text{C}_2\text{H}_4 & \rightarrow \text{C}_2\text{H}_2 + \text{H} \\
\text{C}_2\text{H}_2 & \rightarrow \text{C}_2\text{H}_2 \\
\end{align*}
\]

Note: \( \text{H} = \bigcirc \), \( \text{C} = \bigcirc \).

Fig. 3. Proposed mechanism of 1-methylnaphthalene oxidation.
PARTICLE DISPERSION IN TURBULENT SHEAR FLOWS

AFOSR Grant No. 89-0392
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SUMMARY:
This joint experimental and numerical project seeks to test and improve our current modelling of droplet scale processes in a turbulent shear flow environment. The experimental approach uses Lagrangian measurements of single droplets in a well characterized turbulent jet to investigate the impact of turbulence on droplet drag and vaporization rates. Comparisons are made with either the results of vortex dynamics calculations or a Large Eddy Simulation in which equations of droplet motion are integrated along with the currently available correlations for drag and vaporization.

TECHNICAL DISCUSSION

Experimental method:

A schematic of the experiment is shown in Fig. 1. A steady stream of monodisperse droplets is generated using a piezoelectric transducer. The droplets are accelerated by the air flow in the nozzle contraction. As each droplet leaves the nozzle it passes through a He-Ne laser beam which is monitored by a photodiode. The diode signal is used as a trigger for the data acquisition system, thereby permitting the individual droplet time of flight to be measured between the nozzle and some downstream location.

Fig. 1 Experimental Apparatus

Fig. 2 Droplet dispersion as a Function of Axial Location
The droplets are dispersed by the turbulence. Their radial positions at some axial location are measured with a position sensing photomultiplier tube (PMT) that detects light scattered by the particles from a laser sheet. The experiment originally used a photodiode for this purpose but it was found to be too noisy. The PMT gives very high signal to noise ratios (even for the smallest droplets) and its frequency response is sufficiently fast that we are able to track particles as they traverse the sheet of laser light.

As each particle passes through the laser sheet a series of pairs of \((x,y)\) coordinates for its location are obtained. The pairs of data are separated by 50 ms. In order to obtain Lagrangian measurements of dispersion the laser sheet is traversed along the jet axis in finely spaced increments of position. It is then possible to sort the large data set of particle positions into functions of time of flight rather than axial location: the width of each narrow time bin is given by \(\Delta t/t \leq 0.04\). By this means we are now able to obtain Lagrangian measurements of droplet dispersion and other statistics such as probability distribution functions (pdfs) of position.

Particle axial velocities are obtained by timing the passage of a droplet through the laser sheet. The timing is performed by determining the width of the scattering pulse on the PMT signal. Work is in progress to obtain radial velocity components by following the position of a particle through either a thickened laser sheet or through multiple sheets.

Results

Figure 2 shows dispersion (mean square displacement from the initial position at the nozzle exit) for two sizes of hexadecane droplets as functions of downstream distance. Also shown in this figure are the results of a stochastic simulation of the particle dispersion which was carried out in the same manner as that used by Faeth and co-workers and others. In the calculation the droplet drag was calculated as

\[
C_D = \frac{24}{Re} \left( 1 + \frac{Re^{\frac{1}{2}}}{6} \right) \quad Re < 1000
\]

The data are presented as Eulerian statistics. However, the experimental technique permits us to offer an alternative presentation. With the times of flight it is possible to interpret the data in terms of dispersion as a function of time as presented in Fig. 3.
It is also possible to examine conditioned statistics such as the pdf of droplet axial location for a given time of flight or the droplet dispersion as a function of axial location for a given time of flight. These conditioned statistics are shown in Fig. 4.

Effect of Initial Conditions

The results from the previous year's work suggested a significant impact of the initial conditions of droplet velocity on their dispersion. This aspect of droplet behavior has been looked at in greater detail during the past year. The experiment has been modified slightly so as to impart a controllable perturbation to the velocities of the droplets before they leave the nozzle. Figure 5 shows that a secondary air stream is introduced into the tube through which the droplets pass on their way to the nozzle. The impinging air jets cause the droplets to leave the nozzle with a small fluctuation in radial velocity.

Fig. 5 Modified Droplet Generation and Droplet Delivery System

The effect of this initial perturbation may be seen in Fig. 6 in which the dispersion of 160 μm diameter droplets of hexadecane is shown. The magnitude of the initial velocity rms fluctuation was determined from detailed measurements of droplet trajectories near the nozzle. Clearly, the initial velocity fluctuations have a significant impact on particle dispersion for large droplets. The experiment was repeated for 60 μm droplets and no measurable difference in dispersion was found.

A second potentially important parameter has been investigated i.e., the location of injection of the particles into the shear layer. A further modification to the droplet apparatus has been used to study this problem. An extended liquid delivery tube and droplet generating nozzle were used to inject the droplets close to the nozzle wall. They ultimately left the nozzle with a displacement of about 1 mm from the axis of the jet. Figure 7 shows that their subsequent dispersion was affected by the position at which they entered the flow. It is likely that the structures generated by the initial shear layer instabilities may affect the downstream dispersion of the droplets.

Droplet axial velocities have also been measured. The mean axial velocities at different axial planes are shown in Fig. 8 for droplets of two sizes. Also shown in the figure are the results of the stochastic simulations which predict the velocities quite well. This figure demonstrates that the larger particles do not adjust to the gas flow quickly; rather, their inertia maintains their velocities well in excess of the gas velocities for a considerable time.
Numerical Simulations:

The purpose of the numerical study is to develop a flow simulation in which droplet motion may be followed without the modelling that is inherent in other methods such as the stochastic simulation. Work in the previous year was concerned with a vortex dynamics calculation for infinite Reynolds number jet flows. During the past year progress has been made on developing a large eddy simulation for a turbulent round jet at moderate Reynolds numbers. The current effort has gone into identifying and testing the most appropriate numerical scheme for this calculation.

A compact finite difference scheme and a forward time centered space (FTCS) scheme have been evaluated for the viscous Burger's equation as a test case. It was found that the compact scheme was more accurate for flows with large viscosity and small gradients but it offered no advantage over the FTCS method otherwise.

The two techniques have also been applied to a plane 2D jet. This flow was found to offer a good test of the potential methods that may be used in the simulation of the round turbulent jet. Figure 9 shows the velocity field for the 2D jet at Re=4000. Work is proceeding on developing a 3D finite difference code in axisymmetric coordinates; a spectral method will be used in the azimuthal direction to take advantage of periodicity.

Fig. 9 Velocity Vectors in Plane Jet, Re=4000

Fig. 7 Influence of Off-Axis Injection on Particle Dispersion in Jet

Fig. 8 Droplet Mean Axial Velocities
INVESTIGATION OF THE APPLICATIONS
OF LASER-INDUCED FLUORESCENCE
TO FUEL SPRAY AND SINGLE DROPLET VAPORIZATION

ARO Contract No. DAAL03-87-K-0120

Principal Investigator: Lynn A. Melton

Department of Chemistry
University of Texas at Dallas
Richardson, TX 75083-0688

SUMMARY/OVERVIEW:

This report summarizes a variety of techniques for the study of isolated droplets. New results, which indicate partially selective optical sampling of droplets irradiated with a uniform laser beam, are reported for the heating of hexadecane droplets. Techniques under development and/or available now include exciplex fluorescence thermometry, "droplet slicing" and imaging, correction for refraction effects by droplet surfaces, measurement of temperature fields within droplets, and production of monodisperse droplets at high pressures. Not discussed in this abstract is the development of apparatus and techniques for lifetime imaging, which may lead to imaging of the equivalence ratio.

TECHNICAL DISCUSSION:

A. Temperature Measurements in Falling Droplets (UTD)

A previous report described the use of exciplex fluorescence thermometry to measure the (near-surface) temperature of 225 micron droplets, which had fallen 10 cm through a known heated ambient. This work has been extended by (1) reconstructing the apparatus so that the temperature of the droplet could be measured at virtually any point in its 9.5 cm fall through heated nitrogen, (2) increasing the temperature of the ambient to 550 °C, and (3) using 1,3-di(i-pyrenyl)-propane (PYPYP) as the exciplex fluorescence thermometry dopant, which results in a concentration-independent thermometer useful up to 400 °C. Other elements of the experiment were substantially similar to the Wells and Melton work. However, in these measurements with 1 x 10^{-4} M PYPYP in hexadecane, the 280 micron diameter droplet was optically thin (absorbance along a diameter = 0.06, as opposed to Wells and Melton results where the absorbance along a diameter was 4). Figure 1a shows the temperature profiles in the fall tube; Figure 1b shows the inferred temperatures of the droplets as a function of fall distance/time. For each curve, the droplet
temperature appears to rise slowly, jump sharply, and then continue a slow rise. The highest temperatures measured for the hexadecane droplets (normal boiling point = 287 °C) are approximately 200 °C. Video microscopy measurements showed no evaporation of the droplet.

It is highly unlikely that the temperature of the entire hexadecane droplet jumps 100-120 °C in 5 ms and then resumes a slow rise. It is much more likely that the excitation process and fluorescence collection process results in selective sampling of the temperature field within the droplet. This "partially selective optical sampling" (PSOS) process has been modeled using geometrical optics. The droplet acts as a lens, which focuses the incoming beam, and through convergence of rays reflected at the backside of the droplet, a "hot spot" is formed at a fractional radius of about 0.75. The programs developed in this work also calculate the fraction of the isotropically emitted fluorescence which is refracted into the detector aperture. Overall, 58% of the total fluorescence originates from the shell between fractional radii of 0.5-0.75, even though this shell accounts for only 30% of the droplet volume. Thus, it is probable that the "temperature jump" records the change of temperature of the selectively sampled portion of the droplet. If radial diffusion is the dominant mechanism for the heating of the interior of the droplets, then the jump records the passage of the thermal wave; if internal circulation is the dominant mechanism, then the jump records the heating of the interior of an internal circulation vortex.

B. Summary of Other Droplet Techniques Used Under Current Contract

1. Correction for Refraction by Droplet (UTD)

The novel work carried out at United Technologies Research Center (UTRC, subcontractor) on "droplet slicing" diagnostics, in which a thin laser sheet illuminates an equatorial plane of the droplet, has stimulated modeling work at UTD to determine how to transform the "camera image" obtained in such an experiment into a "real image", appropriate for analysis by investigators interested in heat and mass transport within droplets, i.e., how to undo the distortions caused by refraction at the droplet/air interface. It appears that the real image can be accurately recovered out to fractional radii of 0.8-0.9.

2. Droplet Slicing Experiments (UTRC);

a. Measurement of internal circulation using laser-induced oxygen-quenched fluorescence has been demonstrated. Decane doped with naphthalene was used to form droplets which fell a short distance in a chamber filled with nitrogen and a variable amount of oxygen. A thin sheet of ultra-violet light from the fourth harmonic of a Nd:YAG laser illuminates an equatorial section of a droplet, and the resulting fluorescence
is imaged onto a two-dimensional CCD detector. Since oxygen is a strong fluorescence quencher, any liquid volume element which has been exposed to it by surface contact or diffusion will suffer a reduction in fluorescence intensity. Convection from the surface due to internal circulation as well as diffusion cause image regions to appear dark.

b. Methods have been developed which make it possible to determine unambiguously from an experimental image whether the laser sheet did indeed bisect the droplet.

c. Using "droplet slicing" techniques and exciplex fluorescence thermometry, measurements of the temperature field within a droplet have been made. The fluorescence from a single "sliced" droplet, which had fallen into heated nitrogen, was recorded on a color CCD camera. For droplet temperature measurements, the thermometry is carried out by separating the RGB outputs of the CCD camera and dividing the blue intensity by the green intensity pixel by pixel, to obtain a ratio which can be calibrated against the liquid temperature. Thus, signal processing takes the place of complex optical systems with multiple mirrors and separate blue and green filters.

3. Novel Techniques for Monodisperse Droplets (UTRC)

a. Droplet-on-demand generators, which produce droplets reproducibly, can be produced without the use of high-voltage, expensive, tempermental piezoelectric crystals. The 25 mm diameter speaker from a set of personal stereo headphones, driven by a pulse of 2-20 volts, can be used as the driver.

b. Reliable production of uniformly-sized fuel droplets in the 300-1000 micron diameter range at pressures up to 400 psia (27 atm) has been made routine. Data have been acquired of internal flow patterns within droplets as a function of both pressure and time delay.

c. The process of ejecting a droplet through the nozzle of standard droplet generators may induce internal circulation in the same direction as that caused by aerodynamic forces. However, when droplets are ejected into an electrostatic trap where they can be held long enough for any fluid motions due to the droplet formation process to damp out, the influence of aerodynamic forces on internal circulation can be unambiguously identified. Alternately, an aerodynamic droplet generator can be used to produce monodisperse droplets in the core of an axisymmetric jet. The gas flow around the end of a hypodermic needle strips off droplets. Since the gas flow velocity is greater than the initial liquid velocity, any internal circulation due to the droplet formation process will be opposite to that produced by free fall.

FUNDAMENTAL STUDIES OF LASER IGNITION AND KINETICS IN REACTIVE GASES
(AFOSR Contract No. 91-0004)

Principal Investigators: Andrzej W. Miziolek
Brad E. Forch
U. S. Army Ballistic Research Laboratory
Aberdeen Proving Ground, MD 21005-5066

SUMMARY/OVERVIEW:

This year our efforts have concentrated on expanding our understanding of
uv laser photofragmentation of reactive gases as well as in developing new
multiphoton diagnostics for photofragment detection and temperature determina-
tion. The main thrusts of our research, that of determining the spin-orbit
distributions of oxygen atoms from molecular oxygen using a tunable ArF (193
nm) laser, and the subsequent determination of spin-orbit effects in H₂/O₂
flames, have been delayed due to start-up problems with the laser which have
only recently been solved. These experiments are currently underway and a
second low pressure burner apparatus has been made operational for this work.

TECHNICAL DISCUSSION

Last year we reported on the wavelength tunable ignition of H₂/O₂ and
D₂/O₂ premixed flows in which a distinct H/D isotopic wavelength dependence
was demonstrated with the most efficient ignition occurring at 243.2 nm (for H)
and 243.0 nm (for D). We also presented results on the fuel molecule-specific
microplasma emission resulting from irradiation by a focussed ArF excimer
laser beam. In addition, we described the initiation of a laser ignition
modeling effort which has been substantially developed but is not yet fully
completed.

A. Spin-Orbit Specific Kinetics

The main thrust of our present research is to determine the extent of
oxygen-atom spin-orbit specificity in the kinetics of H₂/O₂ flames. The reason
we are interested in this is because of our observation of a non-statistical
distribution of O-atom ground electronic spin-orbit states following irradiation
of molecular oxygen by a broadband unfocussed ArF excimer laser. Our ob-
servation of non-statistical behavior, which was reported in a previous year's
abstract was recently confirmed with a reported nascent distribution of the
3P₂:3P₁:3P₀ states of 0.47:0.31:0.22, while a thermalized distribution yields
a ratio of 0.74:0.21:0.05. Such a high propensity for the formation of the 3P₀
spin-orbit state may have implications on the kinetics of H₂/O₂ flames, assum-
ing that there is a significant difference in the elementary kinetic rate con-
stants between the three different spin-orbit states, such as has been ob-
served for other atoms. Our research strategy is relatively straightforward,
and that is to establish individual O₂ ro-vibronic photodissociation product
spin-orbit ratios using a tunable excimer laser (which can preferentially pump
a number of such states) in a low pressure apparatus. Subsequently, we intend
to determine the effect of individual ro-vibronic state photolysis in a flame
environment. If there are significant differences in O-atom reactivity,
depending on which spin-orbit state it is preferentially formed, then one
might expect localized increases/decreases in flame kinetics (heat feed-back) as a result of ArF laser photolysis, particularly in the preheat and primary flame zone. As mentioned before, these experiments are currently underway.

B. UV Laser Photodissociation

While the tunable ArF excimer laser was being made operational, we engaged in further photodissociation studies, but now with a molecule that is somewhat larger than molecular oxygen, and thus having many more photodissociation channels. The molecule we chose, dimethylnitramine (DMNA), is of interest primarily because other researchers have studied it experimentally (although primarily involving the ground potential energy surface) as well as theoretically. Figure 1 shows the prompt emission spectrum following DMNA photolysis at 248 nm (KrF excimer laser). The two prominent peaks (other than the one due to laser scatter) have been attributed to the OH and NO₂ photofragments. Figure 2 shows the nascent rotational population distribution for ground-state OH formed by photolysis of DMNA (open squares) and nitric acid (filled triangles). In both of these cases the rotational "temperature" is rather high (ca. 1400 K). Other results of this study include the determination that the NO₂ A'2B₂, NO₂ X'2A₁, and the OH ground-state are formed via monophotonic, unimolecular pathways, and that the OH excited-state is formed by a two-photon, unimolecular process.

C. Multiphoton Excitation Studies of NO for Flame Thermometry

During the process of determining the primary photoproducts in the above study, we realized the importance of developing diagnostics for species, such as NO, whose single-photon excitation falls far in the ultraviolet region (220 nm) and thus may suffer from the coincident perturbation (photolysis) of other species such as NO₂. This perturbation, of course, leads to artificially high levels of NO. Our approach of two-photon excitation of the NO (A) state at 452 nm was inspired by Professor T.A. Cool of Cornell University, who pioneered this method for flame NO detection. Figure 3 shows a Resonance Enhanced Multiphoton Ionization (REMPI) spectrum of the 02+2 + P12 branch taken in a C₂H₄/O₂/Ar flame containing 1% NO. A spectral simulation yields a temperature of 1169±50 K, which is in fair agreement with the temperature (1000 K) measured with a coated thermocouple. Figure 4 shows a two-photon LIF spectrum of NO taken at room temperature. As one can see, the spectral best-fit simulation yields a temperature of 326 K. Both the high temperature and room temperature results are encouraging, but indicate that significant improvements are still needed before this approach can be utilized as an alternate/additional flame thermometer. In particular, improvements are needed in spectroscopic constants and in transition probabilities.

Figure 1. Prompt emission spectrum following DMNA photolysis at 248 nm.

Figure 2. Rotational population distribution of the OH photofragment formed by 248 nm photolysis of DMNA (open squares) and nitric acid (filled triangles)
Figure 3. REMPI (2+2) spectrum of the NO $^2\Sigma_g^+ + ^2\Pi_2$ branch ($T=1169\pm 50$K)

Figure 4. Two-photon LIF of NO at room temperature
TRANSPORT PHENOMENA AND INTERFACIAL KINETICS
IN MULTIPHASE COMBUSTION SYSTEMS

AFOSR Grant No. 89-0223

Principal Investigator: Daniel E. Rosner†
High Temperature Chemical Reaction Engineering Laboratory
Department of Chemical Engineering, Yale University
New Haven, CT 06520-2159, USA

SUMMARY/OVERVIEW
The performance of ramjets burning slurry fuels (leading to condensed oxide aerosols and liquid film deposits), gas turbine engines in dusty atmospheres, or when using fuels from non-traditional sources (e.g., shale-, or coal-derived), depends upon the formation and transport of small particles, often in non-isothermal combustion gas boundary layers (BLs). Even airbreathing engines burning "clean" hydrocarbon fuels can experience soot formation/deposition problems (e.g., combustor liner burnout, turbine blade erosion and "hot" corrosion). Moreover, particle formation and transport are important in chemical reactors used to synthesize or process aerospace materials (turbine blade coatings, optical waveguides, ...). Accordingly, our research is directed toward providing chemical propulsion systems engineers and materials-oriented engineers with new techniques and quantitative information on important particle- and vapor-mass transport mechanisms and rates.

An interactive experimental/theoretical approach is being used to gain understanding of performance-limiting chemical-, and mass/energy transfer-phenomena at or near interfaces. This includes the development and exploitation of seeded laboratory burners (Sections 1,4), flow-reactors (Section 6), and new diagnostic techniques. Resulting experimental rate data, together with the predictions of asymptotic theories (Sections 1-6), are then used as the basis for proposing and verifying simple viewpoints and effective engineering correlations for future design/optimization studies.

TECHNICAL DISCUSSION

1. TRANSPORT OF AGGREGATED SUBMICRON PARTICLES
The ability to reliably predict the thermophoretic properties of isolated and aggregated flame-generated particles (carbonaceous soot, Al$_2$O$_3$, ...) is important to many technologies, including chemical propulsion and refractory materials fabrication. Last year we reported preliminary measurements of the thermophoretic diffusivity ($\alpha_T D$) of flame-generated submicron TiO$_2$ (s) "soot" particles using a TiCl$_4$(g)-seeded low strain-rate counterflow laminar diffusion flame technique (Gomez and Rosner, 1991). Inferred ($\alpha_T D$)-values based on observed particle-free-zone thicknesses and measured (thermocouple) temperature gradients were well within 10% of values expected using Waldmann's kinetic theory approach for a dense spherical particle.

Similar conclusions were reached in earlier, rather different experiments on flame-generated submicron 'soots', both organic (e.g., Eisner and Rosner,1985) and inorganic (Rosner and Kim, 1984). Our current theoretical studies provide an interesting explanation and confirmation for this remarkable and quite useful insensitivity of (orientation-averaged) $\alpha_T D$ to aggregated particle size and morphology; viz. addition of a primary particle to an aggregate containing N such particles increases the thermal force and drag by nearly the same amount in both Knudsen number limits. Our results in the near-continuum limit are shown in Fig 1.1 (Rosner et. al.,1991) and even smaller departures from unity are found in the free-molecule limit. In marked contrast, it should be emphasized that the Brownian diffusion-, inertial-, and optical-properties of such aggregates are quite sensitive to size (N) and morphology. We are now exploring many interesting consequences of these differences.

† AFOSR Contractors Meeting on Propulsion, Boulder, CO 10-14 June 1991
‡ For research collaborators consult REFERENCES
2. HEAT TRANSFER EFFECTS ON COAGULATION DYNAMICS

Our recent studies of submicron particle migration in host-gas temperature gradients and radiation fields (see, e.g., Rosner, et. al., 1991, Castillo et. al. 1990, Mackowski, D.W., 1990) suggest that even spherical particles thermally out of equilibrium with their local host gas can coagulate with particle-particle encounter rate constants quite different from the usual "isothermal" Brownian values. This leads to unusual population dynamics, including the possibility that initially broad coagulating "overheated" particle populations can become narrower than ordinary "self-preserving" populations. This is illustrated in Fig. 2.1 (Rosner et al., 1991), which shows the predicted dependence of (log-normal) spread parameter and geometric mean size on dimensionless time for radiatively heated carbonaceous particles in the near-continuum limit. We are also investigating the frequently occurring converse case: i.e., the strong tendency of radiatively cooled large particles to grow still larger by rapidly "scavenging" smaller ones.

3. MOMENT METHODS FOR TRANSPORT PROBLEMS INVOLVING PARTICLE POPULATIONS

Many flow problems involving coagulating and migrating particle populations can be solved conveniently by deriving/integrating a closed set of differential equations for selected "moments" of the particle size distribution (PSD-)function. This is particularly true when the PSD shape is relatively simple (e.g., single mode log-normal) and does not markedly change as a result of the participating phenomena. One such class of problems occurs in the theory of aerosol sampling---i.e., correcting PSD instrument data for the systematic effects of wall losses and/or coagulation in the upstream sampling tube. We have recently shown that the necessary correction factors can be calculated by direct upstream integration of a closed set of 3 moment equations (Rosner and Tassopoulos, 1991). As a representative example, Figure 3.1 shows the correction factor for total particle number density as a function of the scaled length of the sampling system and the spread parameter of the aerosol measured at the instrument (for turbulent gas flow in the absence of appreciable coagulation).

4. MULTIPHASE BOUNDARY LAYER THEORY: THERMOPHORESIS AND INERTIA

Our seeded micro-combustor experiments, and ancillary theoretical calculations on the interesting competition between particle inertia and particle thermophoresis for the case of laminar gaseous boundary layers on surfaces with streamwise curvature (as for combustion turbine blades) are now essentially complete (Konstandopoulos and Rosner, 1991; Rosner et. al. 1991).

5. KINETICS AND MORPHOLOGY OF CVD-MATERIALS

A small impinging jet (stagnation flow) reactor has been designed and built for studying the CVD-rates of refractory films on inductively heated substrates. To help understand the topography of CVD film surfaces in the limit when thermally driven mass transfer dominates concentration diffusion we recently completed a linear stability theory (Castillo, et.al., 1991).

Because of the energetic potential of boron as a solid fuel (or fuel additive) and the likely role of surface reactions involving the gaseous oxidant B\textsubscript{2}O\textsubscript{3}(g) in the processes of fine boron-particle ignition, combustion and extinction, we have obtained flow reactor measurements of the intrinsic kinetics of the gasification of CVD-B(s) at surface temperatures between about 1300K and 2100K (Zvuloni et al., 1989a, Zvuloni, 1990). While the chemical propulsion implications of these measurements were emphasized in our recent AIAA-JPP publication (Zvuloni et al., 1989a) and its chemical propulsion conference companion (Gomez et. al., 1991), the experimental techniques and the mechanistic implications of our results will be emphasized in a full-length manuscript prepared for J. Phys. Chem (Zvuloni, Rosner and Gomez, 1990).

6. VAPOR PHASE IGNITION IN CVD BOUNDARY LAYERS

Optimizing the growth rate and properties of CVD films growing on heated surfaces will often require reactor design/flow conditions such that the onset of external diffusion limitations approximately coincides with the onset of homogeneous reactions within the vapor BL (Rosner et.al., 1990, 1991). A simple asymptotic theory, which exploits the high activation energy of the homogeneous reactions, allows this to be done (cf. Fig. 6.1, which shows a typical Arrhenius diagram and the surface temperatures corresponding to "vapor phase ignition".)
CONCLUSIONS, FUTURE RESEARCH

In our 1990-1991 OSR-sponsored Yale HTCRE Lab research (briefly described above, and in greater detail in the references cited below) we have shown that new methods for rapidly measuring vapor- and particle-mass transfer rates and chemical vapor deposition rates of refractory oxides, combined with advances in transport theory, provide useful means to identify and incorporate important, often previously neglected, mass-transport phenomena in propulsion engineering and materials engineering design/optimization calculations. We are now extending our work on the effects of these new "phoretic" phenomena, 'polydisperse' particle populations and the consequences of highly nonspherical particles (aggregates or macro-molecules).
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Fig. 1.1 Predicted normalized thermophoretic diffusivity of aggregates containing N-primary spheres; near-continuum limit, conductivity ratio = 0.1 (after Rosner et al. 1991)

Fig. 2.1 Predicted evolution of soot PSD parameters for coagulating populations of carbonaceous spherical particles; effects of particle "overheating" in the high pressure limit (after Mackowski et al., 1991, Rosner et al. 1990)

Fig. 3.1 Effect of size-dependent particle losses to the walls of an upstream sampling tube; correction factors to be applied to measured total particle number densities using a tube of rescaled L/d. (For turbulent gas flow in both particle Knudsen number limits) (after Rosner and Tassopoulos, 1991)

Fig. 4.1 Predicted dimensionless Arrhenius diagram for the chemical vapor deposition of a solid film on a heated substrate. Effects of external diffusion limitations and the abrupt onset of homogeneous reactions in the vapor BL (after Rosner et al., 1990, 1991)
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SUMMARY/OVERVIEW:

The primary objective of the present research program is to provide a fundamental understanding of the processes which control soot particle formation under conditions applicable to future gas turbine engine operation. The current work extends recent studies in laminar diffusion flames on the effects of fuel molecular structure and operating pressure. The emphasis in the present studies is to examine the important gas phase chemistry which is involved in particle inception and surface growth processes. The inception region is of particular interest because it has been argued to be controlling with respect to the ultimate amount of soot formed in the flame. This argument is based on the importance of the initial surface area formed during the inception of the primary soot particles. Present theories conflict on the importance of inception and surface growth in controlling the amount of soot formed during the combustion process. In the present studies, detailed measurements of both the inception and surface growth phases are being undertaken to provide the necessary basis for evaluating the relative importance of these fundamental mechanisms on the formation of soot particles.

TECHNICAL DISCUSSION

The present research program is intended to provide a fundamental understanding of the processes controlling soot particle formation under conditions applicable to future gas turbine engine operation. During the current year of the effort, work has emphasized the effects of concentration and temperature on the formation of soot particles. Through a carefully structured study, the effect of adding a diluent to the fuel stream of a diffusion flame has been studied. Measurements and modeling efforts have shown that differences in the initial concentration of fuel are rapidly mitigated by diffusion. Consequently, local concentration variations are reduced as compared to the initial condition at the fuel tube exit for the undiluted and diluted cases. Furthermore, local temperature measurements indicate that even under equal adiabatic flame conditions, the local temperature in the soot forming region can differ by 40 K between flames involving nitrogen or argon as the diluent. These differences in temperature are argued, based on previous work by other researchers, to be one source for the observed effects on soot formation. Additionally, consideration has been given to residence time effects, largely a result of delays in the onset of soot formation which reduces the effective time for soot growth. Additional work has emphasized the development of sampling and mass spectrometric techniques for measurements in particle laden regions using a new probe developed for conducting such measurements [1].

Background

The formation of soot particles in combustion environments involves a complex series of chemical and physical processes which control the conversion of fuel carbon to carbonaceous particles. Since soot formation is well known to be a chemically kinetic limited process, the effects of temperature and concentration are expected to be important. In the case of concentration effects, it would seem straightforward to expect a direct proportionality between fuel concentration and soot formation rates. However, in many situations, mixing and temperature effects can mask the importance of the fuel concentration variations on the amount of soot formed in the combustion environment.
One means to investigate the effect of fuel concentration is through the introduction of an inert diluent into the fuel stream, which has been observed to reduce soot concentration in laminar diffusion flames. Some workers have argued that the effect of concentration variations resulting from dilution are small relative to the temperature reduction effect [2,3]. Other, more recent studies, have indicated that concentration effects are of greater importance [4-6]. These results imply that the role of temperature in soot formation, commonly believed to be the governing parameter of soot formation rates, is in some situations less important than fuel concentration.

**Experimental Setup and Operating Conditions**

Investigating the role of temperature and concentration on soot formation requires a careful selection of the experimental approach. Following a method similar to the approach of Axelbaum and Law [6], dilution effects are studied in a series of flames at identical calculated adiabatic flame temperatures, but which have different initial fuel concentrations. The difference in heat capacities of argon and nitrogen permit comparison of flames with identical calculated adiabatic flame temperatures, but different dilutions. Therefore, the effect of concentration is systematically isolated from temperature. Similarly, flame conditions can be selected with identical dilutions, e.g. 50% N\textsubscript{2} and 50% Ar, at different temperatures, thus, isolating the effect of temperature on soot formation.

An atmospheric coannular burner was used to study laminar diffusion flames. A laser scattering/extinguishing system was used to obtain data on the soot particle field in these flames. The coannular burner consists of an inner brass fuel tube (1.1 cm id) surrounded by an outer tube (10.0 cm id) for the air flow. The fuel or fuel inert mixture is introduced in a highly over-ventilated air flow (2.25 SCFM). Studies have been conducted for ethylene and propane over a range of fuel flow rates (2.75-6.58 cm\textsuperscript{3}/s), fuel concentrations (X\textsubscript{fuel} = 0.37-1.0) and operating pressures (0.1 and 0.2 MPa).

**Results and Discussion**

The effects of dilution of a fuel stream has been assessed through measurements of the total integrated soot volume fraction, F\textsubscript{v}. This quantity is related to the local soot volume fraction, f\textsubscript{v}, for soot particles in the Rayleigh size limit (d/\lambda < < 1), through measurements of the extinction (I/I\textsubscript{0}) integrated over the appropriate spatial coordinate. The expression for F\textsubscript{v} is given as

\[
F_v = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f_v dx dy = -\int_{-\infty}^{\infty} c(\lambda,m) \ln\left(\frac{I}{I_0}\right) dy
\]

where x is the direction along the laser beam used for the extinction measurement, y is the direction perpendicular to x, c(\lambda,m) is a constant determined from Rayleigh theory and I/I\textsubscript{0} is a measure of the extinction through the flame. Typical results for the variation of F\textsubscript{v} as a function of height in the flame for a series of ethylene/air flames with specified diluent conditions are shown in Figure 1. The nitrogen and argon diluted flames have the same calculated adiabatic flame temperature (2333 K) which is 36 K cooler than the calculated adiabatic flame temperature for an undiluted ethylene flame (2369 K).

Thermocouple measurements of the radial temperature profile low in the flame (z=5mm) indicate that the maximum temperatures for the two diluted flames are within 10 K of each other. However, at radial locations closer to the center line (r=5mm), where soot is first observed to form, temperature differences of between 40 and 60 K are observed, with the nitrogen diluted flames displaying lower temperatures. Previous work has shown that temperature variations of 50 K can result in a factor of two difference in the soot volume fractions observed [9]. Thus, the observed temperature difference can significantly increase the soot formed in the argon diluted flame enhancing the perceived concentration effect.

To gain further insight into the actual concentrations occurring in these flames when diluents are added to the fuel, both model calculations and mass spectrometric measurement studies were conducted. Using the diffusion flame model of Mitchell et al. [8], the fuel mole fraction was calculated for diluted and undiluted ethylene flames burning in air. A calculated radial profile of the fuel mole fraction for an
axial location 2.7mm above the fuel tube exit is shown in Figure 2. Comparisons between the diluted and undiluted cases show that differences in the fuel mole fractions in the two flames have been significantly reduced from their initial ratio of two. This is particularly evident in the region where soot is first observed to be formed ($r=4.5$mm, see ref. 3). Thus, diffusion of nitrogen from the surrounding air rapidly mitigates the initial differences in fuel concentrations introduced by dilution of the fuel stream. To confirm these results, comparisons of mass spectrometric measurements in diluted and undiluted methane flames are shown in Figures 3 and 4. These measurements indicate the same trends observed with the modeling studies. The major combustion species show similar mole fractions in both diluted and undiluted flames in the regions where soot is expected to form. The only species to show significant differences is hydrogen while carbon monoxide shows smaller changes. The implication of these results is that a less than first order dependence on the fuel concentration for soot formation would be expected. In fact, calculations in which $F_i$ was assumed to be related to the fuel concentration as $\text{[Fuel]}^{b}$ yielded values of $b$ between 0.4 and 1.5 with no systematic variation with respect to fuel flow rate.

Residence time effects have also been shown to be important in diffusion flame studies of soot formation (9,10). In fact, a squared or cubed power dependence on the residence time has been observed (10). Thus, changes in residence time which result from addition of the diluent species could affect the soot formation rate. The major observed effect of dilution with respect to residence time is a shift of the location where soot is first observed to higher axial positions. Since the location of the maximum soot volume fraction is largely unaffected by dilution, the total soot residence time is reduced. Note the shift in the location of the initial soot formation region could be a result of temperature, velocity and/or concentration effects. Our preliminary evaluation estimates that between 5 to 20% of the reduction in soot could be a result of the variation in residence time during which soot growth can occur.

The present study of the effects of fuel dilution on soot formation in laminar diffusion flames indicates a number of important effects are present. The lower soot formation rate observed is due to a combination of concentration, temperature and residence time effects. Based on local measurements of the temperature variations in the soot forming regions of the flame, along with previous measurements of the sensitivity of the soot formation process to temperature variation, we argue that temperature is still the most important effect. Our measurements and modeling show that concentration effects are mitigated by diffusion associated with the diffusion flame structure. In particular, diffusion of nitrogen from the surrounding air quickly results in similar concentration fields for both diluted and undiluted flames. Furthermore, dilution appears to increase the time for soot particle inception to occur, resulting in a decreased residence time for soot growth. Our studies indicate that concentration effects can be responsible for some fraction of the observed variation in soot formation as diluent is added. These effects are most important in the soot inception region and appear to decrease in importance as residence time and sooting propensity increase. Additionally, the present studies point to the usefulness of detailed studies to investigate fundamental mechanisms involving soot formation as opposed to global studies.
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Figure 1: Comparison of the integrated view volume fraction as a function of height for blends containing flames at equivalent temperature (2333 K) as compared to an adiabatic flame (2740 K). The initial fuel mole fractions for the nitrogen and argon dilution flames are 0.04 and 0.02 respectively.

Figure 2: Comparison of the profile of fuel mole fraction as a function of radial position for a diluted and undiluted flame, axial location = 2.7 mm.

Figure 3: Mole fraction measurement as a function of radial position in an undiluted methane diffusion flame burning in air. The axial measurement location is 12 mm above the burner exit. Three negative mole fraction measurements for CO are a result of weighing CO mole fractions from a differentiating procedure involving the mass 28 signal which includes both CO and N2. The methane fuel flow rate was 1.7 cm3/s.

Figure 4: Mole fraction measurement as a function of radial position for a 10% N2 diluted methane flame burning in air. The axial measurement location is 12 mm above the burner exit. Nine negative mole fraction measurements for CO are a result of obtaining CO mole fractions from a differentiating procedure involving the mass 28 signal which includes both CO and N2. The methane and nitrogen fuel flow rate were each 5.7 cm3/s.
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SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR) program in airbreathing combustion currently is focused on seven areas of study: supersonic combustion, reacting flow, soot, sprays, kinetics, ram cannons, and thermal instability of fuels. An assessment of major research needs in each of these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on external proposals and in-house work at Air Force laboratories. Airbreathing combustion is assigned to the AFOSR Directorate of Aerospace Sciences along with programs in rocket propulsion, diagnostics of reacting flow, and fluid and solid mechanics.

Interests of the AFOSR airbreathing combustion task are given in the SUMMARY section above. Many achievements can be cited for these interests, yet imposing fundamental research challenges remain. The objective of the program is publications in the refereed scientific literature describing significant new understanding of multiphase turbulent reacting flow. Incremental improvements to existing scientific approaches, hardware development and computer codes fall outside the scope of this objective.

Decisions on support for research proposals are based on scientific opportunities and technology needs. Current AFOSR perceptions of scientific opportunities appear in Figure 1, and areas of emphasis are indicated by arrows with positive slopes.

Major emphasis has been given to research on supersonic combustion to support hypersonic airbreathing propulsion technology. Starting in 1987 new research efforts were directed at novel means for achieving ignition, combustion enhancement, and low-loss flameholding in supersonic combustion. 1989 saw new research in interactive control of fluid transport processes. These opportunities reflect a generic interest in interdisciplinary efforts between researchers in control theory and fluid transport behavior. For hypersonic propulsion a particular focus of interactive flow control is the investigation of means to overcome the suppression of mixing which high Mach number flows experience in relation to subsonic flows.
A new area of interest is the behavior of fuels in propulsion systems prior to combustion. Future systems will require fuels to absorb substantial thermal energy, raising fuel temperatures to supercritical thermodynamic conditions. Understanding and controlling fuel properties at these conditions will be crucial for avoiding thermal degradation and for subsequent processes within the combustor.

The purpose of this abstract has been to communicate AFOSR perceptions of research trends to the university and industrial research communities. However, communication from those communities back to AFOSR also is desirable and essential for creating new research opportunities. Therefore, all proposals and inquiries for fundamental research are encouraged even if the content does not fall within the areas of emphasis described herein. Comments and criticisms of current AFOSR programs also are welcome.
Air Force Basic Research
Aerospace Sciences
Airbreathing Combustion

<table>
<thead>
<tr>
<th>Research Area</th>
<th>Trend</th>
<th>Decrease</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supersonic Combustion</td>
<td>↑</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reacting Flow</td>
<td>↑</td>
<td>Model Evaluation</td>
<td></td>
</tr>
<tr>
<td>Soot</td>
<td>↑</td>
<td>Comprehensive Growth Modeling</td>
<td></td>
</tr>
<tr>
<td>Sprays</td>
<td>↑</td>
<td>Drop-Turbulence Interactions</td>
<td></td>
</tr>
<tr>
<td>Kinetics</td>
<td>↑</td>
<td>Lumping And Reduction Methods</td>
<td></td>
</tr>
<tr>
<td>Ram Cannons</td>
<td>↑</td>
<td>AFSC Initiative</td>
<td></td>
</tr>
<tr>
<td>Thermal Instability</td>
<td>↑</td>
<td>FY93 Initiative</td>
<td></td>
</tr>
</tbody>
</table>
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Summary

When high voltage power systems are used in space, serious interactions are known to occur between the exposed conducting surface and the surrounding plasma. The main purpose of the research is to study computationally and theoretically the arcing phenomena on high voltage power systems with specific application to high voltage solar arrays. The aim is to arrive at an understanding which would be useful in engineering design. A study has been done based on a simple model consisting of dielectric material based on negatively biased conductor in a plasma environment. An arcing rate is calculated for a high voltage solar array and good agreement is found with experimental data. The breakdown voltage of the neutral gas over the dielectric surface is also calculated as a function of pressure ranging from semi-vacuum to atmospheric pressure. Future research will be an assessment of effects of repeated arcing on spacecraft operation and applications of the results to other high voltage system in space as a function of thruster parameters.

1. Introduction

In the future, increased activities in space will require a large amount of power, of the order of 100 kW to 1 MW. At this high power level, the loss of power in its transmission inside the spacecraft and the mass of the transmission line can be substantial. High voltage power generation and transmission is one of the solutions which minimize the power loss and the mass of the transmission lines. When the voltage is increased to a high value such as an order of hundred volts, however, we can no longer neglect interactions between the high voltage systems and the surrounding space environment. Arcing is one of the most severe interactions. Arcing has been observed on high voltage solar arrays when the arrays have a negative potential with respect to the surrounding plasma. Arcing is typically defined as a sudden current pulse up to an order of ampere during a time of the order of microsecond or less. In one space experiment arcing was observed to occur at the voltage as low as -200 volt[1]. It causes electro-magnetic interference (EMI) with instruments, enhanced sputtering of the solar cell materials and possible damage to the solar cell. Similar phenomena are expected to occur on any other high voltage system which is surrounded by dense neutral and plasma environment. Such a dense neutral and plasma environment will exist when any type of electric propulsion thruster is used continuously on a
space vehicle. The interactions of the power system with the environment will be especially severe for electric propulsion systems.

The main purpose of the research is to study computationally and theoretically the arcing phenomena on the high voltage systems in space, especially, solar arrays. The basic system we study is shown in Fig. 1. It consists of dielectric material placed on a negatively biased conductor in plasma environment. Therefore the results obtained in the research can be applied to any other discharge problem occurring in a similar system. For a solar array, the dielectric material corresponds to the coverglass and the conductor corresponds to the interconnector.

Hastings et al. [2] proposed that arcing occurs by ionization of neutral gas desorbed from the dielectric coverglass due to electron stimulated desorption (ESD) by electrons emitted from the interconnector. Cho and Hastings [3] calculated the dielectric charging processes leading to the build-up of an intense electric field around the triple junction. This can cause significant outgassing from the dielectric surface due to the electrons which are emitted by field emission from the conductor surface.

In this abstract three pieces of work are summarized. One is numerical simulations of the charging processes of the dielectric materials and calculation of arcing rate as a function of the conductor potential $V$. The second is the calculation of the breakdown voltage of the desorbed neutral gases. The third is the calculation of the backflow from a thruster around a spacecraft. In the following sections, we discuss each work and finally we conclude the abstract discussing the future research topics.

2. Charging Processes of Dielectric Material

The objective of this part is to know

1. To what extent is the dielectric surface charged by charged particles from the space environment?
2. How quickly is the dielectric material charged?

Knowing (1) tells us the electric field under which arcing is initiated. Knowing (2) tells us the rate of arcing for a given solar array. The arcing rate of a solar array is very valuable information when we design a high voltage solar array.

Two types of charging mechanisms are considered. One is the charging due to ions from outside the electric sheath surrounding the solar arrays. Another is the charging due to electrons emitted from the conductor surface by enhanced field electron emission (EFEE). These charging processes are calculated by numerically integrating the particle orbits around the solar cell under the electric field which is consistent with the charging state of the dielectric material.

The major findings are the following three points.

(1) The ambient ions charge the dielectric front surface to the steady state potential $\phi \approx 5(V)$, where $5(eV)$ is the kinetic energy of the incoming ions with the orbital velocity in the LEO. Therefore, at the steady state given by the ion charging, a strong electric field of $E \approx V/d$ is created at the triple junction.
(2) After the electric field reached the high value of \( E = \frac{V}{d} \) at the triple junction, if there is an emission site with a high field enhancement factor \( \beta \) on the conductor surface near the triple junction, the electrons can charge the side surface. The charging due to the enhanced field emission electron (EFEE) can develop very rapidly because of the exponential dependence of the current on the electric field. When the electric field doubles, the emission current increases by ten orders of magnitude. At the same time, the electrons which impact the dielectric surface increase to more than \( 10^7 \left( \frac{A}{m^2} \right) \) for the parameters used in the study. This incident current can desorb a significant amount of neutral gas from the surface and create dense neutral cloud as high as \( 10^{25} \left( m^{-3} \right) \) over the surface.

(3) Once we know the charging time of the dielectric coverglass, we can calculate the arcing rate for a given solar array assuming that it takes a negligible amount of time for the ionization of neutral gases. The arcing rate is then defined as the inverse of the time which is necessary to build up the electric field. We calculated the rate of arcing on a solar array with the same parameters as those of the PIX II flight experiment[1] assuming a reasonable distribution of the enhanced field emission site over the conductive surface of the array. The results are shown in Fig. 2 with the experimental data.

We find we can obtain good agreement between the predicted values and the experimental values. It is noted that a threshold voltage exists if we define it as the voltage which gives the arc rate \( R = \frac{1}{\tau} \) where \( \tau \) is the experimental waiting time, that is, there is no arc within a time \( \tau \) at less than this voltage.

3. Semi-Vacuum Gas Breakdown

The neutral gas density over the surface is roughly estimated by dividing the neutral desorption flux by the desorption speed of the neutral particles. The desorption flux \( \Gamma_n \) is given by \( \Gamma_n = \gamma j_e/e \) if the neutrals are desorbed due to electron bombardment, where \( \gamma \) is the ESD yield which is defined by the number of neutral particle desorbed by one incident electron, and \( j_e \) is the incident electron current. The ESD yields, \( \gamma \), are seen between 0.01 and 0.1 for most materials and the desorption speed of the neutrals is \( 10^2 \sim 10^3 \) (m/sec) depending on its mass and the surface temperature. Since the electron current varies widely from 0 to \( 10^7 \left( \frac{A}{m^2} \right) \) or even higher[3], the resulting neutral density also varies from atmospheric \( (10^{26} m^{-3}) \) to vacuum.

The length scale of the solar array discharge is \( d \leq 0.3 \) (mm) if we take it from the thickness of the coverglass. Most of our values of the product \( pd \) fall into the region between the Townsend gas breakdown and the vacuum breakdown. Little is known about this region compared to the other two regions. One possible explanation for the gas breakdown in this region is that, if the gap distance \( d \) is small enough, a prebreakdown electron current is emitted from the cathode surface by field emission and the feed back effect at the cathode is provided by field enhancement due to the space charge of the incoming ion current[4]. We consider the gas breakdown at low \( pd \) based on this hypothesis. For simplicity we consider a one-dimensional system filled with neutral gas of a certain density \( n_n \) with two biased electrodes but without any dielectric material. We assume that the field is already enhanced to a certain extent due to a whisker or dielectric impurity of metal at the cathode surface.
The breakdown voltage is calculated analytically by solving one-dimensional equations with a simplified collision model. The results are plotted in the form of a Paschen curve with the Paschen discharge data in Fig. The semi-vacuum breakdown voltage intersects with the Paschen curve at $p = 40\text{(Torr)}$ and $V = 260\text{(volt)}$. At pressure higher than this the discharge becomes the classical Paschen discharge. We also show the threshold voltage determined by the charging time of the dielectric material. This has the meaning of the threshold voltage necessary to outgass the neutral gas.

A bias voltage below the threshold voltage cannot create a neutral cloud of enough density to undergo arcing because the electron current incident on the surface is too low. Therefore, when the bias voltage is lower than this voltage, we do not see arcing. When the bias voltage is higher, whether arcing occurs or not depends on whether the bias voltage is higher than the breakdown voltage for a given density of the neutral.

The neutral gas density over a high voltage surface can also be affected by the backflow from a nearby thruster. This has been calculated by a direct simulation Monte Carlo approach for the flow from a hydrogen release. The neutral density is found to be several orders of magnitude above the ambient for some distance from the thruster. This means that the neutral pressure near the thruster exit may be high enough for a classical Paschen discharge to take place.

4. Future Research

In the future research, effects of the neutral density on the arcing rate will be studied more in detail. After determining arc frequency we will assess effects of repeated arcing on spacecraft operation. The sputtering rate of the material and EM radiation form the arcing current are thought to be important from a system designer's point of view. Finally, there will be an application of the results obtained in this study on high voltage solar arrays to arcing phenomena on other high voltage systems. There will be a case where there is contamination of the environment around the spacecraft due to the thruster firing. When a thruster is fired in space, there is backflow of the products from the nozzle exit toward the spacecraft. If the neutral gas from the thruster is partially ionized, this ionized gas can interact with the high voltage surface electronically. We will assess plasma density around typical spacecraft configurations as a function of thruster and the possibility of discharge on high voltage surfaces.
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ABSTRACT

The Biefield-Brown effect was investigated experimentally under a Phase II SBIR program* to verify and quantify the effect and its alleged capability of converting electrostatic energy directly into a propulsive force in a vacuum environment.

In the 1920s, Dr. Paul Biefield and Townsend Brown claimed that a propulsive force was generated when a large static electrical potential difference was applied between shaped electrodes, fixed with respect to one another by a dielectric. Under these conditions, a net force resulted that acted on the entire electrode/dielectric body and typically caused it to move in the direction of the positive electrode. Brown claimed the forces were proportional to the capacitance of the device, mass of the dielectric, charging potential, spatial divergence of the electric field, and energy density within that field.

This effect has received cursory attention over the many years since its discovery, but it has usually been discounted, the results being attributed to ion wind and corona discharge associated with the applied high voltage. It is probable that ion wind and perhaps corona discharge do contribute to the thrust on test devices when they are operated in air. However, Brown contended:

* This work was performed under contract F04611-89-C-0023 with the U.S. Air Force, Astronautics (now Phillips) Laboratory, at Edwards AFB, CA.
"In a vacuum, the reaction forces appear on solid environmental bodies, such as the walls of the vacuum chamber. The propelling force however is not reduced to zero when all environmental bodies are removed beyond the apparent range of the electrical field."

Further, he noted that the thrust existed under high vacuum conditions, "when there was no vacuum spark."

At the outset of the present investigation, this effect remained inadequately explored, without confirmed operation in a high vacuum, and without an adequate experimental data base to permit the nature and magnitude of its thrust to be determined.

In this investigation of the Biefield-Brown effect, a laboratory test configuration was designed and developed for directly measuring the electrostatically induced propulsive forces on selected experimental devices. This setup utilized a 1.40m³ stainless steel cylindrical type vacuum chamber and an expanded 6-inch diffusion pump to achieve air pressures for testing in the range of $10^{-5}$ to $10^{-7}$ torr. A vertical, dual, taut torsion fiber measurement system was used for direct assessment of propulsive forces. Two identical test devices, directed horizontally in tandem and mounted on a support structure at equal radial distances from the fiber axis, were suspended by the upper fiber. This unit operated as a torsion pendulum in a dynamic mode. Electrical power to the devices was supplied through the 0.1 mm diameter tungsten torsion fibers. The minimum force detectable with this system was about $2 \times 10^{-9}$ N. Geometrical symmetries were incorporated in the design to minimize the influence of reaction forces, which could arise from nearby bodies including the walls of the vacuum chamber itself.

Most of the devices tested were identical to, or small variations from, those successfully used by Brown in his force generation experiments. Several different electrode shapes and
dielectric types were used in the attempt to explore the parameters that were claimed to influence the induced propulsive forces.

A few attempts were made to drive the test devices with static voltages of 50 kV or more; these voltages were generally limited, however, to about 19 kV or less to avoid electrical breakdown problems across test device elements under vacuum conditions.

Boundary effects arising from the presence of induced surface charges on the walls of the vacuum chamber surrounding the test devices were significant. Considerable care was required to achieve adequate symmetry in the complete measurement configuration so that very small force levels could be detected and measured. Even then, residual boundary and asymmetry effects in the torsion pendulum system had to be taken into account in reducing the force measurements.

Direct experimental results of this investigation indicate that no detectable propulsive force was induced in the test devices by applying a static potential difference up to 19 kV between the test device electrodes under high-vacuum conditions (in the absence of electrical breakdowns). Steady applied voltages up to 33 kV were occasionally obtained during the tests, but there was no indication that any nonlinearities were induced in any of the test devices that would cause propulsive forces to develop using static voltages. Accordingly, the electrostatically generated propulsive force which was claimed to exist by Brown under these conditions was not observed. If such a force still exists and lies below the threshold of measurements in this investigation, then the force may be too small to be attractive for many space propulsion applications.

Near the very end of this investigation, a few brief attempts were made to examine the force-generation effects using
pulsed driving voltages at 19 kV, which was just under the level that caused breakdowns. No significant forces were induced, using pulse repetition rates of 10, 60, 150, 400 and 600 Hz.

Two further tests were conducted to examine the effect on forces generated by test devices in which a ceramic piezoelectric dielectric (lead titanate-lead zirconate) with a high dielectric constant of about 1750 was used in place of acrylic, with a corresponding constant of about 3.0. Under a static applied voltage of 19 kV, slow pulsing electrical breakdowns occurred between electrodes of the asymmetrical test device and over (or through) the dielectric. An anomalous force was associated with the occurrence of these breakdowns. The magnitude of this anomalous force appeared to increase as the rate of breakdown pulsing increased, even though the observed pulsing rates were no more than a few pulses per second. This anomalous force acted in a direction opposite to the direction of the conventional electrostatically induced boundary force (although this may not be true in general). The anomalous force is believed not to be associated with some artifact of current pulses passing through and temporarily altering the properties or calibration of the torsion fiber force measuring system. The origin and nature of this force remains an enigma.
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Summary
The ICRF plasma heating experiment has been carried out on the tandem mirror plasma propulsion device at MIT. The radial and axial profile of the wave amplitude agree with theoretical predictions. The axial profile was measured by an array of B-dot probes mounted in the region where the damping would occur from the theoretical prediction. The data showed that the wave was indeed damped when it approached the resonance plane indicating the beach heating effect. This effect is again confirmed by an analytical solution of the wave on a slab model. The time characteristics of electron density, measured by a microwave interferometer, confirm the two types of discharges observed from $H_\alpha$ emission reported previously. The plasma is more stable and has higher density for the type II discharge. From these two results we may choose the type II discharge as the preferred plasma heating method.

Technical Discussion

(1) Introduction
The goal of the first phase experiment is to gain a full understanding of the physics of wave propagation in this device in order to develop a method for achieving high energy conversion efficiency as well as controlling the heating of the plasma. It was reported last year that the numerical simulation of wave propagation in a nonhomogeneous magnetic field predicts that the amplitude of the wave excited in the plasma peaked while it approached the resonance, then damped out. The resonance effect was demonstrated by the drastic increase in amplitude of the wave, and the power absorption was demonstrated by the Fourier spectrum broadening. The absorption is now being observed from the measured axial profile of the wave amplitude this year. It was also reported previously that there were two types of discharge observed from the measured $H_\alpha$ emission. For type I discharge there was initially transient instability at the beginning, followed by stable behavior thereafter. The plasma was quiescent for the type II discharge. Similar phenomena were observed from the electron density measured by a microwave interferometer.

(2) ICRF Wave Experiment
The device is oriented north and south. The double half-loop antenna is located in the north end of the central cell where the field is higher than the resonance field at the midplane of each cell. Therefore the corresponding cyclotron frequency is less than the resonant frequency ($\omega < \omega_c$). The frequency of the rf power is in resonance with the ion cyclotron frequency at the field of the midplane of each cell. When rf radiation was emitted at the antennae, the wave excited in the plasma traveled both radially inward and axially toward the center of each cell.

The electron density of the plasma at two different ICRF frequencies was measured with a microwave interferometer and is shown in Fig. 1. The characteristics of the density results reconfirm the phenomena of the existence of two types of discharges observed from

* Astronaut Office, NASA Johnson Space Center, Houston, Texas
the $H_a$ emission reported previously. Figure 1a is the discharge for $\omega > \omega_{ci}$ and is classified as type I, whereas Fig. 1b is for the discharge $\omega < \omega_{ci}$ and is classified as type II. A type II discharge is more quiescent than type I.

Type I discharges generate densities that are lower than type II discharges. The peak line density obtained from the interferometer is approximately $3.2 \pm 0.85 \times 10^{12} \text{cm}^{-2}$, which corresponds to a plasma density of approximately $1.6 \pm 0.42 \times 10^{11} \text{cm}^{-3}$. The average line density is approximately $2.6 \pm 0.85 \times 10^{12} \text{cm}^{-2}$ or $1.3 \pm 0.42 \times 10^{11} \text{cm}^{-3}$.

The radial profile of $B_z$ of the wave for a type II discharge measured by a single B-dot probe at midplane is shown in Fig. 2. The solid curve shows the numerical results and the open circles with crosses show the experimental data. They are in good agreement.

The axial profile of $B_z$ of the ICRH wave for a type II discharge measured by the B-dot probe array is shown in Fig. 3. It is seen that the wave is damped as it travels toward the resonance plane. The numerical simulation of the wave was presented previously and a trimetric view of the calculated $B_z$ is shown in Fig. 4. The region of the axial profile measured by the B-dot probe array is indicated in Fig. 4 which is the damped region between the peak and resonance plane. The wave is rises to a peak and is then damped toward the resonance plane, in agreement with the experimental data. Such a damping effect is also predicted by the analytic solution discussed in the next section.

(3) ICRF Wave Theory

A refined analysis of the slab model was completed and an efficiency $\mathcal{F}$ was defined as

$$\mathcal{F} = \frac{\int P_{dis} dz}{|S|} = 2 \cos \theta_T \sqrt{\frac{S_{Re}}{S_{Re}^2 - D_{Re}^2} \left[ \frac{\cos^2 \theta_I}{(\cos \theta_I + \frac{k_0}{k_{pi}} \cos \theta_T)^2 + \frac{D_{Re}^2}{(S_{Re}^2 - D_{Re}^2)^2} \sin^2 \theta_I} \right]}.$$ 

At the resonance limit it reduces to

$$\mathcal{F} = 2 \sqrt{\frac{S_{Re}}{S_{Re}^2 - D_{Re}^2}} \to 1.$$  

Far from the resonance limit it becomes

$$\mathcal{F} \approx 2 \left( \frac{\Omega_i}{\omega_{pi}} \right) \cos \theta_T \to 0.$$  

As expected, $\mathcal{F}$ increases as resonance is approached, in agreement with the experimental results of the axial $B_z$ profile.
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Figure 1: Plasma density measured by interferometer for (a) type I discharge ($\omega > \omega_a$), and (b) type II discharge ($\omega < \omega_a$).

Figure 2: Radial $B_z$ profile for type II discharge. The experimental results closely matches the theoretical prediction.
Figure 3: Axial $B_z$ profile for type II discharge. The $B_z$ amplitude decreases indicating damping.

Figure 4: Trimetric view of $B_z$ from numerical simulation. The heavy solid curve corresponds to the B-dot probe array measurement.
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SUMMARY/OVERVIEW:

The Electron-Cyclotron-Resonance (ECR) plasma engine is an electrodeless electromagnetic plasma accelerator which is being investigated for its potential use in electric propulsion, beamed energy propulsion, and advanced nuclear propulsion. Primary motivation for study of this device vis-à-vis other plasma acceleration schemes is provided by calculations which suggest that the ECR plasma engine has the theoretical potential to deliver moderate to high specific impulse, long life, and high unit power handling capability while processing any of several propellant species, some of which are not useable in other electric thruster concepts (Ref. 1). The theoretical performance of this device matches well with the stated United States Air Force need for more efficient, intermediate thrust propulsion (Ref. 2).

The objective of this research program has been to develop the first quantitative theoretical model of the operation of the ECR plasma engine. To accomplish this objective, both analytical and experimental studies have been performed. A quasi-one-dimensional, steady-state model of the acceleration process has been developed to provide quantitative predictions of physical parameters which are tested experimentally. In addition, a simple two dimensional (axisymmetric) model has been formulated to predict the effects of the applied, diverging magnetic field on the plasma flow field. Knowledge of the geometry of the plasma flow field is required to assess potentially important losses such as beam divergence. Tests on a laboratory ECR plasma accelerator have been conducted. Several diagnostic tools, including a gridded energy analyzer, a Faraday cup current density analyzer, Langmuir probes, emissive probes, and a diamagnetic loop have been used to measure physical parameters of interest. While this first theoretical study of the ECR plasma engine concept has met with good success, considerable theoretical unknowns still exist regarding the actual performance potential of this incipient technology.

This research is viewed as the first critical stage in a development program which, if successful, will produce a new type of electric propulsion technology to fill the Air Force's need for efficient, long-life, intermediate thrust propulsion. It is hoped that the theoretical model developed in the present research can be used to design flight-like ECR plasma engines which have the potential to produce the desired performance. In addition, the theoretical models produced in this work are thought to be a prerequisite for the design of test facilities and the interpretation of test data which must be taken to validate this new technology.
TECHNICAL DISCUSSION

As described in previous publications, the theoretical aspect of this research consists of two separate modeling efforts. The first is a two-dimensional model used to predict the geometry of the plasma flow field encountered in an ECR accelerator. The second, more extensive study, is the development of a quasi-one-dimensional three-component model which is used to understand non-equilibrium and radiation effects.

Calculation of ECR Plasma Engine Flow Field: We have used a collisionless, steady-state, cold, two-fluid model to predict the trajectory of the ECR plasma as it is accelerated through a diverging magnetic field. Our model allows the calculation of the angle by which the plasma flow field diverges during separation from the magnetic field. The divergence angle is important because the fraction of the momentum of the flowing plasma which is useful for thrust varies as the cosine of the divergence angle.

Our analysis addresses the acceleration of a plasma which is initially at a specified velocity and position in a cylindrically symmetrical system. An applied, strictly longitudinal magnetic field is assumed. Although random thermal energy effects are neglected in the cold plasma approximation, an important effect of the plasma enthalpy is included as the energy and magnetic dipole moment associated with electron Larmor motion perpendicular to magnetic field lines.

The results of calculations based on this model have been published in the open literature (Ref. 3). To summarize, we have found that the ECR plasma accelerator can be used to produce an accelerated plasma beam which detaches from the field of the magnetic nozzle even without collision-induced cross-field diffusion and without ohmic heating of the plasma driven by azimuthal currents. Further, the magnitude of the beam divergence losses can be controlled by adjusting the shape of the field of the magnetic nozzle.

We are now investigating the possibility that the presence of a unique type of current cell, first described by Simon, could cause the actual beam divergence encountered in the ECR plasma accelerator to be less than that predicted by our model (Ref. 4).

Nonequilibrium and Radiation Effects Model: Nonequilibrium and radiation effects are treated using a steady-state, quasi-one-dimensional, three-component model. The three components included are the electron fluid, the ion fluid, and the neutral gas, which is addressed under the assumption of rarified flow. Using this model we can solve for plasma density, gas atom density, axial velocity, and each of two components of the electron temperature (perpendicular and parallel to magnetic field lines). Source terms are present in the model to account for phenomena such as coupling microwave power into the plasma at ECR, collisional energy transfer between the perpendicular and parallel components of the electron temperature, cross-field (Bohm) diffusion, ionization, radiation, and ambipolar diffusion.
The set of equations embodying the model which we are presently working with are presented below:

**continuity:**
\[
\frac{d(Anu)}{dz} = A(S_{i} + S_{d})
\]

**momentum:**
\[
\frac{m_{i} d((\Delta u)^{2})}{A} = F_{\mu} + F_{\text{drag}} + m_{i}(u S_{d} + u_{a} S_{i}) \cdot \frac{dP_{e}}{dz}
\]

**energy:**
\[
\frac{1}{A} \frac{d(AnuW_{\perp})}{dz} = Q_{i} - u F_{\mu} + S_{d} W_{\perp} + \lambda \left( \frac{W_{\perp}}{W_{\perp} + W_{\parallel}} \right)
\]
\[
\frac{1}{A} \frac{d(AnuW_{\parallel})}{dz} = Q_{i} + S_{d} W_{\parallel} + \lambda \left( \frac{W_{\parallel}}{W_{\perp} + W_{\parallel}} \right)
\]

The plasma source terms, $S_{i}$ and $S_{d}$, are the source terms which result from diffusion and ionization of neutral atoms. In this notation, $n$ is the plasma electron number density (assumed equal to the ion number density); $u$ is the plasma flow velocity; $z$ is the axial coordinate; $A$ is the cross sectional area of the plasma beam; $m_{i}$ is the ion mass; $u_{a}$ is the gas flow velocity; $W_{\perp}$ is the mean electron energy perpendicular to field lines; $W_{\parallel}$ is the mean electron energy parallel to field lines; $P_{e}$ is the electron static fluid pressure; $Q_{i}$ is the energy flux to the perpendicular component of the electron motion; $Q_{i}$ is the energy flux to the parallel component of the electron motion; $F_{\mu}$ is the electron dipole moment force; $F_{\text{drag}}$ is the friction term which accounts for collisions between plasma species and neutrals; and $\lambda$ is the Spitzer-Harm electron thermal conductivity.

**Continuing Work and Plans** At present, we are working to incorporate the effects of axial heat transport and vacuum system back pressure into the existing model. Once verified by comparison with our experimental measurements, the present theory can then be used to predict the theoretical performance of the ECR plasma engine. We plan to perform numerical calculations based on the model described above and to compare the results of these calculations with our experimental measurements before publishing the final report for this research effort.
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SUMMARY/OVERVIEW

This newly initiated project concerns the mechanisms by which flow, mixing and combustion process are coupled to acoustic fields in liquid-propellant rocket motors. The approach is primarily analytical, with use made of asymptotic methods. Nonhomogeneities in the flow field are taken into account, and attention is focused on both subcritical and supercritical conditions for vaporization, with real chemistry treated through the development of reduced chemical-kinetic mechanisms. It is planned to consider hydrogen-oxygen systems first and storables later. The following is an overview of modeling, prepared for the present meeting.

TECHNICAL DISCUSSION

History and Literature

Liquid-propellant rocket combustion was a topic of intensive research in the 1950's and 1960's, but it experienced de-emphasis thereafter. Since that time, computational capabilities have increased greatly; however, understanding has not. Most of the ideas about steady and oscillatory liquid-propellant rocket combustion were developed during those two decades. Consequently, reviews based on information available at that time, such as [1], provide most of the essential background information. Some updating is obtainable from more recent overviews [2-6]; citations here are restricted mainly to easily available literature or to work not previously cited in reviews.

Mathematical Formulation for Steady and Oscillatory Conditions

To describe the flow in the combustion chamber of a liquid-propellant rocket from a fundamental viewpoint is challenging. A starting point is a deterministic initial-boundary-value problem for a nonideal, chemically reacting fluid with phase changes. Given all the relevant thermodynamics and chemical kinetics, as well as the constitutive relations of Newtonian type relating fluxes and stresses to gradients as in the Navier-Stokes equations, formulation at this level is easy. A perfect computer would solve the problem, predicting atomization, vaporization, combustion, and unsteadiness interpretable as multiphase flow and turbulence. Probably the only such "computer" that will ever be available is the motor itself, from which "output" (velocities, state variables, etc.) is tough to obtain. Therefore, averaging is needed, resulting in conservation equations for multiphase flows [7,8]. Current and future modeling practice deals with such equations. Since different averagings give different accountings, attention to detail is essential in formulation. Appendix A summarizes the equations obtained from one particular approach to averaging.

Describing Steady Motor Operation

In principle, steady-flow equations are to be solved prior to investigating instability. There are a number of different approaches to calculation of steady, multiphase flow. The simplest
descriptions postulate steady, one-dimensional flow and focus either on evolution of droplet probability-density functions, ignoring the gas, or on monodisperse droplet descriptions, including gas effects. There has been some description of area changes in quasi-one-dimensional flow and of transverse mixture-fraction distributions with cylindrical symmetry. Although steady, axisymmetric programs are available even for dense sprays, they are expensive to run and generally not used in rocket applications. It is generally agreed that one-dimensional or axisymmetric descriptions are poor in injection and atomization regions, and although much is known about atomization processes, the information seems too complex to be worked conveniently into models of steady chamber operation, except as upstream boundary conditions. Explicit account of supercriticality also appears lacking in steady-flow modeling. Thus, there are many deficiencies in combustor descriptions even in the absence of instability.

When instabilities are to be addressed, descriptions of steady-state processes are simplified even further. The usual approximation for identifying acoustic modes is that of a chamber without flow and with a single, uniform sound speed. This is successful because the uncertainty in the correct sound speed is large enough that a value can be chosen within the range of uncertainty to match data. The two-phase effects are considered only as perturbations that may influence amplification and attenuation. Although such approximations may be acceptable, they appear to deserve further consideration in possibly masking some instability phenomena.

Describing Combustion Instability

Existing modeling of instabilities is generally patterned after classical descriptions of acoustic instabilities. Time-dependent perturbation equations, linear or nonlinear, are integrated numerically, often without one-dimensional approximations, since standing and traveling transverse modes frequently are significant. Both boundary amplification (e.g. through admittances) and homogeneous amplification (e.g. through a Rayleigh criterion) are considered; the latter especially causes significant complications and uncertainties because of the complexity of the nonuniform multiphase flow. A number of brute-force methods march on time scales short compared with acoustic times. This may seem desirable in that pop-type growth of sharp-fronted instabilities in principle may be described (if the formulation is nonlinear), but in practice correct pop physics is absent in the rough source descriptions, so the advantage is illusory. Multiscale methods [6] that can march on times long compared with acoustic times seem much more efficient and better capable of providing physical understanding.

Even today, the manner in which source amplification or attenuation is handled in practice usually reverts to Crocco's classical time-lag description. The pressure exponent and sensitive time lag are estimated empirically by comparing measured and computed neutral stability boundaries. Although Crocco's contribution was admirable, perhaps the most important in the field, we know that it was devised when the underlying physical processes were unknown and that many mechanisms now are known. It therefore seems better now to put in these mechanisms, one by one, instead of relying on time lags. This might lead to a revolution in modeling of combustion instability.

Amplification Mechanisms

Strahle has identified a number of mechanisms that may be responsible for amplification of instabilities and has evaluated characteristic times for these processes. Some of these processes are listed among others in Table 1, where a few research needs are suggested. Because of the evolution to higher chamber pressures, Strahle's estimates deserve revisitation. Since supercriticality is more prevalent nowadays, it merits closer scrutiny than it has been given with respect to amplification, for both atomization and combustion. A mechanism with correct phasing between vaporization and combustion to amplify acoustics strongly has recently been discovered for planar spray combustion [9]; its potential rocket relevance should be considered.
Research Recommendations

Table 1 lists areas in which further research is needed. In general, studies seem best advised to address real-world chamber conditions, rather than cold flow or reduced pressure, where there are interesting phenomena, to be sure, but not likely the same as in practice. Moreover, in instability investigations it is essential to address phase relationships (as well as characteristic times), since these distinguish amplification from attenuation. If good understanding can be obtained of the new and potentially important amplification and attenuation processes such as those indicated above and in the table, then the important ones can be included in chamber instability modeling to improve capabilities of instability computations.
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TABLE 1: RESEARCH NEEDS (SHORT LIST)

1. Steady-Flow Descriptions
   a. Better inclusion of atomization processes
   b. Account of both fuel and oxidizer sprays
   c. Explicit consideration of supercriticality
   d. Improved descriptions of mixture-fraction variations
   e. Introduction of turbulence effects

2. Acoustic-Field Descriptions
   a. Account for small-scale flow nonhomogeneities
   b. Consider axial variations and two-phase flow
   c. Address effects of turbulent-combustion noise

3. Instability-Amplification Processes
   a. Atomization response
   b. Mechanical response of liquid sheets
   c. Flames between sheets of impinging jets
d. Droplet wake burning
e. Distributed heat release in nonuniform mixture-fraction field
f. Spray flames with feedback between vaporization and combustion
g. Supercritical mixing with finite-rate chemical heat release

APPENDIX A: CONSERVATION EQUATIONS

Let $\rho_{ji}$ denote the mass of chemical species $i$ in phase $j$ per unit volume of phase $j$ and $\alpha_j$ the volume fraction of phase $j$. Generally $j = g,f,o$ denotes gas, fuel and oxidizer streams, respectively, although at totally supercritical conditions $j = g$ only, with $\alpha_g = 1$. With $N$ chemical species in the system, the density of phase $j$ is $\rho_j = \sum_{i=1}^{N} \rho_{ji}$, and the total density is $\rho = \sum_j \alpha_j \rho_j$. If $u_j$ is the mass-weighted average velocity of phase $j$ and $\rho u = \sum_j \alpha_j \rho_j u_j$, then overall mass conservation is

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0.$$  (1)

Mass conservation for phase $j$ is

$$\frac{\partial (\alpha_j \rho_j)}{\partial t} + \nabla \cdot (\alpha_j \rho_j u_j) = -w_j,$$  (2)

where $w_j$ is the rate of mass loss per unit volume for phase $j$, and $w_g = -(w_f + w_o)$. In terms of the diffusion velocity $U_{ji}$ for species $i$ in phase $j$, conservation of chemical species $i$ in phase $j$ is

$$\frac{\partial (\alpha_j \rho_{ji})}{\partial t} + \nabla \cdot [\alpha_j \rho_{ji} (u_j + U_{ji})] = \alpha_i w_{ji} + \sum_{j' \neq j} w_{ji} \beta_{ji'j'},$$  (3)

where $w_{ji}$ is the mass rate of production of chemical species $i$ in phase $j$, and $\beta_{ji'j'}$ is the mass of species $i'$ added to phase $j$ from phase $j'$ per unit mass loss of phase $j'$. Vaporization or droplet combustion laws determine $w_j$ and $\beta_{ji'j'}$, while diffusion equations determine $U_{ji}$ and chemical kinetics $w_{ji}$.

Although there are situations in which different phases must be assigned different pressures to avoid inconsistencies, this is probably inessential in liquid-propellant rockets, so that a common pressure $p$ may be adopted; moreover, body forces may be neglected. Overall momentum conservation then becomes

$$\frac{\partial (\rho u)}{\partial t} + \nabla \cdot \left( \sum_j \alpha_j \rho_j u_j u_j \right) + \nabla p = \nabla \cdot T,$$  (4)

where $T$ is a viscous stress tensor, containing contributions from all phases although often dominated by gas. Momentum conservation for phase $j$ is

$$\alpha_j \rho_j \frac{\partial u_j}{\partial t} + \alpha_j \rho_j u_j \cdot \nabla u_j + \alpha_j \nabla p = \alpha_j \nabla \cdot T_j + \sum_{j' \neq j} (u_{j'} - u_j) \gamma_{ji'},$$  (5)

where $T_j$ is the viscous stress tensor for phase $j$, and $\gamma_{ji'}$ is an interphase momentum-transfer parameter, the product of an average local momentum-transfer coefficient with an effective local interfacial surface area per unit volume. Viscous stress equations determine $T_j$, while drag laws
appear in $\gamma_{ij}$. It is most usual to use Eq. (5) for $j = f, o$ with $\alpha_j$ small and $\nabla p$ and $\nabla \cdot T_j$ negligible in the equation.

Energy conservation may be written in terms of the total (thermal plus chemical) enthalpy per unit mass for phase $j$, denoted by $h_j$. Overall energy conservation then becomes

$$\frac{\partial}{\partial t} \left[ \sum_j \alpha_j \rho_j \left( h_j + \frac{u_j^2}{2} \right) \right] + \nabla \cdot \left[ \sum_j \alpha_j \rho_j u_j \left( h_j + \frac{u_j^2}{2} \right) \right] = \frac{\partial p}{\partial t} - \nabla \cdot q + \Phi, \quad (6)$$

where $q$ is a heat-flux vector and $\Phi$ a rate of viscous dissipation. Often with $\alpha_j$ near unity $\Phi$ and $q$ are dominated by the gas phase, giving $\Phi = -\nabla \cdot (T_g \cdot u_g)$ and $q = -\lambda_g \nabla T_g + \sum_i \rho_i h_{gi} U_{gi} + q_R$, where $\lambda_j$ denotes the thermal conductivity of phase $j$, $T_j$ the temperature of phase $j$, $h_{ji}$ the total (thermal plus chemical) enthalpy per unit mass for species $i$ in phase $j$, and $q_R$ the radiant heat-flux vector (Dufour neglected). Energy conservation for phase $j$ is

$$\alpha_j \rho_j \frac{\partial}{\partial t} \left( h_j + \frac{u_j^2}{2} \right) + \alpha_j \rho_j u_j \cdot \nabla \left( h_j + \frac{u_j^2}{2} \right) = \alpha_j \frac{\partial p}{\partial t} - \nabla \cdot (\alpha_j q_j) + \alpha_j \Phi_j + \sum_{j' \neq j} (T_j - T_{j'}) \delta_{jj'}, \quad (7)$$

where $q_j$ is the heat-flux vector for phase $j$, $\Phi_j$ the rate of viscous dissipation in phase $j$, and $\delta_{jj'}$ an interphase heat-transfer parameter, the product of an average local heat-transfer coefficient with a local interfacial surface area per unit volume. Molecular heat-flux equations determine $q_j$, while interphase heat-transfer expressions appear in $\delta_{jj'}$. Equation (7) is in a form most directly applicable for $j = f, o$ with $\alpha_j$ small, so that on the right-hand side the last term dominates. This term can assume quite different forms, through different expressions for $\delta_{jj'}$, depending, for example, on the significance of interphase mass transfer and of combustion in thin layers around condensed phases.

After atomization, the condensed phases themselves are conveniently described by spray conservation equations for $f_j(m, v, w, x, t)$, the average number of droplets per unit volume at position $x$ and time $t$, per unit range of mass $m$, of velocity $v$ and of other parameters $w$ (such as shape or temperature), having mass in a small range $dm$ about $m$, velocity in a small range $dv$ about $v$, and other parameters in a small range $dw$ about $w$. The spray equation is

$$\frac{\partial f_j}{\partial t} = \frac{\partial (M_j f_j)}{\partial m} - \nabla \cdot (v f_j) - \frac{\partial (A_j f_j)}{\partial v} - \frac{\partial (B_j f_j)}{\partial w} + C_j, \quad (8)$$

where $M_j$ is the rate of mass loss of a droplet at $(m, v, w, x, t)$, $A_j$ is the acceleration of such a droplet, $B_j$ is the rate of increase of $w$ of such a droplet, and $C_j$ is the rate of increase of $f_j$ from droplet sources (such as atomization) and from interactions with other droplets (collisions). Analyses of droplet behavior must provide expressions for $M_j$, $A_j$, $B_j$ and $C_j$. Condensed-phase properties, such as $\alpha_j \rho_j$, are readily expressible as integrals over $f_j$, and simplified descriptions can be obtained from suitable integrals with delta-function approximations. Given the subsidiary equations that have been indicated to be needed, the system is complete.
ROLE OF UNSTEADY ATOMIZATION IN LIQUID ROCKET COMBUSTION INSTABILITY
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SUMMARY/OVERVIEW
Combustion instabilities have been observed in many liquid rocket engines. They are characterized by large amplitude oscillations of various flow quantities (pressure, velocity, etc.), resulting in extensive engine damage. Therefore, there is a need to better understand the processes involved in order to improve prediction ability. In particular, atomization characteristics are completely altered under an oscillatory pressure environment (Reba et al. 1957, Ingebo 1966). However, a complete picture of the interaction between unsteady atomization and combustion process is not available. This research project focuses on the role of unsteady atomization in high frequency combustion instability. A combustor is designed to allow measurement of atomization data under steady state and oscillatory pressure environment. Results obtained will be used to gain understanding of the combustion instability phenomenon and improve stability prediction ability thereby minimizing trial and error testing during the development phase of new engines.

AUTHORS: C. Huyhn, A. Ghafourian, P. Johnson, S. Mahalingam, and J. W. Daily

TECHNICAL DISCUSSION
1. Introduction
Experimental studies have shown that atomization characteristics are completely altered under oscillating pressure environment (Reba et al. 1957). Ingebo (1966) measured droplet sizes under steady and oscillating pressure environment in a laboratory combustion facility and found that under resonant conditions, the mean droplet diameter decreased by a factor of six, compared to steady state measurements. The length for complete atomization and complete vaporization decreased by factors of two and ten respectively.

Since atomization is the first physical process which takes place in a liquid rocket engine, it is believed that fluctuations in droplet size or velocity, induced by unsteady environment, will significantly influence subsequent processes such as vaporization, mixing, and combustion. As a result, variations in engine performance and stability characteristics are expected. Computer calculations based on the vaporization limited model developed by Priem (1960) support this assertion. To date however, no experimental study aimed at assessing the role of unsteady atomization in liquid rocket instability phenomenon has been performed, as shown by the literature review by Ghafourian (1991). The objective of our research program is to provide a comprehensive picture of the mechanisms for high frequency combustion instability involving unsteady atomization through
a coordinated experimental, analytical and numerical study. Specifically,

- To understand the phase relationship between unstable waves leading to atomization and combustion chamber pressure variations.

- To obtain unsteady atomization experimental data, such as droplet size distributions under oscillatory pressure environment. This information will then be used in a computer program Poccid, provided to us by NASA Lewis, to improve engine stability predictions.

2. Progress to date

We have completed the design of an experimental facility that will allow testing of uni-element injectors of different designs. Mainly, two types of injectors will be studied, shear coaxial and impinging jet type atomizers. Coaxial injectors are studied first. Two methods of excitation have been chosen, to modulate the pressure environment of the atomizing liquid in order to simulate chamber pressure oscillations, as would occur under unstable conditions.

Design considerations

- Similarity numbers and simulant selection:

  Real rocket engines operate at high chamber pressure (1000 psia). Propellants used in the rocket industry are usually toxic or cryogenic. Therefore, it is difficult to reproduce actual engine conditions in a university experimental facility. Hence, an approach based on similarity numbers has been selected. A review on atomization conducted by Ghafourian et al. (1990) identified two main governing parameters: the Reynolds number of the liquid phase, $Re_l = \frac{\bar{u} d_0}{\nu}$, and the Weber number, $We = \frac{2 \bar{u} (V_g - \bar{V}) d_0^3}{\sigma_i}$. The former has been selected to characterize the turbulence level in the jet as it comes out of the nozzle. This sets the initial amplitude level of disturbances on the jet surface that will subsequently be amplified by aerodynamic interaction with the surrounding gas. The latter takes into account aerodynamic forces, that are the main destabilizing agents for jet atomization. With an appropriate choice of simulants, it has been shown (Ghafourian 1991) that it is possible to operate in the same $Re_l - We$ region as in the study by Wanneinen (1966) on a 20000 pound thrust engine without any optical access (see Fig 1). Data obtained on our experimental setup can therefore be compared with real rocket data.

- Excitation methods: Acoustic drivers will be used to excite transverse modes in the combustion chamber. Although transverse modes are frequently encountered in high frequency combustion instability (Reardan et al. 1972), no experimental study has been performed to characterize atomization in a transverse oscillating pressure field. The use of acoustic drivers has been tested in active control of combustion instability applications. Based on the work of Poinot et al. 1987, Gutmark et al. 1989, Mc Manus et al. 1990, we expect that amplitudes of up to 10% of mean chamber pressure can be generated.

In order to excite longitudinal modes and simulate unstable regimes with axially propagating pressure waves as reported by Berman (1957), a mechanical chopper, that periodically closes the exhaust nozzle throat is chosen (Fig 2). This method has been applied successfully by Reba (1957), Ingebo (1966) and Lecourt (1988).
• Chamber geometry and operating conditions: The chamber dimensions were obtained by finding a compromise between two conflicting considerations: the chamber had to be large to ensure complete combustion before the nozzle is reached but small in order to enable high amplitude forcing. Details are given in Ghafourian et al.(1991).

Analysitical and numerical developments

In parallel with the experimental design, an analytical model has been developed to study the influence of several destabilizing effects on the atomization process of coaxial injectors. In particular, the velocity profile relaxation as the jet comes out of the nozzle has been identified as a possible mechanism for jet breakup (Reitz et al. 1982). We have completed a study of this effect (Hevert et al. 1991). In the near term we will examine the interaction between disturbances in the liquid jet and coflowing gas. Results from these investigations will be used in a direct numerical simulation study of atomization that we expect to initiate in the coming year.
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Figure 1: $Re$-$We_p$ Diagram of Some Previous Experimental Studies on Coaxial Injectors

Figure 2: Combustor Sketch for Hot Flow Testing With Mechanical Chopper
ACOUSTIC WAVES IN COMPLICATED GEOMETRIES AND THEIR INTERACTIONS
WITH LIQUID-PROPPELLANT DROPLET COMBUSTION
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SUMMARY/OVERVIEW

A focused theoretical program is being conducted to investigate the acoustic wave characteristics in liquid-propellant rocket motors with injector-face baffles. The work primarily addresses the combustion stability behavior of a complicated geometry and the damping mechanisms of baffles -- how does the baffle work in various environments; and what are the physical processes responsible for suppressing unsteady motions in a baffled combustor? In addition, the dynamic responses of liquid-propellant droplet combustion to ambient flow oscillations in the baffle region will be examined in detail. A major goal of this research is to establish a unified framework for treating combustion instabilities in baffled liquid-propellant rocket motors.

TECHNICAL DISCUSSION

Introduction. Because combustion instabilities arise from the mutual coupling between acoustic waves and combustion processes, any realistic study of the motor stability behavior must accommodate a thorough treatment of the wave structure in the chamber. However, to date, no theory exists which can deal with acoustic waves in an entire rocket motor, especially in the baffle region and the convergent section of the nozzle, as shown in Fig. 1. Since injector-face baffles provide the most significant stabilization effects on pressure oscillations, a basic understanding of the oscillatory flow structure in that region and its interactions with propellant atomization and combustion processes appears to be a prerequisite in treating combustion instabilities in liquid-propellant rocket motors. The primary purpose of this study is to develop a comprehensive theoretical analysis within which multi-dimensional acoustic waves in a baffled combustor and their mutual coupling with propellant combustion can be treated properly.

Approach. Baffles may affect the stability behavior of a rocket motor through the following three mechanisms: (1) modification of the acoustic properties of the chamber; (2) damping of acoustic wave energy through viscous friction and mean flow/acoustics interaction; and (3) decoupling of sensitive combustion processes from oscillatory flow motions [1,2]. Thus, a logic approach to this problem is to establish a general framework capable of treating the above mechanisms systematically. The work involves the following three major tasks:

1. development of a three-dimensional analysis for treating acoustic waves in complicated geometries;
2. investigation of acoustic wave characteristics in baffled combustion chambers; and
3. study of dynamic responses of liquid-propellant droplet vaporization and combustion to ambient flow oscillations in the near field of the baffle.

The acoustic field in a baffled combustor can be formulated with the general analysis constructed by the author [3]. Briefly stated, a wave equation governing the flow oscillations is first derived from the conservation equations for a two-phase mixture, with expansion of the dependent variables in two small parameters measuring the Mach number of the mean flow and the amplitude of the unsteady motion. The wave equation can be written in the form

\[
\frac{1}{a^2} \frac{\partial^2 p'}{\partial t^2} - \nabla^2 p' = -h
\]

The function \( h \) contains all influences of droplet vaporization and combustion, mean flow/acoustics coupling, and two-phase interaction. It can be correctly modeled as a distribution of time-varying mass, momentum, and energy perturbations to the acoustic field. Boundary conditions are found by taking the scalar product of the outward normal vector with the perturbed momentum equation, and then applying appropriate acoustic admittance functions along the surface of the chamber. To avoid the analytical difficulty associated with the injector-face baffle, a novel solution technique which treats the baffle as a discrete number of fictitious point sources located inside the baffle blades and hub (see Fig. 2) is developed. Thus, the influence of baffle on the motor stability characteristics can be treated explicitly as a source term in the wave equation, and subsequently solved by means of an improved Green's function technique. The major advantage of this approach is the provision of an analytical framework for studying mechanisms proposed as the stabilizing effects of baffles. Furthermore, it alleviates the computational burden associated with conventional numerical techniques, and consequently produces more sweeping results in a more efficient manner.

The second part of the present research is to examine the sensitivities of propellant droplet vaporization and combustion to ambient flow oscillations in a complicated wave environment. Both pressure- and velocity-coupled responses will be considered. The study will be based on the time-dependent supercritical droplet combustion model developed by the author [4,5]. Specifically, the acoustic wave analysis developed in the first part of this project will provide a realistic oscillatory flow condition in the chamber, which will then be incorporated into the droplet model to calculate droplet responses. Results obtained will be used as a source term in the wave equation to calculate the mutual coupling between acoustic waves and droplet combustion responses in a baffled combustor.

The analysis of droplet vaporization and combustion treats the complete conservation equations of mass, momentum, energy, and species concentration for both droplet and ambient gases at Reynolds numbers of practical interest, with a full account of variable properties and vapor-liquid interfacial thermodynamics (see Fig. 3). The model accommodates various important high-pressure phenomena, including ambient gas solubility, thermodynamic non-ideality, property variation, transient diffusion, etc. Because of its completeness, the analysis enables a systematic examination of the droplet vaporization and combustion characteristics in a high-pressure environment. In particular, the underlying mechanisms of droplet vaporization, ignition, and combustion at near- and super-critical conditions, including the transition from the subcritical to the supercritical state, are addressed. Figure 4 presents the instantaneous mass of a n-pentane droplet reacted with air at various pressures. The ambient gas pressure exerts significant control of the droplet gasification and burning processes through its influences on the fluid transport, gas/liquid interface thermodynamics, and chemical reactions.
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![Fig. 1. Schematic Diagram of Liquid-Propellant Rocket Motor with Injector-Face Baffle](image-url)
Fig. 2. Schematic Diagram of Fictitious Source Inside Baffle Blade

Fig. 3. Grid System for Finite-Volume Numerical Computation of Supercritical Droplet Vaporization and Combustion

Fig. 4. Time Variations of Fuel Droplet Mass at Various Pressures, n-Pentane/Air System
COMBUSTION INSTABILITY PHENOMENA OF IMPORTANCE TO LIQUID PROPELLANT ROCKET ENGINES
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SUMMARY/OVERVIEW:
A research program has recently been initiated at the Propulsion Engineering Research Center to determine the fundamental physical mechanisms in an impinging liquid jet injector system which control and participate in combustion instability. The impinging jet injector system was chosen for study because of its importance for storable propellants, significance of the problem, and its potential advantages over the coaxial injector system for a LOX/H₂ propellant system. The experiments will emphasize non-intrusive temporal and spatial optical measurements of atomization length and frequency, drop size distribution and trajectories under steady and forced oscillatory conditions. A complementary analytical effort is underway to develop an atomization model for this system; other existing models will also be used in the data analysis. Successful completion of this program will lead to mechanistically-based injector design analysis approaches which can be incorporated into methodologies for future liquid rocket engine design.

TECHNICAL DISCUSSION:
Combustion instability has been widely observed in liquid rocket engines often with catastrophic consequences. Yet, the driving mechanism or mechanisms for this phenomena remain largely unexplained. A number of potential mechanisms have been developed over the course of nearly four decades of research in this area. The most prevalent mechanisms which have been experimentally or analytically studied are the principal component processes of liquid rocket engine combustion: injection, atomization, vaporization, mixing, and kinetics.

No broadly based predictive capability presently exists to identify, even in a general way, the operating conditions and engine configuration parameters which are conducive to the occurrence of combustion instabilities. Given the magnitude of the potential difficulties posed by the occurrence of combustion instability and the cost of including passive damping devices (e.g., baffles and liners), there has been intense periodic interest in furthering the current understanding of the combustion instability phenomena.

In place of a validated, mechanistically-based predictive analysis tool, rocket engine designers have been using empirically-derived guidelines to design injectors since the 1950’s. These empiricisms have succeeded to varying degrees. The shear coaxial injector element using the LOX/H₂ propellant combination has been extensively studied, and acceptably performing and stable injector configurations can virtually be assured over the common range of operational conditions. Furthermore, the stabilizing effects introduced into the injector design have been observed to increase performance over the typical operational and design range. Thus, a more complete understanding of shear coaxial combustion processes, although highly desirable in principle, is less critical from a practical viewpoint.

For many missions, the use of either storable propellants or liquid hydrocarbons is mandatory or at least desirable. In these cases, impinging jet injector elements are used to ensure that adequate mixing of the liquid propellants can be achieved. It should also be noted that the impinging injector system has inherent advantages over the coaxial injector system in terms of its design simplicity which translates to lower costs for fabrication, inspection, and maintenance. For this reason impinging injectors are also a desirable system for gas/liquid propellants.

Unfortunately, the state of injector design for impinging injectors is not nearly as well developed as
it is for coaxial injectors. This is due in part to the many possible injector configurations (e.g., like-on-like doublets, triplets, etc.) which can be used; however, of greater significance is the lack of basic knowledge regarding the fundamental atomization mechanisms of impinging jets and their subsequent mixing and combustion processes. This lack of knowledge is exacerbated by the fact that, unlike the coaxial system, design and operational effects on stability and performance for impinging injectors typically act in opposite directions, i.e., improved performance is achieved usually through sacrificing high frequency stability margin, and vice versa. To take full advantage of the benefits of impinging injectors, it is essential that a fundamental understanding of their atomization mechanisms and their relationship to stability and performance be attained.

For a process to contribute to a combustion instability occurrence, the characteristic time for that process must generally match the characteristic response time of the combustion chamber. The use of a combustion response methodology to analyze rocket engine combustion instability has recently received widespread acceptance throughout the industry and may be regarded to represent the current state of the art in engineering practice. This methodology was the basis for a recent Air Force program and has also been integrated into an interactive design analysis by NASA Lewis. The essential elements of this approach consist of a chamber response, dependent on chamber geometry and gas properties, and a combustion response, dependent on combustion characteristics primarily determined by injector design, propellant type and operating conditions. The concept is shown qualitatively in Figure 1. The response functions are plotted as a function of frequency; in areas of overlap, an instability may grow in amplitude exponentially. Currently, injection and vaporization processes are accounted for in terms of a response function.

In order to assess the likelihood of particular operative mechanisms on combustion instability, a characteristic time analysis has been performed for two very different engines of interest to the Air Force: the XLR-132, a N2O/MMH propellant-based engine being developed for upper stage applications; and the Advanced Launch System (ALS) engine, which uses the LOX/H2 propellant combination. A summary of the analysis is given in Figure 2.

The XLR-132 nominal chamber pressure is 1500 psia and has a chamber diameter of about 2 inches. The ALS nominal chamber pressure is 2250 psia and has a chamber diameter of about 21 inches. The range of acoustic times shown in Figure 2 correspond to an "open loop" first tangential instability at the high end of the time scales (fRT)1, and a "closed loop" third tangential mode instability at the low end of the time scales (2fRT)1. Generally, it is believed that closed-loop processes are more common in high frequency combustion instability. The first through third tangential instabilities were considered because they are the most prevalent in high performance rocket engines today.

A review of Figure 2 can be used to discriminate between potential coupling mechanisms. For the XLR-132 case, kinetics, gas phase mixing, droplet response, drop and jet shattering, atomization and injection all have appropriate characteristic times. For the ALS case, similar potentially important phenomena emerge. One surprising observation is that droplet vaporization does not appear to couple effectively as a driving mechanism. This result is potentially misleading in that the calculation is based on a mean droplet size. However, the actual spray atomization process results in a distribution of droplet sizes. Thus, small droplets present in the distribution can still couple effectively. Additionally, large droplets, which have long characteristic times, are prime candidates for secondary atomization processes, which do possess characteristic times of the proper magnitude to drive combustion instabilities. Thus, the spray atomization process can indirectly represent a driving mechanism even for a large droplet sizes.

The above characteristic time analysis does not identify a single mechanism as potentially dominant for driving combustion instability. However, it does justify investigations for particular phenomena as potentially contributing to combustion instability and argues for a combustion response which can account for different processes as illustrated in Figure 3. Individual elements of the analysis need to be critically evaluated and focused experiments need to be performed for further understanding of this critical area.

A schematic of the impinging jet system, which is the topic for our studies, is shown in Figure 4. At typical rocket operating conditions, Reynolds numbers based on diameter are on the order of 10 to 10⁵ and pressure drops are from about 5 to 30 atmospheres. There is an extreme lack of existing fundamental data for this system. Heidmann and Humphrey experimentally studied the atomization characteristics of a series of configurations operating in the high Reynolds number regime (10⁵), varying impingement angle, orifice diameter, and injection velocity. A very significant result, in the context of combustion instability, is that the atomization frequency, manifested in their experiments as waves of droplets, was on the order of several thousand Hertz, clearly putting it into the realm of typical tangential instability. The atomization frequency was found to be linearly dependent on injection velocity, with
minor dependence on impingement angle and orifice diameter. The most fundamental study of turbulent impinging jets was performed by Dombrowski and Hooper\(^1\), whose study extended to Reynolds numbers of 12000. Their major conclusions were that, above a critical liquid Weber number of about 150, the primary mechanism of spray generation was related to the formation of hydrodynamic impact waves at the point of impingement; these waves then caused the liquid sheet to disintegrate into bands of droplets, similar to Heidmann and Humphrey's observations. At lower than critical Weber numbers, aerodynamically-induced waves were the predominant breakup mechanism. Finally, the mechanism of disintegration and the resultant drop size were principally dependent upon the velocity profiles across the jet, and their angles of impingement. This must be regarded as the present state of our knowledge of impinging jet injector system.

To understand the physical processes which control the stability characteristics of the impinging jet injector system more completely, a research program has recently been started at the Propulsion Engineering Research Center at Penn State University in collaboration with Aerojet Propulsion Division. The research program is primarily experimental, but also contains a theoretical element to develop an atomization model for the impinging jet system.

The experiments emphasize laser-based techniques to obtain quantitative determinations of the temporal and spatial characteristics of the spray formed by the impinging jets under "stable" and "unstable" conditions. Conditions for characterizing the regimes of stable and unstable operation are based on actual engine development experience and represent a key link between these studies and practical engine design implementation. The like-on-like impinging jet system with realistic geometries and operating conditions will be the focus of the study. An empirically-derived stability parameter for these injectors will be used to define the stable or unstable test condition. The temporal measurements are aimed at determining how changes in the stability parameter affect the dominant frequency characterizing a specific process while the spatial measurements will investigate how spatial location aspects of the processes are affected by the variation of the stability parameter. Contrasting the behavior of the stable and unstable conditions will provide a means for establishing which processes play a role. An externally-forced oscillation will be imposed on the system and amplification and decay mechanisms will be investigated. The analytical portion of the study will focus on effects in the orifice region, which have been badly neglected in most if not all the previous atomization work, on development of a model for impact waves if proof of their presence is found, and on a critical review of current atomization modeling approaches. Finally, the results of these studies will form the basis for incorporating new methodologies into injector design procedures to provide low-cost, stable and high performance impinging injector elements.
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Figure 1. Illustration of Combustion Stability Response Analysis

Figure 2: Comparison of Characteristic Times for XLR 132 and AL5 engines. Shaded area represents range of pertinent acoustic timescale.

Figure 3. Multi Component Combustion Response

Figure 4: Schematic of Liquid Propellant Spray Formation from Impingent Liquid Jets
The research addresses interaction amongst droplets in a dense spray via a fluid dynamical computational approach. Flow fields, transport details and droplet lift, drag, torque, trajectories, and vaporization rates are determined. Three major tasks are included. Three dimensional interactions of droplets moving side-by-side are examined. In another task recently completed, three fuel droplets moving in tandem are studied by axisymmetric calculations. In the third task, liquid oxygen droplets are studied including axisymmetric interactions with another fuel or oxygen droplets.
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TECHNICAL DISCUSSION

1. Three-Dimensional Interactions of Droplets
A numerical simulation of three-dimensional fluid-dynamic interactions between two spheres has been performed to obtain basic information concerning the two-phase flow in dense sprays. Calculations for the interaction of two solid spheres held fixed in the transverse direction against the uniform stream were first performed for the nondimensional spacing distance (the distance between two spheres normalized by the sphere diameter) 1.5 ≤ d₀ ≤ 25 at Reynolds numbers 50, 100, and 150. The two spheres repel each other strongly through lift forces when they are close and attract weakly each other at intermediate separation distances as shown in Figure 1. Eventually, the lift vanishes when d₀ ≥ 21. The two droplets experience positive torque when near and negative torque at intermediate distances as shown in Figure 2. Eventually, the torque vanishes when d₀ ≥ 21. Note that the torque acting on the spheres is relatively small and less than 1% of the drag coefficient. The drag also becomes larger when the distance becomes shorter than 4. It slightly increases in the intermediate region, but eventually converges to that of a single sphere when d₀ > 21 as shown in Figure 2.

Calculations for the interaction of two spherical droplets were also performed for the nondimensional spacing distance 1.5 ≤ d₀ ≤ 25 and the viscosity ratio 25 and the density ratio 300 (interior
to exterior) at Reynolds number 50, 100, and 150. The overall physical phenomena in the gas phase of the droplets are quite similar to those of the solid spheres due to the high viscosity ratio. The gas phase velocity vectors indicate a deviation from an axisymmetric flow in the liquid phase is small due to the weak torque but observed clearly near the front and rear stagnation points. Since the calculations for the interactions of two fixed droplets were done, we have been extending the code for the interactions of two moving droplets in a stationary fluid medium, where the droplets experience change in their directions as well as retardation due to the drag and lift forces.

2. Axisymmetric Calculations of Three-Droplet Interactions

This research addresses the interaction of three vaporizing droplets moving collinearly which represents a model of an injected stream of fuel droplets. The purposes of this study are to study the wake effect of the lead droplet on the downstream droplets and to examine the effects of initial spacing on the total system.

The effects of variable thermophysical properties, transient heating and internal circulation of liquid, deceleration of the flow due to the drag of the droplet, boundary-layer blowing, and moving interface due to surface regression as well as relative droplet motion are included. The results are compared with those of an isolated droplet [1] as well as those of the two-droplet system [2] to investigate the effect of the presence of the third droplet. The interaction effects from the downstream or upstream droplet are identified. Then the behavior of trailing droplets, which follow the first two or three droplets, can be estimated from that of the first two or three droplets on account of the periodical nature of linear droplet arrangements.

Here, we illustrate the variations of trajectory with time and drag coefficients vs. instantaneous Reynolds number for the cases of different initial spacings in Figure 1. Results of Case 1 with large initial spacing (D12=D23=12) indicate that the drag coefficient is smaller for the second droplet than for the lead droplet and still smaller for the third droplet. The drag coefficient of each droplet is reduced from the isolated droplet value. The major decrease in drag occurs in the first two droplets. In Case 2, the drag coefficients of the lead and the second droplets are significantly reduced (comparing curves 7 and 10, and 8 and 11, respectively) due to the strong interactions when the first two droplets are spaced only two diameters away. Similar trends occur for the downstream droplet pairs of Case 3 (comparing curves 8 and 14, and 9 and 15, respectively). The third droplet in Case 2 has a higher drag coefficient than that of the second droplet since the second droplet is better shielded by the droplet before it. The D23 thus increases with time. Also, note that the drag coefficient of the third droplet, which is spaced far away from the second droplet, seems to be independent of D12 as indicated in curves 9 and 12. However, it strongly depends upon D23 as illustrated in curves 9, 12 and 15.

Results for the cases of sufficiently large spacing (above approximately 6 droplet diameters) show that the flow field of each droplet is qualitatively similar to that of an isolated droplet, although the transport rates are reduced along the downstream direction due to the cascade effect of the wake. The major drops in transport rates occur in the first two droplets. For the cases of small droplet spacings (less than approximately 3 droplet diameters), the flow field of downstream droplets can be significantly altered due to the interaction effects from the upstream droplets. Usually, the second droplet has the lowest drag coefficient since it receives interactions from both neighboring droplets. However, the difference in transport rates between the second and the third droplets is not significant since both droplets are fully protected by the wake of the first droplet. The effect of D23 on the behavior of the first droplet is insignificant. However, depending upon the values of D12 as well as D23, the effect of D23 on the behavior of the second droplet may become significant. The general qualitative conclusions drawn from the two-droplet study [2] can be applied to two neighboring droplets in the three-droplet analysis. The correlations for heat transfer and droplet
dynamics have been developed and are applicable in a one-dimensional droplet spray calculation. More details are available in [3].

3. Interacting LOX-fuel droplets research

The first stage of this project involves an axisymmetric analysis of a cold LOX droplet suddenly introduced into the hot methane fuel-vapor stream. The effects of variable thermophysical properties, real gas behavior, transient heating and internal circulation of liquid, deceleration of the flow due to the drag of the droplet, boundary-layer blowing, and moving interface are included. A primitive-variable formulation with an implicit finite-difference scheme has been developed to solve the complete set of Navier-Stokes, energy, and species equations. The results are presented for the low pressure case. The interesting phenomena due to the large surface blowing and surface boiling are examined.

We have learned in all calculations that the LOX droplet surface very quickly reaches the boiling temperature, which is about 120 k for the case of 10 atm ambient pressure. However, the droplet core remains cold since the conductivity is low and, at the early time, the circulation strength is not strong enough to convect much energy. All the available heat transfer from the gas phase is used to heat the surface and also utilized for the latent heat of vaporization. The surface boiling persists throughout the droplet lifetime. The very rich and cold oxygen vapor surrounding the droplet is depicted in Figure 4. The large gradient occurs at the front stagnant region as we expect. The LOX droplet would require much of energy for the heat of vaporization rather than the heating the internal fluid. As a result, the transient droplet heating is responsible for the unsteady thermal behavior of the LOX droplet. The high surface blowing velocity has a significant effect on the flow structure and modifies the flow separation angle and wake length, etc. The drag coefficient, Nusselt and Sherwood numbers are reduced to below their corresponding stagnant values [4].

The interactive computation in the next stage will be concentrated on three basic configurations: (1) a LOX droplet following in the wake of another LOX droplet, (2) a LOX droplet following in the wake of a fuel droplet, and (3) a fuel droplet moving in the wake of a LOX droplet. Fuels are selected to be hydrocarbons and alcohols. The results of vaporization rates, gas-phase composition, gas-phase mixing rates, drag coefficients, Nusselt numbers and Sherwood numbers are to be reported. The dependencies of the above quantities upon the droplet Reynolds numbers, droplet spacings, and transfer numbers will be determined.
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Figure 1. Lift coefficients as a function of distance for solid sphere at Re=50, 100, and 150.

Figure 2. Drag and moment coefficients as a function of distance for solid sphere at Re=50, 100, and 150.

Figure 3. Time variation of droplet drag coefficients and droplet spacings for the cases of large initial droplet spacings. (Cases 1, 2 and 3)

Figure 4. Oxygen mass-fraction contours and isotherms.
INVESTIGATION OF FLAME DRIVING AND FLOW TURNING IN AXIAL SOLID ROCKET INSTABILITIES
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Summary/Overview:

This research program investigates the driving and damping of axial instabilities in solid propellant rocket motors by gas phase solid propellant flames and 'flow turning', respectively. The response of premixed and diffusion flames, stabilized on the side wall of a duct, to imposed axial acoustic waves has been investigated earlier under this program. The focus of the present investigation is the development of a greater understanding of the damping of combustion instabilities due to 'flow turning'. Initial attempts, based upon a state-of-the-art theoretical approach, to measure the flow turning loss failed to show any measurable effect. An ensuing theoretical investigation of this problem revealed that the original experimental procedure may have neglected terms of the order of the local 'flow turning' loss, therefore giving erroneous results. This theoretical investigation developed a model which is in some respects more general than the previous approach and is developed in terms better suited to experimental verification. This model is currently being used to guide the development of a new experimental approach which will account for all relevant terms in the measurement of the 'flow turning' loss. This experimental investigation will determine the contribution of the 'flow turning' loss to the stability of solid propellant rocket motors.

Technical Discussion:

The elimination or reduction of the occurrence of combustion instabilities in solid propellant rocket motors requires that the processes which add or remove energy from the waves be accounted for in a stability analysis. An understanding of the mechanisms which control these processes must then be developed. It is generally accepted that the energy required to initiate and maintain the acoustic instability is supplied by the combustion process, and significant insights into the flame driving mechanisms have been developed in previous phases of this program. It is also generally accepted that nozzle damping, viscous dissipation, heat transfer, and 'flow turning' are processes which remove energy from the acoustic field. The
current phase of this program is concerned with understanding and quantification of the damping provided by the 'flow turning' process.

In an initial experimental investigation of the 'flow turning' loss under this program the classical acoustic energy flux, Real (p'u'), was measured and integrated over the surface of a control volume. Since no other sources or sinks of acoustic energy were present within the investigated control volume, any measured net loss of acoustic energy would represent the flow turning loss. This procedure was unable to measure any acoustic energy loss larger than experimental errors. This stimulated an analytic investigation to explain the result. A one-dimensional acoustic stability equation was developed from an energy balance approach, similar to that used by Cantrell and Hart. The analysis was based on explicit considerations of mass, momentum, and acoustic energy fluxes at the control volume boundaries. It involved considerations of the first and second order perturbations of the acoustic quantities. The consideration of second order quantities is necessary for proper evaluation of terms of the order of the acoustic energy. Basically, the energy equation was expanded to second order in acoustic perturbations and the perturbed forms of the mass and momentum conservation equations were used to modify the energy equation. An expression for the acoustic growth rate \( \alpha \) was derived which by careful manipulation was shown to be independent of any terms involving second order perturbations. The resulting stability equation is similar in form to Culick's result.

In order to provide a model suited to experimental investigation, the analysis was then redone by expanding properties in terms of time averaged and time varying quantities, as opposed to expanding in powers of acoustic perturbations as done before. The form and nature of the result was basically unchanged. However, the new model is readily amenable to experimental investigation. This result is valid for a constant height control volume with constant mean density \( \rho_0 \), no residual burning, and no particles. The developed stability equation contains terms that were not accounted for in previous treatments. It is more general than previous treatments in the sense that the acoustic oscillation need not be a natural acoustic mode of the duct, which allows forced oscillations to be studied.

A new experimental procedure is being developed using the information gained in the analytical study. The flow turning term has been identified in the one-dimensional acoustic stability equation discussed above as

\[
\text{Flow Turning Loss} = < \int_{0}^{L} \frac{u'^2}{H} [m_{bo}]_{0}^{H} dx >
\] (1)
This will allow the flow turning loss term to be measured directly, instead of the indirect approach utilized earlier under this program. The other terms of the one-dimensional acoustic stability equation will also be measured to provide a check for both the flow turning loss and stability equation itself.

The developed experimental setup (see Fig. 1) consists of a 2.5 meter long, 3.75 x 7.5 cm$^2$ duct with the multi-diffusion flame burner (MDFB) shown in Fig. 2 installed on the bottom wall. Though initial experiments will be performed using cold flow, the MDFB can be used to simulate the behavior of a gas phase solid propellant flame. The MDFB consists of 1537 hypodermic tubes arranged in a 29 x 53 matrix. During hot flow experiments, oxidizer flow is supplied through the hypodermic tubes, simulating the flow of combustion products from burning oxidizer particles (e.g., ammonium perchlorate) in a composite solid propellant, and the fuel is supplied through the spaces between the hypodermic tubes, simulating the flow of pyrolysis products from the fuel binder. In cold flow experiments, room temperature air is supplied through both the tubes and the surrounding spaces. Two acoustic drivers attached to opposing duct walls just upstream of the exit plane are used to excite a standing longitudinal acoustic wave in the duct, simulating an axial instability in an unstable rocket motor. Flow is injected at the upstream end of the duct to simulate the core flow in a rocket motor. This head end injector is made of a porous plate that behaves as an acoustically 'hard' termination. The location of the MDFB relative to the acoustic field can be changed by axial translation of the porous plate. Pressure transducers mounted on the wall above the MDFB are used to characterize the excited acoustic field and the location of the flow turning region with respect to the standing wave.

In order to evaluate the terms of the one-dimensional acoustic stability equation, detailed velocity and pressure measurements will be performed in the flow turning region of the system. Mean and fluctuating velocities in both the axial and transverse directions will be measured simultaneously using a 5-watt Coherent argon-ion laser and a TSI 9100-7 dual beam forward scatter LDV system. Acoustic pressures will be measured with a piezoelectric pressure transducer attached to a probe. Measurements will be obtained for a range of operating conditions by varying the mass injection rate, the frequency and amplitude of the acoustic oscillations, the core flow velocity, and the location of the side injection with respect to the standing wave.

The measured data will be used to determine the magnitude of the flow turning loss in a control volume by direct computation of the flow turning term shown in Eq. 1. The remaining terms of the acoustic stability equation will be found similarly. Comparison of these results should provide a check of the validity of the one-dimensional acoustic stability equation derived under this program, as well as determine the magnitude of the flow turning loss.
Figure 1. A schematic of the experimental setup.

Figure 2. Schematic of the developed multi-diffusion flame burner.
MODELING OF ACOUSTIC PHENOMENA IN SOLID ROCKET ENGINES
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SUMMARY:

Predictive capability for the response of a solid propellant combustion chamber mean flow to acoustic disturbances generated by burning rate transients can improve system safety and performance. Systematically developed mathematical models are employed to study the interaction between a specified mean flow in a semi-confined geometry (the chamber) and acoustic disturbances arising from explicitly defined conditions on the chamber walls. In contrast to modeling based on stability theory, our results predict the initiation and evolution of linear and nonlinear acoustic waves arising directly from boundary forcing, refractive interactions that cause the appearance of oblique propagating modes, as well as the influence of axial, transverse and oblique wave reflections within the chamber geometry. Analytically based studies demonstrate that chamber pressure response at any specific location can be surprisingly irregular due to the simultaneous passage of axial, transverse and oblique traveling waves as well as the transient bulk response of the chamber gas. These waves can induce undesirable mechanical stresses in the chamber structure, as well as unpredicted propellant combustion, particularly if the waves nonlinearize into weak shocks that create relatively large pressure transients during boundary reflection. Results of this type suggest that engine stability and design codes should have the capability of analyzing nodal point data so that traveling acoustic/shock wave propagation can be identified explicitly!
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TECHNICAL DISCUSSION

1. Small Amplitude Travelling Wave Evolution in a Shear Flow

A systematic analysis has been performed to discover the effect of a low Mach number \( M \) shear flow on acoustic wave propagation in a planar duct. We study the response of a steady shear flow to acoustic disturbances arising from velocity disturbances imposed at a given duct cross-section. The mathematical analysis is carried out when the characteristic shear flow Mach number \( M \approx 0.1 \) and the wavelength of the fundamental acoustic mode is comparable in magnitude with the duct width.

Two types of velocity disturbances, i.e., \( O(M^2) \) and \( O(M) \), relative to the \( O(M) \) mean flow velocity, are considered. Our initial effort has been focused on the smaller \( O(M^2) \) disturbance
type corresponding to acoustic pressure variations that are 1% of the mean flow pressure. This is characteristic of pressure transients observed in well-behaved solid rocket engines. In this case the nonlinear convective terms affect the pressure at the level of $10^{-2}\%$ while the acoustic-shear flow interaction (refraction) processes have a 0.1% influence.

Solutions are developed in terms of Fourier series summations, which provide a unified description of both short-time acoustic transients and the quasi-steady wave field long after the passage of the acoustic wavefront. Refraction arising from the shear flow velocity gradient causes the $O(M^3)$ planar acoustic pressure wave to have transverse structure. In addition, dispersive acoustic transients of the same size are generated that evolve into a number of quasi-steady, propagating oblique modes and an infinite number of non-propagating modes that die out rapidly away from the plane acoustic source. The number of propagating modes increases with the driving acoustic frequency, and affects the $O(M^3)$ acoustic pressure in a drastic way (cf. Fig. 1). Non-resonant solutions are valid for extended time periods. Resonance occurs in a single refractive acoustic mode when the duct width is an integer multiple of the driving acoustic wavelength, in which case the refraction effect is greatly enhanced. The solutions are correct for a disturbance function period. At low frequency, when the driving acoustic wavelength is greater than the duct width, the only propagating mode is planar, and the solution agrees with the classical planar wave solution [1].

Viscous acoustic boundary layers are shown to affect less than 1% of the duct width. A smooth transition of the acoustically induced velocity to the no-slip condition occurs in this narrow zone. The horizontal velocity component for each acoustic mode exhibits Richardson's annular effect. More details of this work have been reported in [2].

2. Small Amplitude Standing Wave Evolution in a Shear Flow

A related study involving standing wave interaction with a low Mach number shear flow has been conducted and reported in [3]. The model problem deals with the evolution of an initially imposed standing wave disturbance (1% of the mean flow pressure) trapped in a rectangular cavity bounded by impermeable duct walls parallel to the flow direction and special perpendicular acoustic reflectors that permit the passage of the mean flow. This idealized model problem allows us to study the effect of multiple wave reflections during the acoustic-mean flow interaction process, which is crucial in practical rocket configurations.

Fourier-based solutions show that the imposed purely longitudinal acoustic field is altered by about 10% as a result of convective and refractive corrections. The bulk convection of the fluid is responsible for periodic, longitudinal wave form deformations. Additionally, transverse and oblique standing acoustic waves as well as forced bulk oscillations arise from the refraction of the longitudinal acoustic wave by the mean flow velocity gradient. A particularly interesting finding of this study is that a linear combination of the various refraction generated acoustic modes can give rise to irregular pressure signals at a given location (see Fig. 2).

3. Wave Nonlinearization and Weak Shock Formation

The traveling and standing wave studies discussed above involve relatively small acoustic amplitudes, so that the waves remain linear on the time and length scales that are of importance in solid rocket combustion chambers. When the imposed pressure disturbance is 10% of the mean pressure, then the corresponding velocity disturbance and the mean flow value are both $O(M)$. a condition which can be encountered in rocket engines experiencing acoustic instability. Nonlinear accumulation effects become prominent when the wave travels a few acoustic wavelengths. This can be of practical interest to slender solid rocket motors.
A multiple-scale analysis is being performed to study the formation and propagation of weak shocks in the shear flow field following the wave nonlinearization process. Results to date show that the nonlinear deformation of the leading order planar traveling wave is unaffected by the mean shear flow field, except for a slightly modified propagation speed due to bulk convection. However, the physical characteristics of the refractive acoustic pressure (1% of the mean pressure) depend strongly upon the leading order wave shape, and are thus affected in a fundamental way by the wave steepening into a weak shock. This work is currently in progress.

4. Acoustic Processes in an Inviscid Rotational Flow

The basic flow field in a solid rocket engine chamber is induced by gaseous products of propellant burning. The combustion zone gases are thought to move normal to the propellant surface. However, chamber confinement causes the gas velocity to turn toward the axial direction, flow downstream and exit through the nozzle. Acoustic phenomena in the induced chamber flow are thought to arise from burning transients on the propellant surface.

An elementary model of chamber acoustics driven by burning rate transients is constructed in terms of controlled mass addition from the sidewall boundary of a long, relatively narrow duct closed at one end. Steady mass addition with an injection Mach number \( M = O(0.01) \), induces an axial value \( M = O(0.1) \). An analytical solution can be obtained to the low Mach number inviscid, rotational describing equations. The solution satisfies the no-slip boundary condition for arbitrary distributions of boundary mass addition.

Acoustic disturbances to the steady induced chamber flow are generated by specifying a spatial distribution of transient mass addition of a magnitude equal to that of the original steady value. The injection transient induces an acoustic pressure response which is about 10% of the mean pressure value and a factor of ten larger than the pressure field associated with the steady state flow field. The short time acoustic response (relative to the axial acoustic time scale) is a transverse wave of variable axial strength propagating away from the injection surface. After multiple wave reflections from the lateral surfaces, an axial pressure gradient is set up which relaxes into axial and oblique traveling acoustic waves and a bulk mode response. If the boundary transient is oscillatory, the latter is characterized by the forcing frequency. There is a critical resonance in the induced axial mode for a specific low frequency, and for explicitly defined higher frequencies each of the oblique modes resonate. Sufficiently high frequency resonance is associated with oblique modes that are nearly transverse. These waves can be a source of instability that is trapped in the chamber because their propagation speed in the axial direction is very small relative to the speed of sound.

Consider the example for a duct of length \( L = 100cm \), width \( D = 20cm \), and an axial acoustic time \( t_a = 2 \times 10^{-3}s \). We find that the axial mode resonates at 125Hz, while the first oblique mode is resonant at 160Hz. The tenth oblique mode resonates at 1000Hz.

This study, based on linear acoustic theory in a semi-confined geometry, is quite independent of the shear flow associated with the steady inviscid rotational solution. Previously described results imply that refraction effects arising at a higher order will be the source of even more wave complexity in terms of generating another set of transverse, axial and oblique traveling waves. The analysis shows clearly how sidewall boundary transients can be the source of axial and oblique traveling waves in a model of a rocket chamber. The resonant solutions suggest a specific cause-effect relationship between explicitly defined boundary disturbances and unstable acoustical behavior in the chamber, a result that cannot be obtained from a stability analysis of the inviscid rotational solution.

Solutions valid on time scales longer than \( t_a \) must be found for resonant cases in order to
examine the gradual nonlinearization of reflected wave fronts and the appearance of weak shocks in the chamber.
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Figure 1: Time variations of the second order acoustic pressure due to refraction on the duct wall \((y = 0)\) and center-plane \((y = 1/2)\) one wavelength downstream the disturbance source. The acoustic waves are generated by a specified velocity perturbation \(u(x = 0) = \sin(t)\) in the shear flow field \(U = 4y(1 - y)\). The maximum mean flow Mach number \(M = 0.1\). Case (a) Only the planar mode is present (dimensionless frequency \(\Omega = 2\)); case (b) the planar mode and the second oblique mode are present (\(\Omega = 3\)).

Figure 2: Irregular acoustic pressure signals due to refraction on the center-plane \((y = 0)\) and duct-wall \((y = 1)\), next to an acoustic reflector \((z = 0)\). The refraction effects are generated as the initial acoustic disturbance \(u(t = 0) = \sin(2\pi x)\) relaxes in the shear flow described by \(U = 1 - y^2\). The duct length to width ratio = 2.
A chemical and physical description of the surface reaction zone during propellant burning is essential to any advanced model of combustion. Because chemical details have not been obtainable during actual combustion, two simulation experiments have been developed to determine the kinetics and mechanisms. The burn rate is predicted by the measured kinetics. The observed gas products, therefore, very probably initiate the first stage of the flame zone.

TECHNICAL DISCUSSION

New high energy rocket propellants formulated without metal fuels present an enormous challenge to the rocket propulsion community. Instability, safe ignitability, and tailorability are all potential problems that have to be surmounted. Modeling will play a major role in guiding development because of the expense of large scale testing.

The ultimate goal of modeling combustion and combustion stability of rocket propellants requires, among other inputs, a chemical and physical description of the reacting surface at the microscale level. Such detail has not been forthcoming from direct measurements during combustion. This is because the surface is transient, heterogeneous, non-equilibrium and is obscured by the flame. Therefore, it is necessary to design experiments that simulate the condensed phase and surface during combustion, but release the gases into a cool unreactive atmosphere where they are quenched and detected immediately.

The burning surface can be imagined to be a film of material 20-100μM thick in which a phase change occurs driven by chemical reactions and heat transfer. In effect, it is a "thin-film" reaction zone that regresses through the condensed phase on one side leaving gas products behind on the other side. Therefore, an instantaneous simulation of this reaction zone would be a thin film of sample experiencing a heating rate in the 100-2000°C/sec range at a pressure of atmospheric or higher. The choice of the heating rate of 100-2000°C/sec is based on recent work of Sakamoto and Kubota with thermocouples imbedded in HMX propellants. Their measurements indicate that dT/dt in the condensed phase (foam) reaction zone is 1000±500°C/sec.

Two approaches to the reaction zone simulation have been developed: Fast-Heat-and-Hold/FTIR Spectroscopy (also called T-jump/FTIR) and Simultaneous Mass and Temperature Change/FTIR Spectroscopy (SMATCH/FTIR). Measurement of both high rate kinetics and the gas products released is important because it needs to be demonstrated that the kinetics predict the burn rate in order to have confidence that the gas products observed are the ones that feed the dark zone of the combustion region.
The Fast-Heat-and-Hold/FTIR method is designed to permit heating of a sample at 2000°C/sec to a preselected final temperature. In this way, most of the interfering chemical processes that are operative in decomposition studies at slow heating rates and that result from "cooking" are minimized. Figure 1 shows a diagram of the method. The thermal response trace of the sample is obtained from the control voltage of the circuit that maintains constant resistance of the Pt ribbon filament. The gas products are evolved into a cool argon atmosphere where they quench and are identified and quantified by absorbance of the IR beam of a rapid-scan FTIR spectrometer. Figure 2 shows the composite of these data for HMX heated at 2000°C/sec to 300°C. The ignition exotherm is the sharp negative spike in the control voltage.

The fact that gas products are detected in advance of the exotherm is strong evidence that autocatalysis is operative in HMX. The fact that NO₂ and N₂O appear in advance of the fuels (CH₃O and HCN) indicates that these fuel and oxidizer-producing reactions are not coupled. That is, NO₂ and HCN are not produced in the same elementary reaction and N₂O and CH₃O are not produced in the same elementary reaction. Instead, N₂O and NO₂ are released and CH₃O and HCN are then produced in later stage degradation of the residue. The fact that the gas product concentrations are not changing through the exotherm implies that the mechanism of decomposition before the exotherm and during the exotherm is essentially the same throughout. More of the HMX is simply decomposing.

The most useful new data from this experiment so far are gas product ratios as a function of temperature. The N₂O/NO₂ ratio shown in Figure 3 reflects the ratio of rate constants for the two global decomposition paths of HMX: the N₂O + CH₃O branch and the NO₂ + HCN branch. At lower temperature the N₂O + CH₃O branch dominates, while at higher temperature the NO₂ + HCN branch dominates. Temperatures in the range of 350°C are believed to exist on the surface of burning HMX propellants. Thus, Figure 3 gives the ratio of the rate constants for the two "feeder" reactions that should be used as inputs in models of the gas phase during the ignition of HMX.

The SMATCH/FTIR technique enables the dynamic weight change of the sample to be recorded as a function of time and temperature as the sample is rapidly heated. From this, a kinetics simulation of the burning surface is obtained. Simultaneously, the near surface gas products are recorded by rapid-scan FTIR spectroscopy. Recently, it has been found that the Arrhenius constants from SMATCH/FTIR studies of thin films accurately predict the burn rate (\( \dot{r} \)) measured in the same pressure and temperature range. Figure 4 shows the simultaneously acquired weight-loss, temperature increase and near surface gas product data for 13%N nitrocellulose. A non-isothermal kinetics model was applied. The Arrhenius constants obtained and the known sample thickness predict \( \dot{r} = 0.3 \) mm/sec. The value is in excellent agreement with the experiment \( \dot{r} \) of 0.4 mm/sec for a double base propellant (80% nitrocellulose) determined under the same pressure conditions. The SMATCH/FTIR data for glycidylazide polymer (GAP) predict \( \dot{r} = 1.35 \) mm/sec compared to the experimental value of 1.7 mm/sec under the same pressure conditions. The similarity of the predicted and measured \( \dot{r} \) gives confidence that the gas products and concentrations measured by SMATCH/FTIR are the reactants for the flame were a flame to be present. The gas products from SMATCH/FTIR are essentially the same as those measured by the Fast-Heat-and-Hold/FTIR method and all of our previous fast thermolysis/FTIR studies. As a result, the connection between the chemical composition of a material and its ultimate flame characteristics is beginning to be made.
Figure 1. The physical layout (left) and cell design for the Fast Heat and Hold/FTIR experiment. A thin film of 200 μg of sample is placed on a Pt ribbon filament and inserted through the cell wall at site 22.

Figure 2. The control voltage response of the Pt filament superposed on the quantified gas products from 200 μg of HMX. The heating rate was 2000 °C/sec to a constant temperature of 300 °C. The negative spike is the exotherm of HMX. See text for more details.
Figure 3. The $N_2O-CH_2O/NO_2-HCN$ branching ratio of HMX as a function of temperature. The rates of these two reactions are approximately equal at the burning surface temperature of HMX (340-360°C).

Figure 4. SMATCH/FTIR data for a 30µm thick film of 13%N nitrocellulose showing the dynamic weight change, temperature change and near surface gas products. The mass change and temperature profile enables a non-isothermal kinetics model to be applied. The gas products are the species that leave the surface under this simulated combustion situation.
SUMMARY

The transfer of engineering data, on rocket chamber and plume combustion, from present to advanced propulsion systems, requires understanding and knowledge of individual B and Al species reactions. Experiments with our unique HTFFR (high-temperature fast-flow reactor) technique have shown a wide variety of ways by which temperature affects the rate coefficients. This emphasizes the need for accurate measurements on further B and Al reactions, which should be included in rocket combustion models. Moreover, a framework needs to be established to allow estimates on yet other reactions. Here we report new measurements and a correlation function which unifies activation energies for a series of BC\textsubscript{1} and AlCl\textsubscript{1} reactions and can be extended to further series of homologous reactions.

TECHNICAL DISCUSSION

Relevance and Scientific Approach

We have made kinetic (i.e., temperature dependent rate coefficient and product identification) measurements in the 300 to 1900 K temperature range. The major reactions investigated in the context of current propellants with Al as metallic and NH\textsubscript{4}ClO\textsubscript{4} as oxidizer component are those of Al, AlCl and AlO oxidation by O\textsubscript{2}, CO\textsubscript{2} and HC\textsuperscript{1}. Groups specializing in modeling should now incorporate these results into models, which allow comparison to actual performance data. These models should allow the construction of models for advanced systems, by addition (and sometimes substitution) of further kinetic data. For such advanced models we have already measured a series of reactions of BC\textsubscript{1} and intend to measure BO, BO\textsubscript{2} and B and AlF reactions. For a B/O/H/C system (boron-hydrocarbon slurries) a kinetic model already exists,\textsuperscript{1} but it lacks the measured k(T) data that our program would provide. Additionally, we plan to study both Al and B species reactions with H\textsubscript{2}O, the one major rocket oxidant not yet covered in our work.
Recent Experiments

The following $k(T)$ measurements, expressed in cm$^3$ molecule$^{-1}$ s$^{-1}$, have been completed:

$$\begin{align*}
\text{AlCl} + \text{CO}_2 & \rightarrow \text{OAlCl} + \text{CO} \quad T = 900-1790 \text{ K} \\
& k(T) = 3.6 \times 10^{-23} \text{ } (\text{T/K})^{3.0} \text{exp}(-3630 \text{ K/T}) \\
\text{AlCl} + \text{N}_2\text{O} & \rightarrow \text{Products, see below} \quad T = 700-990 \text{ K} \\
& k(T) = 6.1 \times 10^{-11} \text{exp}(-7460 \text{ K/T})
\end{align*}$$

An attempt to measure AlCl with SO$_2$ was unsuccessful, due to interference of SO$_2$ fluorescence and the extreme slowness of this reaction. The reason for studying reactions (1) and (2) was the correlation scheme discussed in the next section. We had studied reaction (1) previously from 1175 to 1775 K.$^2$ However, the scatter in those results was such as to preclude its inclusion in the correlation scheme. In Fig. 1 we compare the previous to the present measurements. It is interesting to note that the best fit to the older measurements does not differ in a major way from the new measurements, though the scatter is now significantly reduced. The technique modifications that have allowed this improved accuracy have been described.$^3$

This year we have established a new technique for introduction of radicals from refractory species. As used, an upstream removable evaporator produces gaseous AlCl$_3$ entrained in Ar. The mixture then passes through a microwave discharge zone, where AlCl is produced, and finally flows into the HTFFR. The discharge step is similar to our BCl production from BCl$_3$ directly from a cylinder.$^3$ The results shown in Fig. 1 were in part obtained by this new method, in part by the original method,$^2$ i.e., evaporation of Al inside the reactor and entrainment in an Ar flow containing traces of Cl$_2$; the agreement between the measurements from the two methods is excellent. The new method should be especially useful for future studies of species not otherwise readily introduced into the reactor, such as BO$_x$.

Correlations in Homologous Reaction Series

By expressing the rate coefficients for the reactions of AlCl with O$_2$ and BCl with O$_2$, CO$_2$, SO$_2$ and N$_2$O in the form $k(T) = AT^n\text{exp}(-E/RT)$, and fixing $n$, e.g. at 3.0, we noted at last year's meeting that a correlation between the E-values, existed. By including the result from the CO$_2$ reaction (1) and literature values over more limited temperature ranges for the BF + C and BH + O$_2$ reactions,$^4$ we have now established that the following relationship exists

$$E = a + b \text{D}(M-X) + c (\text{IP}_{MX} - \text{EA}_{OXIDANT})$$

which is illustrated in Fig. 2. In this equation $a$, $b$ and $c$ are constants, with the values, -72.74 kJ mol$^{-1}$, 0.07987 and 0.04893, respectively. D and IP are the bond energy and ionization potential of the B or Al compound and EA stands for electron affinity, all expressed in kJ mol$^{-1}$. Moreover, we can show that this relation can be derived from standard Pauling resonance theory. The same
treatment leads to equally good correlations for several other series of homologous reactions, e.g., our recent observations on metal-atom N₂O reactions under an NSF grant.

The only exception we have seen to the trends of Fig. 2 is reaction (2). Expressed in the same formalism it has a much higher E-value than that figure would predict. However, it also has a pre-exponential larger than BCl + N₂O, whereas we find for oxidation by O₂, CO₂ and HCl that the BCl reactions have an about factor 10 larger pre-exponential than the AlCl reactions. The correlation of Fig. 2 suggests that the reactions given there have a similar mechanism, i.e., direct O atom abstraction. Apparently the AlCl + N₂O reaction follows a different path. Peculiarities in N₂O reactions have been noted sometimes in other studies. 0.7

These observations show that it is possible to make predictions for series of similar metallic species reactions by measuring a few of its members. This allows faster model development, but as reaction (2) illustrates experimental confirmation remains desirable.
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Figure 1. Rate Coefficients for the AlCl + O₂ Reaction

Figure 2. Correlation of the Activation Energies of the Reactions of Several B and Al Radicals with a Number of Oxidants.
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SUMMARY/OVERVIEW:

The combustion of solid rocket propellants and other energetic materials is a complex multidimensional and multiphase process involving a wide variety of chemical species. The very high pressure and temperature conditions of practical rocket combustion chambers are at present inaccessible by most conventional diagnostic techniques. The study of these coupled phenomena in situ, therefore, has not been possible in sufficient detail to develop a complete understanding of the chemistry and physics of the combustion process. A coordinated research program has been initiated by JANNAF to study separate aspects of the overall process in an effort to provide a comprehensive understanding of the combustion mechanism. This study is one component of that coordinated investigation and has as its focus the gas phase reactions associated with the combustion of these solid fuels.

TECHNICAL DISCUSSION:

The purpose of this report is to summarize the current status of studies we have undertaken of model gas phase flames associated with the combustion of nitramine based solid rocket propellants. These studies consist of measurements of the structure of stable and unstable species concentration profiles and temperature in laminar, premixed, flat flames of fuel/NOx mixtures at low pressure. The experimental measurements are then compared to calculations of the concentration profiles using a one dimensional flame code which models the transport processes and chemistry of the flame. The transport processes include species diffusion and thermal conduction through the flame and the chemistry is modeled by a detailed chemical kinetic reaction mechanism. The flames which have been studied thus far are supplied with CH₄, CH₂O, CO or H₂ as fuel and NO₂, N₂O or O₂ as oxidizer. The recent results are presented below and conclusions of the flame modeling are discussed.

CO-N₂O Flames: Low pressure, laminar, premixed flames of CO-N₂O have been stabilized over a rectangular flat-flame burner. Laser-induced fluorescence spectroscopy was used to establish the absence of CN, CH, NH, NH₂, and OH in these flames. Gas chromatographic sample analysis was used to determine the CO, CO₂, N₂O, NO, N₂, and O₂ concentration profiles for three CO-N₂O flames having equivalent ratios of 1.00, 1.32, 1.50. Lean flames could not be stabilized. Temperature profiles for all three flames were measured using R type thermocouples. Measured temperature profiles were corrected for radiation losses. These flames are considerably lifted above the burner and contain a single luminous zone. The main feature of these flames is the absence of any reactive intermediates except oxygen atom.

A chemical kinetic mechanism containing 27 elementary reactions was presented. This mechanism was used as an input to a flame code developed at Sandia National Laboratories to calculate the concentration profiles of major species. The calculations supported the absence of any reactive intermediate but O atoms. There was excellent quantitative agreement between the measured and the calculated concentration profiles for all three flames. The elementary
reaction contribution and sensitivity analyses showed that the reaction mechanism could be reduced to four elementary reactions. The bimolecular reaction \( CO + N_2O \rightarrow CO_2 + N_2 \) was the dominant elementary reaction. The reaction rate parameters for the four-step mechanism were determined and were compared with literature data. Because the free radical pool of these flames is very poor, addition of trace amounts of hydrogen-containing compounds significantly alters the structure of these flames.

We believe that the four-step mechanism derived above satisfactorily describes CO-N\(_2\)O flames. The kinetic parameters reported in this work for these four reactions can be used with confidence for other kinetic calculations involving these reactions.

**H\(_2\)-NO\(_2\) Flames:** In a manner similar to that described above, flames of H\(_2\)-NO\(_2\)-Ar have been stabilized on a flat flame burner at 25 torr. Measurements of the composition of stable species were by probe sampling and mass spectrometric gas analysis. The composition profile of OH was measured by linear LIF and the temperature determined by measuring the OH rotational temperature. Modeling was again done with the Sandia premixed flame code using the chemical kinetic data in the review by Miller and Bowman. The results show good agreement between the modeled and measured results for stable species and for OH. The global reaction can be represented by \( H_2 + NO_2 = NO + H_2O \) with no \( N_2 \) being detected.

**CH\(_4\)-N\(_2\)O Flames:** Measurements of composition and temperature in laminar premixed flat flames of CH\(_4\)-N\(_2\)O-Ar and CH\(_2\)-O\(_2\)-Ar were made in near stoichiometric mixtures at 30 torr by molecular beam sampling and mass spectrometric sample analysis. All major stable species and many important unstable species were measured by this technique, many species being identified in the flame with N\(_2\)O as oxidizer for the first time. Calibration of the concentration profiles was accomplished by the use of calibration gases for stable species and by comparison of the mass spectrometer signal in the well characterized CH\(_4\)-O\(_2\)-Ar flame with signals in the CH\(_4\)-N\(_2\)O-Ar flame and by partial equilibrium for the hydrogen-oxygen system. The measurements have identified the presence of NCO, HCN and HNCO as reaction intermediates and the importance of these species in the reaction mechanism is discussed. Detailed flame modeling is in progress.

**PUBLICATIONS:**


TABLE 1

Reaction mechanism for carbon monoxide-nitrous oxide flames.

Rate coefficients are in form \( K(T) = AT^n \exp\left(-E/(RT)\right) \).

The units are moles, cm\(^3\), seconds, K, and cal/mole.

<table>
<thead>
<tr>
<th>No.</th>
<th>REACTION</th>
<th>A</th>
<th>n</th>
<th>E</th>
<th>Ref. **</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( N_2O + CO \rightarrow N_2 + CO_2 )</td>
<td>1.25E+12</td>
<td>0.0</td>
<td>1.73E+04</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>( CO + NO_2 \rightarrow CO_2 + NO )</td>
<td>1.20E+14</td>
<td>0.0</td>
<td>3.16E+04</td>
<td>12</td>
</tr>
<tr>
<td>3</td>
<td>( CO + O + M \rightarrow CO_2 + M )</td>
<td>6.17E+14</td>
<td>0.0</td>
<td>3.00E+03</td>
<td>s</td>
</tr>
<tr>
<td>4</td>
<td>( CO + O_2 \rightarrow CO_2 + O )</td>
<td>2.50E+12</td>
<td>0.0</td>
<td>4.78E+04</td>
<td>31</td>
</tr>
<tr>
<td>5</td>
<td>( C + CO + O \rightarrow CO_2 + CO )</td>
<td>5.30E+13</td>
<td>0.0</td>
<td>-4.54E+03</td>
<td>31</td>
</tr>
<tr>
<td>6</td>
<td>( CO_2 + N \rightarrow NO + CO )</td>
<td>1.90E+11</td>
<td>0.0</td>
<td>3.40E+03</td>
<td>s</td>
</tr>
<tr>
<td>7</td>
<td>( N_2O + M \rightarrow N_2 + O + M )</td>
<td>3.50E+14</td>
<td>0.0</td>
<td>5.16E+04</td>
<td>1</td>
</tr>
<tr>
<td>8</td>
<td>( N_2O + O \rightarrow N_2 + O_2 )</td>
<td>1.00E+14</td>
<td>0.0</td>
<td>2.82E+04</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>( N_2O + O \rightarrow NO + NO )</td>
<td>1.00E+14</td>
<td>0.0</td>
<td>2.82E+04</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>( NO_2 + M \rightarrow NO + O + M )</td>
<td>1.10E+16</td>
<td>0.0</td>
<td>6.60E+04</td>
<td>s</td>
</tr>
<tr>
<td>11</td>
<td>( NO_2 + O \rightarrow NO + O_2 )</td>
<td>1.00E+13</td>
<td>0.0</td>
<td>6.00E+02</td>
<td>s</td>
</tr>
<tr>
<td>12</td>
<td>( O + O + M \rightarrow O_2 + M )</td>
<td>1.89E+13</td>
<td>0.0</td>
<td>-1.79E+03</td>
<td>s</td>
</tr>
<tr>
<td>13</td>
<td>( N + NO \rightarrow N_2 + O )</td>
<td>3.27E+12</td>
<td>0.30</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>14</td>
<td>( N + O_2 \rightarrow NO + O )</td>
<td>6.40E+09</td>
<td>1.00</td>
<td>6.28E+03</td>
<td>s</td>
</tr>
<tr>
<td>15</td>
<td>( C + NO \rightarrow CN + O )</td>
<td>6.60E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>16</td>
<td>( C + O_2 \rightarrow CO + O )</td>
<td>2.00E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>17</td>
<td>( CN + O \rightarrow CO + N )</td>
<td>1.80E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>18</td>
<td>( CN + O_2 \rightarrow NCO + O )</td>
<td>5.60E+12</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>19</td>
<td>( CN + O_2 \rightarrow NO + CO )</td>
<td>5.60E+12</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>20</td>
<td>( CN + NO_2 \rightarrow NCO + NO )</td>
<td>3.00E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>21</td>
<td>( CN + NO_2 \rightarrow NCO + N_2 )</td>
<td>1.00E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>22</td>
<td>( CN + NO \rightarrow N_2 + CO )</td>
<td>1.07E+14</td>
<td>0.0</td>
<td>8.00E+03</td>
<td>32</td>
</tr>
<tr>
<td>23</td>
<td>( CN + N \rightarrow C + N_2 )</td>
<td>1.04E+15</td>
<td>-0.5</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>24</td>
<td>( NCO + O \rightarrow NO + CO )</td>
<td>2.00E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>25</td>
<td>( NCO + N \rightarrow N_2 + CO )</td>
<td>2.00E+13</td>
<td>0.0</td>
<td>0.00E+00</td>
<td>s</td>
</tr>
<tr>
<td>26</td>
<td>( NCO + NO \rightarrow N_2 + CO )</td>
<td>1.00E+13</td>
<td>0.0</td>
<td>-3.90E+02</td>
<td>s</td>
</tr>
<tr>
<td>27</td>
<td>( NCO + M \rightarrow N + CO + M )</td>
<td>3.10E+16</td>
<td>-0.50</td>
<td>4.80E+04</td>
<td>s</td>
</tr>
</tbody>
</table>

* Reaction included in the final mechanism.

** Number in this column refers to the number of the reference of the paper.

† This study.
Figure 1. Comparison of experimentally measured and calculated flame structure for 25 torr H₂-NO₂-Ar flame at an equivalence ratio of 1.08. Total gas flow rate is 5.47 slm.
PLUME INVESTIGATION OF A 1 KW ARCJET USING LASER INDUCED FLUORESCENCE
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SUMMARY/OVERVIEW:

The primary goal of this work is to accurately clarify the flow field of a 1 KW arcjet plume. Non-intrusive velocity measurements will be made at pointwise locations in the arcjet plume using Laser Induced Fluorescence (LIF). The arcjet will be tested using both hydrogen and ammonia propellants over a range of power and mass flow settings. For ammonia, both the atomic hydrogen and nitrogen velocity profiles will be obtained from the Doppler-shifted absorption peak. This project will also obtain information about the electron density and atomic temperature via careful measurement of the absorption lineshape.

TECHNICAL DISCUSSION:

Efficiencies of current arcjets are on the order of 30-40% with the major energy loss mechanisms being frozen flow losses from the plume expansion and viscous losses throughout the nozzle region. Viscous losses, along with a highly peaked centerline temperature, result in exit velocity profiles that are likewise strongly peaked along the centerline. If a more uniform exit velocity profile could be generated, the overall efficiency, and thrust, of arcjets would be enhanced. However, before an extensive design modification effort is undertaken to improve the exit velocity profile, it is important to gain further knowledge about the present profile. LIF is considered the best technique for nonintrusively probing this low pressure, high temperature plasma environment. This work will provide strong guidance towards improving the fundamental design of next generation arcjets (in particular the nozzle region) in order to enhance performance.

The principal objective of this work is to generate a velocity map of the plume region for a 1 KW class arcjet. Axial velocity profiles will be compared between the 1 KW arcjet results of this study and the 30 KW class arcjet tested by Pham-Van-Diep, Deininger and Erwin (1990) which was a proof of concept for this LIF technique on arcjets. The principle
of the LIF velocity measurements is the Doppler shift of the atomic transition wavelength peak; for hydrogen, the Hα (λ= 656.3 nm) transition line will be used. The control volume is defined as the intersection of the focussed laser beam and the focal region of the photomultiplier tube (PMT) collection optics which are positioned for 90° collection of the incident laser light. The experimental set up, which gives an actual control volume size of approximately 200 x 200 µm, can be seen in Figure 1. The output wavelength of the tunable dye laser is then scanned over the spectral region of an atomic transition wavelength to be investigated with the PMT output giving the absorption profile. By comparing wavelengths of the measured Doppler-shifted absorption peak with that of a stationary source, one can determine the mean velocity of control volume gas.

The center wavelength of an atomic transition will be shifted proportionately to the velocity of the atom in the direction of the light source for the case of absorption, or in the direction of the detector for emission. The relationship between velocity and wavelength shift is given by,

$$\nu = \frac{\Delta \lambda}{\lambda} c$$

where \(\Delta \lambda\) is the shift of the center wavelength of the lineshape with respect to the center wavelength for \(v=0\), \(\lambda\) is the pump (laser) wavelength, and \(c\) is the speed of light. Exit velocities of arcjet plumes are on the order of 20 Km/sec, which corresponds to a transition lineshift of approximately 0.4 Å.

For the case of ammonia, a detailed comparison will be made of the velocity difference between the nitrogen and hydrogen atoms. In multispecies propellants, the components with the heavier atomic weight are expected to have a substantially lower mean velocity than the lighter atoms due to the transfer of less translational energy per collision. In the work of Pham-Van-Diep, Deininger and Erwin (1990), which is shown in Figure 2, only the atomic hydrogen was investigated for ammonia propellant.

Although this effort will focus on the axial velocity component, the radial and azimuthal components will also be investigated. Both of these secondary components are indicators of the plume spreading and expansion process. The results from this portion of the effort will be compared with those of Pivirotto, Deininger and Seidel (1987) who indicated extremely high azimuthal velocities, over 20% of the axial values. In addition to the obvious decrease in axial thrust that is due to radial gas expansion, there is also the important factor of spacecraft contamination caused by propellant expansion back towards the satellite. This contamination can cause problems with satellite sensors, antennae, and solar arrays. In order to measure these secondary velocity components, the experimental set up must be modified in order to bring the laser beam in at 90° to the arcjet axis.
Another major effort of this project will be to carefully measure the overall absorption lineshape and deconvolute this lineshape into its various components. The primary components will be the gaussian-shaped Doppler broadening and the lorentzian-shaped Stark broadening. By least squares fitting the lineshape wings, one should obtain the lorentzian profile which can then be deconvolved from the total lineshape to give the gaussian component. An important concern will be that the laser intensity is low enough to avoid saturation broadening. The goal of this lineshape investigation is to extract electron density profiles from the Stark broadening mechanism of the Hβ line and determine atomic temperatures from the Doppler broadening mechanism.

After the plume region has been successfully mapped, this technique shall be used to obtain velocity measurements inside of the nozzle and thus enable one to obtain information about the internal flow field and expansion process. Internal measurements can be made by collecting light at an angle of less than 90° or by creating small optical access holes through the nozzle body perpendicular to the incident laser beam.
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Fig. 1 Schematic of LIF Setup for Arcjet Diagnostics

Fig. 2 Velocity of Hydrogen Atoms vs. Radial Distance for a 30 kW Class Arcjet
THE INLET IONIZATION PROBLEM
M MARTINEZ-SANCHEZ, MIT

(1) Relevance

The inlet relaxation problem has been one of the most important and difficult areas of uncertainty in plasma devices. Non-equilibrium MHD generators suffer global instabilities due to this problem\(^{(1)}\). Our own experimental MPD thruster\(^{(2)}\) failed to produce azimuthally uniform plasma when the inlet electric field was too weak due to a convergent-type design. Japanese experiments\(^{(3)}\) showed that Hydrogen would ionize very weakly and with large delays in a thruster in which Argon showed no such difficulties. The gas enters these devices with no ions or free electrons, and a rapid process of electron multiplication must take place, starting with a few back-diffused or photoionized electrons. As the case of Hydrogen vs. Argon shows, the details of the kinetics of intermediate "radicals" can control the whole process, in analogy with the ignition delay problems in high speed combustors.
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3. 2-D Kuriki Experiments.
2. **Scientific Approach**

One type of injector which is potentially important for steady-state MPD thrusters is a ceramic porous plate. This is one limiting configuration which can be analyzed as a one-dimensional structure. In previous work, we have studied the dynamics of such an inlet layer assuming full ionization. We now extend this by including kinetic equations for ionization and species diffusion. Radiation and excitation kinetics may also play a role, and will be assessed.

A more common configuration involves discrete injector holes. Here, the diffusion of electrons into the fresh gas is mainly across streamlines, rather than against the flow, and the structure resembles a 3-D diffusion flame. The study in the three dimensional case is very difficult, and we will attempt to simplify it by using its slenderness to treat it as a submerged reacting jet.

In either case, the results should indicate the length of the inlet relaxation zone, and also the threshold conditions below which no plasma ignition occurs. Both of these items are important design information for plasma devices.
Significant results have been obtained for the one-dimensional case. Because of the presence of the insulating (hence electron-repelling) back plate, the electron heat flux must be small in the ionization layer, and hence a constant $T_e$ approximation is made. Assuming also a constant flow speed through the layer (an assumption to be removed later), one can integrate the convection-diffusion-ionization equations between a wall condition relating diffusive ion flux to Bohm velocity times local density and a downstream asymptotic plasma state. It is found that no attached ionization layer can exit beyond a flow velocity (which increases strongly with electron temperature). When an attached ionization layer does exist, its thickness varies as $(\text{velocity})^{0.6}$ and decreases exponentially with $T_e$. For $T_e \geq 1 \text{ eV}$ and reasonable conditions, in Argon, the layer thickness is found to be a few mm. or less. The near-back plate electron density is found to be high enough to support strong electron thermal conductivity, hence validating the $T_e$ constant assumption. These results are summarized in the attached viewgraph.

Work is in progress on the effect of simultaneous acceleration and ionization, as well as on the effect of small $T_e$ variations. The two-dimensional case is in the formulation stage.
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SUMMARY/OVERVIEW:

This research is aimed at understanding the fundamental energy transfer mechanisms in laser sustained plasmas (LSP's) for application to rocket propulsion. The fraction of incident laser power absorbed by gases in the plasma and the fraction converted to useful enthalpy are considered the key performance parameters. The usual assumption of local thermodynamic equilibrium (LTE) is not used in this research; thus the thermodynamic state of the plasma is determined more accurately. Non-LTE based values for emission and absorption coefficients, as well as for the transport properties are used. The laser absorption coefficient is closely related to the plasma electrical conductivity. The investigation includes both experiments and detailed modeling. For comparison to the analyses global laser absorption is measured using cone calorimetry and the thermal conversion efficiency is determined by measurements of the gas temperature. Emission spectroscopy is used to determine electron number density and atomic excitation temperature, which are used as input to a numerical algorithm for determining non-LTE parameters such as electron and heavy particle kinetic temperatures and heavy particle number density.

Generalized non-LTE calculations are being performed which rely on collisional-radiative modeling to provide source terms in the gas flow conservation equations. It is expected that the experimentally linked model will reproduce the global absorption and thermal efficiency measured directly, and that the generalized model will be able to match those results as well as the spectroscopically determined electron number density and atomic excitation temperature. The generalized model could then be used with confidence to predict the performance of LSP's as laser power approaches one megawatt. The ultimate goal of this research is the accurate prediction of LSP performance at the pressure, mass fluxes, and megawatt laser powers likely to be found in a full scale laser propulsion system.

TECHNICAL DISCUSSION:

Introduction

The central issue in the study of laser sustained plasmas for thermal rocket propulsion is the accurate prediction of plasma performance at operating conditions likely to be required in practice. That is, laser power of one to ten megawatts or higher, chamber pressures of two to five atmospheres or higher, and propellant (hydrogen) mass flux to achieve optimum performance. High laser power will be required to produce a practical thrust level, and the performance advantages of elevated pressure (above one atm.) and mass flux are well documented [1-4]. Predictions can be made by the application of an appropriate numerical model, and through the measurement of plasma properties at conditions available in the laboratory from which trends are identified.

Before reliable predictions can be made, the fundamental energy transfer mechanisms within the laser sustained plasma must be clearly understood. The absorption of laser power by the electrons via inverse bremsstrahlung (and other minor
absorption mechanisms), the subsequent transfer of energy to the surrounding heavy particles, the convection and conduction of energy out of the plasma, the diffusion of particles within and out of the plasma, and the radiation of energy within and out of the plasma must all be included in this understanding. The performance of an LSP as defined by its global absorption (percentage of incident laser power absorbed on the whole) and thermal conversion efficiency (percentage ending up as thermal energy in the plasma exhaust gas) must be related to the internal plasma processes and understood on those terms.

As outlined in the summary, this investigation relies on several independent diagnostic techniques in order to characterize the LSP. The primary tools have been calorimeter measurements of transmitted laser power and (thermocouple) temperature measurements of plasma exhaust gas. The transmitted power is related to the absorbed power and the bulk gas temperature increase through the plasma is related to the thermal conversion efficiency. These techniques have been used to experimentally map the performance of argon LSP's as functions of laser power, gas pressure and mass flux, beam focusing geometry, and multiple plasma separation [1-3]. In recent experiments hydrogen plasmas have exhibited similar performance trends, but with much improved thermal conversion efficiency [4,5].

Non-LTE Emission Spectroscopy

In determining the thermodynamic state of the plasma, it is important to understand the concept of plasma temperature and the partitioning of energy. The energy content of the plasma gas is taken up by various modes. These include the kinetic energy of the free electrons and the heavy particles (neutral atoms and ions), the ionization energy of the ions, and the electronic excitation of the heavy particles. To a good approximation, the distribution of the energy in each of these modes can be characterized by a temperature parameter associated with Maxwell-Boltzmann statistics. The degree of ionization in the plasma can be similarly characterized by temperature (through the Saha equation). If the plasma is in thermodynamic equilibrium then the thermodynamic state is completely determined by the values of any two properties such as pressure and temperature. In thermodynamic equilibrium Boltzmann's formula for the distribution of excited electronic states, Maxwell's law for the distribution of particles velocities (energies), and Saha's equation describing the plasma composition are all associated with the same temperature parameter.

As mentioned the past LSP research has been directed toward measuring their performance in terms of global laser absorption and thermal conversion efficiency. In order to better understand these results on a physical level it is important to be able to measure temperature and densities inside the plasma. Absorption of laser energy and radiation from the plasma at each point in the plasma will depend on these plasma conditions, thus enabling an understanding of the global results on a local level.

It is a goal of this research to arrive at correct values for absorption and emission coefficient based on the measured or calculated value of number densities and temperatures. It is expected that this will lead to a fundamental understanding of the laser energy conversion process and to more accurate determinations of global absorption and thermal conversion efficiency. This part of the work is comprised of both experimental and theoretical/numerical analysis of laser sustained gas plasmas. The goal is to determine the thermodynamic state of the laser sustained plasma independent of an assumption of local thermodynamic equilibrium. An accurate assessment of the plasma state allows a more reliable determination of global plasma laser absorption, and the conversion efficiency of laser power to gas thermal energy.

A 10 kW continuous wave CO2 laser is used in this work. Both argon and hydrogen plasmas are being studied. Argon is important because it is inert, with sufficient studies in laser sustained plasmas (arc jets) already performed under the assumption of local thermodynamic equilibrium; hydrogen is important because it is the propellant of choice for laser propulsion missions. Defining the plasma state entails measuring or calculating the plasma constituent particle number densities and kinetic temperatures.
as well as several atomic excitation temperatures [6]. The experimental portion of this work involves emission spectroscopy. Using an optical multichannel analyzer, both spectral and spatial information can be obtained simultaneously. The emission profile of the hydrogen Balmer series alpha line is measured for the determination of electron number density through Stark broadening theory. In argon plasmas a small amount of hydrogen is added for this purpose. In addition other spectral lines are measured and their integrated intensities used to determine upper atomic level excitation temperature. The excitation temperature is extrapolated to the lowered ionization limit to determine the population of the effective highest bound state. All data must be Abel inverted in order to back out volumetric emission from the measured line-of-sight integrated emission.

The two measured quantities, electron number density and highest bound state population, are used as input to a numerical algorithm. An iterative scheme is used to solve an axisymmetric flow field. In this approach axial and radial velocities and pressure are calculated directly. Electron kinetic temperature is then solved for from an electron energy equation involving these velocities and pressure. Heavy particle number density and kinetic temperature, and total excitation temperature are then updated after each iteration. The updating requires three algebraic relations. These are an equation of state, the total Boltzmann distribution, and a non local thermodynamic equilibrium Saha-type ionization equation.

An input to the numerical scheme is the laser power profile. Absorbed laser power is treated as a source term in the electron energy equation. As the laser profile interacts with the plasma flowfield the power absorbed at every grid location can be calculated. This results in an accurate determination of global laser absorption. Finally the kinetic temperatures derived from the algorithm along with the velocity fields allow a calculation of inlet and exit gas enthalpies. The difference between the two quantities when compared to the inlet laser power gives a measure of the plasma thermal conversion efficiency. These quantities are then available for direct comparison to experimental determination of absorption and thermal efficiency as a verification of the numerical calculations.

**Generalized Non-LTE LSP Model**

The goal of a generalized non-LTE model is to predict results for global absorption and thermal efficiency of high pressure hydrogen laser sustained plasmas (LSP’s) at very high powers. The approach taken to such a prediction can depend on a priori knowledge of the thermodynamic state of the LSP. If it is known that the LSP is in LTE, then only one temperature is necessary for a complete thermodynamic description. In this case the solution algorithm also becomes somewhat simplified. However, in general LSP’s cannot be assumed to be in LTE. In the non-LTE case a separate temperature could be assigned to each energy mode of each species, for example the translational temperature of the electrons could be different than that of the neutrals or any of the ions, or the neutral excitation temperature. The non-LTE case greatly complicates the solution process with the introduction of several new variables (the new temperatures). In addition, radiation can play an important role in the production and destruction of species in a non-LTE LSP which is not collisionally dominated. A new technique must be introduced to account for the coupling of the particles and radiation.

The prediction of global absorption and thermal efficiency can be considered to be a macroscopic prediction that requires the accurate prediction of LSP thermodynamic and transport properties including the species number densities of $\text{H}_2$, $\text{H}$, $\text{H}^+$, $\text{e}^-$, $\text{H}^-$, $\text{H}_2^+$, and $\text{H}_3^+$ at each point within the LSP. In addition, for a non-LTE LSP some method of accounting for the coupling between radiation and particles must be applied to each point in the LSP as well as across the LSP from one point to another. Finally, the macroscopic velocity, pressure and temperature fields for the entire LSP must be solved via the conservation equations using an iterative algorithm.

The calculation of species number densities is well documented for hydrogen plasmas in LTE [7]. The basic method is to first identify the reactants and products for
each equilibrium reaction taking place. Then, setting the chemical potential of the reactants equal to that of the products, equations can be arrived at relating particle number densities to particle partition functions. These equations involve the equilibrium temperature, and are relatively easy to solve using an iterative process. The case of non-LTE species number densities requires a modification of the basic equilibrium solution algorithm and necessitates the introduction of additional particle-mode temperatures. These temperatures would be supplied by other portions of the overall solution algorithm, and the equations can again be solved iteratively [8]. In addition, a scheme to account for the production or destruction of species through the interaction with radiation (a collisional-radiative) model must be included in these calculations.

Once the species fractions are known, the thermodynamic properties, specific heat and enthalpy, and the transport properties, viscosity, thermal conductivity and electric conductivity can be calculated. In addition, the absorption of the incident laser beam can be calculated through the calculation and combination of several absorption coefficients including the electron-ion, electron-neutral and electron-molecular inverse bremsstrahlung coefficients, as well as the photoionization of neutrals, the photodetachment of electrons from negative ions, and the resonance absorption of neutrals, if any. Most of the relations that determine these quantities are applicable to both LTE and non-LTE cases with only a slight modification of the input quantities. Next the velocity fields for the heavy particles are solved using an iterative algorithm, as well as the pressure field and temperature fields for the entire LSP.

Current plasma models used to predict results for hydrogen are limited to usage at only 1 atm gas pressure for LTE LSP's with peak temperatures below 30000K [9]. The model uses tabulated thermodynamic and transport coefficient data which are interpolated between. The logical approach to a generalized non-LTE model is to calculate all necessary properties as they are needed, thereby eliminating the need for tabulated data. This is an important feature of our ongoing research.
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1 Summary

Computer models of the MPD\textsuperscript{1} thruster rely on the numerical solution of the magnetohydrodynamics (MHD) equations to predict the performance and aid in the design of higher efficiency thrusters. Current MHD models of the accelerator include only classical transport\textsuperscript{2} (i.e. transport due to collisions between particles) and overpredict the performance of the experimental prototypes. The inclusion of anomalous transport (i.e. transport due to "collisions" of particles with the oscillating fields of unstable waves in the plasma) is expected to greatly enhance the validity and applicability of such models. To assess the nature and importance of anomalous transport a sound understanding of the mechanisms controlling the stability of the plasma is necessary. This study addresses the problem by studying the various instabilities the plasma can sustain, and modelling their effects on transport. The resulting models are formulated in terms of transport coefficients that can be readily included in any MHD computer code.

\textsuperscript{1}Throughout this abstract the term MPD thruster refers to the coaxial, self-field, high-current, gas-fed MagnetoPlasmaDynamic thruster.

\textsuperscript{2}Throughout this abstract, "transport" refers to the following processes: electrical conductivity, particle diffusion, viscosity and thermal conductivity.
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2 Technical Discussion

2.1 Motivation

The Magnetoplasmadynamic (MPD) thruster is an electromagnetic plasma accelerator that is a promising spacecraft thruster because of its simplicity, thrust scaling, high thrust density and high specific impulse. The MPD thruster can be seen as a plasma accelerator whose performance is dictated by the competition between current-driven acceleration, which constitutes the prime acceleration mechanism in the device, and current-driven dissipation. This competition between two processes driven by the same source, the current, is manifested in the low thrust efficiency (below 30% for argon) of the present devices.

Computer models based on the MHD equations are the ultimate tools for the design of higher efficiency thrusters. Most of the few codes that already exist for the MPD thruster do not include the effects of finite non-equilibrium rates (i.e. rates of excitation, and deexcitation of internal and translational modes, ionization and recombination) and plasma instabilities (i.e. effects of turbulent transport enhancement due to the existence of unstable waves in the plasma). Consequently, existing codes, although useful for understanding of various flow features and peculiarities, provide little predictive competence when describing the dissipative processes dictating the overall performance. Such codes usually predict thrust efficiencies well in excess of the experimentally measured values. The usefulness of these codes can be substantially boosted if they are supplied with transport coefficients that correctly represent the various dissipative mechanisms at play.

3 Approach

Our research has permitted us to identify two distinctly different approaches by which increased propulsive efficiency can be obtained. The first approach is to try to recover the dissipation losses by making the recovery and acceleration time scales comparable. This approach is exemplified by the hybrid electrothermal/electromagnetic accelerator. To achieve an equilibrium between acceleration and enthalpy recovery, the chamber pressure must be considerably larger than the 10 Torr typical of the MPD thruster. This, in turn, translates into an increase in the required power, since the mass flow has to be effectively ionized in order for the electromagnetic and electrothermal thrust components to be comparable. In other words, the realm of the hybrid electrothermal/electromagnetic device is one of higher pressure and higher power than existing MPD devices.

The second approach is to investigate the physical basis of turbulent dissipation with the ultimate goal of defining means for its suppression or diminution. This approach is obviously more beneficial for a frozen flow device like the one currently in our laboratory since it directly deals with the source of dissipation.
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unlike the first approach which addresses the problem of recuperating dissipated energy, a problem rendered more difficult by the highly non-equilibrium nature of the flow. The second approach may thus permit us to attain respectable efficiencies without having to use the high pressures which would be undoubtedly required by the first approach (to raise collisionality and lower the equilibration rates) and which will necessitate operation at unrealistically higher power levels (to maintain the ionization degree required by the electromagnetic acceleration process).

The methods of turbulent suppression which may encompass active techniques like using r.f. antennae to couple with and destroy the unstable modes or various changes in the operation and configuration of the benchmark thruster will not be attempted in this study. The future implementation of such techniques, however, will be conditioned by the characterization of instability-induced transport which is the actual goal of our research.

3.1 Current and Future Work

The existence and importance of current-driven plasma instabilities have been established through theoretical and experimental work at our laboratory during the past four years as documented in refs. [1,2] and [3]. It is clear, by now, that their ubiquity and impact on the performance are such that no realistic model of the MPD thruster can afford to neglect them.

The Plasma Wave Experiment (PWX) and Plasma Characterization Experiment (PCX) along with the linear wave kinetic theory (all described in [1]) constitute the tools needed for the identification and characterization of the active instabilities. Comparisons (cf. Fig. (1)) of measured dispersion relations with predictions from our recent stability models have identified the dominant instability in the MPD plasma as the lower hybrid current-driven instability (LHCDI). The instability, the details of which are presented in refs. [2,3], can account for the type of over-heating and over-ionization that are ubiquitous features of the MPD thruster.

Our current work is concerned with extending the instability analysis to study the effects of the identified instabilities on transport using non-linear plasma theory. The resulting models will be cast in terms of transport coefficients that depend on macroscopic quantities and communicated to other workers in the field who can test them in their MHD codes. A two-dimensional MHD code[4] has been developed in our laboratory under NASA support and is currently being refined. This code will also be used in-house to test the improved transport coefficients.

The dispersion relation is the relation between the frequency and wavelength (or wavenumber) of electric field oscillations.
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Figure 1: Measured dispersion relation of unstable waves in the MPD thruster compared to our most recent stability model. The schematic in the inset is a cross-section of the device with a small rectangle denoting the region where the measurements were made.
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SUMMARY/OVERVIEW

Continuous plasmas were sustained by a sequence of 10 ps pulses from a free electron laser (FEL) in experiments we performed at Los Alamos. These experiments showed an unexpected difference in breakdown threshold intensity for argon as compared to hydrogen or nitrogen. Our present understanding of these processes suggests that the observed difference in breakdown thresholds was due to gasdynamic expansion during a multiple pulse cascade to breakdown. The more massive argon atoms absorb energy from electron collisions more slowly than the lighter atoms and it also has a slower gasdynamic expansion. Theoretical calculations and laboratory experiments utilizing sub-picosecond probe pulses are being performed to develop a better understanding of the optical breakdown processes in the picosecond time regime.

TECHNICAL DISCUSSION

Laser or microwave energy beamed to a space vehicle can provide plasma propulsion systems which have significantly higher specific impulse than comparable chemical rockets. Orbital maneuvering missions which employ these high specific impulse motors can result in significantly lower launch costs for a given mission payload.

The objective of this research is to develop an understanding of the basic physical processes which control the interaction of plasmas sustained by laser beams in a flowing propellant gas. Previous experimental and theoretical studies have provided a reasonable understanding of these processes in flowing plasmas sustained by continuous lasers, and have shown that the absorption efficiency and radiation losses can be controlled through a combination of optical geometry, pressure and flow configuration. Practical beamed laser propulsion systems may require laser powers greater than one megawatt, and current laser development for other applications suggests that lasers capable of delivering average powers at these levels will be free electron lasers (FEL). The power from these free electron lasers will be pulsed, rather than continuous, and we have successfully sustained quasi-steady argon
plasmas using the RF linac free electron laser at Los Alamos National Laboratory (LANL). The RF linac free electron laser at LANL produces a burst of mode-locked micropulses having a duration of approximately 10 ps at a wavelength of 10.6 micrometers and a peak power of approximately 50 MW. These micropulses are spaced 46 ns apart in a burst (macropulse) lasting for 100 to 300 microseconds.

We also attempted to initiate plasmas in both nitrogen and hydrogen using the same experimental procedures as for argon. These attempts were not successful, even though the pulse energy was an order of magnitude larger than our observed threshold for argon. This result is somewhat surprising, since predicted breakdown thresholds using 10.6 micron wavelength and 10 ps duration pulses for hydrogen and nitrogen are essentially the same as for argon. The threshold intensity required for laser breakdown is inversely related to the pulse length for pulses shorter than a microsecond. At the intensities characteristic of our FEL experiments it is likely that breakdown did not occur at the first 10 ps pulse, but cascaded through absorption of subsequent pulses in the plasma electrons remaining from previous pulses.

We are developing a theoretical model to investigate the question of breakdown threshold for the long wavelength, short pulse regime of our experiments. During the 10 ps duration of the laser pulse, there are only approximately 250 optical cycles and only approximately 10 electron-atom collisions. Between collisions, the electron oscillates in the optical electric field gaining "quiver" energy. During an elastic collision the electron changes direction and gains additional energy from the optical electric field. The electrons rapidly gain energy from the optical field and then can produce additional electrons by impact ionization.

During the time between pulses the high energy electrons continue to produce additional electrons by inelastic collisions which also reduce the average energy of the electron distribution. Elastic collisions between the electrons and the heavy particles during the time between the laser pulses will heat the gas and lead to a reduction in density through gasdynamic expansion. The next pulse interacts with all the electrons created by the previous pulse which remain within the focal volume, and the number of electrons may cascade over several pulses to breakdown. However, if the gasdynamic expansion is strong enough, the cascade may reach a limiting electron density below breakdown. The computational code utilizes a particle in cell (PIC) method to calculate the electron distribution during and for a short time after the laser pulse. Between pulses a one-dimensional gasdynamic code is used to calculate the reduction in the electron density due to expansion of electrons out of the focal volume.

The combination of pulse length and wavelength used in the LANL experiments are unique to that FEL. However, we have undertaken an experimental study of picosecond pulse breakdown using single pulses produced by a neodymium-YAG laser at wavelengths of 530 nm and 1.06 μm. These experiments have been used to develop diagnostic methods for the study of optical breakdown on picosecond time scales and to develop insight into the growth of ionization. At these wavelengths, unlike the experiments with the FEL, multiphoton ionization processes play an important role in the breakdown process.
However, experiments performed at different pressures and wavelengths may enable us to separate the effects of electron impact and multiphoton ionization.

The experimental technique used to observe the buildup of ionization during a single 60 ps laser pulse is shown in Figure 1. The method uses a pump-probe technique, where a beam of one wavelength is used to create the breakdown, and a beam of a different wavelength is used to observe the plasma formation. In Figure 2 the green (530 nm) 60 ps pulse creates the plasma breakdown and the absorption of the red (590 nm) <1 ps pulse is used to detect it. It is difficult to resolve picosecond times electronically, and an optical delay line is used to vary the timing between the <1 ps probe pulse and the 60 ps pump pulse. A 150 μm movement of the prism will vary the delay by 1 ps, and by scanning the delay line the transmitted pulse energy will produce a transmission curve as indicated in the figure. Variation of the power of the pump pulse or the pressure within the test cell will shift the breakdown time and alter the characteristics of the transmitted signal. The probe pulses consist of a modelocked sequence of pulses spaced at 13 ns, and the longer term decay of the plasma can be probed on a nanosecond time scale.

The laser pulse is Gaussian in time and multiphoton ionization is proportional to the intensity raised to a power. This results in a growth of electron density given by an error function. However, if electron impact ionization occurs, then the ionization rate is linear with laser intensity, but proportional to the number density of the electrons, leading to an exponential increase in electron density. Figure 2 shows the probe pulse transmission through the plasma for experiments in helium at pressures from 0.54 to 8.5 atm with a pulse energy of 9.5 mJ. Data have been obtained for argon, helium and nitrogen at pressures ranging from 0.1 Torr to 8.5 atm. The decay of the plasma can be seen from Figure 3. The first pulse is transmitted without absorption prior to breakdown. The second pulse is almost completely absorbed at 200 ps after the breakdown pulse, but subsequent pulses are transmitted with decreasing absorption as the plasma decays. A numerical code is being developed to simulate the temporal and spatial growth of electrons for both multiphoton and impact ionization as an aid in the interpretation of the experimental results.
Fig. 2  Probe-Pulse Transmission Through Helium Plasma

Fig. 3  Probe-Pulse Transmission Showing Plasma Decay
Overview: In order to improve performance, lifetime and reliability of plasma thrusters one has to understand and assess certain fundamental processes and problem areas like nonequilibrium magnetoplasmadynamic flows, plasmastability and electrode erosion effects. Here two problem areas are discussed: a) the stability of a current carrying plasma channel and b) the erosion mechanism of a spotty cathode arc attachment.

Technical Discussion

a) Plasmastability: Onset Phenomenon explained by Run-Away Joule Heating

One of the most critical limiting effects of self-field MPD-Thrusters is the so-called "Onset-Phenomenon", a plasma instability which causes a severe degradation of the thruster performance as soon as for a given mass flow rate a critical current is exceeded. The onset condition can be characterized by a threshold like increasing voltage fluctuation combined with an intolerable ablation of thruster components, when the measurable parameter, as given by current square divided by mass flow rate, surpasses a critical value. Several different explanations have been put forward so far and to a great extent reviewed by several authors [1, 2, 3]. In this paper another explanation is presented which also bears the merit to explain qualitatively and quantitatively this onset-phenomenon. It is based on a run-away Joule heating process caused by the self-magnetic field of a current carrying plasma channel which drastically decreases the radial conduction heat loss. This is the case if the product cyclotron frequency times average collision time, \( \omega_c \tau_c \), for the electrons reach values which cannot be neg...
neglected any more with respect to unity. At first the heat conduction coefficient for the electrons is calculated by means of a perturbation approach for the electron velocity distribution function taking into account an azimuthal magnetic field. It turns out that the heat conduction coefficient becomes a tensor and that the classical radial heat flux of the electrons must be multiplied by a factor \(\frac{\sin \omega_{e} r_w}{\omega_{e} r_w}\). This factor has the consequence that for \(\omega_{e} r_w\)-values which are not small compared to one the radial heat conduction losses decreases. Simultaneously the temperature within the discharge channel must increase and as can be shown with the temperature also the quantity \(\omega_{e} r_w\) increases, what again should lead to a further lowering of the conduction losses and an even further heating. This run-away heating effect may eventually be stopped by a disturbance of the rotational symmetry of the discharge channel leading to a more dissipative helical configuration (see Fig. 1) which can cause an increased voltage fluctuation. It is shown that the observed onset occurs at \(\omega_{e} r_w\)-values, which cannot be neglected besides one and that the maximum \(\omega_{e} r_w\) within a discharge channel is proportional to \(\frac{v_{\theta}}{w.r.}\) which agrees quite well with experimental observations.
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Cathode Erosion Mechanism

Pulse-discharge experiments with rectangular current pulses of ca 1400 A for 2 ms duration taking thoriated tungsten cathodes show an almost threshold like increase of the erosion rate by lowering the ambient (Nitrogen) pressure from about 1000 Pa to about 100 Pa. This effect can be explained by means of the previously developed arc spot instability theory and by applying the Prandtl-Mayer jet deflection theory to the cathode jet. Based on the arc spot theory the main electron emitting cathode surface area consists of one or more micro spots of very high current-density (up to \(10^{11} A/m^2\) and even higher) which causes locally extremely high heat loads leading to strong evaporation and micro craters from which current-carrying plasmajets propagate. The theory now shows that the erosion rate due to evaporation is directly proportional to the average spot current and that the spot discharge becomes unstable if the pressure difference, spot pressure minus ambient pressure falls below about three times the magnetic pinch pressure at the crater orifice. By lowering the ambient pressure this
Figure 1: Illustration of Run Away Heating as a Consequence of the $\omega_e r_e$-Dependent Radial Heat Flux. a) Rotational Symetric b) Distributed Current Carrying Plasma Channel

$\omega_e r_e \geq 1$

Heat flux: $\dot{q} \sim \frac{|\sin \omega_e r_e|}{\omega_e r_e}$
pressure difference gets smaller and the spots become already at lower spot current unstable.

Hence, by lowering the ambient pressure the erosion rate due to evaporation decreases what is in agreement with experimental findings. The threshold like increase now can be explained by the Prandtl Mayer deflection. If the ambient pressure or the pressure ratio, ambient- divided by spot pressure decreases below a certain value, the deflection angle exceeds a critical angle (see Fig 2). The jet plasma can hit the cathode surface outside the crater and evaporates additional cathode material and eventually increase the spot size and hence the average spot current.
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RELEVANCE OF RESEARCH

Over the years, the appearance of combustion instabilities in solid rocket motors, in developmental stages and even in operational systems (as the propellants age, with changes in burning characteristics) has cost hundreds of millions of dollars in developmental and refurbishment costs as well as leading to performance compromises associated with "fixes" to these instabilities. (Such acoustic instabilities, occurring over a wide range of frequencies, are generally intolerable in that they can lead to unacceptable interactions with control systems, structure, and/or payload and, in some cases, to catastrophic motor failure.) Before approximately 1960, instabilities occurred quite frequently in solid motors, particularly tactical motors where natural resonant frequencies are typically in the 1 KHz and higher regime. A fortuitous "fix" to many (though not all) of these instabilities was found to be addition of large amounts of metal additives to the propellant formulations, with the resulting condensed-phase products producing large amounts of damping of oscillations due to velocity lags dissipating large amounts of acoustic energy. (In fact, large amounts of metal were first added to propellants just for this effect, before it was found that such metal addition also provided significant performance gains.)

However, increasingly stringent mission requirements (with increased energy density) have led to increased incidence of instabilities in modern rocket motors, even with large amounts of metal additive. In addition (and probably more important), there is a major recent shift to a requirement for "reduced smoke" propellants for tactical missiles to improve survivability (by reducing detectability) of the missiles and their launch platforms, e.g., aircraft. This requirement precludes inclusion of more than very minor amounts of metal particles in propellant formulations, leading to a considerable increase in the occurrence of instability problems due to removal of a major acoustic energy sink (damping term) associated with the condensed-phase products. Accordingly, it is important that an alternative approach to alleviating instability problems, namely reduction of driving (acoustic energy source) terms be addressed. One major source term (generally the most important source) is associated with interaction of an acoustic wave with the solid propellant combustion processes. Both pressure and flow oscillations associated with an acoustic wave can cause solid propellant burning rate (energy release rate) oscillations which in turn can feed energy into the acoustic wave.

The relationship between burning rate oscillations and pressure oscillations is referred to as the pressure-coupled response function (a complex variable) of the propellant, while that between burning rate oscillations and velocity oscillations is referred to as the velocity-coupled response function.
(although the latter is generally agreed not to be an intrinsic propellant property, depending strongly on the structure of the local mean flowfield). Attention here will be restricted, at least for the time being, to the pressure-coupled response function; it is easily shown that the real part of this complex response function is the important quantity as regards driving of acoustic waves, with relationships between the growth constant for oscillations and the pressure-coupled response function being presented and discussed in numerous references, most notably CPIA Publication 290, "Combustion Instability in Solid Rocket Motors." For typical scenarios, it is found that the pressure-coupled response is a major contributor (driver) in the acoustic energy balance.

Accordingly, development of means of reducing the amplitudes of the pressure-coupled response functions of a wide range of solid propellants, leading to significant reduction of the driving terms in acoustic energy balances for motors, should lead to major reduction or elimination of instability problems in motors utilizing such propellants. Thus, it is apparent that development of a systematic approach (principle) to reduction of the magnitude of composite propellant pressure-coupled response functions would be of tremendous potential importance to the solid rocket field.

**TECHNICAL APPROACH**

For many years, analysts have attempted to estimate pressure-coupled response functions for composite propellants using theoretical approaches (in general, equivalent to the well-known Z-N approach) which are strictly applicable (at best) for homogeneous propellants. As shown by King in the early 1980's (utilizing very simplified composite propellant combustion models), composite propellants provide an additional potential destabilizing mechanism beyond those treated by the Z-N type approaches. This mechanism involves production of oscillations in the oxidizer/fuel ratio of "slugs" of propellant gases leaving the propellant surface (and thus oscillations in the gas-phase heat release) accompanying oscillations in surface temperature, due to different activation energies for the fuel and oxidizer surface ablation processes. Based on the existing literature, it appears that the ablation of ammonium perchlorate oxidizer has a somewhat higher activation energy than the ablation of typical HTPB binders (by approximately 5 Kcal/mole). Thus, upward perturbations in surface temperature will be accompanied by similar upward perturbations in oxidizer/fuel ratio of "slugs" of gas leaving the propellant surface; since AP/HTPB formulations are generally fuel-rich, thus will in turn lead to increases in gas-phase heat release with increases in surface temperature, a destabilizing mechanism as shown numerically by King in the aforementioned study utilizing simplified gas-flame models. Most important, this reasoning suggests a possible significant fundamental approach to development of a class of AP-composite propellants which will burn stably in a much wider range of motor conditions than do current formulations; this approach is centered around development of means of increasing the temperature sensitivity of fuel ablation or decreasing that of oxidizer ablation, thus lowering EOXIDIZER - EFUEL, the effects of which are depicted in the following figure.

**CURRENT RESEARCH STATUS**

At this time (late March 1991), an analytical modeling study of the effects of differential activation energies of ablation of fuel and oxidizer in composite propellants on pressure-coupled response functions is underway. A complex steady-state model of unimodal-oxidizer composite propellant combustion (derivative of the classic BDP approach) developed by King and used...
successfully as part of an erosive burning study has been modified to eliminate a discrepancy present in most, if not all, of the BDP-type models. In these models, the relative surface areas of oxidizer and fuel are calculated on geometrical considerations, with the ratio of the area of the fuel to the planar oxidizer surface area being assumed to be equal to the volumetric ratio of fuel to oxidizer in the formulation; as a result, due to different volumetric ablation fluxes of fuel and oxidizer (in general) mass is not conserved. That is, the mass ratio of oxidizer and fuel ablation is not in general equal to the mass ratio of these ingredients in the propellant. This deficiency has been corrected in the modified steady-state model in which a trial-and-error approach regarding calculation of fuel surface area associated with a given oxidizer planar surface area is utilized to ensure that the ratio of the products of areas and mass fluxes of oxidizer and fuel is equal to the mass ratio of these ingredients in the propellant. This revised model has been calibrated against an extensive database for AP-composite propellant strand burning rates at various pressures for various AP/HTPB formulations developed as part of the aforementioned erosive burning study.

Currently, a perturbation analysis of this steady-state model consisting of a Fourier analysis of the solid propellant subsurface region plus a quasi-steady-state analysis of surface and gas-phase processes, including allowance
for gas composition perturbations is underway. It is anticipated that by the time of the Contractor's Meeting the unimodal oxidizer analysis will have been completed and extension to treatment of multimodal oxidizer formulations will have been initiated. As part of this study, the effects of partial adjustment of the oxidizer and fuel areas to oscillations in ablation fluxes is being treated and will be examined parametrically. (For very rapid oscillations, there will be no time for such adjustments, while for slow oscillations, approaching zero frequency, such adjustment will be total. Estimates of the degree of response of relative surface areas to mass flux oscillations will be made based on the ratio of oscillation period to the time required to burn through a propellant thickness equal to the oxidizer diameter.) Results of these studies, demonstrating the theoretical potential for reduction of pressure-coupled response functions by lowering of the oxidizer ablation activation energy or raising of the fuel ablation activation energy will be presented.

**FUTURE RESEARCH**

If the theoretical studies indicate promise for the proposed approach to control/reduction of pressure-coupled response functions of AP-composite propellants, an experimental program to test the concept and, hopefully, to eventually lead to reduction of sensitivity of composite propellant burning rate oscillations to imposed pressure oscillations through tailoring of differential sensitivities of oxidizer and fuel ablation to surface temperature will be initiated. This aspect of the research will consist of two major phases. In the first phase, various approaches to decreasing the temperature sensitivity of oxidizer ablation/decomposition and/or increasing the temperature sensitivity of fuel ablation/decomposition will be examined. At this time, it appears that the most promising approaches to modifying the oxidizer ablation characteristics would involve occlusion of possible catalysts in the oxidizer crystals or co-crystallization of mixed oxidizers (such as ammonium perchlorate and hydroxyl-ammonium perchlorate, for example). With respect to modifying the temperature sensitivity of fuel ablation, various approaches including use of catalysts, substitution of various moieties on the basic polymer chains, and variation of crosslinker type and level are available. In this phase of the work, techniques developed by Tom Brill (University of Delaware) for simultaneously measuring ablation rate and surface temperature of the ingredients at extremely high heating rates will be employed.

After ingredients (fuel and oxidizer) with a range of sensitivities of ablation rate to temperature have been developed, combinations yielding a range of values of $\Delta E$ will be chosen for determination of $R_{pc}$ versus frequency characteristics in standard T-burner testing. From these tests, corroboration or refutation of the postulated mechanism of control of response function characteristics will be established. If the approach offers significant promise, further refinement of the analysis will be carried out with guidance from the experimental results and further development of means of controlling the relative temperature sensitivities of fuel and oxidizer ablation, with consideration of other practical formulation constraints and objectives, will be pursued.
SUMMARY

Cold-flow experiments have verified the important role played by vorticity transport in major processes involved in rocket motor combustion instability. Many of these processes such as the coupling of the acoustic field to time dependent combustion of the propellant are strongly affected by the velocity and pressure distributions within the combustion chamber. The experiments and the analyses carried out in this research have shown that vorticity transport strongly affects the velocity distributions in critical regions of the chamber. For example, it produces a velocity overshoot near the burning surface approximately twice the amplitude of the centerline acoustic velocity amplitude. The phase angle relative to the pressure wave differs dramatically from the simple plane axial acoustic wave model used in virtually all current combustion instability models. Representations of combustion instability effects based on simple velocity distributions are therefore highly suspect. Analyses of particle damping, velocity coupling, and pressure coupling interactions depend crucially on the geometry and phase of the waves. The work described here is part of a collaborative effort with United Technologies Chemical Systems Division (CSD) to greatly expand the understanding of this phenomenon and to incorporate it properly into predictive motor stability calculations.

VORTICITY TRANSPORT IN COMBUSTION INSTABILITY

Vorticity is produced when combustion gases are produced at the burning surfaces of a solid rocket motor combustion chamber; the entire field is dominated by rotational flow effects. The importance of vorticity in controlling the mean flow characteristics is well-known1,2. Since the boundary conditions require that the gas flow enters the chamber in a direction normal to the surface, there is a strong shear effect caused by the axial flow through the chamber leading to vorticity production. Analogous effects should be expected in an unsteady flow superposed on the rotational mean flow. Cold-flow experiments involving axial acoustic waves in a porous tube with injection show that this is indeed the case3,4. The measured velocity field exhibited a velocity overshoot near the porous surface approximately twice the amplitude of the centerline acoustic velocity amplitude. The phase relative to the pressure wave departs greatly from the simple plane axial acoustic wave model. Representations of combustion instability effects based on simple velocity distributions are therefore highly suspect. For example, analyses of particle damping, velocity coupling, and other surface interactions depend crucially on the geometry of the waves.

This research shows that inclusion of vorticity transport accounts for the observed effects. The velocity overshoot is caused by a traveling shear wave that is generated at the surface and propagates radially at the mean flow speed. Its amplitude diminishes because of viscous damping and because the radial mean flow component approaches zero at the chamber axis. The shear wave results from vorticity introduced because the flow must enter the chamber in a direction normal to the surface. It is not necessary to invoke the effects of viscosity directly in order to account for the main features of the flow.

The theoretical maximum velocity overshoot is twice the amplitude of the acoustic wave, and the unsteady velocity perturbation is very nearly in phase with the pressure at the injection surface.
instead of 90 degrees out of phase as assumed in much combustion instability modeling. The depth of penetration of the shear wave into the chamber, its wavelength, and overshoot amplitude are controlled by two Reynolds numbers based, respectively, on the injection speed of the mean flow and the acoustic wavenumber. For low-order axial modes in rockets, the rotational perturbations dominate the flow. They also exhibit a strong axial dependence that modifies the apparent combustion response in a manner similar to that usually attributed to the classical velocity coupling mechanism.

**APPROACH**

The problem is being analyzed at several levels in this research. A simple, inviscid model demonstrates all major features of the observed flow in the vicinity of the injection surface. However, unlike the rotational mean flow analog, it is necessary to account for viscous losses explicitly to accurately represent the unsteady field throughout the chamber. A similarity solution of the complete problem including the axial dependence has been completed. In regions of the chamber not dominated by turbulence agreement with the cold flow data is quite good. Although these analyses provide clarification of many of the interactions, it is necessary to resort to a complete numerical simulation of the flow field to produce a complete representation of the vortical gas motion. Therefore, an important part of the research has centered on a complete solution of the three-dimensional time-dependent Navier-Stokes equations including the effects of turbulence. Cold-flow experiments are being conducted by CSD to provide a much more detailed set of measurements of the velocity and pressure distributions in a realistic simulation of a rocket motor. The analytical and numerical solutions have been configured so that they can be readily applied to any geometry. One of the numerical grids is an exact representation of the CSD porous tube experiment. The validity of the numerical solutions will be established by direct comparison to the new experimental data as it becomes available.

**EXPERIMENTAL DATA**

Recent cold-flow experiments have dramatically demonstrated that the simplified models of time dependent gas flow used in virtually all current combustion instability analyses cannot represent a correct portrayal of the flow field under the conditions described. The experiments were executed as part of a study of velocity coupling. The apparatus consists of a porous tube with mean gas flow (nitrogen) entering normally through the surface and exiting through a choked nozzle; axial acoustic waves are excited by a rotating valve at the nozzle end. Of central interest here are the hot wire measurements of axial acoustic velocity distributions. Figure 1 shows data points from six separate tests carried out under identical thermodynamic and geometrical conditions. The measurements were made at the first axial mode resonance (84 Hz). Data are normalized to the center-line reference velocity. Figure 2 is the corresponding phase angle distribution relative to the pressure fluctuations. Measurements were taken by traversing a two-axis hot-wire probe radially at a location several inches from the closed end of the chamber.

The time-dependent velocity and phase distributions are grossly different than those expected on the basis of linearized acoustic theory. There is large radial dependence of both the wave amplitude and phase with largest deviations from the acoustic plane wave near the sidewall. Deviations apparently decrease as the chamber axis is approached. The expected plane wave behavior is limited (for the conditions of the test) to a small volume near the axis of the chamber. In the absence of a correlating theory, the plots suggest that there are large random errors in the measurements. However, at any given radial position there seems to be reasonably good reproducibility suggesting that an organized behavior is responsible for the deviations.

The normal mean influx boundary condition, which applies to both the steady and unsteady gas motions, leads to the generation of vorticity that affects the entire field since it is generated at the surface and is convected with the mean flow. The fluctuating velocity normal to the surface must "turn" so that it merges smoothly with the axial acoustic motions in the volume of the chamber. Since the fluctuating component must satisfy a no-slip boundary condition (the oscillating mass flux must enter the chamber at 90° to the surface), then an oscillatory component of vorticity must also be generated.
Figure 1. **Measured Wave Velocity Amplitude vs Distance from Surface**

Figure 2. **Measured Phase Angle vs Distance from Surface**
CURRENT STATUS OF THE RESEARCH

The analysis has three main goals: (1) to determine the role (if any) played viscosity in determining the time-dependent flow field in the vicinity of a burning propellant surface and throughout the chamber, (2) to ascertain the basic dependence of rotational flow effects on chamber geometry and the physical characteristics of the gas flow, and (3) to establish the proper direction for further evaluation of the effects of the time-dependent shear effects on motor stability assessment procedures. The cold flow data offer a unique opportunity to validate the theoretical results directly and to expose any weaknesses therein. Two analytical approaches have been used. In the first, and simplest one, viscous forces are ignored completely. In the second, viscous forces are retained along with the associated mathematical complications. A numerical approach is required in evaluating the results. A full computational (CFD) attack is also used in order that all flow interactions including turbulence and realistic mean flow and chamber effects can be accounted for.

The analyses show that effects of vorticity transport markedly affect the time-dependent velocity distributions in rocket motor flows. The motion consists of perturbations to the assumed axial acoustic plane waves caused by traveling shear waves generated at the surface. These waves are generated because the flow must enter the chamber radially; vorticity is thereby introduced. This is the direct analog of the corresponding rotational mean flow effects.

The existence of the disturbances does not require the presence of viscous forces in the volume of the chamber (other than those implied in the normal injection process). However, the viscous shear forces induced in the time-dependent case are of the order of inertial forces and cannot be neglected in mathematical modeling. They act to damp the shear waves as they propagate toward the axis. Additional effective damping results from the interaction with the radial mean flow. The result is a set of rapid radial fluctuations in the amplitude and phase of the time-dependent flow; the expected plane wave motion is confined to a region near the chamber axis.

The penetration depth of the perturbations depends on two Reynolds numbers, one related to the injection speed of the gases, the other to the acoustic particle velocity or frequency. For longitudinal modes of oscillation, these effects dominate the gas motions. Near the injection surfaces or burning propellant, the velocity magnitude overshoots that of an acoustic plane wave by a factor of up to two. There are also significant phase distortions. The phase angle near the surface is nearer a lag of 0° than the 90° assumed in simple theories.

For low-order axial modes and injection speeds typical of rocket combustion, the shear waves fill the chamber. The influence on particle damping and other combustion stability elements obviously requires attention. Effects on particle damping, velocity coupling and pressure coupling response are being evaluated using the results of the analysis. These are in a form directly applicable in providing corrective procedures for motor stability computations. Inclusion of these effects significantly improves both physical understanding and predictive capability in combustion instability problems.
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SUMMARY/OVERVIEW:

The purpose of this research is to understand and quantify the mechanisms responsible for erosion in steady state magnetoplasmadynamic (MPD) thrusters. This is an important step in being able to predict thruster lifetimes. A major if not dominant erosion mechanism in the diffuse mode, is evaporation. This analytical work aims to understand this mechanism in particular, its limits, and to provide quantitative models in order to estimate the electrode lifetimes.

TECHNICAL DISCUSSION

Erosion processes depend on a complex coupling between plasma discharge characteristics, plasma-wall interactions, and electrode phenomena. In particular, erosion rates depend on whether the current conduction is through localized spots, or via a diffuse (distributed) mode. Spots are detrimental to the electrode material because of their high erosion rates. Therefore, it is important to understand how and under what conditions they may be formed, and exactly when diffuse mode behaviour ends. Much of the focus of this research is on the cathode, although the anode has also been studied. The thermal response of the electrodes at steady state has been studied and for the first time, been coupled to existing models of the flowing plasma[1-3]. These will be briefly reviewed next, followed by a short summary of ongoing and planned research.

Recently developed simple models of the electrode-adjacent sheath have revealed a thermal runaway mechanism that can limit diffuse mode operation[1,2]. The thermal runaway is caused by a positive feedback between electron bombardment and thermionic emission. This is predicted to occur at high total currents for a given mass flow and thruster geometry, for both the anode and the cathode. Limits have been derived for both the minimum sheath voltage drops as well as the maximum local surface temperatures at which this thermal runaway occurs. The predicted critical surface temperatures for tungsten and thoriated tungsten (approximately 3200 K and 2850 K respectively) are well below the melting temperature. In addition to identifying limits to steady state operation, electrode surface temperatures and evaporative erosion rates have been predicted for a given steady state...
operating point. The steady state electrode surface temperature is related to the global parameters such as electrode material, geometry, discharge current, and propellant mass flow rate. Once these quantities are specified, the profiles of current density, charged particle number density, and temperature versus distance along the electrode can be computed for the core flow far away from the walls. These are computed by solving the quasi one-dimensional non-equilibrium ionizing MPD equations[3,4], which subsequently serve as boundary conditions to an approximate two-temperature non-equilibrium ionizing viscous boundary layer model[5]. This boundary layer model is then able to predict the charged particle number densities near the electrode surfaces. Finally, coupling these solutions to the electrode-adjacent sheath serves to simultaneously determine the sheath voltage drop as well as the surface temperature.

Recently, there have been reports of tests being conducted at the University of Stuttgart on steady state, coaxial, self-field MPD thrusters[6]. The results of these tests showed severe cathode damage in the middle as opposed to the ends of the cathode (see schematic in Fig. 1). It appears that the cathode melted and exploded from within suggesting that the internal temperatures far exceeded the surface temperatures. The authors of ref.[6] report that they believe the damage to be caused by ohmic heating in selected regions of the thoriated tungsten cathode. However, this phenomenon can and will occur at Onset according to our theory, and is intimately linked to the recently reported thermal runaway. Based on the mass flow rate, total current, and geometry of the Stuttgart DT2 and ZT1 thrusters, we have attempted to model the Stuttgart test. The results are displayed in Fig. 2 where the surface temperature and centerline temperature profiles versus distance along the cathode are shown. Indeed, as observed in the Stuttgart tests, the maximum temperatures occur within the cathode and in the middle regions rather than at the ends. This is easily understandable since both ends of the cathode are cooled and the centerline in an axisymmetric geometry is a line of symmetry and hence an adiabat. The exact location an extent of the damaged location cannot be compared between theory and experiment because other necessary details such as the amount of heat removal at the base of the cathode in the test were not reported. It is encouraging however, that (1) the damage predicted by the theory occurred at the operating conditions in the experiment, and (2) the approximate location of the maximum temperature and melting damage occured away from the ends of the cathode as predicted by our theory.

Despite the apparent successes of our approximate models, two weaknesses remain. First, the behavior of the cathode sheath at conditions where the current densities are high (above $10^5 \text{ A/m}^2$) and the number densities are low (below $10^{20} \text{ m}^{-3}$) is presently unknown. It is expected that the electron velocity distribution function will be substantially different from the Maxwellian distribution since the characteristic energy relaxation time is far greater than the momentum relaxation time. Consequently, the electrons in the near sheath region consist of two groups. These are the "slow" plasma electrons, and the "fast" electrons thermionically emitted from the electrode surface that gain substantial energy from the cathode fall. Based on this, a mechanism for enhanced ionization near emitting electrodes is being proposed and investigated. It is suggested that re-absorption of resonance radiation from the bulk of the flowing plasma produces a high density of excited states near the electrodes. These excited atoms are then subsequently ionized by electron impact from the thermionically emitted electrons when the sheath voltage drops reach levels on the order of the difference between the ionization potential and the energy of the first excited state. Second, the presence of these "fast" electrons in a region where only a few collisions take place, can excite large longitudinal oscillations[7]. This can lead to unsteady behavior in the terminal voltage which
is observed at Onset. Future research is therefore aimed at studying transport of resonance radiation in the MPD plasma, incorporating transient response in the sheath models, and multi-dimensional modelling of the MPD flow field with full finite rate ionization/recombination kinetics.
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Fig. 1: Schematic of the type of damage sustained by the DT2 and ZT1 thrusters after sustained steady state operation at 6500 A and 8000 A respectively. The total argon propellant flow reported was 2 g/s. For further details, please see reference [6].

Fig. 2: Shown here are calculated surface and centerline temperature profiles versus distance along the cathode for the Stuttgart ZT1 thruster. The horizontal line at 3680 K denotes the melting temperature of tungsten. Temperatures above this value cannot be taken seriously from the theoretical predictions, since the theory does not account for phenomena once melting has occurred. However, as the model suggests and as shown in this figure, the centerline temperature has exceeded the surface temperature in the select region thereby explaining the exploded cathode observed in the Stuttgart test.
Technical objective: Identify and develop a quantitative understanding of the mechanism of distributed combustion.

Approach: The current work is aimed at developing both an experimental and analytical basis for determining the mechanisms of distributed combustion. A Rijke burner has been developed at BYU and preliminary testing has been done to characterize the burner. Particles are added to the burner through a gas inlet and are then ignited by the flame. Preliminary data with aluminum and ZrC shows that the aluminum apparently interacts with the acoustics at more than twice the level that ZrC does. This burner will continue to be used to study the combustion of particles in both oscillatory and steady flow.
COMBUSTION INSTABILITY
IN
SOLID PROPELLANT ROCKET MOTORS

The basis of current linear stability acoustic codes for solid rockets was
developed by Culick and has been incorporated into the SSP code that is commonly
used to make motor stability predictions for solid rockets. The analysis is based on the
conservation equations for an acoustic cavity. A perturbation analysis is performed to
put the equations into the form of a wave equation, which is then integrated, giving the
acoustic contributions of the various physical mechanisms operating within the rocket
cavity.

The acoustic damping mechanisms that are usually accounted for include:
particle damping, flow turning, nozzle damping, structural damping and wall damping.
The predominant driving mechanisms are pressure and velocity coupled driving.
Response function values for the pressure and velocity coupled driving must be
obtained either from calculations or from measurements in a laboratory device (usually
a T-Burner). The third driving mechanism considered is distributed combustion, but
the theoretical foundation for determining distributed combustion is not well
established, and there is no corresponding experimental measurement device
available.

To calculate the stability conditions of a rocket motor, the effect of the dominant
acoustic mechanisms must be determined by integrating over the entire surface (and
corresponding volume) of the motor cavity. The net sum of the various contributions
determines whether the motor is stable or unstable and must be determined as a
function of the burn time. Because this procedure involves taking the difference of
several mechanistic contributions to determine the stability margin, the final number
may contain a considerable amount of uncertainty dependent on the magnitude and
uncertainty of the various mechanisms.

The current work is aimed at developing both an experimental and analytical
basis for determining distributed combustion, and will therefore focus on those
physical mechanisms that contribute to distributed combustion.
COMBUSTION INSTABILITY IN
SOLID PROPELLANT ROCKET MOTORS

Data from T-Burners

Propellant Response Function
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STANDARD STABILITY PROGRAM (SSP)
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Flow Turning
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Distributed Combustion

Integrates acoustic mechanisms over motor geometry

If \( \alpha > 0 \)
motor is unstable

If \( \alpha < 0 \)
motor is stable

MOTIVATION: Distributed Combustion is a critical mechanism of combustion instability which lacks understanding

APPROACH: Study Distributed Combustion to give a broader overall understanding of combustion instability
MEASUREMENT OF DISTRIBUTED COMBUSTION

Acoustic suppressants have been added to low smoke and smokeless propellants for the past decade. For many years aluminum was a panacea for combustion instability. However, as the motivation to eliminate visible smoke in rocket exhausts has increased, aluminum began to be eliminated from propellant formations. In an attempt to avoid combustion instability, ingredients were sought that would act as acoustic suppressants. For the past decade, the suppressants most often used in tactical motors have been ZrC and graphite flake.

There are three predominant mechanisms whereby additives influence or suppress an acoustic wave:

1. Viscous energy dissipation due to particle drag,
2. Combustion response modification due to interaction of the additive with the burning surface (i.e. dynamic catalysis), and
3. Distributed combustion of combustible additives as they burn through the volume of the motor.

As a particle leaves the propellant surface, it becomes a source of viscous drag and contributes damping according to the established laws of particle damping. Most particles currently used as additives can also be oxidized, and therefore, will ignite and burn. As they do so, the energy released by the particle combustion can drive the acoustics as distributed combustion, which can be either a positive or a negative contribution to the acoustic wave.

Within the concept of distributed combustion, there appear to be two predominant physical mechanisms that contribute to the acoustic interaction with a variable energy release. The first is the amount of energy released and the second is the rate of the combustion reaction (which is proportional to particle size). Studying different additives and different particle sizes should help in identifying the relative importance of the different mechanisms.

A Rijke burner has been developed at BYU and preliminary testing has been done to identify the mechanisms that lead to acoustic interaction (suppression or driving) by burning particles. Preliminary data with aluminum and ZrC shows that the aluminum apparently interacts with the acoustics at more than twice the level that ZrC does.

This burner will continue to be used to study the combustion of particles in both oscillatory and steady flow. The overall approach has been summarized in the attached figure. Particles are added to the burner through a gas inlet and are then ignited by the flame.
MEASUREMENT OF DISTRIBUTED COMBUSTION

Research
- Establish Laboratory Burner Which Deploys Reacting Particles in Combustion Driven Wave.
PARTICLE COUNTER-SIZER-VELOCIMETER (PCSV)

Particle Counter Sizer Velocimeter (PCSV) is a recently developed laser diagnostic technique for combustion systems with the potential of on-line, real-time, simultaneous measurement of particle size, absolute concentration, and particle velocity which typically requires less than a minute to process. PCSV performance has been demonstrated in diverse applications such as pulverized coal combustion, coal-water slurry atomization studies, and liquid sprays.

A PCSV has been obtained at BYU and will be available for use on this program. The PCSV's measurement principle is based on analysis of forward scattered light. Particle speed is determined directly using a transit timing technique. Both particle size and velocity depend on the optical system sample volume intensity distribution. The instrument has a wide dynamic range for particle size (0.2 - 200 microns), concentration (up to \(10^7\) for sub micron particles), and velocity (up to 200 m/s). The potential to make in situ measurements of absolute particle concentration, size, and velocity allows a much more complete analysis of the entire combustion process.

Different sizes of the aluminum will be tested to vary the surface area available for reaction and the combustion time as both should have a very significant influence on distributed combustion. The recently acquired BYU PCSV is particularly suited to obtain such data. Quantifying the effect of particle size will be very important in isolating dominant mechanisms. Utilizing a less reactive particle, such as zirconium carbide, aids in identifying the effect of heat release on the acoustic wave. Data from the previous study shows that the more reactive Al does show a greater acoustic interaction than the ZrC.

Testing will be performed using the PCSV to obtain fundamental particle combustion rates varying a variety of test parameters, such as:

1. particle type--Al and ZrC
2. Al particle size--- 19 µm, and > 30 µm
3. O/F ratio-- 0.9, 1.02, 1.10
4. gas temperature-- 3 values
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FUTURE WORK

The technical objective of this program is to identify and develop a quantitative understanding of the mechanisms whereby acoustic suppressant additives burn and modify an acoustic wave (i.e., the mechanism of distributed combustion).

To aid in focusing on fundamental mechanisms, three types of particles will be studied. The baseline test condition is aluminum because it is known to burn vigorously. Zirconium carbide will be tested as a less reactive particle. A third inert material such as Al₂O₃ or SiO₂ will also be selected for testing.

Each of the particles to be studied will be tested at a few baseline conditions, but the aluminum will be tested at a variety of conditions, varying frequency, concentration, temperature, and O/F ratio. Although testing at varying particle concentrations is important, most testing will be done at relatively dilute levels (~1 to 5% additive) in order to minimize particle cloud effects.

Data to be obtained will consist of precombustion particle size distributions, gas flow rates, particle flow rates, acoustic pressure amplitudes (at 2 or more locations), and particle combustion tracking (using the PCSV).

Data analysis will include acoustic growth rate measurements, acoustic mode shape reconstruction, particle combustion times, viscous particle damping calculations, etc. The data will be recorded directly into a minicomputer, and data reduction will be performed digitally with the minicomputer.

The previously developed theoretical analysis of the Rijke Burner will be applied to the gas/particle system. The analyses will be applied to the various test configurations both with and without particles. The temperature data will be used to evaluate the convective heat transfer within the analysis allowing the determination of the overall system losses. Similarly, pressure measurements will be used to evaluate the acoustic mode shape which will, in turn, be used in evaluating the overall system response. A reaction model for the particles (i.e., a simplified response function) will be developed and included to allow for the dynamic response of the particles through the acoustic wave. The reaction model will be developed considering both vapor phase combustion (e.g., Al) and heterogeneous reaction at the particle surface (e.g., ZrC).
SUMMARY/OVERVIEW:

This experimental and analytical program is designed to provide a data base and computational methods for a flow of extreme technological importance—that of a turbulent reacting recirculatory flow behind a step. The experiment simulates the flame stabilization region in a solid fueled ramjet. There has never been a detailed probing of such a flow to test its predictability. Two components of velocity are measured by laser velocimetry while species concentrations and temperature are determined by Rayleigh scattering and Raman spectroscopy. The flow is modeled by a two equation turbulence model. Fractal based methods of data analysis are being developed in order to enhance the data reduction process. This will speed up the data acquisition process in the face of the low repetition rate laser used for Raman scattering. These methods are general, however, and should be of use to the turbulent reacting flow community at large.

TECHNICAL DISCUSSION:

The flowfield of interest is generated in a subsonic windtunnel with a backward facing step in which the solid fuel is simulated by injecting hydrogen plus a diluent (argon or nitrogen) through a porous plate on the floor behind the step. The tunnel is shown in Fig. 1. The porous floor is divided into three sections. The first part is blocked off, hydrogen and diluent are injected into the second section and pure diluent is injected into the third section to keep the wall cool.

The main effort during the past year was to completely map the mean and fluctuating velocity (two components), the nitrogen concentration and the temperature throughout the flowfield. The velocities are measured by laser velocimetry. This hot flow work followed earlier maps of the cold flow velocities, some of which were redone this year for consistency checks. The mean velocities are best illustrated by the streamline plot shown in Fig. 2. The difference between the hot and cold flows is readily apparent; combustion lifts the recirculation zone because of the density decrease and the reattachment point is moved downstream. For reference, the mean tunnel velocity at the step is 70m/s.

Representative turbulence intensities are shown in Fig. 3 for hot flow, where the dashed line is for cold flow. The turbulence levels are quite high in the recirculation zone, and combustion reduces them somewhat.
Nitrogen concentrations are measured by the intensity of the nitrogen Stokes line generated by the Raman spectroscopy laser. The mean concentrations are shown in Fig. 4, on the left. The bottom figure shows the result when nitrogen is substituted for argon in the diluent. The lack of any change shows that there is very little injectant in the flow and that the dominant source of nitrogen is the air. This fact has been exploited to infer the temperature. Under the assumption of unity turbulent Lewis number, the presence of a two feed system, and equilibrium chemistry the nitrogen density is a direct measure of the temperature for weak mean pressure variations, as occur here.

Temperature obtained from these observations through the perfect gas law is shown in the middle column of Fig. 4. Verification that the requisite assumptions are valid is shown by the dashed line in the figure fourth from the top. This line is the temperature obtained from thermocouple measurements, seen to be identical to that inferred by Raman spectroscopy. The root mean square temperature fluctuation is shown in the right column of Fig. 4. The temperature fluctuations are quite high, and the greatest values occur in the shear layer region containing the maximum mean temperature gradient, as expected.

The two equation turbulence model used in conjunction with the numerical prediction code has in prior years worked well in cold flows. Some difficulty is seen in prediction, however, in this hot flow. Second from the top in the middle column of Fig. 4 is shown the predicted (dashed line) temperature distribution compared with the experimental result. The analytical method predicts the "flame" to be too close to the floor of the tunnel. This problem was known last year, and several efforts to find the reason for this have not yet yielded an explanation. Efforts are continuing to find the root cause of the problem.

Several laser maintenance problems have delayed the final phase of the program, where joint measurements of temperature and velocity are to be gained. The covariance of the vertical velocity and temperature represents turbulent heat transfer in the (primary) vertical direction. Prediction of this quantity is considered a severe test for any analytical method. The joint measurements are currently underway and will be completed by the end of the current program year.

The joint measurements represent a good testing ground for the application of hidden variable fractal interpolation, a method which has undergone significant development this year. The laser repetition rate is low (.1 sec) for the Raman laser and the signal is, therefore, uncorrelated from point to point. The velocity data, however, are closely spaced in time. Using the experimental fact that the fractal dimension of both traces is the same (about 1.7) it is possible using the velocity trace as the basis to augment the temperature data by fractal interpolation. This reduces the run time necessary to gain a good covariance between temperature and velocity, just as has been shown earlier in this program for single variable fractal interpolation. Current development of the hidden variable (two variable) technique is complete and is awaiting the joint data, and application of the method will be made before the end of this program year.
Figure 1. Windtunnel schematic.

Figure 2. Streamline plots in cold (top) and hot (bottom) flow.
Figure 3. Turbulence intensities for axial (left) and vertical (right) velocities at one representative axial location. Dashed line is the cold flow result.

Figure 4. Nitrogen concentration (left), mean temperature (middle) and rms temperature fluctuation (right) for several axial locations.
CHEMICAL KINETIC DATA BASE FOR PROPELLANT COMBUSTION
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Summary:

This work is concerned with the development of an evaluated chemical kinetic data base of single step thermal reactions for use in the computer simulation of propellant combustion in the gas phase. Current efforts are aimed at the gas phase reactions involved in RDX decomposition. All of the possible reactions involving 28 of the most likely compounds that are present in such decomposition systems are considered. The work involves the collection and evaluation of mechanistic and rate information in the literature and the use of various methods for the estimation of rate data where information does not exist. The conditions to be covered range from 500-2500 K and 10^{17}-10^{22} particles/cm^3. The compounds whose reactions have now been covered are H, H_2, H_2O, O, HCHO, HCO, O, NO, NO_2, HNO, HNO_2, HCN, \ N_2O, CN, NCO, HNCO. The reactions of the last three compounds involving 36 distinct interactions are the results of the present year's activities.

Technical Discussion:

The goal of this work is to develop an evaluated chemical kinetic data base of gas phase reactions pertinent to propellant combustion. Such a data base can have important impacts on the formulation of such mixtures, the optimization of current systems and the design of new combustors. In order to give a complete description of the combustion process, the data base must contain scores of rate expressions of elementary reactions. For many years, the necessary experimental tools and theoretical understanding were not available for the development of such a chemical kinetic information base. The alternative procedure is to identify key reactions and develop simple mechanisms. This is not an easy task. With these two major impediments, it is not surprising that as far as the chemistry is concerned much work in this area has been empirical. This implies the necessity of a great deal of physical testing. The expense of such efforts is a severe limitation on innovative efforts in this area.

In recent years a number of exciting scientific advances have made it worthwhile to consider the more fundamental approach described here. These include: a) Rapid progress in computational capabilities, so that the simulation of increasingly realistic physico-chemical systems are well or will be within our capabilities. Thus the information in a chemical kinetic data base can be immediately used. b) Development of experimental and theoretical capabilities in chemical kinetics, so that the needed rate constants can be measured or estimated. c) Extensive applications of powerful modern diagnostic techniques to laboratory systems, so that we are developing much better pictures of the micro-structure in both a physical
and chemical sense of combustion systems. The interpretation and the projection of such results to real system is however crucially dependent on the existence of a correct detailed model. One can always "fit" a particular experimental observation. Only the model with the correct inputs can be expected to project results to real systems.

The approach is based on considering all likely gas phase reactions that are applicable to RDX decomposition. The scope of the work is summarized in the form of the "reaction grid" in Figure 1. The axes contain all the likely species and the intersection of the reactants represents the reaction to be considered. Although there can be no questions regarding the inclusion of atoms and small molecules in the data base, mechanistic considerations enter into the selection of the larger species. We postulate that detrimerization occurs at a very early stage in the decomposition and that all linear species larger than the monomeric methylene nitramine are so unstable that they need not be considered. No claim is made that we have the correct mechanism. We regard this program as merely a first cut. As new data are accumulated species can be added or removed.

In the following we review briefly how we proceed with our evaluations. Having decided on the species to be included in the data base we begin by determining the thermodynamic properties. For many of the stable species the existing JANAF data base is accepted. The properties of the unstable species, many of them radicals, are subject to many uncertainties. For many of these cases we have carried out our own analysis. These are usually based on the existing kinetic data, since it is our experience that for unstable species the most reliable results are obtained from rate data in both directions, thus leading to an equilibrium constant. Since the entropies of many molecules can be estimated with a high degree of confidence, the heats of formation can then be deduced with high accuracy. There is at present no standard method for carrying out data evaluation in
chemical kinetics. Our experience in these matters has led to the following procedure. First preference is given to experimental determinations where the mechanism is clear-cut. Frequently, this is from direct determinations of the rate of disappearance or appearance of reactants or intermediates in real time. We have also found that in a complex (or apparently complex) situation where care and complete final (stable) product analysis are carried out very useful results can be achieved. In many cases these may not be individual rate constants, but very accurate ratios of rate constants. In this manner we are frequently able to generate a very accurate network of reactions. In the absence of kinetic data, thermodynamic considerations in the form of detailed balance are used. In other cases, rate constants are assigned on the basis of analogy or thermokinetic information. In all cases we assign an uncertainty value to our recommendations. It should be realized that this is a subjective number. It is based on the intercomparison of data sets, considerations imposed by related reaction mechanisms and the constraints imposed by thermodynamics and theory. It means that the user of the data should feel free to adjust the rate constant in his models within these limits.

Unimolecular reactions in the broadest sense, including not only decompositions and isomerizations but also combination and chemical activation processes, are rendered more complex than metathesis reactions by their dependence not only on temperature but also on the nature of the bath gas. There is at present a fully developed calculational method, the RRKM procedure, which provides a framework for projecting data over all relevant pressure and temperature ranges. We have applied this technique for a large number of reactions. The results have proven to be very satisfactory in correlating in a wide variety of data. The consistencies in the collisional efficiencies that we have derived have led us to use the general method for predictive purposes.

The reaction grid in Figure 1 is divided into a number of blocks. Block A consists of the reactions involved with formaldehyde oxidation. We have already prepared data sheets for these reactions in the context of hydrocarbon combustion. Block B contains reactions involving the smaller nitrogenated species. Work on these reactions was completed early last year. With its completion it should be possible to model HCHO-NO2 combustion systems. A paper has been accepted for publication in the Journal of Physical and Chemical Reference Data. The work on the reactions in Block C has recently been completed. The paper is also being submitted for publication in the Journal of Physical and Chemical Reference Data. Its completion will permit the modeling of the HCN-CN-NO2 system. It is expected that the overall process will involve continuous iteration between data evaluators, modelers and experimentalists.

We now consider some highlights of the current years efforts. Of particular interest is our analysis of the results for C2N2 decomposition at very high temperatures. This was of concern because there are no direct measurements on the combination of CN radicals and the approach was therefore to derive the rate constants on the basis of detailed balance. We found that the decomposition data could not be fitted by application of RRKM theory under weak collision conditions on the basis of the JANAF recommendations for the heat of formation of CN and have used instead a value 19 kJ/mol lower. Results are summarized in Figure 2. Furthermore, it appears that at the
lower temperatures and higher pressures that are more characteristic of propellant applications, CN combination rate constants are between the termolecular and bimolecular limits.

A serious longer term problem is the presence of new species that must be added into our data base. Whenever radicals such as CN or NO interact with other radicals there is the chance of forming new species. Under high temperature and normal pressure conditions the new species are unstable and will decompose to the reactants or new products. At lower temperatures and very high pressures these new species may have sufficient lifetime so as to undergo other types of reactions. This can have very serious implications with respect to the ignition or preflame chemistry. It will be especially important under very high pressure situation. There is also the potential of changing the subsequent chemistry. In the course of our work we have found that there are virtually no data on these adducts. Thus the prediction of rate constants and expressions are very uncertain. There is need for much more work on the properties of these larger species.

Plans for the next year involve expansion of the data base to cover the reactions of NO$_3$, HNO$_3$ and H$_2$CN radicals (Block D, Figure 1) with the species that have been covered so far and with each other. The importance of these three radicals in the chain of reactions leading to the oxidation of fuel nitrogen means that there is considerable information on their kinetic behavior. H$_2$CN is particularly interesting since it is the first distinctly "nitramine based" species that we will be treating. Nitric acid and the trioxide are formed in the decomposition of many propellants. It will also extend the scope of our model for the HCN-NO$_2$ system and open the possibility of modeling the HCN-HNO$_3$ system.
TWO DIMENSIONAL COHERENT ANTI-STOKES RAMAN SCATTERING
WITH APPLICATION TO THE HYDROGEN ARCJET
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Los Angeles, CA 90009

SUMMARY/OVERVIEW
This is an experimental program to extend the utility of coherent anti-Stokes Raman spectroscopy (CARS) as a diagnostic of flows and plasmas. Pump and Stokes radiation focused into a sheet produces a line of anti-Stokes radiation in the cross section of a flow. The anti-Stokes radiation detected with a multichannel array provides one angle of projection data. A cross section of an asymmetrical region is calculated from projection data taken at several angles using tomographic algorithms. Only one projection is required to reconstruct the cross section of a cylindrically symmetric flow. This technique allows the measurement of field maps of internal state distributions (temperatures) and number densities. Currently, CARS is restricted to collecting data sequentially at single points in space. This year the experimental apparatus and the acquisition software were completed, and single pulse, single state projections of a flow of hydrogen gas were acquired.

TECHNICAL DISCUSSION

METHOD
In the CARS process, three fields $E_1(\omega_1)$, $E_2(\omega_2)$, and $E_3(\omega_3)$ impinge on a medium and mix through the third order nonlinear susceptibility $\chi_{ijkl}$ to generate a fourth wave $E_4(\omega_4)$ at a frequency $\omega_4$. If we assume the input fields are plane monochromatic waves propagating in the z direction with aligned polarizations, and the medium has no spatial symmetry, then $\chi_{ijkl}$ can be written as a scalar and the solution of Maxwell's equations with a nonlinear polarization source term yields

$$\frac{\partial^2 E_1}{\partial z^2} + 2i k_3 \frac{\partial E_1}{\partial z} = -1 \tau \left( \frac{\omega_1}{c} \right)^4 \chi(\omega_1, \omega_2, \omega_3) E_1 E_2^* E_3 \exp(i \Delta k z)$$  \hspace{1cm} (1)

where $\Delta k = 2k_1 - k_2 - k_3$ and $k = n \omega/c$. Assuming a solution of the form $E_4(z) = E_4^0(z) \exp(i k_4 z)$ and noting $\Delta k << 2k_3$ for phasematched geometries, the spatial variation of $E_4^0$ is small and the second derivative can be ignored. Accordingly, the spatial variation of the amplitude of the CARS field can be written

$$\frac{d E_4^0}{d z} = K(\omega_4) \chi(\omega_1, \omega_2, \omega_3) E_1 E_2^* E_3 \exp(i \Delta k z)$$  \hspace{1cm} (2)

where $K(\omega_4)$ is a known function of $\omega_4$. This expression can be simplified further using the following assumptions which are valid for most experimental implementations of CARS: $\Delta k = 0$ (phasematched waves); the amplitudes of $E_1$, $E_2$, and $E_3$ are independent of $z$ over the region they coherently interact; $E_1(\omega_1) = E_4(\omega_1)$; and $\omega_4 = \omega_1$. Then Eq. (2) becomes
\[ E_0^0(\omega_1) = K(\omega_1)E_1^1 E_2^2 \int \chi(\omega_1, \omega_2) dz. \]  

Noting \( I_1(\omega_1) = \frac{\partial^2}{\partial x^2} |E_1^0(\omega_1)|^2 \), the CARS intensity can be written

\[ I_4(\omega_4) = A(\omega_4) \left( \left[ \int \chi_r(z) dz + \sum_j \frac{\delta_j}{\gamma_j} \chi_j^*(z) dz \right]^2 + \left[ \int \chi_j^*(z) dz \right]^2 \right) \]

where \( \chi_j^*(z) = a_j(z) \gamma_j / (\delta_j^2 + \gamma_j^2) \), \( \delta_j = \Omega_j - (\omega_1 - \omega_2) \), \( \Omega_j \) is a Raman resonance frequency, \( \chi_r \) is the bulk nonresonant susceptibility, \( \gamma_j \) is the halfwidth of the resonance, \( a_j \) is the line strength parameter, \( A(\omega_4) \) is the amplitude, and the sums are taken over all Raman resonances.

If the lasers are focussed into a thin sheet with a transverse coordinate \( x \) and \( \omega_2 \) is tuned such that \( \delta_j \) is large for all resonances then the signal that results is due primarily to the interaction of the waves with the nonresonant susceptibility. Then a projection in terms of the molecular density is obtained:

\[ P(x) \equiv \left[ I_4(\omega_4) \right]^{1/2} = \int \chi_r(x, z) dz = \frac{\chi_r}{\chi_n} \int n(x, z) dz \]

where \( \frac{\chi_r}{\chi_n} \) is a known constant and \( n(z) \) is the number density of the gas. A reconstruction from this projection yields a map of the density directly.

Now if \( \omega_4 \) is chosen such that \( \delta_j = 0 \) for a strong resonance that is isolated from neighboring resonances \( (\Omega_j - \Omega_{j \pm 1} \gg \gamma_j) \) then \( \chi_j^* \gg \chi_r \) and only the last term in Eq. (4) contributes:

\[ P(x) \equiv \left[ I_4(\omega_4) \right]^{1/2} = \int \chi_j^*(x, z) dz. \]

Noting that \( \chi_j^* \propto n(x, z) \Delta_j(x, z) \) one can obtain a spatial map of \( \Delta_j \), the population difference between the two states in the Raman resonance \( j \). In thermal equilibrium this defines a temperature. Under nonequilibrium conditions, measuring \( \Delta \) transitions for a line from each vibrational level starting with \( v \equiv 0 \) allows spatial maps of the population of the vibrational energy levels to be constructed.

PROGRESS

Figure 1 shows the experimental setup as currently configured. There a number of major changes in this system from the one shown last year. It became necessary to replace the Spectra Physics Nd:YAG laser for logistical and experimental reasons. This laser was only available on a 30% basis. Furthermore, the beam quality and power from this particular laser were unreliable necessitating frequent realignments and resulting in unpredictable and often unusable projection intensities. The replacement laser, a Continuum NY-82, doubled the energy per pulse available and produced a much improved transverse mode. However, as this laser model was one of the first manufactured, it suffered from beam pointing instabilities for the first few months. Because of space limitations, this laser is hung below the 4' x 8' optics table. This action required that the experimental configuration be completely dismantled and the table returned to the factory for modification. The dye laser oscillator is now pumped by the second harmonic of the residual fundamental. On its return, the new laser was installed and the instrument rebuilt. A dye preamplifier was added to improve the mode stability of the Stokes beam. A beam delay was added to the pump beam to allow better temporal overlap with the Stokes beam. A telescope was required to be inserted before the beam delay to maintain good mode quality. This system now reliably produces CARS projections with acceptable intensity profiles.
The vacuum chamber has been eliminated temporarily. Bowing of the base of the chamber, when it was evacuated, misaligned the optics. While the chamber was being modified, it was learned that good on-resonance projections could be acquired in room air. That is, the nonresonant signal of the ambient nitrogen was insignificantly small compared to the resonant hydrogen signal. Similarly, the spectrograph was been removed temporarily was scattered light could be adequately blocked using interference filters.

A reference arm was added to the system. The feasibility of the technique depends on being able to obtain predictable projections when large shot-to-shot variations of the lasers' mode structure, frequency, and phase take place. The reference channel must exactly duplicate these variations and be used to normalize the signal channel. The beamsplitter and turning mirror used to create this channel are custom precision components designed so as to not introduce any phase distortions and interference effects to either beam.

Experimentally it was found that channel-to-channel, shot-to-shot variations in the signal-to-reference ratios consistently varied between 20% and 50% when single longitudinal mode pump radiation was used. These large variations occurred even when the CARS images in both reference and signal legs appeared the identical in both spatial dimensions. However, running the Nd:YAG laser in broadband multimode reduced the shot-to-shot variations to approximately 1%. Thus, single CARS projections can be taken with this precision even when the intensity of the CARS signal is varying by 500%. The precision of the tomographic reconstruction increases to below this value by a factor equal to the inverse square root of the number of projections used to create the reconstruction.

The reason for the large change in precision of the normalized projections as a function of pump laser mode is under investigation. This behavior is similar to the reduced noise obtained with multiplex CARS when using a multimode pump laser. In the multiplex case, the many modes of both the pump and Stokes radiation create many pairs of the Raman resonant frequencies that average under the linewidth. In this experiment, the dye laser has only three or four longitudinal modes whose relative intensities vary greatly from shot to shot. Accordingly, the spectral content of the radiation will vary as a function of position across the transverse mode structure. This variation may lead to a spatially varying interference effects created by one of the common optical components. For example, an interference pattern is visible across the CARS projection (but not across either the Stokes or pump beams) for certain angles of the dichoric mirror that is used to combine the Stokes and pump beams.

In order to calibrate the projections, two identical rectangular flow channels were built to be used as reference and calibration channels. The calibration channel is placed on a traverse and translated out of the beams as a test flow of up to 8 mm in diameter is inserted in the collinearly phase-matched beams. At this writing, calibrated projections are being taken. Analysis of the projections is imminent. In summary, the instrument has been refined and the acquisition of accurate, calibrated projections has been demonstrated.
Figure 1. Experimental configuration used to study CATCARS concept. CODE: A, aperture; BD, beam dump; BS, beam splitter; CL, cylindrical lens; D, dichroic mirror; DC, dye cell; F, interference filter; G, diffraction grating; L, spherical lens; M, mirror; Pr, prism; 2X, doubler.
NONLINEAR SPECTROSCOPY OF MULTICOMPONENT DROPLETS
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SUMMARY/OVERVIEW

Noninvasive in-situ optical diagnostic techniques have the potential of determining the chemical species and physical properties of multicomponent liquid droplets in a spray combustor. Our research is directed toward the understanding of nonlinear optical processes occurring within individual droplets which may or may not retain their spherical shape after irradiation by a high-intensity laser beam or because of inertial effects. The two main research results during the past year are: (1) the realization that the phase velocity of the internally trapped radiation is dependent on the mode number and mode order of the morphology-dependent resonances (MDR's) of a sphere, and (2) the observation that high-resolution interferometric spectra of the stimulated Raman scattering (SRS) from flowing ethanol droplets consist of equally spaced peaks because the droplets are deformed by inertial effects.

TECHNICAL DISCUSSION

The spherical liquid-air interface of a droplet (with radius much greater than the wavelength) acts as an optical cavity for the internally generated wavelength-shifted radiation, such as fluorescence, spontaneous Raman scattering, and spontaneous Brillouin scattering. Stimulated radiation at specific wavelengths within the spontaneous emission profile will occur when the internally generated waves propagate around the droplet rim with a round-trip gain greater than the round-trip loss. During the input pump pulse, the fluorescence will turn into laser emission, the spontaneous Raman scattering will turn into intense SRS, and the spontaneous Brillouin scattering will turn into SBS. For organic and aqueous liquid droplets without any fluorescent dyes, only SRS and SBS will take place at specific wavelengths corresponding to the droplet MDR's.

The frequency shift of the first-order Stokes SRS from the input pump laser frequency is equal to the molecular vibrational frequency and can, therefore, provide chemical species identification of the multicomponent liquid droplet. In principle, the relative intensities among the various SRS peaks also contain quantitative information about the relative concentration of the multicomponent species.

Another nonlinear optical diagnostic technique for concentration determination within the droplet is coherent anti-Stokes Raman scattering (CARS). Unlike SRS, which does not have any phase-matching requirement, CARS requires phase matching of the input pump, input Stokes, and output anti-Stokes waves. The phase-matching concepts originally developed for plane-wave propagation in an infinite medium have been extended for guided-wave propagation in optical fibers. To date, the ability to improve the phase-matching velocity of the generating and generated waves circulating within a droplet has not been considered.
The standing wave of a MDR can be decomposed into two counterpropagating traveling waves around the droplet circumference. The phase velocity $\pm v_{MDR}^{(\ell)}(\omega)$ of the two counterpropagating waves (forming the standing wave at a MDR with $n, \ell$) can be calculated. Depending on the $\ell$'s of the MDR's, $\pm v_{MDR}^{(\ell)}(\omega)$ varies from $c$ to $c/n(\omega)$, where $c$ is the speed of light in air and $c/n(\omega)$ is the speed of light in liquid. Physical insight about the dependence of $\pm v_{MDR}^{(\ell)}(\omega)$ on $\ell$ can be reached by noting the internal field distribution of the MDR's. The low $\ell$ MDR's are very confined within the droplet and, hence, their phase velocity approaches the phase velocity of a plane wave in liquid $[c/n(\omega)]$. The internal field distribution of the larger $\ell$ MDR's is more extended outside the droplet and, hence, their phase velocity approaches that of a plane wave in air ($c$).

Because phase-velocity matching is more difficult to calculate for the CARS process than for the third-order sum-frequency generation (TSFG) process, we have been concentrating our attention on the latter. We have been calculating the phase velocity as a function of the droplet size parameter $\chi = 2\pi a/\lambda$ and as a function of the mode order $\ell$ and mode number $n$ of the MDR's at the fundamental and third-harmonic frequencies. We have experimentally investigated the dependence of TSFG as the droplet $a$ is changed.

For an axially symmetric perturbed droplet, such as an oblate spheroid, both T-matrix calculations and perturbation theory have shown that each of the $(2n + 1)$-degenerate MDR of a spherical droplet is frequency shifted and forms $(n + 1)$ MDR's. Perturbation theory provides an analytical expression for the frequency shifts and mode splitting of each of the $(n + 1)$ MDR's for an oblate spheroid with a small amplitude of distortion $|e = -r_p - r_e| \ll 1$, where the polar and equatorial radii are $r_p$ and $r_e$, respectively. For a perfect sphere, a $(2n + 1)$-degenerate MDR is independent of the azimuthal number $m$, which can assume values $\pm n, \pm (n - 1), \ldots, 0$. Figure 1 illustrates the spatial location of the incident radiation and several MDR's (with $m = n$, $m = n/2$, and $m = 1$) relative to the droplet axisymmetric axis (z), incident beam direction (along x and with $\theta = 90^\circ$), and the collection direction of the SRS (along $\pm y$).

SRS spectral measurements are made downstream where the droplets have reached a velocity of 5 m/s. Assuming that the surrounding air is stationary, this velocity yields a Reynolds number of 15 and a Weber number of $6 \times 10^{-2}$. Because the Reynolds number is greater than 1 and the linear stream of droplets entrains the surrounding air, we are unable to estimate the distortion parameter $e$, other than knowing that the inertial effect causes the droplet to distort into an oblate spheroid (axisymmetric about the z axis). Figure 2 shows that the degeneracy split MDR in the SRS spectrum of flowing ethanol droplets which are deformed into oblate spheroids (with $e = 5 \times 10^{-4}$) as a result of hydrodynamic inertial effects.
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The schematic of a spheroid droplet which is axisymmetric along the flow direction (z axis) and irradiated by the input beam along the x axis. SRS is collected along the ±y axes. The maximum of the internal pump intensity distribution is shown as a shaded spot. The MDR's with different azimuthal numbers m are oriented at different q's relative to the z axis.
(a) High-resolution SRS spectrum measured with an interferometer having a FSR of 0.2 cm$^{-1}$ and at $I(\omega_L) = 0.007$ GW/cm$^2$, which is just above the SRS threshold. 
(b) SRS spectrum measured with an interferometer having a FSR of 0.5 cm$^{-1}$ and at $I(\omega_L) = 0.01$ GW/cm$^2$. For both spectra, the SRS is collected from one side of the droplet and the photodiode array simultaneously detects four Fabry-Perot interferometer orders. Note that the frequency spacings between the four SRS peaks are equal (=0.060 cm$^{-1}$). We conclude that the newly observed SRS peaks are attributable to the splitting of a $(2n + 1)$-degenerate MDR as a result of small shape deformation associated with inertial effects on flowing droplets.
DETECTING MICROWAVE EMISSION FROM TERRESTRIAL SOURCES: A FEASIBILITY STUDY

AFOSR-88-0257

T. C. Ehlert, T. K. Ishii and Shuming T. Wang

Marquette University, Milwaukee, WI 53233

SUMMARY:

The detection of discrete, spontaneous microwave emission from terrestrial sources has been studied and appears to be feasible. A Dicke receiving system has been designed and built for this purpose. Possible applications include remote detection of processes which produce high temperature gases, e.g. jet engines and explosions, determining the rotational properties of molecules which are difficult to study by absorption spectroscopy, studies of intermolecular energy transfer processes, and studies of the role of rotation in energy transfer to and from surfaces.

TECHNICAL DISCUSSION:

Introduction

The objective of this research is to observe discrete, spontaneous microwave emission from a terrestrial source. We have chosen H_2O vapor's 22 GHz transition because it has been thoroughly studied in absorption and microwave components for this frequency are not exceedingly expensive. As stated in the radiative transfer equation in order to see the emission from the water vapor, the background brightness temperature should be as low as possible. The Dicke receiver, as shown in Fig. 1, includes a waveguide chopper switch, a front end 22 GHz low noise amplifier (LNA), a 30 MHz IF amplifier, and a lock-in amplifier. This receiving system compares two inputs which differ in noise power. One is due to the brightness temperature of the background as the reference, the other one is due to the combination of brightness temperature of the background attenuated by the water vapor and the emission from the water vapor. If the background brightness temperature is low enough, the difference between two inputs is the emission of the water vapor.
Progress

1. Publication and filing: We submitted a paper titled "Digital Video Integration Techniques for Faint Signal Measurements" to the 34th Midwest Symposium on Circuits and Systems and presented in the conference on August 12, 1990. We also submitted a paper, titled "Improving Receiver Sensitivity Using Heterodyned Video Counting Technique for Faint Signal Detection", to Microwave & R.F. It will be published in April, 1991.

2. Completion of receiver system and preliminary testing: We designed and built the reference and emission sources: two eight meter long waveguides, filled with dry air and water vapor, respectively. Both waveguides are terminated with low emissivity brass plates as the background. Both waveguides are vacuum tight and leak free down to 20 microns. The preliminary experimental results showing the noise temperature difference between the reference and emission sources are plotted in Fig. 2 with local oscillator(LO) operated at 22.456 GHz and the water vapor at various pressures. This plot shows that the pressure dependence of the detected signal is in agreement with theoretical calculations.

3. Theoretical Investigation: We are attempting to reconcile the two ways of looking at the experiment. One way uses the radiative transfer equation and the other considers the equivalent circuits of microwave sources which are matched and mismatched to the input of a receiver.

4. Improvement of receiving system: The designed receiver can only detect the difference between the reference and the emission source. It is not capable of telling the polarity and compensating for the difference due to the condition of waveguides and terminating brass plates. A new IF amplifier with a pair of internal attenuators and switches has been designed in order to correct for these deficiencies.
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Fig. 1 Block Diagram of Dicke Receiver
Fig. 2 Experimental Result: Detected Output Voltage vs Water Vapor Pressure
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ADVANCED DIAGNOSTICS FOR REACTING FLOWS
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SUMMARY/OVERVIEW

This research is directed toward innovation of advanced diagnostic techniques applicable to combustion gases and plasmas, with some emphasis on high speed flows. The primary flowfield parameters of interest are species concentrations, temperature, pressure, mass density, electron density, and velocity, and quantities derivable from these parameters such as mass flow rate and thrust (calculable from mass density and velocity). Techniques under study utilize laser absorption and laser-induced fluorescence, with the latter capable of providing both single-point and multi-point (2-d and 3-d) measurements. Laser sources include tunable cw lasers (ring dye lasers and semiconductor diode lasers) and tunable pulsed lasers (excimer-pumped dye and narrow-linewidth excimer). Wavelength modulation and high-speed frequency modulation (FM) spectroscopy techniques are under study to provide increased data recording rates.

TECHNICAL DISCUSSION

In the following paragraphs we highlight primary activities of the past year.

Plasma Diagnostics

Recent research has involved three activities: (1) a now-completed study of pulsed-laser LIF in a supersonic jet of plasma-heated \( \text{N}_2 \); (2) a new effort aimed at exploring degenerate four-wave-mixing (DFWM) as a plasma diagnostic; and (3) an ongoing program to apply tunable semiconductor diode lasers for line-of-sight absorption and single-point LIF measurements of plasma properties. The latter study has utilized a home-built RF-powered plasma torch (1 kW) which provides a convenient bench-top plasma source with good optical access. The torch operates at atmospheric pressure on argon, providing temperatures up to 9000 K and electron densities up to \( 10^{16} \)/cc, with the capability of adding trace levels of various additives of spectroscopic interest. Present work involves studies of absorption/fluorescence transitions from the 4s state of argon using tunable GaAlAs laser sources. In brief, spectrally resolved lineshapes are recorded, from which it is possible to infer: the kinetic gas temperature (Doppler linewidths), the population temperature of the quantum state being monitored; and the electron density (from the Stark shift or linewidth). A sample data trace is shown in Fig. 1; see Ref. 1 for details.

PLIF Imaging in Shock Tube Flows

Shock tubes and tunnels provide a convenient means of studying nonequilibrium gasdynamic phenomena and of simulating conditions relevant to advanced air-breathing propulsion systems. During the past year we have continued development of our shock tube and tunnel facility, and have made good progress in efforts to establish PLIF imaging techniques for shock-heated flows. Specific results include: PLIF imaging of OH in shock-ignited \( \text{H}_2-\text{O}_2-\text{Ar} \) mixtures, using a non-planar shock tube end wall to produce local nonuniformities in temperature and hence ignition times, see Ref. 2; a study of PLIF imaging of NO in vibrationally relaxing shock tube flows, e.g. normal shock waves and shock tube flow over blunt bodies, see Ref. 3; and PLIF imaging of transverse jet mixing and combustion in supersonic, shock-heated flows, see Ref. 4.
Shock Tube Studies of Combustion Kinetics

In addition to providing an attractive test environment for developing laser diagnostics, shock tubes are recognized as the facilities of choice for measurements of reaction rate coefficients at high temperatures. In the past year, we have continued efforts to develop and apply narrow-linewidth laser absorption techniques to the measurement of elementary reactions relevant to combustion and propulsion. Studies of several reactions have been completed, including measurements of: O + HNCO → NH + CO₂ and O + HNCO → OH + NCO, Ref. 5; NO + NO, O₂ and O, Ref. 6; and C + H₂ → CH + H and C + O₂ → CO + O, Ref. 7. These studies were enabled by our earlier development of sensitive, accurate absorption diagnostics of NH, OH, NCO, CH and C-atoms. The rate coefficients were measured at temperatures in the range 1500-3000 K, and in most cases provide the first direct determinations of these reaction rates at elevated temperatures.

CW Ring Dye Laser Techniques

Tunable monochromatic laser sources provide opportunities for measurement concepts based on spectrally resolved absorption lineshapes. For example, cw ring dye lasers can be rapidly modulated in wavelength to record a pair of absorption lines, using either line-of-sight absorption or single-point LIF, allowing inference of gas temperature through the ratio of the signals for the two lines. The total static pressure can also be inferred, using the width of the recorded lines whenever collision-broadening is significant or the magnitude of the absorption (or fluorescence) signal when chemical composition is fixed. In addition, velocity can be inferred from the shift in spectral line position caused by the Doppler effect; in essence this is molecular velocimetry. Note that by a complete analysis of the spectra for each wavelength scan, one can infer all of these flowfield parameters simultaneously. Finally, with these quantities determined, it is feasible to infer other relevant flowfield parameters, such as mass flux or thrust, by appropriate combinations of the directly measured quantities. See Refs. 8-10 for details.

During the past two years we have demonstrated several of these ideas using detection of OH (306 nm), NO (225 nm) and O₂ (220 nm). Important examples include: (1) simultaneous measurements of temperature (T), pressure (P) and velocity (V) at a single point, at a 3 kHz repetition rate, in a supersonic flow of combustion gases using OH detection, Ref. 8; (2) simultaneous measurements of T, P and V along a line-of-sight across a shock tube using OH, NO and O₂ detection, Refs. 9 and 10; and (3) simultaneous measurements of T, P and V at a single point, at a 4 kHz rate, monitoring NO in a supersonic underexpanded jet. Figures 2 and 3 provide a sketch of the arrangement used for the shock tube measurements and representative results. Note, in particular, that the last figure is for the mass flux, a quantity not usually considered in the context of optical measurements. A similar approach could be used to determine "thrust".

Semiconductor Diode Laser Techniques

Tunable diode lasers offer the possibility of an economical, rugged and compact alternative to cw ring dye lasers for spectrally resolved absorption and fluorescence spectroscopy. At present such lasers are available in several wavelength intervals at wavelengths generally in excess of 750 nm, but the trend toward operation at shorter wavelengths is clear. These lasers have significant potential advantages over ring dye lasers, including the possibility of high frequency modulation of laser wavelength through current modulation. At present we are pursuing two projects with these lasers, one aimed at detecting O₂ at 760 nm (the atmospheric band of oxygen) and the other at detecting H₂O near 1.35 microns. The former project is more advanced, and during the past year we have demonstrated the capability of monitoring spectrally resolved absorption lines of O₂ in supersonic flows. The scheme involves combining high-frequency (10 MHz) modulation with a high-speed (10 kHz) current ramp to repetitively tune the laser across one or more O₂ absorption lines. The data yield temperature, O₂ density, velocity and mass flux, all path-averaged over the width of the supersonic stream produced in a shock tube. Agreement with calculated flow properties is excellent, see Ref. 11. It is already clear that these lasers have great potential both for fundamental research and for packaged, user-friendly instruments, e.g. flight instrumentation.
**Digital Camera For High-Speed Imaging**

Continued progress has been made in the development of a high-speed digital camera for recording instantaneous 3-d images and fast 2-d image "movies." The basic concept involves modifying a commercial image converter camera (Imacon 790) to incorporate CCD detection. In brief, a specially designed tapered fiberoptic bundle is used to transfer the output plane image of the Imacon onto a high-resolution (4000x1200 pixels), low-noise CCD array detector. This system is capable of recording a modest number of images at up to 10 million frames per second. Together with a high-energy, long-pulse dye laser source to provide "cw" flowfield illumination, this camera allows rapid recording of multiple PLIF images, constituting either an essentially instantaneous multiple-plane 3-d image data set or a multiple-image movie over a brief time interval (2 microseconds for the current pulsed dye laser); see Ref. 12.

**Other Projects**

Other projects include: (1) work in progress to develop single-shot temperature imaging strategies based on PLIF; and (2) recently completed work on high-resolution PLIF imaging of turbulent non-reacting jets, see Ref. 13.
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Fig. 1. Absorption lineshape data for argon plasma; inferred temperature and electron density are indicated on figure.

Fig. 2. Experimental schematic for dual-beam shock-tube absorption experiment.

Fig. 3. Results obtained with NO laser absorption diagnostic in a shock tube.
NOVEL NONLINEAR LASER DIAGNOSTIC TECHNIQUES

(AFOSR Contract No. F-49620-90-C-0044)
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SUMMARY/OVERVIEW:

Task 1: UV and VUV Generation and Detection Techniques

We are developing techniques for the extension of laser-based diagnostics into the vuv for detection of atomic ions and other species with important high-lying excited states. We have demonstrated two-photon-resonant four-wave difference frequency mixing of an ArF laser and a frequency-doubled dye laser for the production of high power radiation continuously tunable through vuv range.

Task 2: Laser-Excited Amplified Spontaneous Emission (ASE)

ASE can be used to detect atomic species in reacting gas flows and plasmas; because the ASE signal is collimated along the excitation laser beam, ASE measurements are possible in practical devices with only single port optical access. Quantitative ASE concentration measurements require understanding of the ASE gain, divergence, and collisional loss mechanisms of the excited atoms; temperature and velocity measurements require research on the gain narrowing of the Doppler lineshape. In the first year of this project we have: 1) obtained simultaneous ASE and laser induced fluorescence (LIF) signals from atomic hydrogen in a variety of low-pressure flames, 2) discovered gas collisions can have a significant influence on the amplitude the ASE signals, and 3) demonstrated ASE bandwidth measurements for single laser pulses.

TECHNICAL DISCUSSION

Task 1: UV and VUV Generation and Detection Techniques

by Gregory W. Faris and Mark Dyer

We are pursuing the detection of hard-to-detect atoms such as atomic ions which require two-photon excitation with vacuum ultraviolet light. Through generation of higher power radiation in the vacuum ultraviolet, techniques commonly used in the near ultraviolet such as multiphoton ionization, two-photon-excited fluorescence, and amplified spontaneous emission may be applied to other species for better understanding of chemical dynamics, plasma kinetics, and basic spectroscopy.
Under previous support from AFOSR we have used vuv radiation for detection of atomic and molecular fluorine. High power vuv radiation was generated through Raman shifting an ArF laser. Up to 1 mJ at 170 nm was generated in the second anti-Stokes radiation in HD for the excitation of atomic fluorine. While the Raman shifting technique can generate quite high powers, Raman shifting excimer lasers results in a limited tuning range, and Raman shifting frequency-doubled dye lasers gives only moderate energies in the longer vuv wavelengths and suffers from large intensity fluctuations.

The method we are now using for vuv generation is a two-photon-resonant four-wave difference frequency mixing process as is shown in Figure 1. Two fixed frequency photons at $\omega_1$ which are resonant with a two-photon excited state $|2\rangle$ are mixed with a tunable photon at $\omega_2$ to generate a tunable vuv photon at energy $\omega_{\text{vuv}} = 2 \omega_1 - \omega_2$. The ArF excimer laser can excite two-photon resonances in Kr, H$_2$, and HD. When mixed with the frequency-doubled radiation from a Nd:YAG-pumped dye laser, this allows the generation of tunable vuv radiation through the entire vacuum ultraviolet. This approach takes advantage of the high powers and short wavelength of the ArF laser, allowing access of shorter vuv wavelengths and potentially higher powers than similar schemes using frequency-doubled dye lasers. This also takes advantage of modifications we have performed to improve the transverse mode of our ArF laser for previous Raman shifting experiments.

To date, mixing has been performed using the 6p[3/2,2] $\leftrightarrow$ 4p$^6$ 1S resonance in krypton. Attempts using the E,F 1$\Sigma^+$ (v'=6) $\leftrightarrow$ X 1$\Sigma^+$ Q(1) transition in H$_2$ was hampered by the previously observed amplified spontaneous emission in the vuv on the B$\rightarrow$X transition. Similar ASE complications are anticipated in HD.

The dependence of vuv radiation generated at 147 nm on the krypton pressure is shown in Figure 2. The energy increases as the square of the krypton density and then drops due to poorer phase matching. The dependence of the vuv power on both the ArF laser power and the frequency-doubled dye laser power show saturation before reaching full power. Extracting high powers from this technique will be greatly enhanced by solving the phase-matching problem, allowing operation at higher gas densities and larger beam waists.

![Figure 1. Two-photon-resonant four-wave difference frequency mixing scheme.](image1)

![Figure 2. Dependence of the vuv radiation on krypton pressure.](image2)
Multiphoton laser excitation of atoms followed by fluorescence or ionization detection has been used to detect a variety of atomic species in flames, reacting flows and plasmas. Recently, amplified spontaneous emission (ASE) has been observed from two-photon excited C, O, Cl, and H atoms. ASE has several distinct advantages for atom diagnostic measurements. The ASE signal can be much larger than the laser-induced fluorescence signal, and it can be detected with a small solid angle optical collection. The increased brightness can substantially increase the signal to background ratio in flames, reactive flows, and plasmas, where measurement precision and detectivity is often limited by background optical emission. Because the ASE signal is collimated along the laser beam, the signal collection can share the same optical access port with the excitation laser. This arrangement simplifies optical alignment and significantly reduces the access requirements for measurements on large scale supersonic reacting flows and plasma devices.

During the past year we have studied two photon excited ASE of atomic hydrogen in a variety of low-pressure flames. Two laser photons near 205 nm excite the hydrogen 3S and 3D states from the 1S ground state. These states have allowed Balmer α transitions near 656 nm to the 2P state; the direct single photon transition back to the ground state is not allowed. If the two-photon excitation rate is fast enough, a population inversion is possible and the resulting amplification of the spontaneous emission produces the ASE signal. Since the atoms are excited only along the laser beam, gain over a significant path length only occurs along the laser beam. Thus the ASE signal has a divergence which is derived from the excitation laser and ASE propagates forward and backward along the laser beam.

Low-pressure flames provide an ideal environment to study ASE because they provide stable sources of large concentrations of hydrogen atoms. By choosing flame conditions identical to those used previously in our laboratory to study OH, HCO, and NO, estimates of the hydrogen atom concentration and the collision environment are available from our model calculations of the flame chemistry. The premixed flames are supported on a 6 cm porous plug burner; height above the burner in this flat flame can be related to reaction time.

Balmer α ASE signals are observed in all the flames studied. The largest ASE signals were obtained in rich (φ=1.42) H2/O2 flames. In this flame, we confirmed the forward and backward ASE signal intensities are equal. This test is important to distinguish between ASE and four-wave mixing mechanisms of collimated Balmer α signals; four-wave mixing can only phase match in the forward direction. In Fig. 3 the simultaneous measurement of ASE and LIF as a function of height above the burner surface is shown for fuel rich and lean 7.2 Torr, H2/O2 flames. The relative ASE and the LIF signals have the same profile in the rich case, while there is a significant deviation in the burnt gases of the lean flame. Goldsmith has found that the quenching rate in the burnt gas of 20 Torr lean flames to be nearly two times faster than in rich flames. Thus, as the quenching rate increases we see a growing difference between the ASE and LIF signals. This shows that ASE intensities can have a larger sensitivity to quenching collisions than LIF. Measurements of the variation of the ASE signal with laser pulse energy show that these measurements are taken in the threshold region of exponential growth. Additional measurements of beam divergence, polarization, and laser pulse energy dependence have been made to characterize the ASE signals over a wide range of H atom concentration, quenching rates, and gas temperature.

Spectral bandwidth measurements of the ASE signal are shown in Fig. 4. The top panel shows the 2-d image of the Balmer α ASE through a 3.8 cm\(^{-1}\) monitor etalon; the interference fringe pattern is evident. In the lower panel a single slice across the image is plotted. The FWHM of the interference fringes is 1.4 cm\(^{-1}\) which is about twice the Doppler width in this 1200 K flame. The contributions of Stark broadening, fine structure, and gain narrowing are being evaluated. Bandwidth measurements for single laser shots using less than 200 μJ of 205 nm laser light have
been demonstrated. These measurements show that single laser pulse, single color, temperature measurements are feasible using ASE.

![Graph of ASE and LIF versus height above burner simultaneously acquired in fuel rich and lean 7.2 Torr H2/O2 flames.]

**Figure 3.** ASE and LIF versus height above burner simultaneously acquired in fuel rich and lean 7.2 Torr H2/O2 flames.

![Image of the ASE signal through a monitor etalon in the rich H2/O2 flame; lower panel shows a single slice through the image.]

**Figure 4.** 2-d Image of the ASE signal through a monitor etalon in the rich H2/O2 flame; lower panel shows a single slice through the image.
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SUMMARY/OVERVIEW: The Air Force Office of Scientific Research (AFOSR) program in diagnostics of reacting flow currently is focused on three areas of study: gas-phase measurements, plasmas, and particle/droplet measurements. An assessment of major research needs in each of these areas is presented.

TECHNICAL DISCUSSION

AFOSR is the single manager for Air Force basic research, including efforts based on external proposals and in-house work at Air Force laboratories. The diagnostics of reacting flows task is assigned to the AFOSR Directorate of Aerospace Sciences along with programs in rocket propulsion, airbreathing combustion, and fluid and solid mechanics.

Interests of the AFOSR diagnostics of reacting flow task are given in the SUMMARY section above. This program, now in its tenth year, has produced many "first-ever" laser-based measurements. The instrumentation with which these measurements were made is becoming commonly available for laboratory and bench test utilization. Measurements range from microscopic to macroscopic scales with relevance to: plasma acceleration; combustion aerochemistry; the behavior and synthesis of advanced energetic materials; characterization of exhaust plume formation and radiation; and dynamic control of propulsion, weapon and power generation systems.

Decisions on support for research proposals are based on scientific opportunities and technology needs. Current AFOSR perceptions of scientific opportunities appear in Figure 1. As indicated by the orientation of the arrows in Figure 1, the task area with the greatest growth potential is plasmas.

The purpose of this abstract has been to communicate AFOSR perceptions of research trends to the university and industrial research communities. However, communication from those communities back to AFOSR also is desirable and essential for creating new research opportunities. Therefore, all proposals and inquiries for fundamental research are encouraged even if the content does not fall within the areas of emphasis described herein. Comments and criticisms of current AFOSR programs also are welcome.
# Air Force Basic Research

*Aerospace Sciences*

**Diagnostics Of Reacting Flow**

<table>
<thead>
<tr>
<th>Research Area</th>
<th>Trend</th>
<th>Decrease</th>
<th>Increase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas-Phase Measurements</td>
<td></td>
<td></td>
<td>Degenerate Four-Wave Mixing</td>
</tr>
<tr>
<td>Plasmas</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Particle/Droplet Measurements</td>
<td>✓</td>
<td>Sizing</td>
<td>Liquid-Phase Motion &amp; Properties</td>
</tr>
</tbody>
</table>
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