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Paired comparison experiments arise naturally through many types of competitions, through sensory comparisons of items observed in pairs or through tournaments, or through combinations associated with the development of experimental designs. The method of paired comparisons is generally used when items can be judged only subjectively, and it is impractical to measure the responses on a ratio or interval scale to determine the preference ordering. A basic paired comparison experiment consists of treatments, $T_1 \ldots T_k$, ($k \geq 2$) taken in pairs, with $n_{ij}$ independent comparisons of $T_i$ with $T_j$, $1 \leq i \leq j \leq k$. The worths associated with these treatments are assumed to lie along some underlying continuum of worth. A judge determines a preference for one of the two treatments in a pair, and thereby ranks the treatments or objects. This determination can be based upon the intensity of the sensory perception such as taste, feel, or sight, or upon
the closeness of the sensation to a perceived optimum level. By compiling the results of all $n_{ij}$ selections, a final ranking of all treatments can be obtained (Bradley, 1976).

The method of paired comparisons dates back to at least 1860, when Fechner wrote of his account of judging which of two vessels felt heavier under a variety of circumstances. Although there were some objections to the methods he used in conducting his experiments, Fechner's model, which was based on a normal distribution, was very similar to the one used later by Mosteller in 1951 (David, 1969).

Thurstone (1927) however, was the first to model paired comparisons using the idea of a subjective psychological continuum whereby items could be discriminated and ranked in order of preference. Thurstone's law of comparative judgement can be applied to a range of situations such as comparisons of physical stimulus intensities (weight or handwriting specimens), qualitative comparative judgement (excellence of papers in an educational setting), or measurement
of psychological values (opinions on a set of public issues). Each judge employs a 'discriminal process' or method of distinguishing between subjects or items to determine the excellence or value of the subjects. The judge's opinion may fluctuate from one replication to the next when judging an item and this leads to the formation of a normal distribution along a continuum for each item being compared. When the difference between the means of any two stimuli is large then it is easy to rank order the items. If, however, the means of two items distribution are close then it is difficult to distinguish between the two items.

Using this basic structure, Thurstone presented five different cases and models which depend on assumptions concerning the variance and correlation structure among the treatments and stimuli.

Mosteller (1951) formalized Thurstone's contributions by developing a linear model for paired comparisons. Here, the intrinsic worth or utility of each treatment, $T_i$, is located along a continuum at a point $S_i$. The subject receives a
sensation in response to the treatment and can order the two treatments based on these sensations. This gave the probability of \( T_i \) being selected over \( T_j \) expressed as

\[
P(T_i \rightarrow T_j) = P[d_{ij} > 0]
\]

\[
= \frac{1}{\sqrt{2\pi}} \int_{-(\mu_i - \mu_j)}^{\infty} e^{-y^2/2} dy,
\]

where \( E(d_{ij}) = \mu_i - \mu_j \) without loss of generality, \( d_{ij} \sim N(\mu_i - \mu_j, 1) \) and \( 1 \leq i < j \leq k \). This is based on the assumption that the sensations from a stimulus for a population of individuals are normally distributed.

Bradley and Terry (1952) proposed a slightly different model for paired comparisons of the \( k \) treatments. The nonnegative treatment parameters \( \Pi_1, \Pi_2, \Pi_3 \ldots \Pi_k \), associated with the \( k \) treatments under investigation, could be represented on an underlying continuum of worth, and identified only up to a scale parameter. Each comparison can be considered as a Bernoulli trial with
\[ P(T_i - T_j) = \Pi_{ij} = \frac{\Pi_i}{\Pi_i + \Pi_j} \]

(1.1.2)

where \( \Pi_i \geq 0 \) and \( \sum \Pi_i = 1 \) for \( 1 \leq i \leq j \leq k \).

Equivalently this can be written as

\[ P(T_i - T_j) = \frac{1}{4} \int_{-\infty}^{\infty} \text{sech}^2(y/2) \, dy. \]

(1.1.3)

When \( \Pi_i = e^{-\mu_i} \) the Bradley-Terry model can be obtained by substituting the logistic density for the normal density in Thurstone's model. Parameters can be estimated by the method of maximum likelihood whereby the maximum likelihood estimates satisfy the system of equations

\[ \frac{a_i}{p_i} - \sum_{j \neq i} \frac{n_{ij}}{(p_i + p_j)} = 0 \]

(1.1.4)

i=1,2,...,t, subject to the constraint \( \sum \Pi_i = 1 \).

Here \( a_i \) is the number of selections favoring \( T_i \), and \( p_i \) is the estimator for \( \Pi_i \) with \( \sum p_i = 1 \).

Bradley and Terry solved these equations iteratively, and used the likelihood ratio principle in testing hypotheses. Conditions for the existence of solutions to (1.1.3) were given by Ford (1957). For testing the hypothesis of
equal preferences, Beaver (1974) proposed an alternative test based on a locally asymptotic most stringent criterion.

In his book on individual choice behavior, Luce (1959) established a choice axiom using basic probability principles. This axiom provides a method for determining the probability that one item is selected from a fixed set of items. He defines \( U \) as the universal set of possible alternatives from which a subject must be able to make a preference for one of the items. Further, \( T \) is a finite subset of \( U \) and must contain the chosen item. The notation \( P_T(S) \) denotes the probability that the selected item lies in the subset \( S \) where \( S \) is a subset of \( T \). \( P(x,y) \) is written to represent \( P_{\{x,y\}}(x) \) when \( x \neq y \).

**AXIOM 1.** Let \( T \) be a finite subset of \( U \) such that for every \( S \subset T \), \( P_S \) is defined

i) \( P(x,y) \neq 0,1 \) for all \( x,y \in T \), then for \( R \subset S \subset T \), \( P_T(R) = P_S(R)P_T(S) \)

ii) If \( P(x,y) = 0 \) for some \( x,y \in T \) then for every \( S \subset T \), \( P_T(S) = P_{T-\{x\}}(S-(x)) \).
Using the logistic model Luce goes on to apply this choice axiom to a variety of psychological areas. After comparing this axiom with Thurstone's discriminant process, Luce concludes that although the two are "logically distinct", the assumptions are "extremely similar for all practical purposes".

Following the establishment of these basic models, theorists studied various other areas. The effect of ties or a no preference judgement was considered by Rao and Kupper (1967) who extended the Bradley-Terry model to allow for the occurrence of such ties. They introduced a parameter, $\eta$, interpreted as a threshold of sensory discrimination for the judge. Whenever the estimate of the difference in response for two objects is less than $\eta$, a tie results. When $\eta=0$, the model reduces to that of Bradley-Terry. Davidson (1970) went further in studying the effect of ties by developing a parameter that depends only on the net performance of the judges and not on the performance of an individual paired comparison.

Another extension of the Bradley-Terry Model
involves the consideration of order effects. In psychological experiments the effect of order of presentation may be of more importance than the actual effects of the stimuli. An additive order effect parameter was introduced by Beaver and Gokhale (1975) to account for the effects of order in the presentation of stimuli. A common parameter $\delta_{ij}$ for the ordered pairs $(i,j)$ and $(j,i)$ would inflate the probability of one item being preferred, while deflating the probability of the second item being preferred. Since the order parameter varies from pair to pair, the number of order effect parameters becomes quite large, and the model awkward to analyze.

Later, based on the extended Rao-Kupper and Davidson models, a multiplicative order effect model was introduced by Davidson and Beaver (1977). Since the Bradley-Terry Model uses parameters linear on the log-scale, it is natural to consider such a multiplicative effect. They proposed a parameter $\gamma$, independent of the individual pairs. When $\gamma=1$ there is no order effect, while $\gamma>1$ inflates the worth of the second stimuli and $\gamma<1$ deflates the worth of the second
object. This changes the probabilities of preference from the original model to account for the order of presentation of the items within a pair. The probability that the first item is preferred when given \((i,j)\) is expressed as

\[
P(i \rightarrow j | i, j) = \frac{\prod_i}{\prod_i + \gamma \prod_j} \quad (1.1.5)
\]

while probability that the second object is preferred is given as

\[
P(j \rightarrow i | i, j) = \frac{\gamma \prod_j}{\prod_i + \gamma \prod_j} \quad (1.1.6)
\]

for \(1 \leq i \neq j \leq k\).

Finally, a model for triple comparisons was developed in detail along with the necessary asymptotic theory, by Pendergrass and Bradley (1960) and Beaver and Rao (1972). More recent studies have considered all possible pairs including comparison of identical items to help estimate order effects and tie parameters (Sirotnik and Beaver, 1984), as well as various applications to the design of paired comparison experiments. Such applications include mixture
problems (Charnet and Beaver, 1988) and factorial paired comparisons in experiments (El-Helbawy and Ahmed, 1984).

Little or no work has been performed that considers more than a simple binary response (y=0 or 1) on the Bradley-Terry model. A paper by Tutz (1986) does extend this model to allow for the strength of preference for a respondent to decide whether the treatments differ greatly or only slightly. Tutz uses an ordinal response paired comparison system with k response categories where the parameters $\theta_1...\theta_k$ (determined uniquely) characterize the discrimination power of the response categories. Tutz claims that his generalized Bradley-Terry model is more precise than the original model. This becomes important if the value of a future response is to be predicted.

The present study extends this approach to develop a general mathematical model relating the sensory perceptions of judges via an arbitrary function to a paired comparison model of the Bradley-Terry type. This unknown function maps a
response from a continuous scale over the real numbers to a value between 0 and 1. In Chapter 2 the necessary definitions and the basic model that will be used are introduced. A minimum mean squared error criteria is used in determining estimates of the parameters in a reasonable general context. Specific development of the estimators of the parameters as they relate to the logistic distribution is explored in Chapter 3. Here we consider both a truncated logistic distribution and a limited integral approach to the problem. In each of these cases, we examine the estimates using data obtained from all ordered pairs \((i,j)\) and \((j,i)\), as well as data that considers only the pairs \((i,j)\) with \(1 \leq i < j \leq k\). In Chapter 4 we continue to consider the properties of the estimators that involve linear combinations of order statistics or L-statistics. Here, we first consider a general form for the mean of the L-statistics and a bound on the variance term using the underlying logistic distribution. Then we provide an example using a logistic mapping function within the framework of the logistic distribution. The accuracy of the parameter
estimates is explored in Chapter 5, through simulation, while in Chapter 6 we apply the results of the study to measurements on the Likert scale technique.
2.1 Definitions and Notation

In the development of a model that generalizes the 0-1 binary response of the Bradley-Terry Model to one lying in the interval (0,1), the definitions and notation which follow are convenient.

Definition 1: Let $U_1, \ldots, U_k$ be random errors associated with a subject's perception to the k items. The variables $U_1, \ldots, U_k$ are assumed to be independently and identically distributed, centered at 0 with cumulative distribution function (cdf) $G(.)$ which may be known or unknown. The difference $U_i - U_j$ has cdf $F$, centered at zero.

Definition 2: The random variable $V_{ij} = (U_i - U_j) + (\mu_i - \mu_j)$, which is the perceived difference in the worth of items $i$ and $j$, has location parameter $(\mu_i - \mu_j)$ and cdf $F$ centered at $\mu_i - \mu_j$. The unknown parameters $\mu_i$ and $\mu_j$
are used to define the relative worths of the ith and jth items.

**Definition 3:**

The response elicited is \( Y_{ij} = \phi(V_{ij}) \)
where \( \phi \) is a monotonic, increasing, continuous function that maps the real numbers onto the interval \([0,1]\).

Throughout this study we will use ordered pairs so that the pair \((i,j)\) is different than the pair \((j,i)\) with the first member of the pair being presented first to a judge, \(1 \leq i < j \leq k\). The function \( F_{ij}(y) \) will denote the cdf of the random variable \( Y_{ij} \), the judges response to the ordered pair \((i,j)\) while \( F_{ji}(y) \) denotes the cdf of the random variable \( Y_{ji} \), comparison of the pair \((j,i)\).

The estimators of the function \( \phi \) and the unknown parameters \( \mu_1 ... \mu_k \), are determined using a minimum mean squared error criterion. We begin by observing that the cdf of \( Y_{ij} \) is related to the cdf of \( V_{ij} \).
where F is the distribution function of $d_{ij} = U_i - U_j$. Let $F_{ij}^{(n)}(y)$ be the sample estimate of $F_{ij}(y)$, which is equal to $F(\phi^{-1}(y) - (\mu_1 - \mu_j))$ the true cdf of the random variable $Y_{ij}$. For ease of presentation, we will let $n_{ij} = n$ for all pairs $(i,j)$ so that there are an equal number of comparisons for each pair. The estimates of $\phi$ and $\mu' = (\mu_1, \mu_2, \ldots, \mu_k)$ are those which minimize the difference between $F_{ij}(y)$ and $F_{ij}^{(n)}$, which is equivalent to minimizing $F(\phi^{-1}(y) - (\mu_1 - \mu_j))$ and $F^{-1}(F_{ij}^{(n)}(y))$ for $1 \leq i < j \leq k$. However, we will minimize the difference between $F^{-1}(F(\phi^{-1}(y) - \mu_1 - \mu_j))$ and $F^{-1}(F_{ij}^{(n)}(y))$, or simplified to $(\phi^{-1}(y) - (\mu_1 - \mu_j))$ and $F^{-1}F_{ij}^{(n)}$. If we define $f_{ij}(y) = F^{-1}(F_{ij}^{(n)}(y))$, then the criterion to be minimized is given by

$$Q = \sum_{i \neq j}^{k} \int_{0}^{1} [\phi^{-1}(y) - (\mu_1 - \mu_j) - f_{ij}(y)]^2 dy$$

(2.1.2)

By expanding $Q$ we have
\[ Q = k(k-1) \int_0^1 [\phi^{-1}(y)]^2 dy + \sum_{i \neq j}^k (\mu_i - \mu_j)^2 + \]

\[ \sum_{i \neq j}^k \int_0^1 f_{ij}^2(y) dy - 2 \sum_{i \neq j}^k (\mu_i - \mu_j) \int_0^1 \phi^{-1}(y) dy - \]

\[ 2 \sum_{i \neq j}^k \int_0^1 \phi^{-1}(y) f_{ij}(y) dy + 2 \sum_{i \neq j}^k (\mu_i - \mu_j) \int_0^1 f_{ij}(y) dy \]

where \( \sum_{i \neq j}^k \) is interpreted as the double sum over both \( i \) and \( j \) excluding terms for which \( i = j \).

Minimizing \( Q \) involves taking derivatives with respect to the unknown parameters, setting these derivatives equal to 0. Solving the resulting equations provides the parameter estimates which follow:

\[ \frac{dQ}{d\mu_i} = 2 \sum_{j(\neq i)}^k (\mu_i - \mu_j) - 2 \sum_{j(\neq i)}^k (\mu_j - \mu_j) \]

\[ + 2 \sum_{j(\neq i)}^k \int_0^1 (f_{ij}(y) - f_{ji}(y)) dy. \]

Then,

\[ 0 = \sum_{j(\neq i)}^k (\bar{\mu}_i - \mu_j) - \sum_{j(\neq i)}^k (\bar{\mu}_j - \mu_i) \]

\[ + \sum_{j(\neq i)}^k \int_0^1 (f_{ij}(y) - f_{ji}(y)) dy \]

for \( i = 1, 2, \ldots, k \). Using the constraint \( \sum_{j=1}^k \mu_j = 0 \),
this equation can be written as

\[ 0 = 2k\mu_i + \sum_{j(\neq i)}^k \int_0^1 (f_{ij}(y) - f_{ji}(y))dy \]

and

\[ \hat{\mu}_i = \frac{1}{2k} \sum_{j(\neq i)}^k \int_0^1 [f_{ji}(y) - f_{ij}(y)]dy, \quad (2.1.3) \]

\[ i=1,2\ldots k. \]

In solving for \( \hat{\phi}^{-1}(y) \) we rewrite \( Q \) as

\[ Q = \int_0^1 \sum_{i\neq j}^k \{\phi^{-1}(y) - f_{ij}(y) - \delta_{ij}\}^2dy \]

which is minimized whenever the summation is minimized.

This follows from the fact that \( \sum_j (x_{ij} - a)^2 \) is minimized for \( a = \bar{x} \). Therefore we consider

\[ \phi^{-1}(y) = \sum_{i\neq j}^k \frac{f_{ij}(y)}{k(k-1)} + \sum_{i\neq j}^k \frac{(\mu_i - \mu_j)}{k(k-1)} \]

\[ = \sum_{i\neq j}^k \frac{f_{ij}(y)}{k(k-1)} \quad (2.1.4) \]

Throughout the study the assumption is made that in the experiment in which we compare item \( i \) with item \( j \), \( P(j-i) = 1 - P(i\rightarrow j) \). This in
turn leads to the relationship which will prove useful in future results

\[ F^{-1}(F_{ij}(y)) = F^{-1}(1 - F_{ji}(1-y)). \] (2.1.5)

For each pair \((i,j)\) we have \(n\) responses on \([0,1]\). By using the order statistics and the associated values of \(F_{ij}(y)\), the integral in 2.1.3 simply becomes the area under a step function with steps of \(1/n\) at the values of the order statistics \(Y_{ij}, Y_{ij}, \ldots Y_{ij}\). This leads to

\[
\int_0^1 F^{-1}(F_n(y)) \, dy = F^{-1}(0) [Y_{i:n} - 0] + F^{-1}(1/n) [Y_{i:n} - Y_{i:n}] \\
+ F^{-1}(2/n) [Y_{i:j} - Y_{i:j}] + \ldots + \\
F^{-1}(n-1/n) [Y_{i:n} - Y_{n-1:n}] + F^{-1}(n/n) [1 - Y_{i:n}].
\] (2.1.6)

2.2 Estimation of Parameters (without order)

Using the form given in the previous section, the estimators now appear as

\[
\hat{\mu}_i = \frac{1}{2k} \sum_{j \neq i}^k \{ F^{-1}(0) [Y_{i:n} - 0] + \\
F^{-1}(1/n) [Y_{i:n} - Y_{i:n}] + \ldots + \\
F^{-1}(n-1/n) [Y_{i:n} - Y_{n-1:n}] + F^{-1}(1) [1 - Y_{i:n}] \}
\]
\[ \begin{align*} 
- F^{-1}(0) [Y_{ij} - 0] &- F^{-1}(n) [Y_{ij} - Y_{ij}] - \ldots \\
F^{-1}(n-1) [Y_{n-1} - Y_{n-1:n}] &- F^{-1}(1) [1 - Y_{n:n}] 
\end{align*} \]

and

\[ \hat{\phi}^{-1}(y) = \frac{1}{k(k-1)} \sum_{j \neq i} [F^{-1}(F_{ij}^{(n)}(y)) + F^{-1}(F_{ji}^{(n)}(y))]. \]

(2.2.1.)

The estimates of \( \mu_i, \ldots, \mu_k \) and \( \phi(.) \) are based on the assumption that both the pair \((i,j)\) and the pair \((j,i)\) are sampled and both sets of data are available. If, however, the sampling is done only on \((i,j)\) the model is taken to be reflective. In other words, we will employ the reasoning that \( \phi^{-1}(u) = -\phi^{-1}(1-u) \) and therefore that \( \phi^{-1}(y_{ji}) = \phi^{-1}(1 - y_{ij}) \). Recall from 2.1.5 that, in addition, \( F^{-1}(F_{ji}(y)) = F^{-1}(1 - F_{ij}(1-y)) \).

For this reflective case then, where the data is used twice (once for \( y_{ij} \) and once for \( y_{ji} = 1 - y_{ij} \)) the parameter estimates become:

\[ \hat{\mu}_i = \frac{1}{2k} \sum_{(j \neq i)} [F^{-1}(0) [1 - Y_{n:n}] + F^{-1}(n) [1 - Y_{n-1:n}]] \\
- (1 - Y_{n:n}] + \ldots + F^{-1}(n-1) [1 - Y_{n-1:n}] + F^{-1}(1) [1 - (1 - Y_{n:n})] - F^{-1}(0) [Y_{1:n} - 0] - \ldots \\
F^{-1}(Y_{n-1:n}) [Y_{n-1:n} - Y_{n-1:n}] - F_{ij}(1) [1 - Y_{n:n}] \}
\]
2.3 Basic model with order parameter

With an order effect ($\gamma_{ij}$) added to the model, (see David and Beaver), we return to the minimum mean square error criterion to determine the parameter estimates for $\mu$, $\phi^{-1}(Y)$ and $\gamma_{ij}$.

\[
Q = \sum_{i \neq j}^{k} \int \left( \phi^{-1}(Y) - (\mu_i - \mu_j + \gamma_{ij}) - F^{-1}(F_{ij}^{(n)}(y)) \right)^2 dy
\]

(2.3.1)

Expanding (2.3.1) leads to

\[
Q = k(k-1) \int \phi^{-1}(Y)^2 dy + \sum_{j \neq i}^{k} (\mu_i - \mu_j + \gamma_{ij})^2 + \\
\sum_{i \neq j}^{k} f_{ij}^2 dy - 2 \sum_{i \neq j}^{k} (\mu_i - \mu_j + \gamma_{ij}) \int_0^1 \phi^{-1}(Y) dy \\
-2 \sum_{i \neq j}^{k} \int_0^1 \phi^{-1}(Y) f_{ij}(y) dy + 2 \sum_{i \neq j}^{k} (\mu_i - \mu_j + \gamma_{ij}) \int_0^1 f_{ij}(y) dy.
\]
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Again, $\sum_{j \neq i}$ represents the double sum over both $i$ and $j$, while $\sum_{j(i)}$ represents the sum over $j$ alone. Since the parameters $\mu, \ldots, \mu_k$ can be estimated only up to a scale parameter, we also use the condition again that $\sum_{j=1}^{k} \mu_j = 0$. For this study we also use the condition that $\gamma_{ij} = -\gamma_{ji}$. In minimizing $Q$, we find

$$\frac{dQ}{d\mu_i} = 2 \sum_{j \neq i} (\mu_i - \mu_j + \gamma_{ij}) - 2 \sum_{j \neq i} (\mu_j - \mu_i - \gamma_{ij})$$

$$+ 2 \sum_{j \neq i} \int_{0}^{1} (f_{ji}(y) - f_{ij}(y)) dy.$$

which, when set equal to zero leads to the estimate for $\mu_i$ given as:

$$\hat{\mu}_i = \frac{1}{2k} \left[ -2\hat{\gamma}_{ij} + \sum_{j \neq i} \int_{0}^{1} (f_{ji}(y) - f_{ij}(y)) dy \right].$$

$$i = 1, 2, \ldots, k.$$  

(2.3.2)

The estimate for $\phi^{-1}(y)$ is identical to that of the basic model (2.1.4) when we assume that $\gamma_{ij} = -\gamma_{ji}$ because of the cancellation of these terms from the equation.

The estimate for $\gamma_{ij}$ is found as shown in the solution to the equation.
\frac{dq}{d\gamma_{ij}} = 2(\mu_i - \mu_j + \gamma_{ij}) - 2(\mu_j - \mu_i - \gamma_{ij}) + \\
2\left[ \int_0^1 f_{ij}(y)dy - \int_0^1 f_{ji}(y)dy \right] = 0,

from which we obtain,
\hat{\gamma}_{ij} = -\hat{\delta}_{ij} + \frac{1}{2} \left( \int_0^1 f_{ij}(y)dy - f_{ji}(y)dy \right)

(2.3.3)

with \hat{\delta}_{ij} = \mu_i - \mu_j, 1 \leq i, j \leq k. For the design in which all ordered pairs are used, the estimates for \mu_i and \gamma_{ij} can be written as:

\hat{\mu}_i = \frac{1}{2k} \left( -2\hat{\gamma}_{ij} + \sum_{j \neq i}^k \{ F^{-1}(0)[Y_{ij}^i - 0] + \\
F^{-1}(\frac{1}{n})[Y_{ii}^j - Y_{ij}^i] + \ldots + \\
F^{-1}(1)[1 - Y_{nj}^i] - F^{-1}(0)[Y_{ij}^i - 0] \\
- \ldots - F^{-1}(1)[1 - Y_{nj}^i] \} \right)

(2.3.4)

\hat{\gamma}_{ij} = -\hat{\delta}_{ij} + \frac{1}{2} \left( \sum_{j \neq i}^k \{ F^{-1}(0)[Y_{ij}^i - 0] + \\
F^{-1}(\frac{1}{n})[Y_{ii}^j - Y_{ij}^i] + \ldots + F^{-1}(1)[1 - Y_{nj}^i] \\
- F^{-1}(0)[Y_{ij}^i - 0] - \ldots - F^{-1}(1)[1 - Y_{nj}^i] \} \right)

(2.3.5)
In the case of distinct pairs, the estimators in 2.3.4 and 2.3.5 can be simplified somewhat (see 2.2.2). The properties of these estimators will be addressed in Chapter 3, as they pertain to specific distributions.
CHAPTER 3
USE OF LOGISTIC DISTRIBUTION IN BASIC MODEL

3.1 Truncated Distribution Approach

The logistic distribution is commonly used in the study of paired comparison experiments. In its simplest representation, the logistic distribution is given as

\[ F(x) = \frac{1}{1+e^{-x}} \quad \text{for } x \in \mathbb{R} \]  

(3.1.1)

with density

\[ f(x) = \frac{e^{-x}}{(1+e^{-x})^2} \]

\[ = F(x)(1-F(x)) \]  

(3.1.2)

In order to obtain finite values for all terms in the parameter estimates given in equations 2.3.1 and 2.2.2, it is necessary to limit the range over which the logistic random variable is defined. One method involves truncating the distribution; a second method, discussed in Section 3.2, involves limiting the range of integration which appears in the estimates. Without some type of truncation or...
censoring, the inverse mapping will involve $F^{-1}(0) = -\infty$ and $F^{-1}(1) = +\infty$, and hence, give rise to a divergent integral. The symmetrically truncated standard logistic distribution takes the form

$$F(x) = \frac{1 - \frac{1}{1+e^{-x}}}{1 - \frac{1}{1+e^{-a}}} - \frac{1}{1+e^{a}} \quad -a \leq x \leq a < \infty$$

(3.1.3)

where $a$ is the upper truncation point and $-a$ is the lower truncation point. We assume that $a$ is a known parameter. If $a$ is not known, for all practical purposes one can take $a$ to be a large number, say 10, so that the interval $(-a, a)$ contains more than 99% of the distribution. The truncation occurs for the variable $v_{ij}$ so that the domain $-\infty < v_{ij} < +\infty$, is replaced by $-a < v_{ij} < a$ which then implies that the range of $U_i - U_j$ is given by $-a - \delta_{ij} < U_i - U_j < a - \delta_{ij}$.

3.1.1 CASE I: ALL ORDERED PAIRS

Case I is used to denote the paired comparison experiment involving all ordered pairs so that data is collected on all possible combinations of treatments $(i,j)$ and $(j,i)$. 
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This sampling design allows for estimating order effects that might be present in the data. Case II, in which data is collected using only distinct pairs \((i, j)\), \(1 \leq i \leq j \leq k\), and then used again as data for the pair \((j, i)\) by a simple reflection technique, is discussed in Section 3.1.2. The inverse function, \(F^{-1}(.)\), is needed to estimate the parameters in the basic model given by equations 2.2.1 and 2.2.2. To solve for this inverse function we observe that \(V_{ij} = \phi^{-1}(Y_{ij})\). Let \(p = F(y)\) and solve for \(y\) as follows:

\[
p = \frac{1}{1+e^{-y}} - \frac{1}{1+e^y}
\]

\[
\frac{p(e^y - e^{-y})}{(1+e^y)(1+e^{-y})} = \frac{1}{1+e^{-y}} - \frac{1}{1+e^y}
\]

\[
\frac{p(e^y - e^{-y}) + 1 + e^{-y}}{(1+e^y)(1+e^{-y})} = \frac{1}{1+e^{-y}}
\]

\[
1 + e^{-y} = \frac{(1+e^y)(1+e^{-y})}{p(e^y - e^{-y}) + (1+e^{-y})}
\]

\[
e^{-y} = \frac{(1+e^{-y})e^y - p(e^y - e^{-y})}{p(e^y - e^{-y}) + 1 + e^{-y}}
\]

\[
y = \ln \frac{p(e^y - e^{-y}) + 1 + e^{-y}}{(1+e^{-y})e^y - p(e^y - e^{-y})} \quad (3.1.4).
\]
and

\[ F^{-1}(p) = \ln \frac{(1+e^{-\alpha})e^\alpha - (1-p)(e^\alpha - e^{-\alpha})}{(1-p)(e^\alpha - e^{-\alpha}) + 1 + e^{-\alpha}} \]  

(3.1.5).

With the general form for \( \tilde{\mu}_i \) developed in equation (2.2.1) combined with the solution in equation 3.1.6, using the logistic distribution we have:

\[
2k\tilde{\mu}_i = \sum_{j \neq i} \left\{ F^{-1}(1) - F^{-1}(1) + Y_{i:n}^{ij} \left( -\alpha - \ln \frac{n(1+e^{-\alpha})e^\alpha - (n-1)(e^\alpha - e^{-\alpha})}{(n-1)(e^\alpha - e^{-\alpha}) + n(1+e^{-\alpha})} \right) 
+ Y_{2:n}^{ij} \left( \ln \frac{n(1+e^{-\alpha})e^\alpha - e^{-\alpha} + e^\alpha}{e^\alpha - e^{-\alpha} + n(1+e^{-\alpha})} \cdot \frac{(n-2)(e^\alpha - e^{-\alpha}) + n(1+e^{-\alpha})}{n(1+e^{-\alpha})e^\alpha - (n-2)(e^\alpha - e^{-\alpha})} \right) 
+ \ldots + Y_{n:n}^{ij} \left( \frac{\ln(n(1+e^{-\alpha})e^\alpha - e^{-\alpha} + e^\alpha)}{e^\alpha - e^{-\alpha} + n(1+e^{-\alpha})} + \alpha \right) \right\} 
+ \frac{Y_{i:n}^{ij}}{n(1+e^{-\alpha})e^\alpha - e^{-\alpha} + e^\alpha} \right) 
+ Y_{2:n}^{ij} \left( \ln \frac{2(e^\alpha - e^{-\alpha}) + n(1+e^{-\alpha})}{n(1+e^{-\alpha}) - 2(e^\alpha - e^{-\alpha})} \cdot \frac{n(1+e^{-\alpha})e^\alpha - e^{-\alpha} + e^\alpha}{e^\alpha - e^{-\alpha} + n(1+e^{-\alpha})} \right) 
+ \ldots Y_{n:n}^{ij} \left( \frac{\alpha + \ln(n(1+e^{-\alpha})e^\alpha - (n-1)(e^\alpha - e^{-\alpha})}{(n-1)(e^\alpha - e^{-\alpha}) + n(1+e^{-\alpha})} \right) \right\} \]  

(3.1.6).

With \( F^{-1}(1) = \alpha \) the above can be expressed in a summarized form as follows:
\[
2k\hat{\mu}_i = \sum_{j \neq i}^{k} \left\{ \sum_{m=1}^{n} (Y_{m:n}^i c_{n-m} + Y_{m:n}^j c_{m}) \right\}
\]

(3.1.7)

\[i=1,2,\ldots,k\text{, where } c_1, c_2, \ldots, c_n\text{, are the appropriate coefficients as given in 3.1.7 or more precisely}
\]

\[
c_m = \ln \left( \frac{m(e^a - e^{-a}) + n(1+e^{-a}) - (m-1)(e^a - e^{-a})}{n(1+e^{-a})e^a - m(e^a - e^{-a})(m-1)(e^a - e^{-a}) + n(1+e^{-a})} \right)
\]

(3.1.8)

Using the estimator given in equation 2.1.3, we can investigate the \(\lim_{n \to \infty} \hat{\mu}_i\) by examining the behavior of

\[
\int_0^1 f_{ij}(y) \, dy = \int_0^1 F^{-1}(F_{ij}^{(n)}(y)) \, dy.
\]

Now, \(F_{ij}^{(n)}(y) \to F_{ij}(y)\) uniformly in \(y\), so that for

\[
F_{ij}(y) = F(\phi^{-1}(y) - (\mu_i - \mu_j)) \quad \text{we have}
\]

\[
\int_0^1 F^{-1}(F_{ij}^{(n)}(y)) \, dy \to \int_0^1 (\phi^{-1}(y) - (\mu_i - \mu_j)) \, dy.
\]

Since \(\phi(y)\) is monotonic, increasing, and skew-symmetric at \(y = \frac{1}{2}\), that is \(\phi^{-1}(y) = -\phi^{-1}(1-y)\).

Hence,

\[
\int_0^1 (\phi^{-1}(y) - (\mu_i - \mu_j)) \, dy = - (\mu_i - \mu_j).
\]

This leads us to
\[ \lim_{n \to \infty} \hat{\mu}_i = \frac{1}{2k} \sum_{j(\neq i)}^{k} \left\{ f_{ji}(y) - f_{ij}(y) \, dy \right\} \]

\[ = \frac{1}{2k} \sum_{j=1}^{k} \left( -(\mu_j - \mu_i) + (\mu_i - \mu_j) \right) \]

\[ = \frac{1}{2k} \cdot 2k\mu_i \]

\[ = \mu_i \]

We can therefore conclude that, asymptotically, \( \hat{\mu}_i \) is a consistent estimator of \( \mu_i \).

By considering the expectation of \( \hat{\mu}_i \) we can determine if this estimate is unbiased. After taking the expectations of both sides of equation 3.1.8 we have:

\[ E(\hat{\mu}_i) = \frac{1}{2k} \sum_{j(\neq i)}^{k} \sum_{m=2}^{n} \left\{ c_{n-m}E(Y_{m:n}) + c_mE(Y_{m:n}) \right\} \]

(3.1.9).

Since the expectations of order statistics are approximated by quantiles whereby \( E(Y_{m:n}) \approx F_{i}^{-1}(\frac{m}{n+1}) \), we can solve for these quantiles with \( F(x) = p \), as shown below:

\[ p = \frac{1}{\frac{1+e^{-x}}{1+e^{\alpha}} - \frac{1}{1+e^{\alpha}}} \]

\[ = \frac{1}{\frac{1}{1+e^{-x}} - \frac{1}{1+e^{\alpha}}} \]
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\[ x = \ln \frac{p(e^\alpha - e^{-\alpha}) + 1 + e^{-\alpha}}{(1 + e^{-\alpha}) e^\alpha - p(e^\alpha - e^{-\alpha})} \]

which then gives, for the value of the rth order statistic:

\[ E(Y_{r}^{ij} : n) \approx \Phi \left\{ \ln \left( \frac{\frac{r}{n+1}(e^\alpha - e^{-\alpha}) + 1 + e^{-\alpha}}{(1 + e^{-\alpha}) e^\alpha - \frac{r}{n+1}(e^\alpha - e^{-\alpha})} \right) + (\mu_i - \mu_j) \right\} \]

(3.1.10).

This approximation depends upon \( \phi \) which is unspecified so we defer the discussion of the expectation until we consider linear combinations of order statistics in Chapter 4.

The estimate of \( \phi^{-1}(y) \) for the truncated logistic function in Case I appears in quite a different form. Recall from Chapter 2 (2.2.1), that

\[ k(k-1)\phi^{-1}(y) = \sum_{i<j=1}^{K} \left\{ F^{-1}(F_{ij}^{(n)}(y)) - F^{-1}(F_{ji}^{(n)}(y)) \right\} \]

(3.1.11).

The sample cumulative distribution functions are given by

\[ F_{ij}^{(n)}(y) = \frac{1}{n} \sum_{i=1}^{n} I(Y_{ij}, y) \]
and

\[ F^{(n)}_{ji}(y) = (\frac{1}{n}) \sum_{i=1}^{n} I(Y_{ji}, y) \quad (3.1.12) \]

where the indicator function is defined as

\[ I(a, b) = 1 \text{ if } a < b \]
\[ = 0 \text{ if } a \geq b. \]

Using this definition, we have \( \hat{\phi}^{-1}(y) \) defined as follows:

\[ k(k-1)\hat{\phi}^{-1}(y) = \sum_{i(\neq j)} \left\{ \ln \frac{F^{(n)}_{ij}(y)(e^{\sigma}-e^{-\sigma})+1+e^{-\sigma}}{1+e^{-\sigma})e^{\sigma}-F^{(n)}_{ij}(y)(e^{\sigma}-e^{-\sigma})} \right\} \]
\[ + \sum_{j(\neq i)} \left\{ \ln \frac{(1+e^{-\sigma})e^{\sigma}-(1-F^{(n)}_{ji}(y))(e^{\sigma}-e^{-\sigma})}{(1-F^{(n)}_{ji}(y))(e^{\sigma}-e^{-\sigma})+1+e^{-\sigma}} \right\} \]

\[ (3.1.13). \]

Since \( F_{ji}(y) = 1 - F(\phi^{-1}(1-y) - (\mu_{1} - \mu_{j})) \)

\[ = 1 - F_{ij}(1-y) \]

and

\[ F_{ij}(y) = F(\phi^{-1}(y) - (\mu_{i} - \mu_{j}) \]

where \( F(x) = \frac{1}{1+e^{-x}} \), we can consider the consistency of \( \hat{\phi}^{-1}(y) \) as \( n \to \infty \). Using \( F^{(n)}_{ij}(y) \) to estimate \( F^{(n)}_{ji}(y) \) we have from equation 2.1.5 that
\[ F_{ji}^{(n)}(y) = 1 - F_{ij}^{(n)}(1-y). \]

As \( n \to \infty \), then
\[
F^{-1}(F_{ij}^{(n)}(y)) = F^{-1}(F_{ij}(y))
\]
\[
= F^{-1}(\phi^{-1}(y) - \delta_{ij})
\]
\[
= \phi^{-1}(y) - \delta_{ij}.
\]

Similarly, as \( n \to \infty \)
\[
F^{-1}(F_{ij}^{(n)}(y)) = F^{-1}(1 - F_{ij}^{(n)}(1-y))
\]
\[
= F^{-1}(1 - F_{ij}(1-y))
\]
\[
= F^{-1}\left\{ 1 - \frac{1}{1+e^{\phi^{-1}(1-y) - \delta_{ij}}} \right\}
\]
\[
= F^{-1}\left\{ \frac{1}{e^{\phi^{-1}(1-y) - \delta_{ij}} + 1} \right\}
\]
\[
= F^{-1}\left\{ \frac{1}{1 + e^{-(\phi^{-1}(1-y) - \delta_{ij})}} \right\}
\]
\[
= F^{-1}(F(\phi^{-1}(y) - \delta_{ji}))
\]
\[
= \phi^{-1}(y) - \delta_{ji}.
\]

Substituting these into 3.1.11 gives, as \( n \to \infty \),
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which implies that

\[ \hat{\phi}^{-1}(y) \rightarrow \phi^{-1}(y) \text{ for fixed } y. \]

Hence,

\[
\lim_{n \to \infty} \hat{\phi}^{-1}(y) = \frac{k(k-1)\phi^{-1}}{k(k-1)} = \phi^{-1}(y) \quad \forall \ y,
\]

(3.1.14)

showing that \( \hat{\phi}^{-1}(y) \) is a consistent estimator.

3.1.2 CASE II: NON-ORDERED PAIRS

At times it may be inconvenient or impossible to collect the ordered pairs \((i,j)\) and \((j,i)\). This gives rise to the situation where we only consider the pairs \((i,j)\) with \(1 \leq i < j \leq k\). This alters the minimum mean squared error equation as follows:

\[
Q = \sum_{i \leq i < j \leq k} \left\{ \int_{0}^{l} \left( \left( \phi^{-1}(y) - (\mu_i - \mu_j) - F^{-1}\left(F_{ij}^{(n)}(y)\right) \right)^2 \right) dy \right\}
\]

(3.1.15).

This, in turn, leads to different solutions for the parameter estimators. First, consider the estimator of \( \phi^{-1}(y) \) which minimizes:
\[ Q = \sum_{i} \sum_{j} \int_{0}^{1} \left( \phi^{-1}(y) - (\mu_{i} - \mu_{j}) - F^{-1}(F_{ij}^{(n)}(y)) \right)^{2} dy \]

Whereby \( Q \) is minimized when

\[
\sum_{i < j} \left\{ \phi^{-1}(y) - (\mu_{i} - \mu_{j}) - F^{-1}(F_{ij}(y)) \right\}^{2}
\]

is minimized.

As in 2.1.4, we obtain the following:

\[
\frac{k(k-1)}{2} \hat{\phi}^{-1}(y) = \sum_{i} \sum_{j} (\mu_{i} - \mu_{j}) + \sum_{i} \sum_{j} F^{-1}(F_{ij}^{(n)}(y))
\]

\[
\hat{\phi}^{-1}(y) = \frac{2}{k(k-1)} \left\{ \sum_{i=1}^{k} (k-i) \mu_{i} - \sum_{i=1}^{k} (i-1) \mu_{i} + \sum_{i=1}^{k} \sum_{j} F^{-1}(F_{ij}^{(n)}(y)) \right\}
\]

\[
\hat{\phi}^{-1}(y) = \frac{2}{k(k-1)} \left\{ \sum_{i=1}^{k} (k-2i+1) \mu_{i} + \sum_{i} \sum_{j} F^{-1}(1-F_{ij}^{(n)}(1-y)) \right\}
\]

(3.1.16).

Solving for \( \mu_{i} \) leads to the equation

\[
\frac{dQ}{d\mu_{i}} = 2 \sum_{j=1}^{i-1} (\mu_{j} - \mu_{i})(-1) + \sum_{j=i+1}^{k} (\mu_{i} - \mu_{j})
\]
\[ + 2(i-1) \int_0^1 \hat{\phi}^{-1}(y) \, dy - 2(k-i) \int_0^1 \hat{\phi}^{-1}(y) \, dy \]

\[ - 2 \sum_{j=1}^{i-1} \int_0^1 F^{-1}(F_{\iota j}^{(n)}(y)) \, dy + 2 \sum_{j=1}^k \int_0^1 F^{-1}(F_{\iota j}^{(n)}(y)) \, dy = 0 \]

or

\[ 0 = - \sum_{j=1}^{i-1} \hat{\mu}_j + (i-1)\hat{\mu}_i + (k-i)\hat{\mu}_i \]

\[ - (2i-k-1) \int_0^1 \hat{\phi}^{-1}(y) \, dy - \sum_{j=1}^{i-1} \int_0^1 F^{-1}(F_{\iota j}^{(n)}(y)) \, dy \]

\[ + \sum_{j=1}^k \int_0^1 F^{-1}(F_{\iota j}^{(n)}(y)) \, dy \]

which leads to the solution

\[ \hat{\mu}_i = \frac{1}{k} (k+1-2i) \hat{\phi}^{-1}(y) + \sum_{j=1}^{i-1} F^{-1}(F_{\iota j}^{(n)}(y)) - \]

\[ \sum_{j=1}^k F^{-1}(F_{\iota j}^{(n)}(y)) \quad (3.1.17) \]

Using the estimate for \( \mu_i \) given in 3.1.17 in equation 3.1.16 results in the estimate for \( \hat{\phi}^{-1} \) which follows:

\[ \hat{\phi}^{-1}(y) = \frac{2}{k(k-1)} \left( \sum_{i=1}^k (k-2i+1) \frac{1}{k} ((k-2i+1) \hat{\phi}^{-1}(y) + \right. \]

\[ \left. \sum_{j=1}^{i-1} F^{-1}(F_{\iota j}^{(n)}(y)) - \sum_{j=1}^k F^{-1}(F_{\iota j}^{(n)}(y)) \right) + \]
After considerable simplification the following estimator for \( \hat{\phi}^{-1} \) can be obtained

\[
\hat{\phi}^{-1}(y) = \frac{6}{(5k+2)(k-1)} \left\{ \sum_{i=1}^{k} \left( \sum_{j=1}^{i-1} \frac{F^{-1}(F(n)(y))}{k} \right) + \frac{k-2i+1}{k} \sum_{j=1}^{i-1} F^{-1}(F(n)(y)) \right\}
\]

Equations 3.1.16 and 3.1.19 will involve an iterative procedure in order to obtain actual values for \( \hat{\mu}_i \) and \( \hat{\phi}^{-1} \). Sampling both the pairs \((i,j)\) and \((j,i)\) provided a precise estimate without double use of the data, it is preferred to this latter situation. The remainder of the research is concerned with the case in which data is collected using both ordered pairs \((i,j)\) and \((j,i)\).
3.2 Limited Integral Approach

An alternative method for handling the logistic distribution in order to obtain finite expressions for all terms of the parameter estimates, is by limiting the range of the integral in equation 2.1.3. Recall that as mentioned in section 3.1, the inverse mapping involves $F^{-1}(0) = -\infty$ and $F^{-1}(1) = \infty$. Instead of assuming all values in the interval $[0,1]$, we use values in the interval $[\epsilon,1-\epsilon]$, where $\epsilon > 0$ and some small number. This technique bounds the distribution away from the endpoints that lead to $+\infty$ and $-\infty$.

The limited integral approach is quite similar to the development in Section 3.1, in which we developed specific parameter estimators for $\phi^{-1}(y)$ and $\mu_i$ in the logistic distribution. However, this development is slightly simplified. The parameter estimates are again based on those given in 2.2.1. Here, we will consider the situation whereby the ordered pairs $(i,j)$ and $(j,i)$ are sampled. For $0 < p < 1$, the inverse of the function, $F(y) = p$, is given by:
\[ F(y) = \frac{1}{1+e^{-y}} \]
or
\[ y = F^{-1}(p) = \ln \frac{p}{1-p} \quad (3.2.1) \]

This gives then, for the parameter estimates

\[ \hat{\mu}_i = \frac{1}{2k} \sum_{j(\neq i)} [f_{ji}(y) - f_{ij}(y)] dy \quad (3.2.2) \]

where \( f_{ij}(y) \) is the same as in Section 3.1. A brief development of the estimator \( \hat{\mu}_i \), \( i=1,2,\ldots,k \), which follows is almost identical in procedure to the one given in the Section 3.1 in which infinite values for \( F^{-1}(0) \) and \( F^{-1}(1) \) were avoided by using a truncated logistic distribution.

\[ \hat{\mu}_i = \frac{1}{2k} \sum_{j(\neq i)} \left\{ F^{-1}(\epsilon) [Y_{ij}^{ij} - \epsilon] + F^{-1}(\frac{1}{n}) [Y_{ij}^{ij} - Y_{ij}^{ij}] + \right. \\
\left. \quad \ldots + F^{-1}(1-\epsilon) [(1-\epsilon) - Y_{i:n}^{ij}] - F^{-1}(\epsilon) [Y_{i:n}^{ij} - \epsilon] - \ldots \\
\right. \\
\left. \quad - F^{-1}(1-\epsilon) [(1-\epsilon) - Y_{i:n}^{ij}] \right\} \\
\hat{\mu}_i = \frac{1}{2k} \sum_{j(\neq i)} \left\{ (-\epsilon) \ln \frac{\epsilon}{1-\epsilon} + Y_{i:n}^{ij} \left[ \ln \frac{(n-1)\epsilon}{1-\epsilon} \right] + \right. \\
\left. \ldots \right\} 
\]
After combining like terms the estimator for $\mu_i$ is:

$$\hat{\mu}_i = \frac{1}{2k} \sum_{j \neq i}^{k} \left\{ (1 - \epsilon) \left( Y_{ij:n} + Y_{ni:n} \right) ight\} + \left( \ln \frac{n-2}{2(n-1)} \right) (Y_{2:n} + Y_{n-1:n}) + \ldots + \left( \ln \frac{n-2}{2(n-1)} \right) X (Y_{1:n} + Y_{n:j}) + \left( \ln \frac{2(n-1)}{n-2} \right) (Y_{2:n} + Y_{n-1:n}) + \ldots \}

$$

The properties of $\hat{\mu}_i$ will be explored in Chapter 4, which deals with the properties of the estimators that are linear combinations of order
3.3 Model with an Order Parameter

In Chapter 2, the basic model was extended to include an order parameter, \( \gamma_{ij} \), and the general estimate for this parameter was given in equation 2.3.5. We can make this estimate more specific using the logistic distribution as we have done with \( \mu_i \) and \( \phi^{-1}(y) \). Here we will only consider the estimate as it appears using the limited integral approach of Section 3.2. Recall that in the general form

\[
\hat{\gamma}_{ij} = -\delta_{ij} + \frac{1}{2} \int_0^1 (F^{-1}(F_{ji}(y)) - F^{-1}(F_{ij}(y))) dy
\]

and as we observe in Section 3.1,

\[
\lim_{n \to \infty} \hat{\gamma}_{ij} = -\delta_{ij} + \frac{1}{2} \int_0^1 \left\{ \phi^{-1}(y_{ij}) - (\delta_{ij} + \gamma_{ij}) \right. \\
- \left. [\phi^{-1}(y_{ij}) - \delta_{ij} + \gamma_{ij}] \right\} dy
\]

\( (3.3.1) \)

This equation gives the estimate for \( \gamma_{ij} \) in 2.3.3,
in which $\gamma_{ij}$ is determined for a specific $(i,j)$ pair.

Since $\phi^{-1}(y)$ is skew symmetric at $y=\frac{1}{2}$ then 3.3.1 becomes

$$\lim_{n \to \infty} \tilde{\gamma}_{ij} = -\delta_{ij} + \frac{1}{2} \{-(\delta_{ji} + \gamma_{ji}) - (-\delta_{ij} + \gamma_{ij})\}$$

$$= -\delta_{ij} + \delta_{ji} + \gamma_{ij}$$

$$= \gamma_{ij}.$$

Using the development from $\hat{\mu}_i$ given in the discussion preceding 3.2.3, we have the following estimate for $\gamma_{ij}$, as it appears for the logistic distribution, however, the range of integration is limited from $\epsilon$ to $1-\epsilon$:

$$\hat{\gamma}_{ij} = \delta_{ij} + \frac{1}{2} \left\{ \left( \ln \frac{(n-1)}{\epsilon} \right) \left( Y_{1:n} + Y_{n:n} - Y_{1:n} - Y_{n:n} \right) \right. + \left. \left( \ln \frac{n-2}{(n-1)^2} \right) \left( Y_{1:n} + Y_{n-1:n} - Y_{1:n} - Y_{n-1:n} \right) \right. + \ldots$$

$$+ \sum_{m=3}^{n-2} \left( \ln \frac{(n-m)(m-1)}{(n-m+1)m} \right) \left( Y_{m:n} + Y_{n-m+1:n} - Y_{m:n} - Y_{n-m+1:n} \right) \right\}$$

(3.3.2)
for $0 < r < 1$.

The properties of $\gamma_{ij}$ will be similar to those of $\hat{\mu}_i$, $i=1,2,\ldots k$, and will be discussed in Chapter 4.
4.1 Properties of \( \hat{\mu}_i \) using the inverse logistic function.

In the previous chapter we presented estimates for \( \hat{\mu}_i \) under different sampling designs and different functional assumptions. In this chapter we consider the estimates for \( \mu_i \), \( i=1,2,...,k \), using the limited integral approach. After developing a general form for the estimate, we apply this by taking \( \phi(y) \) to be the logistic cdf which made the computation slightly more simple.

One approach to assessing the properties of estimates given in 3.2.3 and 3.3.2, is to use the theory of L-statistics, that is, linear combinations of order statistics. This approach will be explored for the estimators \( \hat{\mu}_i \) and \( \hat{\gamma}_{ij}, 1 \leq i,j \leq k \), in Section 4.3. There are several approaches to establishing the asymptotic theory.
associated with linear combinations of order statistics such as those given by Shorak (1972), Chernoff, Gastwirth and Johns (1967), Boos (1979), or Stigler (1974). Shorak’s approach places more stringent restrictions on the distribution function and less stringent requirements on the coefficients usually referred to as weight functions in the literature. However, the approach of Shorak along with that of Chernoff, Gastwirth and Johns, and that of Boos are difficult to apply. We prefer the approach presented by Stigler (1974), who places more restrictions on the weight function.

Stigler considers the statistics $T_n$ and $S_n$ given by (in Stigler’s notation)

$$S_n = \frac{1}{n} \sum_{i=1}^{n} J\left(\frac{i}{n+1}\right) X_{i:n} \quad \text{and}$$

$$T_n = \frac{1}{n} \sum_{i=2}^{n-1} J\left(\frac{i}{n+1}\right) X_{i:n} \quad (4.1.1).$$

in which $J(u)$ is a weight function defined on $[0,1]$ and $X_{i:n}$ is the $i$th ordered observation in a sample of size $n$. $T_n$ is the expression for the linear combination of the order statistics of
equation 3.2.3, excluding the endpoints. Stigler proposes that $S_n$ and $T_n$ are asymptotically equivalent when the weight function $J(u)$ satisfies certain conditions. For example, $J(u)$ must be bounded and continuous almost everywhere with respect to $F^{-1}$. It is assumed that the variance of the parent distribution is finite. We give without proof the following theorems due to Stigler (1974), which provide us with the means to show that $S_n$ and therefore $T_n$ are asymptotically normal.

Theorem 1. Assume that $E|X_1|^2<\infty$, and that $J(u)$ is bounded and continuous a.e. $F^{-1}$. Then

$$\lim_{n \to \infty} n \sigma^2(\hat{T}_n) = \sigma^2(J,F)$$

and

$$\lim_{n \to \infty} n \sigma^2(S_n) = \sigma^2(J,F),$$

where

$$\sigma^2(J,F) =$$

$$2 \int \int J(F(x))J(F(y))F(x)(1-F(y))dxdy$$

$$-\infty < x < y < \infty$$

(4.1.2)

Theorem 2. Assume that $E(X_1^2)<\infty$, and that $J(u)$ is bounded and continuous a.e. $F^{-1}$. 45
Then $\sigma^2(J,F) > 0$ implies

$$L\left(\frac{S_n - E(S_n)}{\sigma(S_n)}\right) \rightarrow N(0,1) \quad \text{as } n \rightarrow \infty.$$ 

$\sigma^2(J,F)$ is given by 4.1.2.

Theorem 3. Assume that $E|X_1| < \infty$, and that $J(u)$ is bounded and continuous a.e. with respect to Lebesgue measure. Then as $n \rightarrow \infty$, $E(S_n) \rightarrow \mu(J,F)$, where

$$\mu(J,F) = \int \int J(u) du \, dx - \int \int J(u) du \, dx$$

$$= \int J(u) F^{-1}(u) du \quad (4.1.3)$$

Theorem 4.

Assume that $\int [F(x)(1-F(x))]^{3/2} dx < \infty$ and that $J(u)$ is bounded and satisfies Holder condition with $\alpha > \frac{1}{2}$ (except possibly at a finite number of points of $F^{-1}$ measure zero). Then

$$n^{3/2}(E(S_n) - \mu(J,F)) \rightarrow 0,$$

where $\mu(J,F)$ is given by 4.1.3.

Theorem 5. Assume that for some $\epsilon > 0$,

$$\lim_{x \rightarrow \infty} x^\epsilon [1-F(x)+F(-x)] = 0,$$

and that $J(u)$ is bounded and continuous a.e. $F^{-1}$. If in
addition, \( J(u) = 0 \) for \( 0 < u < \alpha \) and \( 1 - \alpha < u < 1 \), then \( n \sigma^2(S_n) \to \sigma^2(J, F) \) (given by 4.1.2), and if \( \sigma^2(J, F) > 0 \),

\[
\mathbb{E} \left( \frac{S_n - E(S_n)}{\sigma(S_n)} \right) \to N(0,1) \quad \text{as } n \to \infty.
\]

(4.1.4)

Furthermore, the assumptions that \( E |X_i| < \infty \)

and that \( \int [F(x)(1-F(x))]^{\frac{1}{2}} dx \) can be dropped from Theorems 3 and 4 and the conclusions will still hold.

In order to show the asymptotic normality of \( T_n \) using Theorem 5, the underlying cumulative distribution function (cdf), \( F(x) \), as well as the weight function \( J(u) \), must satisfy the following conditions:

i) \( J(u) = 0 \) for \( 0 < u < \alpha \) and \( 1 - \alpha < u < 1 \)

ii) \( \lim_{x \to -\infty} x^\epsilon [1-F(x)+F(-x)] = 0 \), for some \( \epsilon > 0 \)

iii) \( J(u) \) is bounded and continuous a.e.

To determine which, if any, of the above conditions are satisfied, we first need to find \( J(u) \). We proceed to develop the mean and
variance terms in general, given $J(u)$ does satisfy the conditions. Recalling the basic equations for $\hat{\mu}_i$ in 3.2.3, we observe that there are really two linear combinations of order statistics to consider, one involving $Y_{ij}$ and the second involving $Y_{ji}$. This is true for any distribution and mapping function satisfying the definitions provided in Chapter 2. This gives then,

$$\hat{\mu}_i = \frac{1}{2k} \sum_{j(\neq i)}^k \{s^n_{ji} - s^n_{ij}\} \quad \text{where}$$

$$S^n_{ij} = \sum_{r=1}^n F^{-1}(\frac{r}{n}) \{Y_{r+1:n} - Y_{r:n}\}$$

$$= \sum_{r=1}^n Y_{r:n}^{ij} \left\{ F^{-1}(\frac{r-1}{n} - F^{-1}(\frac{r}{n}) \right\}$$

(4.1.5)

This enables us to find a general form for $J(u)$ as follows:

$$S^n_{ij} = -\frac{1}{n} \sum_{r=1}^n \left\{ \frac{F^{-1}(\frac{r}{n}) - F^{-1}(\frac{r-1}{n})}{\frac{1}{n}} \right\} Y_{r:n}^{ij}$$

so that

$$J(u) = \lim_{n \to \infty} \left\{ \frac{F^{-1}(u + \Delta u) - F^{-1}(u)}{\Delta u} \right\}$$
for \( u = \frac{F}{n} \) and \( \Delta u = \frac{1}{n} \).

Using 4.1.6, we can determine the general form for \( \mu(J, F_{ij}) \) as shown:

\[
\mu(J, F_{ij}) = \int_0^1 J(u) F_{ij}^{-1}(u) \, du
\]
\[
= \int_0^1 \frac{d}{du} F^{-1}(u) F_{ij}^{-1}(u) \, du.
\]

Recalling equation 2.1.1, we have then

\[
F_{ij}(u) = F(\phi^{-1}(u) - \delta_{ij}) = z
\]
\[
F^{-1}(z) = \phi^{-1}(u) - \delta_{ij}
\]
and

\[
\phi(F^{-1}(z) + \delta_{ij}) = u.
\]

Therefore,

\[
F_{ij}^{-1}(u) = \phi(F^{-1}(u) + \delta_{ij}).
\]

By letting \( G(u) = F^{-1}(u) = x \), then

\[
dx = G'(u) du = \frac{d}{du} F^{-1}(u).
\]
This results in

\[ \mu(J,F_{ij}) = \int_{0}^{1} G'(u) \ F_{ij}^{-1}(u) \ du \]

\[ = \int_{0}^{1} G'(u) \ \phi(G(u)+\delta_{ij}) \ du \]

\[ = \int_{-\infty}^{\infty} \phi(\ x + \delta_{ij}) \ dx \]

and incorporating the limited integral approach gives

\[ \mu(J,F_{ij}) = \int_{-\alpha+\delta_{ij}}^{\alpha+\delta_{ij}} \phi(\ x + \delta_{ij}) \ dx \]

for \( \delta_{ij}>0 \) \ (4.1.7).

To center the function around zero instead of \( \frac{1}{2} \), we let \( \psi(z) = \phi(z) - \frac{1}{2} \). Then equation 4.1.7 becomes

\[ \mu(J,F_{ij}) = \int_{-\alpha+\delta_{ij}}^{\alpha+\delta_{ij}} \left\{ \phi(x) - \frac{1}{2} + \frac{1}{2} \right\} dx \]

\[ = \int_{-\alpha+\delta_{ij}}^{\alpha+\delta_{ij}} \psi(x) \ dx + \frac{1}{2}(\alpha+\delta_{ij}-(\alpha+\delta_{ij})) \]

\[ = \alpha + \int_{-\alpha+\delta_{ij}}^{\alpha+\delta_{ij}} \psi(x) \ dx. \]
By observing the symmetric properties that exist for $\psi(x)$ we rewrite the equation as follows:

\[
\mu(J,F_{ij}) = a + \int_{-\alpha+\delta_{ij}}^{\alpha+\delta_{ij}} \psi(x) \, dx + \int_{\alpha-\delta_{ij}}^{\alpha+\delta_{ij}} \psi(x) \, dx
\]

which reduces to

\[
\mu(J,F_{ij}) = a + \int_{\alpha-\delta_{ij}}^{\alpha+\delta_{ij}} \left( \phi(x) - \frac{1}{2} \right) \, dx
\]

\[
= a - \delta_{ij} + \int_{\alpha-\delta_{ij}}^{\alpha+\delta_{ij}} \phi(x) \, dx \quad (4.1.8)
\]

Similarly, we can determine the mean for the $Y_{ij}$ portion of the equation, giving

\[
\mu(J,F_{ji}) = a + \delta_{ij} - \int_{\alpha+\delta_{ji}}^{\alpha-\delta_{ji}} \phi(x) \, dx \quad (4.1.9)
\]

To get the overall mean we combine the two which results in

\[
\mu(J,F) = 2\delta_{ij} - \int_{\alpha+\delta_{ji}}^{\alpha-\delta_{ji}} \phi(x) \, dx - \int_{\alpha+\delta_{ij}}^{\alpha+\delta_{ij}} \phi(x) \, dx
\]

\[
= 2\delta_{ij} + B(a,\delta_{ij}) \quad (4.1.10)
\]
where $B(\alpha, \delta_{ij})$ is the bias term given by the integral portion of the equation for $\mu(J,F)$.

The bias in 4.1.10 is small when $a$ is large. In this case the value of $\phi(x)$ is close to 1 which results in the mean reducing to the following:

$$\mu(J,F) \approx 2\delta_{ij} - \{a - \delta_{ij} - (a + \delta_{ij})\} - \{a + \delta_{ij} - (a - \delta_{ij})\}$$

$$= 2\delta_{ij} - 4\delta_{ij}$$

$$= -2\delta_{ij}. \quad (4.1.11)$$

Using equation 4.1.5 and the fact that as $n \to \infty$ $E(S_n) \to \mu(J,F)$ we have

$$\lim_{n \to \infty} \mu_i = -\frac{1}{2k} \sum_{j \neq i}^k \mu(J,F)$$

$$= \frac{1}{2k} \sum_{j \neq i}^k - 2\delta_{ij} + B(\alpha, \mu_i) \quad (4.1.12)$$

where $B(\alpha, \mu_i) = \frac{1}{2k} \sum_{j \neq i}^k B(\alpha, \delta_{ij})$.

Finally then we have,
\[ \lim_{n \to \infty} \hat{\mu}_i = \mu_i \]

when \( a \) is sufficiently large.

We have then, considering that there will always be at least some small amount of bias present

\[ \lim_{n \to \infty} E[\hat{\mu}_i] = \mu_i + B^*(a, \delta_{ij}) \quad (4.1.13) \]

where \( B^*(a, \delta_{ij}) = \mu_i - \lim_{n \to \infty} \hat{\mu}_i \) for all \( a \).

The equation given for the variance term (equation 4.1.2), involves so many variable terms that we were not able to give a precise form for the variance in the general case. Instead we can bound the variance which allows us to make the variance term as small as we want simply by increasing the sample size. We can modify 4.1.2 as follows:

\[
\sigma^2(J,F_{ij}) = \int_{\epsilon<u<v<1-\epsilon} J(u) \ u(1-v) dF_{ij}^{-1}(u) \ J(v) \ d F_{ij}^{-1}(v) \\
\leq \int_{\epsilon<u<v<1-\epsilon} J(u) \ dF_{ij}^{-1}(u) \ J(v) \ d F_{ij}^{-1}(v) \\
\leq \frac{1}{4} \int_{\epsilon}^{1-\epsilon} \int_{\epsilon}^{1-\epsilon} J(u) \{f'(F^{-1}(z) + \delta_{ij})\} d F^{-1}(z) \ dz.
\]
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The weight function, $J(u)$, will be finite as long as the density $f(u)$, corresponding to $F(u)$, is not zero over $(-\alpha, \alpha)$. Since we know that if $G(u) = z$ then $g(u) \, du = dz$ which implies

$$du = \frac{dz}{g(u)} = \frac{dz}{g(F^{-1}(z))}.$$ 

If $\frac{1}{x}$ is bounded then we know $x$ is bounded so $dF^{-1}(z)$ is bounded and we can conclude that the variance terms is finite. From Theorem 1 then, we have that

$$n\sigma^2(S_n) \to \sigma^2(J,F)$$

then

$$\sigma^2(S_n) \to \frac{\sigma^2(J,F)}{n}$$

where $\sigma^2(J,F) = \left(\frac{1}{2k}\right)^2 \sum_{j \neq i}^k \left\{\sigma^2(J,F_{ij}) + \sigma^2(J,F_{ji})\right\}$.
4.2 Application Using a Logistic Mapping Function

Using the general form for \( \mu(J,F) \) and the bounded variance we can consider more specific mean and variance terms using a logistic mapping distribution. The common coefficient for the terms of equation 3.2.3 is

\[
c_m = \ln \left( \frac{m(n-m+1)}{(m-1)(n-m)} \right)
\]  

(4.2.1)

By letting \( m=nx \) we have

\[
c_m = \ln \left\{ \frac{nx(n-nx+1)}{(nx-1)(n-nx)} \right\}.
\]

From 4.1.1, we see that in order to obtain \( J(x) \), we must take \( n \) times the coefficient, resulting in

\[
n \left[ \ln \frac{nx(n-nx+1)}{(nx-1)(n-nx)} \right] = n \left[ \ln \frac{x(n-nx+1)}{(nx-1)(1-x)} \right]
\]

\[
= n \left[ \ln \frac{x}{1-x} + \ln \frac{n-nx+1}{nx-1} \right]
\]

\[
= n \left[ \ln \frac{x}{1-x} - \ln \frac{x-\frac{1}{h}}{1-(x-\frac{1}{h})} \right]
\]

Now let \( f(x) = \ln \frac{x}{1-x} \) and \( h=\frac{1}{h} \), then
\[ n \left[ \ln \frac{x}{1-x} - \ln \frac{x-h}{1-(x-h)} \right] = \frac{1}{h} [f(x) - f(x-h)] \]

\[ \rightarrow f'(x) \text{ as } h \to 0. \]

Consider, 
\[ f'(x) = \frac{d}{dx} \left( \ln \frac{x}{1-x} \right) \]

\[ = \frac{1-x}{x} \left[ \frac{1}{1-x} + \frac{x}{(1-x)^2} \right] \]

\[ = \frac{1}{x} + \frac{1}{1-x} \]

Hence,
\[ J(x) = \frac{1}{x(1-x)} \quad (4.2.2). \]

Therefore,
\[ J(u) = \frac{1}{u(1-u)} \quad \text{for } u \in (\epsilon, 1-\epsilon) \]
\[ = 0 \quad \text{for } u \in [0, \epsilon), (1-\epsilon, 1] \]

is the weight function estimating \( \mu_i \), \( i=1,2,\ldots,k \).

With this weight function, \( J(u) \), we systematically proceed to determine if the remaining three conditions concerning \( F(x) \) and \( J(u) \) are satisfied

i) Since the weight function ranges only from \( m=2 \) to \( n-1 \), \( J(u) \) is defined to be zero for
either of the endpoints as required by this condition.

ii) For this condition we look at the tail areas of the distribution of the random variable \( Y \) for which \( 0 < Y < 1 \). The tail area condition for \( Y \) can be expressed as

\[
\lim_{y \to 1} y^\ell \left[ 1 - F_{ij}(y) - F_{ij}(1-y) \right] = 0
\]

for which

\[
F_{ij}(y) = F(\phi^{-1}(y) - (\mu_i - \mu_j))
\]

where \( F \) is a central logistic distribution. Therefore, for fixed \( \delta_{ij} \)

\[
\lim_{y \to 1} y^\ell \left\{ 1 - \frac{1}{1 + e^{-(1-\gamma - \delta_{ij})}} + \frac{1}{1 + e^{-(1-\gamma - \delta_{ij})}} \right\}
\]

\[
= \lim_{y \to 1} y^\ell \left\{ 1 - \frac{1}{1 + \frac{1-\gamma}{1-\gamma} e^{-\delta_{ij}}} + \frac{1}{1 + \frac{\gamma}{1-\gamma} e^{-\delta_{ij}}} \right\}
\]

\[= 1 \left[ 1 - 1 + 0 \right] = 0, \quad \text{and this condition is met.} \]
iii) In finding the original weight function, it was shown that the derivative of \( F(x) \), given by \( F(x)(1-F(x)) \) was bounded by 1 and hence, \( J(u) \) is also bounded and continuous a.e. satisfying this final condition.

Knowing that the conditions for Stigler's results hold, we now proceed to find the asymptotic mean, \( \mu(J,F) \), and variance, \( \sigma^2(J,F) \). Since there are two types of linear combinations of order statistics in the equation for \( \hat{\mu}_i \), one for \( Y_{ij} \) and one for \( Y_{ji} \) we compute their means separately, then combine them since the observations are independent. After appropriately substituting into equation 4.1.4 we find:

\[
\mu(J,F_{ij}) = \int_0^{1-\epsilon} J(u) \ F_{ij}^{-1}(u) \ du
\]

\[
= \int_0^{1-\epsilon} \frac{1}{u(1-u)} \left[ \frac{u}{e^{-\delta_{ij}} + u(1-e^{-\delta_{ij}})} \right] \ du.
\]

\[
= \frac{1}{1 - e^{-\delta_{ij}} + e^{-\delta_{ij}}} \ln \left( \frac{u + (1-u)e^{-\delta_{ij}}}{1 - u} \right) \bigg|_0^{1-\epsilon}
\]

\[
= \ln \left( \frac{u + (1-u)e^{-\delta_{ij}}}{1 - u} \right) \bigg|_0^{1-\epsilon}
\]
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Similarly, we find

$$
\mu(J,F_{ji}) = \ln\left(\frac{u + (1-u)e^{-\delta_{ij}}}{1 - u}\right)^{1-\epsilon}
$$

Combining these give

$$
\mu(J,F) = \mu(J,F_{ji}) - \mu(J,F_{ij})
$$

$$
\begin{align*}
&= \ln \left\{ \frac{u + (1-u)e^{-\delta_{ji}}}{1 - u} \cdot \frac{1 - u}{u + (1-u)e^{-\delta_{ij}}} \right\}^{1-\epsilon} \\
&= \ln \left\{ \frac{1-\epsilon + \epsilon e^{-\delta_{ji}}}{1-\epsilon + \epsilon e^{-\delta_{ij}}} \right\} - \ln \left\{ \frac{\epsilon + (1-\epsilon)e^{-\delta_{ij}}}{\epsilon + (1-\epsilon)e^{-\delta_{ij}}} \right\} \\
&= \ln \left\{ \frac{2(1-\epsilon)\epsilon + (1-\epsilon)^2e^{-\delta_{ij}} + \epsilon^2 e^{-\delta_{ij}}}{2(1-\epsilon)\epsilon + \epsilon^2 e^{-\delta_{ij}} + (1-\epsilon)^2e^{-\delta_{ij}}} \right\}
\end{align*}
$$

By taking the limit as $\epsilon \to 0$, we have

$$
\lim_{\epsilon \to 0} \left( \mu(J,F_{ji}) - \mu(J,F_{ij}) \right)
$$

$$
\begin{align*}
&= \ln \left( \frac{1-\epsilon}{1-\epsilon} \cdot \frac{e^{-\delta_{ij}}}{e^{-\delta_{ij}}} \right) \\
&= \ln \left( e^{-\delta_{ij}} + e^{\delta_{ij}} \right)
\end{align*}
$$
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\begin{equation}
= -(2\mu_i - 2\mu_j) \tag{4.2.3}
\end{equation}

Summing over all \( j \), with \( \delta_{ij} = \mu_i - \mu_j \), gives:

\[
\frac{1}{2k} \sum_{j \neq i}^{k} 2(\mu_i - \mu_j)
\]

\[
= -(2k\mu_i + 0).
\]

This leads us to \( \lim_{\epsilon \to 0} E(\hat{\mu}_i) = -\mu_i \). \tag{4.2.4}

The minus sign is correct because we need to rewrite the original equation for \( \hat{\mu}_i \) with a negative sign factored out of the summation, as shown in section 4.1 with \( S_n \). This is a finite analogue of the integral given in 4.1.4, so that

\[
E(\hat{\mu}_i) = \frac{1}{2k} \sum_{j \neq i}^{k} \left\{ -\mu(J, F_{ji}) - (-\mu(J, F_{ij})) \right\}
\]

which does gives us the \( \lim_{\epsilon \to 0} E(\hat{\mu}_i) = \mu_i \).

To obtain the variance term, we return to equation 4.1.2, which, with the appropriate substitutions, is given as follows:
\[ \sigma^2(J,F) = 2 \int_0^1 \int_0^1 J(u)J(v)u(1-v)uF^{-1}(u)dF^{-1}(v) \]

with \( u=F(x) \) and \( v=F(y) \). We evaluate the integral as shown below:

\[
= 2 \int_{\epsilon<u<v<1-\epsilon} \int \frac{1}{u(1-u)} \cdot \frac{1}{v(1-v)} \cdot \frac{1}{u(1-u)} \cdot \frac{1}{v(1-v)} du dv
\]

\[
= 2 \int_{\epsilon<u<v<1-\epsilon} \int \frac{1}{v^2(1-v)u(1-u)^2} du dv
\]

\[
= 2 \int_{\epsilon}^{1-\epsilon} \frac{1}{v(1-v)} \left( \int_{\epsilon}^{1} \frac{1}{u(1-u)^2} du \right) dv
\]

\[
= 2 \int_{\epsilon}^{1-\epsilon} \frac{1}{v^2(1-v)} \left( \frac{1}{1-u} - \ln \frac{1-u}{\epsilon} \frac{1}{1-v} \right) dv \quad (4.2.5)
\]

Expanding and combining like terms then results in

\[
\sigma^2(J,F) = 2 \left\{ \int_{\epsilon}^{1-\epsilon} \frac{1}{v^2(1-v)^2} dv + \int_{\epsilon}^{1-\epsilon} \frac{1}{v^2(1-v)} \ln \frac{1-v}{1-\epsilon} dv \right. \\
+ \left. \left( (\ln \frac{1-v}{\epsilon} - \frac{1}{1-\epsilon}) \left( \int_{\epsilon}^{1-\epsilon} \frac{1}{v^2(1-v)} dv \right) \right) \right\} \\
\quad (4.2.6)
\]

By using the appropriate integral tables 4.2.6 becomes
\[ \sigma^2 = 2 \left\{ \left( -\frac{1-2v}{v(1-v)} \right)^2 - 2 \ln \frac{1-v}{v} \ln \frac{1-v}{v} \right\} + \left( \ln \frac{1-v}{v} - \frac{1}{1-\epsilon} \right) \left( \frac{1}{\epsilon} - \ln \frac{1-v}{v} \right) + \ln \frac{1-v}{v} \frac{1-\epsilon}{\epsilon} \right\} \]

where the last integral expression arises when we substitute \( x \) for \( \frac{v}{1-v} \). After algebraic simplification, this last integral can be separated into parts for integration as follows:

\[ \int_{\frac{1-\epsilon}{1-\epsilon}}^{\frac{1+\epsilon}{(1-x)^2}} (\ln x) \, dx = \int_{\frac{1-\epsilon}{1-\epsilon}}^{\frac{1-\epsilon}{1-\epsilon}} \frac{1-\epsilon}{1-\epsilon} (\ln x) \, dx + \int_{\frac{1-\epsilon}{1-\epsilon}}^{\frac{1-\epsilon}{1-\epsilon}} \frac{1}{x} (\ln x) \, dx \]

\[ = \frac{1}{\epsilon} \left( -\ln x - 1 \right) + \frac{1}{2} \left( (\ln x)^2 \right) \frac{1-\epsilon}{1-\epsilon}. \]

(4.2.7)

Therefore

\[ \sigma^2(J,F) = 2 \left\{ \frac{2(1-\epsilon)-1}{(1-\epsilon)\epsilon} - 2 \ln \frac{\epsilon}{1-\epsilon} + \frac{1-2\epsilon}{(1-\epsilon)\epsilon} \right\} \]

\[ + 2 \ln \frac{1-\epsilon}{\epsilon} + \left( \ln \frac{1-\epsilon}{\epsilon} - \frac{1}{1-\epsilon} \right) \left( -\frac{1}{1-\epsilon} - \ln \frac{1-\epsilon}{\epsilon} + \frac{1}{1-\epsilon} \right) \]

\[ + \frac{\epsilon}{1-\epsilon} \left( \ln \frac{\epsilon}{1-\epsilon} \right) - \frac{\epsilon}{1-\epsilon} + \frac{1-\epsilon}{\epsilon} \ln \frac{\epsilon}{1-\epsilon} + \frac{1-\epsilon}{\epsilon} \right\} \]
After combining terms we arrive at the expression for the variance term:

\[
\sigma^2(J, F) = 2 \left\{ \frac{6\epsilon^2 - 7\epsilon + 2}{\epsilon(1-\epsilon)^2} + \frac{4\epsilon}{1-\epsilon} \ln \frac{\epsilon}{1-\epsilon} + 2 \left( \ln \frac{1-\epsilon}{\epsilon} \right)^2 \right\}.
\]

(4.2.8)

Recalling that \( \lim_{n \to \infty} n\sigma^2(\hat{T}_n) = \sigma^2(J, F) \) gives us the asymptotic variance of \( \hat{T}_n \) as

\[
\sigma^2(T_n) = \frac{\sigma^2(J, F)}{\text{df}} \left\{ \frac{6\epsilon^2 - 7\epsilon + 2}{\epsilon(1-\epsilon)^2} + \frac{4\epsilon}{1-\epsilon} \ln \frac{\epsilon}{1-\epsilon} + 2 \left( \ln \frac{1-\epsilon}{\epsilon} \right)^2 \right\}
\]

(4.2.9)

This is reasonable since the variance depends on the range of the sample (as determined by \( \epsilon \)) and, of course, on the sample size.

Finally, then we can conclude that

\[
\frac{E(\hat{\mu}_i) - \mu_i}{\sigma(\hat{T}_n)} \overset{\text{d}}{\to} \mathcal{N}(0,1) \text{ as } n \to \infty
\]

(4.2.13)

where \( E(\hat{\mu}_i) \) is given in 4.1.10.
4.3 Properties of $\hat{\gamma}_{ij}$ Using Logistic Inverse

When an order effect exists, the estimator for the order parameter, $\gamma_{ij}$, also involves order statistics as shown in equation 3.3.2. The coefficients of all of the terms from $m=2$ to $m=n-1$ inclusive, are identical to those of $\hat{\mu}_i$ as discussed in Section 4.2. Therefore, we can draw similar conclusions to those found in Section 4.2. Again, the weight function $J(u)=\frac{1}{u(1-u)}$ and the mean and variance for $T_n$, the L-statistic, will be those given in 4.1.4 and 4.1.2. An added complexity arises, however, when considering $\hat{\gamma}_{ij}$ since $\hat{\gamma}_{ij}$ is a function of the ordered pair $(i,j)$ and $(j,i)$ only.

Using the discussion in Section 4.2, on the conditions for Stigler’s asymptotic distribution of L-Statistics, we can proceed with the asymptotic distribution of $\hat{\gamma}_{ij}$. Using the development preceeding equation 4.1.5 we rewrite equation 3.3.2 as

$$\hat{\gamma}_{ij} = \delta_{ij} + \frac{1}{2} \left\{ S^n_{ji} - S^n_{ij} \right\}$$

(4.3.1)
where $S_{ij}^n$ is defined in equation 4.1.5. From 4.1.10, we found that prior to summing over all $j(\neq i)$, $\mu(J,F) = 2\delta_{ij} + B(\alpha, \delta_{ij})$.

Recall that $f_{ji}(y) = F^{-1}(F_{ji}^{(n)}(y))$ and, as $n \to \infty$, $f_{ji}(y) \to F^{-1}(F(\phi^{-1}(y) - (\delta_{ij} + \gamma_{ij})))$;

$$= \phi^{-1}(y) - (\delta_{ij} + \gamma_{ij})$$

and

$$f_{ij}(y) = F^{-1}(F_{ij}^{(n)}(y)) \to F^{-1}(F(\phi^{-1}(y) - (\delta_{ij} + \gamma_{ij})))$$

$$= \phi^{-1}(y) - (\delta_{ij} + \gamma_{ij}).$$

By proceeding similarly to the development for $\hat{\mu}_i$ in Section 4.1, we obtain

$$\mu(J,F_{ij}) = \alpha - (\delta_{ij} + \gamma_{ij}) + \int_{\alpha+\delta_{ij}+\gamma_{ij}}^{\alpha-(\delta_{ij}+\gamma_{ij})} \phi(x) dx$$

$$\mu(J,F_{ji}) = \alpha + (\delta_{ij} + \gamma_{ij}) - \int_{\alpha-(\delta_{ij}+\gamma_{ij})}^{\alpha+\delta_{ij}+\gamma_{ij}} \phi(x) dx.$$
\[ \mu(J,F) = 2(\delta_{ij} + \gamma_{ij}) - \int_{\alpha+\delta_{ij} + \gamma_{ij}}^{\alpha-} \phi(x) \, dx \]

Again recall that \( E(S_n) \rightarrow \mu(J,F) \) as \( n \rightarrow \infty \) so that

\[ \lim_{n \to \infty} \hat{\gamma}_{ij} = -\delta_{ij} + \gamma_{ij} + \frac{1}{2} \left\{ 2(\delta_{ij} + \gamma_{ij}) - \int_{\alpha+\delta_{ij} + \gamma_{ij}}^{\alpha-} \phi(x) \, dx \right\} \]

\[ \approx \gamma_{ij} \] \hspace{1cm} (4.3.3)

for large \( \alpha \), as discussed in section 4.1.

Therefore, since there is always some amount of bias, \( \hat{\gamma}_{ij} \) is a biased estimator of \( \gamma_{ij} \) and

\[ \lim_{n \to \infty} E(\hat{\gamma}_{ij}) = \gamma_{ij} + B(\alpha, \delta_{ij}, \gamma_{ij}) \] \hspace{1cm} (4.3.4)

where \( B(\alpha, \delta_{ij}, \gamma_{ij}) = \gamma_{ij} - \lim_{n \to \infty} \hat{\gamma}_{ij} \).

From section 4.1, we know that the variance term is bounded for the L-statistics we are investigating. The asymptotic variance for
the linear combination of order statistics, $\sigma^2(T_n)$, is given in equation 4.2.9. This leads to the variance of $\hat{\gamma}_{ij}$ as follows:

$$\sigma^2(\hat{\gamma}_{ij}) = \sigma^2(T_n)$$

$$= \frac{2}{n} \left\{ \frac{6\epsilon^2 - 7\epsilon}{\epsilon(1-\epsilon)^2} + \frac{4\epsilon}{1-\epsilon} \ln \frac{\epsilon}{1-\epsilon} + 2\left(\ln \frac{1-\epsilon}{\epsilon}\right)^2 \right\}$$

(4.3.4).

Recall that the bias term becomes small for large $a$, so that we can make the variance as small as necessary. We conclude then that $\hat{\gamma}_{ij}$ is a consistent estimator of $\gamma_{ij}$.

Since we have presented an analysis for ordered pairs, the estimate of order effects is also included since order parameters are frequently used in the study of paired comparison experiments.
CHAPTER 5
SIMULATION STUDY USING PARAMETER ESTIMATES

5.1 General Approach

This chapter uses simulated data to empirically explore the parameter estimators and determine the surface validity of the resulting estimates. A random number generator provided values of a uniform random variable \( x \), defined over the interval \((0,1)\), which were then transformed to values of a logistic random variable \( V \), using the transformation:

\[
V_{ij} = \ln \frac{x}{1-x} \tag{5.1.1}
\]

The logistic random variables are the \( V_{ij} \)'s discussed in Chapter 2 with \( V_{ij} \sim L(0,1) \) with the range \((-\infty, +\infty)\).

The logistic data was generated for paired comparisons with 3, 4, or 5, items to be compared. Replications of 5, 10, and 25, at each of the item combinations were considered. Ordered sampling of both \((i,j)\) and \((j,i)\) was performed as
indicated by the results in Chapter 3. Each parameter estimate was then programmed separately, using the appropriate equation given in Chapter 4.

5.2 Results for $\hat{\mu}_i$

In order to estimate $\hat{\mu}_i$ with simulated data, we need to set $\delta_{ij}$ at some predetermined value based on the $\mu_i$'s. By presetting the $\mu_i$'s we have a basis for comparing the estimates with the original predetermined $\mu_i$'s. The $\mu_i$'s were selected so that the effect of different sample sizes on the estimate could be revealed with only one $\mu_i$ different (see Table 5.1), then with 2, 3, and 4 $\mu_i$'s being different (see Tables 5.2 and 5.3). Sorting of the variables was necessary because of the order statistics contained in the estimate (3.1.8). After summing the linear combinations of order statistics over all $j \neq i$ we can determine how close our estimate is to the preset $\mu_i$'s. Recall that the parameter can only be estimated up to a scale factor, so we do not expect the estimates to be identical to the
preestablished values but to be in similar proportion to them.

Tables 5.1 to 5.3 reflect the results of the simulation for \( \hat{\mu}_i \). As expected, the estimates are closer in proportion to the true preset values of \( \mu_i \) as the sample size increases. The estimated values obtained from identical preset \( \mu_i \)'s are quite similar in most of the examples while the relative proportions for the

<table>
<thead>
<tr>
<th>Replications</th>
<th>Parameter</th>
<th>Preset Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>( \mu_1 )</td>
<td>1</td>
<td>0.354</td>
</tr>
<tr>
<td></td>
<td>( \mu_2 )</td>
<td>1</td>
<td>0.658</td>
</tr>
<tr>
<td></td>
<td>( \mu_3 )</td>
<td>-2</td>
<td>-1.620</td>
</tr>
<tr>
<td>10</td>
<td>( \mu_1 )</td>
<td>1</td>
<td>0.290</td>
</tr>
<tr>
<td></td>
<td>( \mu_2 )</td>
<td>1</td>
<td>0.378</td>
</tr>
<tr>
<td></td>
<td>( \mu_3 )</td>
<td>-2</td>
<td>-1.129</td>
</tr>
<tr>
<td>25</td>
<td>( \mu_1 )</td>
<td>-2</td>
<td>-1.129</td>
</tr>
<tr>
<td></td>
<td>( \mu_2 )</td>
<td>1</td>
<td>0.374</td>
</tr>
<tr>
<td></td>
<td>( \mu_3 )</td>
<td>1</td>
<td>0.370</td>
</tr>
</tbody>
</table>
### Table 5.2
Comparison of 4 Items

<table>
<thead>
<tr>
<th>Replications</th>
<th>Parameter</th>
<th>Preset Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$\mu_1$</td>
<td>1</td>
<td>0.115</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.513</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>1</td>
<td>0.209</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-3</td>
<td>-1.620</td>
</tr>
<tr>
<td>10</td>
<td>$\mu_1$</td>
<td>1</td>
<td>0.387</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.300</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>1</td>
<td>0.087</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-3</td>
<td>-1.340</td>
</tr>
<tr>
<td>25</td>
<td>$\mu_1$</td>
<td>1</td>
<td>0.231</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.206</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>1</td>
<td>0.302</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-3</td>
<td>-1.080</td>
</tr>
</tbody>
</table>

### Table 5.3
Comparison of 5 Items

<table>
<thead>
<tr>
<th>Replications</th>
<th>Parameter</th>
<th>Preset Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>$\mu_1$</td>
<td>1</td>
<td>0.184</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.295</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>-2</td>
<td>-0.368</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-1</td>
<td>-0.195</td>
</tr>
<tr>
<td></td>
<td>$\mu_5$</td>
<td>1</td>
<td>0.169</td>
</tr>
<tr>
<td>10</td>
<td>$\mu_1$</td>
<td>1</td>
<td>0.180</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.200</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>-2</td>
<td>-0.604</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-1</td>
<td>-0.190</td>
</tr>
<tr>
<td></td>
<td>$\mu_5$</td>
<td>1</td>
<td>0.239</td>
</tr>
<tr>
<td>25</td>
<td>$\mu_1$</td>
<td>1</td>
<td>0.192</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.193</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>-2</td>
<td>-0.484</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-1</td>
<td>-0.197</td>
</tr>
<tr>
<td></td>
<td>$\mu_5$</td>
<td>1</td>
<td>0.218</td>
</tr>
</tbody>
</table>
Table 5.4
Comparison of 5 Items (Different preset $\mu$'s)

<table>
<thead>
<tr>
<th>Replications</th>
<th>Parameter</th>
<th>Preset Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>$\mu_1$</td>
<td>-2</td>
<td>-0.489</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>1</td>
<td>0.193</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>1</td>
<td>0.201</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>1</td>
<td>0.199</td>
</tr>
<tr>
<td></td>
<td>$\mu_5$</td>
<td>-1</td>
<td>-0.187</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Replications</th>
<th>Parameter</th>
<th>Preset Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>$\mu_1$</td>
<td>-2</td>
<td>0.353</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>3</td>
<td>-0.594</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>1</td>
<td>-0.162</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>-1</td>
<td>0.165</td>
</tr>
<tr>
<td></td>
<td>$\mu_5$</td>
<td>-1</td>
<td>0.160</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Replications</th>
<th>Parameter</th>
<th>Preset Value</th>
<th>Estimated Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>$\mu_1$</td>
<td>2</td>
<td>-0.338</td>
</tr>
<tr>
<td></td>
<td>$\mu_2$</td>
<td>2</td>
<td>-0.300</td>
</tr>
<tr>
<td></td>
<td>$\mu_3$</td>
<td>-4</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>$\mu_4$</td>
<td>1</td>
<td>-0.119</td>
</tr>
<tr>
<td></td>
<td>$\mu_5$</td>
<td>-1</td>
<td>0.154</td>
</tr>
</tbody>
</table>

$\mu_i$'s set at different levels are not quite as accurate. With an increase in sample size these tend closer to the correct proportions indicated by the preset values.
5.3 Results on $\phi^{-1}$ and Density estimation procedures for estimating $\frac{d}{du} \hat{\phi}^{-1}(u)$ (optional)

The estimate developed for $\phi^{-1}$ as shown in equation 2.2.1 was programmed using the basic logistic distribution for the sample data. Since this function provides a one-to-one mapping from $(0,1)$ onto the real numbers, we would expect the sample data to reveal a logistic cdf when graphed. Since $\phi(v) = \frac{1}{1+e^{-x}}$ then $\hat{\phi}^{-1}(p)$ is the logistic cdf and $\phi'(v)$ is the logistic density. As is typical for most estimates, the larger the sample size, the smoother the curve. Each of the graphs in Figures 5.1 to 5.3 were plotted based on the data generated under the simulation discussed in Section 5.1. Since these graphs are quite close to a true logistic cdf, it would appear that the estimate developed through this research is adequate for moderate sample sizes.

Following the consideration of $\hat{\phi}^{-1}$, we further explored the data through density estimation procedures. The kernel estimator (Silverman, 1986) was used with a normal kernel to graph $\phi'(v)$ obtained from the simulated data. This
Figure 5.1: Phi Inverse with 3 Treatments and 25 Replications

Figure 5.2: Phi Inverse with 4 Treatments and 25 Replications
Figure 5.3: Phi Inverse with 5 Treatments, 25 Replications
estimator is defined by Silverman to be

$$\hat{f}(x) = \frac{1}{nh} \sum_{i=1}^{n} K\left(\frac{x-x_i}{nh}\right)$$  \hspace{1cm} (5.3.1)$$

where $h$ is the window width, bandwidth, or smoothing parameter. Various bandwidths were considered as suggested by Silverman. Figures 5.4 to 5.9 show the simulated data using 4 treatments and 10 replications, Figures 5.10 to 5.16 also use 4 treatments but with 25 replications and finally, Figures 5.17 to 5.22 show 4 treatments with 50 replications. In each of these three situations with differing sample sizes, the first bandwidth is too small revealing spurious structure, while the last one or two figures in each set use too large a bandwidth obscuring the true nature of the distribution. Further, then we see that the graphs shown in Figures 5.7, 5.13 and 5.18 reveal a logistic density with slightly heavier tails than that of a true normal density function.

Silverman discusses the asymptotic properties of the kernal estimator and "global accuracy" of $\hat{f}$ using the mean integrated square error (MISE) given by
Figure 5.4: Normal Density Smoothing, Bandwidth = 0.1
10 Replications

Figure 5.5: Normal Density Smoothing, Bandwidth = 0.2
10 Replications
Figure 5.6: Normal Density Smoothing, Bandwidth = 0.3
10 Replications

Figure 5.7: Normal Density Smoothing, Bandwidth = 0.4
10 Replications
Figure 5.8: Normal Density Smoothing, Bandwidth = 0.5
10 Replications

Figure 5.9: Normal Density Smoothing, Bandwidth = 1.0
10 Replications
Figure 5.10: Normal Density Smoothing, Bandwidth = 0.10. 25 Replications

Figure 5.11: Normal Density Smoothing, Bandwidth = 0.20. 25 Replications
Figure 5.12: Normal Density Smoothing, Bandwidth = 0.30. 25 Replications

Figure 5.13: Normal Density Smoothing, Bandwidth = 0.40. 25 Replications
Figure 5.14: Normal Density Smoothing, Bandwidth = 0.50. 25 Replications

Figure 5.15: Normal Density Smoothing, Bandwidth = 1.0. 25 Replications
Figure 5.16: Normal Density Smoothing, Bandwidth = 0.10.  
50 Replications

Figure 5.17: Normal Density Smoothing, Bandwidth = 0.20.  
50 Replications
Figure 5.18: Normal Density Smoothing, Bandwidth = 0.30. 50 Replications

Figure 5.19: Normal Density Smoothing, Bandwidth = 0.40. 50 Replications
Figure 5.20: Normal Density Smoothing, Bandwidth = 0.50. 50 Replications

Figure 5.21: Normal Density Smoothing, Bandwidth = 1.0. 50 Replications
MISE(\hat{f}) = E \int \{ \hat{f}(x) - f(x) \}^2 dx. \quad (5.3.2)

This can be further decomposed into two elements as shown by Silverman: the integrated square bias and the integrated variance.

MISE(\hat{f}) = \int MSE_\lambda(\hat{f}(x)) dx

= \int \left\{ E \left( \hat{f}(x) \right) - f(x) \right\}^2 dx + \int \text{var} \ \hat{f}(x) dx \quad (5.3.3)

Silverman uses this then to show that, for a given \( f \), the bias term does not depend on the sample size directly, but depends only the the weight function, that is the kernel estimator. When the sample size is increased, the bandwidth will need to be adjusted accordingly in order to obtain the most appropriate smoothing function. This can easily be seen from the graphs shown in Figures 5.4 to 5.21 where the sample size ranges from 120 data points for Figures 5.4 to 5.9 to 600 data points for Figures 5.16 to 5.21.
Since the normal density kernel estimator satisfies the required properties of boundedness and bounded variation as well as the usual probability density conditions, we can use arguments given by Silverman (attributed to Bertrand-Retali). This leads to the statement that with probability 1,

$$\sup_x |\hat{f}(x) - f(x)| \to 0 \text{ as } n \to \infty.$$ \hspace{1cm} (5.3.4)

Based on this, we conclude that the kernel estimator used in the current study has asymptotic uniform consistency.
CHAPTER 6
APPLICATION OF THE MODEL TO A LIKERT SCALE

6.1 Introduction

Recently, Gerhard Tutz (1986) discussed the use of an ordered response in the Bradley-Terry type of paired comparison experiment. This extends the traditional model of preference or no preference to one where the strength of preference is also characterized. His approach uses random utility functions and develops specific parameters within the framework of a weighted least-squares method. In this chapter we will use the minimum mean squared error estimate for $\phi^{-1}$ obtained in Chapter 2, to develop ad hoc estimates for the $\theta_i$'s used in the Likert Scale. A second approach to approximating the $\theta_i$'s will employ weighted least squares.

The Likert Scale was originally developed by Rensis Likert (1932) and his associates at the Division of Program Surveys of the US Department of Agriculture. They applied sampling methods to the study of attitudes in
order to develop a technique for measuring individual's feelings. Likert was the first to apply the method of internal consistency to attitude measurement and use a summated rating system to eliminate the need for a group of judges to sort statements (Young, 1966). The Likert technique uses a series of questions concerning a particular area or problem. Each question requires an answer from one of five words such as strongly approve, approve, undecided, disapprove, or strongly disapprove. These can be replaced with strongly agree, agree, no opinion, disagree and strongly disagree or by almost always, always, frequently, occasionally, rarely, and almost never, as necessary to fit the nature of the question. A score is allotted to each of the possible choices and the total score for each subject is obtained by simply summing the score for each question.

The Likert Scale was compared to one developed by Thurstone (Edwards and Kenney, 1946) and was found to have higher reliability with fewer items to consider. The Likert technique is
also easier to administer and less time-consuming. This scale is used frequently in social science and educational areas, as well as in industry to measure worker satisfaction, etc. Combining the use of paired comparisons on a continuous response scale with the Likert technique could provide insight into the theory behind this widely used scale.

6.2 Ad Hoc Procedure for Applying the Model to the Likert Scale

In our original model $\phi$ mapped the real numbers onto $[0,1]$, but in applying $\phi$ to the Likert scale technique it will map the reals onto integer values. For example, for the five $\theta$ values:

\[
\begin{align*}
\phi(V_{ij}) &= -2 & \text{if} & \quad \theta_0 < V_{ij} < \theta_1 \\
\phi(V_{ij}) &= -1 & \text{if} & \quad \theta_1 < V_{ij} < \theta_2 \\
\phi(V_{ij}) &= 0 & \text{if} & \quad \theta_2 < V_{ij} < \theta_3 \\
\phi(V_{ij}) &= 1 & \text{if} & \quad \theta_3 < V_{ij} < \theta_4 \\
\phi(V_{ij}) &= 2 & \text{if} & \quad \theta_4 < V_{ij} < \theta_5 
\end{align*}
\]

for $-\infty = \theta_0 < \theta_1 < \ldots < \theta_4 < \theta_5 = \infty$ \hfill (6.2.1).
Here \( v_{ij} \) is the same logistic random variable as defined in Chapter 2 (see Definition 2). The \( \theta_i \)'s could be symmetrically placed for convenience which results in \( \theta_1 = -\theta_4 \) and \( \theta_2 = -\theta_3 \). The two parameters, \( \theta_0 \) and \( \theta_5 \), could be replaced by \(-\infty\) and \( +\infty \), respectively. This gives us only two parameters to solve for, \( \theta_1 \) and \( \theta_2 \).

The original minimum mean squared error estimate for \( \phi^{-1} \) (2.2.1) is modified to allow for the discontinuous case as follows:

\[
Q = \sum_{i \neq j}^{k} \sum_{r=1}^{k} \left\{ \prod_{r=1}^{p} \left( \phi^{-1}(r-\frac{p+1}{2}) - (\mu_i - \mu_j) - F_{ij}^{-1} \left( \sum_{s=2}^{r} \frac{f_{ij}}{n_{ij}} \right) \right) \right\}^2
\]

\[
\hat{\phi}^{-1}(r-\frac{p+1}{2}) = \frac{\sum F_{ij}^{-1}(\hat{q}_{ij})}{k(k-1)}
\]

where \( \hat{q}_{ij} = \frac{1}{n} \sum_{s=1}^{n} f_{ij}(\cdot)_{s-\frac{p+1}{2}} \), \( p \) is the total number of \( \theta \)'s in the model, and \( r \) is the value of the \( i \)th \( \theta \) parameter.

By using the estimate for \( \phi^{-1}(y) = v_{ij} \), we can map any \( v_{ij} \) to its appropriate \( y \) value, similar to the example provided in 6.2.1. Simple estimates of the values of \( \theta_1 \ldots \theta_p \) are found as the
midpoints between each of the \( \hat{\phi}^{-1}(y) \) values for \(-\infty < y < \infty\).

Table 6.1 provides the values for \( \phi^{-1} \) and its estimate as given in equation 6.2.2. The estimate is quite close to the value of the parameter for each of the combinations of numbers of treatments to be compared and number of replications. Using these five parameter values the midpoints are computed, thereby determining the \( \hat{\theta}_1 \)'s. This results in the \( \hat{\theta}_1 \) values given in Table 6.1.

Since the \( \theta \) parameters are to be symmetric with \( \theta_1 = -\theta_4 \) and \( \theta_2 = -\theta_3 \), we can average the estimates for \( \theta_1 \) and \(-\theta_4\), and for \( \theta_2 \) and \(-\theta_3\). In addition, we let \( \theta_0 = -\infty \) and \( \theta_5 = +\infty \). After averaging the values for each \( \hat{\theta}_i \) in all of the cases displayed in Table 6.1, the values are presented in Table 6.2 (second column).
Table 6.1

$\phi^{-1}$ and $\theta$ Estimates for Five Parameters

<table>
<thead>
<tr>
<th>Number of Treatments</th>
<th>Replications</th>
<th>$\phi^{-1}$</th>
<th>$\tilde{\phi}^{-1}$</th>
<th>$i$</th>
<th>$\hat{\theta}_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>10</td>
<td>-2</td>
<td>-2.0515</td>
<td>1</td>
<td>-1.5700</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1</td>
<td>-1.0885</td>
<td>2</td>
<td>-0.6598</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>-0.2310</td>
<td>3</td>
<td>0.6285</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.0885</td>
<td>4</td>
<td>1.4575</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>-2</td>
<td>-2.0515</td>
<td>1</td>
<td>-1.5516</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1</td>
<td>-1.0517</td>
<td>2</td>
<td>-0.5365</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>-0.0817</td>
<td>3</td>
<td>0.5259</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.1334</td>
<td>4</td>
<td>1.150</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>-2</td>
<td>-0.986</td>
<td>1</td>
<td>-1.5728</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1</td>
<td>-0.027</td>
<td>2</td>
<td>-0.5065</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>1.003</td>
<td>3</td>
<td>0.488</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>2.0194</td>
<td>4</td>
<td>1.150</td>
</tr>
<tr>
<td>5</td>
<td>10</td>
<td>-2</td>
<td>-2.0660</td>
<td>1</td>
<td>-1.5728</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1</td>
<td>-1.0796</td>
<td>2</td>
<td>-0.5787</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>-0.0778</td>
<td>3</td>
<td>0.5092</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.0962</td>
<td>4</td>
<td>1.5578</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>-2</td>
<td>-2.0639</td>
<td>1</td>
<td>-1.5427</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-1</td>
<td>-1.0215</td>
<td>2</td>
<td>-0.5150</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0</td>
<td>-0.0085</td>
<td>3</td>
<td>0.4960</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1.0013</td>
<td>4</td>
<td>1.5456</td>
</tr>
</tbody>
</table>
If, however, we average only the cases with 25 replications, we can see the $\hat{\theta}_i$ parameters drawing closer to a truly reflective situation, as expected. For practical purposes we could determine the $\theta_i$'s to be those given in the final column of Table 6.2. These then would be the cut-off points to determine the appropriate $y$ value for a given region. For example, if the comparison resulted in a $V_{ij} = -0.35$, it would be mapped to 0 on the Likert Scale, revealing no difference between the two items compared. If $V_{ij} = 3.5$, then it would be mapped to 2, indicating a strong preference for the first item in the comparison. Some scaling adjustments may need to

<table>
<thead>
<tr>
<th>$\hat{\theta}_i$</th>
<th>Averaged Over All 5 Cases</th>
<th>Averaged Over Cases with 25 Replications</th>
<th>Practical $\theta_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{\theta}_1$</td>
<td>-1.55</td>
<td>-1.52</td>
<td>-1.5</td>
</tr>
<tr>
<td>$\hat{\theta}_2$</td>
<td>-0.57</td>
<td>-0.51</td>
<td>-0.5</td>
</tr>
<tr>
<td>$\hat{\theta}_3$</td>
<td>0.49</td>
<td>0.49</td>
<td>0.5</td>
</tr>
<tr>
<td>$\hat{\theta}_4$</td>
<td>1.54</td>
<td>1.53</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Table 6.2
Average $\hat{\theta}_i$ Values
be made since the paired comparison estimates are only accurate to a scale parameter. The example used in this discussion centers the scale around 0, for convenience. As shown in discussions in previous chapters, the values of $\delta_{ij} = \mu_i - \mu_j$ can change the relative position of the $V_{ij}$'s on the real line.

6.3 Weighted Least Squares Approach to Determining $\theta_i$'s

A more theoretical approach to determining the $\theta_i$'s involves the use of weighted least squares as described by Beaver (1977) for univariate models involving paired comparisons. In the current research we have a transformation that is linear in the log scale, which fits the model given in Beaver's article. Here the sample proportions are given by

\[
p_1 = \frac{1}{1 + e^{-(\mu_i - \mu_j + \theta_1)}}
\]

\[
p_2 = \frac{1}{1 + e^{-(\mu_i - \mu_j + \theta_2)}} - \frac{1}{1 + e^{-(\mu_i - \mu_j + \theta_1)}}
\]
\[ P_3 = \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_3}{1+e} - \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_2}{1+e} \]

\[ P_4 = \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_4}{1+e} - \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_3}{1+e} \]

\[ P_5 = 1 - \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_4}{1+e} \quad (6.3.1) \]

By considering the following linear combinations of these proportions, the logit transformation can be used to produce a model linear in \( \mu_1, \mu_j \) and \( \theta_1 \ldots \theta_4 \):

\[ P_1 = \frac{1}{1+e} \frac{1-\mu_j+\theta_1}{1+e} \]

\[ P_1 + P_2 = \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_2}{1+e} \]

\[ P_1 + P_2 + P_3 = \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_3}{1+e} \]

\[ P_1 + P_2 + P_3 + P_4 = \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_4}{1+e} \quad (6.3.2) \]

Since the sum of the proportions must be 1, \( \sum_{i=1}^{4} \frac{1}{1+e} \frac{1-\mu_1-\mu_j+\theta_i}{1+e} = 1 \); hence the linear combinations in 6.3.2
represent 4 independent linear functions of the 5 multinomial probabilities. When the logit transformation \( \ln \frac{p_i}{1-p_i} \) is applied to \( p_i \), we have

\[
\ln \frac{p_i}{1-p_i} = \ln \frac{1}{1+e^{-(\mu_i-\mu_j+\theta_1)}}
\]

\[
= \ln \frac{1}{e^{-(\mu_i-\mu_j+\theta_1)}}
\]

\[
= \ln \left( e^{\mu_i-\mu_j+\theta_1} \right)
\]

so that

\[
\ln \frac{p_i}{1-p_i} = \mu_i-\mu_j+\theta_1 \quad (6.3.3).
\]

Similarly using logits, \( \theta_2, \theta_3 \) and \( \theta_4 \) can be expressed in a loglinear form as follows:

\[
\ln \left( \frac{p_i+p_2}{1-(p_1+p_2)} \right) = \mu_i+\mu_j+\theta_2
\]

\[
\ln \left( \frac{p_i+p_2+p_3}{1-(p_1+p_2+p_3)} \right) = \mu_i-\mu_j+\theta_3
\]

\[
\ln \left( \frac{p_i+p_2+p_3+p_4}{1-(p_1+p_2+p_3+p_4)} \right) = \mu_i-\mu_j+\theta_4 \quad (6.3.4).
\]
Following the approach in Section 6.2, we consider the $\theta_i$'s to be reflective with $\theta_1 = -\theta_4$ and $\theta_2 = -\theta_3$.

We again consider the pairs $(i, j)$ $1 \leq i < j \leq t$ and $(j, i)$ $1 \leq j < i \leq t$ with $t(t-1)$ pairs in all. The basic model given by Beaver for the loglinear situation is

$$ F(\pi) = K \ln(A \pi) $$

(6.3.5).

where $\pi'_i = (\pi_{1,ij}, \pi_{2,ij}, \ldots, \pi_{5,ij})$ and

$$ \pi' = (\pi'_2, \ldots, \pi'_{t,t-1}); $$

$$ K = I \otimes K_0 \quad \text{and} \quad A = I \otimes A_0; $$

and $\otimes$ denotes the right direct matrix product.

For an arbitrary pair $(i, j)$, with $i < j$, we have

$$ A_0 \pi_{ij} = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 1 & 1 & 1 \\ 1 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 1 & 1 \\ 1 & 1 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 1 \\ 1 & 1 & 1 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} p_1 \\ p_2 \\ p_3 \\ p_4 \\ p_5 \end{bmatrix} $$

(6.3.6)
The above then results in

\[ F_{ij}(p) = K_0 \ln(A_0 B_{ij}) = \]

\[
K_0 \begin{bmatrix}
\ln p_1 & -\ln (p_2 + p_3 + p_4 + p_5) \\
\ln (p_1 + p_2) & -\ln (p_3 + p_4 + p_5) \\
\ln (p_1 + p_2 + p_3) & -\ln (p_4 + p_5) \\
\ln (p_1 + p_2 + p_3 + p_4) & -\ln (p_5)
\end{bmatrix}
\]

(6.3.7)

where

\[
K_0 = \begin{bmatrix}
1 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & -1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & -1
\end{bmatrix}
\]

This gives, for more specific pairs, the following:

\[
F(B_{12}) = \begin{bmatrix}
1 & -1 & 0 & \ldots & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 1 & 0 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 0 & 1 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 0 & 0 & 1
\end{bmatrix}
\]
\[ F(\mathbb{B}_{13}) = \begin{bmatrix} 1 & 0 & -1 & 0 & \ldots & 0 & 1 & 0 & 0 & 0 \\ 1 & 0 & -1 & 0 & \ldots & 0 & 0 & 1 & 0 & 0 \\ 1 & 0 & -1 & 0 & \ldots & 0 & 0 & 0 & 1 & 0 \\ 1 & 0 & -1 & 0 & \ldots & 0 & 0 & 0 & 0 & 1 \end{bmatrix} \beta \]

and similarly for all of the \((i,j)\) pairs with \(i<j\), up to \((t,t-1)\) as given below:

\[ F(\mathbb{B}_{t-1,t}) = \begin{bmatrix} 0 & \ldots & 0 & 1 & -1 & 1 & 0 & 0 & 0 \\ 0 & \ldots & 0 & 1 & -1 & 0 & 1 & 0 & 0 \\ 0 & \ldots & 0 & 1 & -1 & 0 & 0 & 1 & 0 \\ 0 & \ldots & 0 & 1 & -1 & 0 & 0 & 0 & 1 \end{bmatrix} \beta \]

Combining 6.3.5 thru 6.3.7 provides a design matrix in the form \( F(\mathbb{D}) = X \hat{\beta} \) where
\[ \beta = \begin{bmatrix} \alpha_1 \\ \alpha_2 \\ \alpha_3 \\ \vdots \\ \alpha_{t-1} \\ \theta_1 \\ \theta_2 \\ \theta_3 \\ \theta_4 \end{bmatrix} \]

and \( \alpha_i = \mu_i - \mu_j \), \( t \) is the number of treatments being compared.

The design matrix takes the form

\[
X = \begin{bmatrix}
1 & -1 & 0 & \ldots & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 1 & 0 & 0 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & -1 & 0 & \ldots & 0 & 0 & 0 & 0 & 1 & 0 \\
1 & 0 & -1 & \ldots & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & \ldots & 0 & 0 & 1 & 0 & 0 & 0 \\
& & & \ldots \\
0 & 0 & \ldots & 1 & -1 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & \ldots & 1 & -1 & 0 & 0 & 0 & 1 & 0
\end{bmatrix}
\]

Hence we now have a model linear in the parameters \( \alpha_1, \ldots, \alpha_{t-1}, \theta_1, \ldots, \theta_4 \), and the weighted least squares
technique as applied by Beaver is applicable. Without any loss of generality, we let $\mu_i - \mu_j = 0$, $1 \leq i < j \leq k$, since these parameters are location parameters. This simplification makes the computation slightly easier, although we could also solve for the locations parameter, $\mu_i$, if these parameters were of interest at this point in the research. In terms of the Likert scale, however, the $\theta_i$'s are of major concern and we concentrate on this aspect of the model for the remainder of this section.

Using the data generated as explained in Section 5.1, we can determine the estimates for $\theta_1, \theta_2, \theta_3,$ and $\theta_4$, using a weighted least squares analysis. Each comparison of $(i,j)$ and $(j,i)$ generates estimates for each of the $\theta_i$'s from the replications at each comparison. These are then averaged over all of the pairs to obtain an estimate for $\theta_1, \theta_2, \theta_3,$ and $\theta_4$. Table 6.3 shows the results of this simulation. The parameters are quite close to the original Likert Scale values with reflectivity of the parameters, that is $\theta_1 = -\theta_4$ and $\theta_3 = -\theta_2$. Of course with smaller sample sizes the
estimates are not quite as accurate and reveal less reflectivity.

Any $V_{ij}$ in the interval $[\theta_2, \theta_3]$, would be mapped to $\frac{1}{2}$ in the y scale, implying no true difference exists between the items being compared. A $V_{ij}$ in the interval $[\theta_3, \theta_4]$, would indicate a preference for the first of the items compared, while a $V_{ij}$ in $[\theta_1, \theta_2]$ reveals a preference for the second item. Strong preferences are shown for the first or second item by obtaining a value of $V_{ij}$ greater than $\theta_4$ or less than $\theta_1$, respectively.

These findings support the interpretation of the Likert Scale and provide a more theoretical basis for the widespread conclusions frequently made from studies using this technique. Although simulations have revealed that the parameter estimates are valid for moderate sample sizes, it would be important to actually use these estimates in a practical study.
<table>
<thead>
<tr>
<th>Treatments</th>
<th>Replications</th>
<th>$\theta$</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>10</td>
<td>$\theta_1$</td>
<td>-1.5607</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_2$</td>
<td>-1.0517</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_3$</td>
<td>1.1334</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_4$</td>
<td>1.3327</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>$\theta_1$</td>
<td>-2.0310</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_2$</td>
<td>-0.9892</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_3$</td>
<td>1.0239</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_4$</td>
<td>1.9753</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>$\theta_1$</td>
<td>-2.0214</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_2$</td>
<td>-0.9857</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_3$</td>
<td>1.0030</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_4$</td>
<td>2.0270</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>$\theta_1$</td>
<td>-2.0639</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_2$</td>
<td>-1.0215</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_3$</td>
<td>1.0013</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\theta_4$</td>
<td>2.0898</td>
</tr>
</tbody>
</table>
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