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The research presented in this report covers activity by the research staff of the Center for Seismic Studies for the period between 1 October 1989 and 1 October 1990. The report is divided into five sections covering topics relevant to underground nuclear test monitoring of the Soviet Union. Data for these studies came from the Scandinavian arrays NORESS, ARCESS, and FINESA; the IRIS stations within the Soviet Union, and hand digitized records of Soviet underground nuclear explosions recorded at stations of the Soviet Seismic Network. A brief description of the contents of the report are given below.

The first section is composed of two reports by Ryaboy that review Soviet literature focused on the seismic characteristics of the crust and upper-mantle near
the IRIS stations in the Soviet Union. The first report discusses the crust and upper mantle velocity and Q structure beneath the stations, and the second discusses lateral heterogeneity of the upper mantle inferred from refraction data. Four of the five areas studied encompass major geologic boundaries that are large lateral velocity inhomogeneities in the Earth's crust and upper mantle. These heterogeneities can significantly affect the travel time and amplitude of arrivals at these stations.

The second section is devoted to studies based on the Scandinavian Arrays. The first report in this section is a paper by Suteau-Henson on three-component phase identification using data gathered by the Intelligent Monitoring System (IMS). Using just the three-component elements of the arrays, phase identification can be made from the polarization information, but the same discriminants cannot be used at different arrays due to differences in the polarization characteristics at each array. Signal-to-noise ratio is a dominant factor in phase identification using these methods. In the second report, Ryaboy compares the Helsinki and IMS bulletins for selected events between ARCESS and FINESA. The IMS empirical travel time curve for ARCESS fit data with known origin time and location better than the Helsinki empirical travel-time curve. This comparison could only be made outside of the Helsinki network, and therefore, is not conclusive.

In the third section, data from the IRIS stations in the Soviet Union were analyzed. Three-component polarization characteristics were used to identify phases and to obtain estimates of backazimuth. These stations will soon be included in IMS processing and this research directly supports the useful addition of this data to the IMS. One of the most important conclusions of this work is that polarization characteristics are highly station dependent and similar studies be made for any new station that is added to the system.

Hand digitized data of historical seismic records from Soviet stations were obtained in 1990. The fourth section gives preliminary results from an Lg-yield study conducted by Israelsson. In this study, the data quality are described and RMS Lg magnitudes are compared for a subset of the data. The stability of this measure is promising.

The last section of this report is a magnitude study of multiple event waveform simulations. Event sequences with shot delays between 0.1 and 2.0 seconds and similar magnitudes were studied. Both mb and RMS Lg measurements were made and compared to the actual shot sequence parameters. RMS Lg measurements gave the square-root of the sum of the squares of the individual measurements for all delays studied. At delays of two seconds or greater, multiple events could easily be distinguished from the P waveforms if the signal-to-noise ratio was good. For delays between 0.1 and 0.5 seconds, constructive and destructive interference of P-waves could alter the mb for narrow-band data. By examining several narrow bands, however, it was possible to obtain good estimates of the mb of the largest shot.
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1.1 THE EARTH'S CRUST AND UPPER MANTLE STRUCTURE AND ATTENUATION BENEATH IRIS STATIONS IN THE USSR

Abstract

Scientific papers and books published in the USSR on crust and upper-mantle velocity and Q-structure in the regions containing each of the five IRIS (Incorporated Research Institutions for Seismology) seismic stations have been analyzed. Three stations are located in the European part of the USSR, near Osninsk (OBN), Arti (ARU), and Kislovodsk (KIV). A fourth station is in Central Asia not far from Garm (GAR) in the Southern Tien-Shan Mountains, and a fifth at Irkutsk (IRK) near the border of the Siberian platform and the Baikal rift zone. With the exception of OBN, these stations were installed very close to the boundaries of major geological provinces having substantially different deep structure. These factors create complicated conditions for seismologists analyzing records of seismic events.

Averaged velocity sections showing the change in P-wave velocity with depth in the earth crust and upper mantle have been constructed on the basis of the most reliable results obtained from deep seismic soundings (DSS) for areas containing the five IRIS stations and the NORESS array. Tectonically active regions where the GAR (Southern Tien-Shan) and IRK (Baikal rift zone) stations were installed are generally distinguished from the East-European (NORESS array, OBN and ARU) and Scythian (KIV) platforms by lower velocities and the presence of very pronounced and thick low-velocity layers in the upper mantle. Low-velocity layers also exist in the upper mantle beneath the platforms but they are thinner and not so pronounced.

Values of the quality factor, Q, for the earth crust and upper mantle up to depths of 200-250 km vary both with depth and laterally in the range from approximately 50 to 800. A direct statistical correlation is observed between values for the velocities of seismic waves and Q. Seismic waves recorded by the IRIS stations propagate in substantially laterally inhomogeneous media, but analysis and interpretation of records of seismic events are usually based on one-dimensional velocity and Q models.

1.1.1 Introduction

Under an agreement with the Soviet Academy of Sciences, IRIS installed five seismic stations (IRIS, 1989) within the USSR (Table 1). Three stations are located in the European part of the USSR, one near Osninsk (OBN), a second in Arti (ARU), and a third near Kislovodsk (KIV). Stations OBN and ARU are situated in the central and eastern areas of the ancient Precambrian East-European platform, the KIV station is on the young Paleozoic Scythian platform at its border with the Greater Caucasus. A fourth station is placed, in Central Asia, near Garm (GAR) in the Southern Tien-Shan
Mountains, and a fifth not far from Irkutsk (IRK), at the border of the Precambrian Siberian platform and the Baikal rift zone.

Table 1.

IRIS SEISMIC STATIONS in the USSR

<table>
<thead>
<tr>
<th>No.</th>
<th>Location</th>
<th>Latitude (deg.)</th>
<th>Longitude (deg.)</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Arti</td>
<td>56.40N</td>
<td>58.60E</td>
<td>250</td>
</tr>
<tr>
<td></td>
<td>(Cis-Urals foredeep)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.</td>
<td>Garm</td>
<td>39.00N</td>
<td>70.32E</td>
<td>1300</td>
</tr>
<tr>
<td></td>
<td>(South Tien-Shan)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3.</td>
<td>Irkutsk (Talaya)</td>
<td>51.68N</td>
<td>103.64E</td>
<td>327</td>
</tr>
<tr>
<td></td>
<td>(Baikal rift zone)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>Kislovodsk</td>
<td>43.95N</td>
<td>42.68E</td>
<td>1206</td>
</tr>
<tr>
<td></td>
<td>(Cis-Caucasus foredeep)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5.</td>
<td>Obninsk</td>
<td>55.10N</td>
<td>36.60E</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>(Moscow synclise)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

With the exception of OBN, these stations stand near the boundaries of major geological provinces having substantially different geological history and deep structure. These factors create complex conditions for seismologists analyzing records of seismic events.

During the past two decades, remarkable changes have occurred in Soviet seismology. Recognized internationally as one of the leaders in the study of the structure of the crust and upper mantle, the USSR has substantial achievements in spite of the fact that the country lags behind the West with respect to the technical level of conducting deep seismic investigations. The program for studying crust and upper-mantle structure on long-range deep seismic sounding (DSS) profiles is largely responsible for Soviet success in seismology. An important element of this program is the use of large industrial (including nuclear) explosions for generating seismic waves.

A map illustrating the geographical distribution of previous deep seismic studies in the Soviet Union up to the mid-1980s is presented in Figure 1. The
Figure 1. Geographical distribution of deep seismic studies in the USSR and neighbouring countries. 1-12 -- different kind of techniques used in crustal and upper mantle studies based on recording of explosions and earthquakes. 1 -- deep seismic sounding (DSS) on long profiles with continuous observation; 2 -- DSS on long profiles with segmented observations; 3 -- DSS on local profiles - dry land; 4 -- DSS on local profiles - marine; 5 -- DSS on long-range profiles using "large industrial (nuclear) explosions"; 6 -- DSS combined with converted wave method (CWM) using earthquakes and "large industrial explosions"; 7 -- DSS/CWM using earthquakes. 8, 9 -- CWM using local profiles (8) and areal observations (9); 10 -- correlation method for refracted waves (CMRW); 11, 12 -- point determinations of depth to Moho from observations of industrial explosions (11) and earthquakes (12). Adapted from Razinkova, Krasnoprvetseva et al., 1987.
techniques used in crustal and upper mantle studies have been divided into twelve major classifications on the basis of the variations of methods of field observations for dry land and sea (the detail of the study), of the generation of seismic signals (earthquakes, explosions), and of the physical nature of recorded seismic waves (pre- and post-critical reflected, refracted and converted waves).

A variety of standard techniques were applied to acquire these data, to study of the crust and upper mantle, including:

1) The standard Deep Seismic Sounding (DSS) method based on observations of reflected and refracted waves. Profiles of up to 200-400 km length map the crustal structure and long-range profiles with lengths of up to 2000-4000 km that use large industrial (including nuclear) explosions as sources to probe into the upper mantle.

2) The Converted Wave Method is an extension of the DSS method in which various converted phases (boundary conversions of P to S) are mainly used to study the earth crust and upper mantle structure.

3) The Correlation Method for Refracted Waves uses densely spaced observations to track refracted wave arrivals on profiles with lengths of up to approximately 100-150 km. In this method, the primary emphasis is on determining velocities and geometry for the layers and boundaries in the earth crust and Moho.

4) Mapping of the thickness of the earth crust using data from isolated observations of earthquakes or explosions.

The results obtained by various methods differ significantly in precision and detail. Investigations based on combinations of two or more methods were carried out frequently. To date, the most reliable information about the earth crust and upper mantle structure is produced by the DSS method using large industrial (including nuclear) explosions and based on recordings of deep refracted and reflected waves. This method is the most precise (and costly) because it utilizes a highly detailed system of field observations via explosions along reversed and overlapping profiles.

The findings were published, mainly in Russian, in hundreds of papers and dozens of monographs. Such an extensive database permits detailed analysis of crust and upper mantle structure for different geological provinces in Northern Eurasia. But it is worthwhile stressing that this database is very complicated and uneven. The published results of deep seismic studies are frequently incompatible, because they are based on different methods of field observations and interpretation of seismic records. So it is not a trivial problem to extract specific information from the mentioned database and estimate its reliability. This paper summarizes published Soviet work on crust and upper-mantle structure in the regions containing each of the IRIS stations, and presents average structural models for use in analyzing data from the stations.
1.1.2 Velocity structure

Deep seismic studies in the USSR indicate significant lateral and vertical heterogeneities in the structure of the crust and upper mantle (Borisov, 1967; Belyaevsky, 1974; Vol'vovskii and Vol'vovskii, 1975; Ryaboy, 1977, 1979, 1985, 1989). These are manifested through anomalies in travel times, amplitudes, and frequency content. In crossing from one geological structure to another, changes typically occur in both the velocities of seismic waves and the character of their distribution with depth. For this reason, we have limited our extrapolation of the results of deep seismic investigations to just those geological units in which the IRIS stations are located.

Figure 2 presents the two-dimensional velocity section of the upper mantle from the Pamirs to the Baikal rift zone, constructed more than 15 years ago and based on the interpretation of traveltimes of P-waves from earthquakes (Alekseev et al., 1973). This profile connects the two IRIS stations GAR and IRK, respectively in the South Tien Shan and the Baikal rift zone. One can see that a pronounced low velocity layer in the upper mantle did not extend the length of the profile, but only beneath the Pamirs, Tien Shan and Baikal rift zone. More detailed and precise results have been obtained since the original work was published based on deep seismic soundings (DSS) along long-range explosion profiles. To characterize crust and upper-mantle structure beneath the major geological units where IRIS stations were installed we used the most accurate DSS data available (Figure 3).

Obninsk (OBN)

Station OBN was installed within the Precambrian East-European platform, which is one of the largest geological provinces of the territory of the USSR. This station is located in the Moscow synclise (central area of the platform). The ancient Voronezh shield lies to the south and southwest of OBN. A super long-range DSS profile crossing the European part of the territory of the USSR from south to north (from the Black sea to Polar Urals) is located approximately 250 km east of OBN (Figure 3). Along the northern part of this profile field observations were based on recordings of nuclear explosions, and the velocity structure of the crust and upper mantle was studied to depths 200-250 km.

This region is a typical ancient platform, with sedimentary layer thickness between 2 and 3 km and Moho depths on the average of 43-45 km (Figure 4 and Figure 5). Pn velocities are high, up to 8.3-8.4 km/s. An interesting feature of the upper mantle beneath the Moscow synclise is a low-velocity layer detected in the depth range of approximately 60-90 km. The crust and upper mantle parameters (e.g., velocity and depth to the main structural boundaries) vary slowly beneath the Moscow synclise in a lateral direction. However, velocities in the uppermost mantle were found to decrease at the boundary between the Moscow and Pechora
Figure 2. Velocity section of the upper mantle for the Pamir–Baikal profile based on earthquake seismology data. 1, 2 -- lines of isovelocity (km/s) according to reliable (1) and unreliable (2) data, 3 -- low velocity layer, M -- flattened Moho discontinuity, GAR and IRK -- approximate projection on the profile of the IRIS seismological stations installed in Garm (GAR) and Irkutsk (IRK). Adapted from Alekseev et al., 1973.
Figure 3. Location map of deep seismic profiles used in this study. Solid lines -- DSS of the earth crust and upper mantle on long-range profiles using "large industrial (nuclear) explosions", dashed lines -- DSS of the earth crust using chemical explosions, dotted line -- Pamir-Baikal profile based on earthquake seismology data. OBN, ARU, KIV, GAR, IRK - IRIS seismological stations installed within the territory of the USSR.
Figure 4. Seismic cross-section of the earth crust along the DSS profile from Kupiansk to Kineshma crossing central areas of the East-European platform. 1 -- lines of isovelocitys in the earth crust and uppermost mantle (km/s): 2, 3 -- reflected boundaries based on reliable (2) and unreliable (3) data; OBN -- projection on the profile of the IRIS seismological station installed in Obninsk (approximately 250 km to the west of the profile). Adapted from Yurov, 1980.
Figure 5. Seismic velocity-section of the earth crust and upper mantle along the DSS profile crossing north-eastern areas of the East European platform from Kineshma to Vorkuta. 1, 2 -- lines of isovelocity in the upper mantle (km/s) according to reliable (1) and unreliable (2) data, 3 -- low velocity layer, 4 -- basement surface, 5 -- Moho boundary, 6 -- mean velocity in the sedimentary layer, 7 -- velocity beneath the basement surface, 8 -- mean velocity in the layer between basement surface and Moho boundary. Values of velocity are given in km/s. Adapted from Ryaboy, 1979; Belyaevsky et al., 1976.
syneclises, which is accompanied by an increase in sedimentary layer thickness to 5-8 km (*Figure 5*).

The sedimentary layer of the East-European platform consists mainly of carbonate rocks and is characterized by high mean velocity and density (up to 3.5-4.5 km/s and 2.50-2.55 g/cc respectively). A narrow and deep depression of crustal basement (Pachelmsky aulacogen) spread approximately 100 km to the south-east of OBN (Belyaevsky, 1974). The depression is traced to the south-east approximately 700-800 km to the North Customers depression. The sedimentary layer of the Pachelmsky aulacogen is 4-5 km thicker than under other areas of the Moscow syneclise.

**Arti (ARU)**

Station ARU is located at the eastern margin of the East-European platform, in the Cis-Urals foredeep. ARU is near an important geological boundary between the platform and Late Paleozoic folding units of the Urals. The Urals originated from the Precambrian basement. The boundary separates regions with substantially different crust and upper mantle structure. Paleozoic platforms (West-Siberian and Turanian) adjoin to the eastern and southern borders of the Urals.

Earth crust and upper mantle velocity structure beneath the Urals and neighbouring areas of the East-European, West-Siberian and Turanian platforms was investigated along a number of DSS profiles (*Figure 1*). In the area of ARU, a detailed study of the earth crust was carried out along the east-west DSS profile from the eastern margin of the East-European platform through the Urals (at the latitude of Sverdlovsk) to the West Siberian platform. In addition, an investigation of upper-mantle structure to depths of 100-150 km was conducted along a north-south DSS profile (*Figure 3*).

The sedimentary layer thickness of the Volgo-Ural anteclise and Cis-Urals foredeep is up to 5-10 km, is thicker than the Moscow syneclise. This layer is approximately 6-8 km thick beneath ARU and is characterized by high mean velocities (up to 4.5 km/s) because of the influence of carbonate rocks that are widely distributed in the middle part of the geological section. Moho depths in this area are 43-45 km increasing beneath the Urals to 50 km (*Figure 6*). A low velocity layer in the lower part of the earth crust was located at approximately 25-35 km depth (Razinkova et al., 1987). When crossing the boundary with the Urals, one can see basement rocks on the surface and a decrease in Pn velocity from 8.2-9.4 to 7.8-7.9 km/s. In the upper mantle of the Volgo-Ural anteclise a low velocity layer similar to the layer beneath the Moscow syneclise was detected at depths between 70-100 km.
Figure 6. Seismic cross-section of the earth crust along the west-east DSS profile from the eastern margin of the East-European platform to the Urals (in the latitude of Sverdlovsk) and to the West-Siberian platform. 1 -- boundaries constructed according to refracted waves data and velocities (in km/s) beneath these boundaries; 2 -- boundaries constructed according to intensive (thick lines) and weak (thin lines) reflected waves; 3 -- lines of isovelocity (in km/s); 4 -- Moho and I n velocities beneath the boundary; 5 -- points of diffraction; 6 -- supposed deep fault.  -- faults according to geological and seismic data; ARU -- IRIS seismological station installed in Arti (foredeep of Urals). Adapted from Khalevin, Druzhinin et al., 1980.
Kislovodsk (KIV)

Station KIV is located at the southern margin of the Paleozoic Scythian platform in the Cis-Caucasus foredeep. This station is near the geological boundary between the platform and Alpine folding units of the Caucasus. These two geological provinces also have substantially different deep structure. A detailed study of the earth crust was carried out along north-south and west-east DSS profiles (Figure 1). Two profiles, Stepnoe-Bakuriani and Volgograd-Nahichevan, are not far from KIV. Field observations on the latter of the two extend to approximately 1000 km and were very detailed (Figure 7). The KIV station was installed approximately 150 km west of the Volgograd-Nahichevan profile.

The thickness of the earth crust beneath the Scythian platform and Cis-Caucasus foredeep is 43-45 km but beneath the Caucasus it thickens to 50-55 km. There is a pronounced boundary between the upper (thickness 25-30 km, velocity 5.8-6.5 km/s) and lower (thickness 10-15 km, velocity 7.0 km/s and more) crust. Usually, crustal boundaries beneath the Caucasus are not as pronounced as beneath the Scythian platform. Low velocity layers were detected in the earth crust, and these layers are thicker and more pronounced for the Caucasus, especially for the Lesser Caucasus (Alekseev et al., 1973; Razinkova et al., 1987). The crust of the Scythian platform (including the area of KIV) is characterized by lower velocities than the Greater Caucasus and East-European platform. A sedimentary layer beneath the Scythian platform and Cis-Caucasus foredeep is approximately 5-6 km thick and consists mainly of terrigenous rocks with mean compressional velocities between 2.5-3.5 km/s. Pn velocities for southern areas of the Scythian platform are 8.2-8.3 km/s, decreasing beneath the Caucasus to 8.0-8.1 km/s on average.

We do not have any data about the velocity structure of the upper mantle beneath the Scythian platform. Findings from studies of the upper mantle structure under the Caucasus were obtained mainly from interpretations of the P-wave travel-time curves from earthquakes (Azbel and Kondorskaya, 1974; Murusidze, 1987). Velocity sections constructed from the data show that velocity in the upper mantle increases with depth from 7.8-8.0 km/s in the uppermost mantle to 8.6-8.8 km/s at depths of 350-380 km. Two sharp velocity increases were detected at depths of 100-110 and 350-388 km. Analysis of P-wave travel-times from teleseismic earthquakes showed that the upper mantle in the western Caucasus is characterized by smaller velocities than areas to the east (Vinnik, 1976).

Garm (GAR)

Station GAR was installed in Central Asia, in the southern Tien-Shan Mountains. This region has a very complicated geological structure. The highest mountains in the USSR (Pamirs, Tien-Shans) have elevations up to 6-7 km and border on deep depressions (Fergana, South Tadzhik) where the sedimentary layer thickness
Figure 7. Seismic cross-section of the earth crust along the south-north DSS profile crossing the Caucasus area and neighbouring Scythian and East-European platform units from Nalichevan to Volgograd. 1 -- boundaries in the upper part of the earth crust according to geological data; 2 -- fractures according to geological data; 3 -- seismic boundaries according to reliable (solid lines) and unreliable (dashed lines) reflected waves data; 4 -- seismic boundaries according to refracted waves data and velocities beneath the boundaries (in km/s); 5 -- lines of isovelocity (in km/s); 6 and 7 -- zones of low (6) and high (7) velocities; 8 -- faults according to seismic data; 9 -- points of diffraction. KIV -- IRIS seismological station installed in the area of Kislovodsk (foredeep of Caucasus), approximately 150 km to the west of the profile. Adapted from Baranova, Krasnopevtseva et al., 1980.
reaches 8-10 km and more. The tectonically active area is contiguous with the Paleozoic Turanian platform to the north. Numerous studies of the earth crust and upper mantle structure were carried out in this region based on earthquake (local, far-regional and teleseismic) and explosion recordings. However, the most accurate results were obtained using explosion seismology along DSS profiles. The first DSS observations were carried out in Central Asia at the beginning of the fifties under the supervision of G. A. Gamburtsev.

An important contribution to studies of the earth crust and upper mantle of Central Asia was made in 1974-1984 during the International Pamir-Himalayas project (USSR, India, Pakistan, Italy) (Belousov et al., 1984). The critical link of this project was a north-south DSS profile crossing the Himalayas, Pamirs and Tien-Shans from Srinagar (India) to Toktogul (USSR). The length of this profile is more than 1000 km, and station GAR is located approximately 250 km to the west of it.

Figure 8 shows a seismic section of the earth crust between the USSR and India. The Moho depths vary along the profile from 65-75 km beneath the southern Tien-Shans, Pamirs, and Karokaram range up to 40-50 km towards the Turanian platform and platform areas of India. Beneath the Fergana depression (the northern part of the profile) the sedimentary layer thickness is 8-10 km and the Moho depth is 45-50 km. The consolidated crust can be divided into upper and lower parts. A crustal low velocity layer beneath the southern Tien-Shan in the GAR area was detected based on the analysis of DSS and earthquake data at depth ranges of 10-21 and 12-24 km, respectively (Alekseev et al., 1973; Razinkova et al., 1987). The values of velocity in this layer vary from 5.6 to 6.0 km/s.

Analysis of travel times of Pn waves recorded from large industrial (including nuclear) explosions and DSS data showed that there is a very substantial difference in the upper mantle velocity structure beneath the Tien-Shan and neighboring areas of the Turanian platform. A very pronounced low velocity layer is located between 100 and 200 km below the Tien-Shan, but a similar layer probably does not exist beneath the Turanian platform (Figure 9). Findings for different geological units of the Tien-Shan showed (Burmakov et al., 1984) that areas located west of the Talas-Fergana deep fault (TFF) (Hercynian folding) are characterized by substantially larger (up to 0.5 km/s) velocities in the upper mantle than areas located to the east (Caledonian folding) of the TFF (Figure 9).

Irkutsk (IRK)

Station IRK was installed near the boundary of the Baikal rift zone and the Siberian platform. Numerous studies of the crust and upper mantle velocity structure were carried out in this region using earthquake and DSS recordings. The most detailed and reliable results were also obtained by explosion seismology. Figure 10 and Figure 11 show findings based on DSS data.
Figure 8. Seismic cross section of the earth crust along the north-south DSS profile crossing the Himalayas, Pamirs and Tien Shans from Srinagar (India) to Toktogul (USSR). 1 - lines of isovelocity (in km/s), 2 - a "basaltic" layer surface, 3 - Moho boundary, 4 - Pn velocity (in km/s), 5 - sedimentary layer, 6 - "granitic" layer, 7 - "basaltic" layer, 8 - deep faults. GAR - IRIS seismological station installed in the area of Garm (southern Tien-Shans), approximately 250 km to the west of the profile. Adapted from Berlosov, Vol'voskii et al., 1984.
Figure 9. Results of study of the upper mantle velocity structure of the Tien Shan region and neighbouring areas of the Turanian platform by explosion seismology. Top - location map of shot points (SP) (large filled circles and triangles), recording stations (small opened and filled circles), and DSS profiles (solid lines). Middle - velocity sections of the upper mantle of the Tien Shan areas to the west (Hercynian) and east (Caledonian) of the Talas Fergana deep fault (TFF). Bottom - velocity sections of the upper mantle of the Tien Shan and neighbouring areas of the Turanian platform, M - Moho boundary. Adapted from Burmakov, Vinnik et al., 1984.
Figure 10. Results of studies of the earth crust and uppermost mantle of the Baikal rift zone by DSS. Top -- structure of the upper mantle surface (1 -- Moho depths; 2 -- boundaries of the zone characterized by low values of Pn velocity, 3 -- boundaries of the rift zone; 4 -- DSS profiles). Bottom -- seismic section of the earth crust along the A-B DSS profile, IRK -- IRIS seismological station installed in the area of Irkutsk (boundary between Baikal rift zone and Siberian platform). $\bar{V}$ -- values of mean velocity from surface to boundaries in the earth crust and Moho, $V_1$ -- velocity under surface of the basement, $V_2$ -- Pn wave velocity. Values of velocities are given in km/s. Adapted from Puzyrev, Krylov et al., 1980.
Figure 11. Comparison of a velocity section of the earth crust (after Egorkin et al., 1987, Yegorkin, Zaganov, and Chernyshev, 1984) and upper mantle (after Barkhin, et al., 1987) with deep electromagnetic data (Vanyan, Shilovskiy, 1983) for north south DSS profile crossing the Siberian platform and Baikal rift zone from Dikson to Hilok. IRK -- IRIS seismological station installed in the area of Irkutsk (approximately 200 km to the south-west of the profile). 1 -- basement surface; 2 -- Moho boundary, 3, 4 -- lines of isovelocities (km/s) according to reliable (3) and unreliable (4) data; 5 -- low-velocity layers, 6 -- isolines of electrical resistivity, Ohm.m; 7 -- values of mean velocity in the sedimentary layer and in the layer between the basement surface and Moho boundary.
The thickness of sediments and Moho depth vary beneath the Baikal rift zone between approximately 3-6 and 35-45 km, respectively. Mean velocities in the earth crust are 6.4-6.5 km/s. The uppermost mantle is characterized by low Pn velocities, 7.6-7.8 km/s and the thickness of this layer varies from approximately 8-10 to 15-20 km. This anomalous layer was also detected up to 200-400 km to the south and southeast of the Baikal rift zone at the limits of Baikal folding. A similar layer in the uppermost mantle does not exist beneath southern areas of the Siberian platform where Pn velocities are larger (8.0-8.4 km/s and sometimes locally to 8.5-8.7 km/s).

The main tectonic units of the adjacent Siberian platform (Angaro-Lensk terrace and Tunguss synclise) are located to the north of the Baikal rift zone. The crust and upper mantle of the Siberian platform are characterized, on average, by higher velocities than the Baikal rift zone. The variations are traced to depths of at least 200-250 km. Sedimentary layer thickness and Moho depths increase from 2-3 to 6-8 km and from 38-40 to 45-48 km, respectively, when crossing the boundary between the Angaro-Lensk terrace and Tunguss synclise from south to north (Figure 11). The sedimentary layer of the Siberian platform has higher velocities, 4.5-6.0 km/s (mean values are 5.0-5.5 km/s) than that of the Baikal rift zone. A crustal layer between the basement and Moho is characterized by a mean velocity of 6.5-6.7 km/s.

Two-dimensional velocity sections of the upper mantle were constructed for the north-south Dikson-Khilok long-range DSS profile crossing the Baikal rift zone and the Siberian platform from ray tracing results (Egorkin et al., 1987, Ryaboy et al., 1987) and seismic tomography (Burmakov et al., 1986). Station IRK was located approximately 150 km to the west of the DSS profile (Figure 3). Velocity sections constructed by different methods had substantial discrepancies which were carefully analyzed (Barkhin et al., 1987; Ryaboy, 1989). The two-dimensional ray tracing method of interpretation for a spherical earth was shown to produce more reliable results compared to the modification of the seismic tomographic method applied for the Dikson-Khilok profile. We will consider a velocity section of the upper mantle constructed for the DSS profile by the ray tracing method (Figure 11).

A layer with velocities as low as 7.6-7.7 km/s was distinctly detected in the upper mantle beneath the Baikal rift zone at a depth range of 90-100 to 160-180 km in earthquake (Figure 2) and explosion seismology observations (Alekseev et al., 1973; Vinnik and Egorkin, 1980; Ryaboy et al., 1987, Ryaboy, 1989). This layer can be traced 400-500 km north of Lake Baikal approximately to the boundary of the Angaro-Lensk Terrace. Further north, its thickness decreases significantly and the P wave velocity increases to 8.2-8.4 km/s. These conclusions conform with results of deep electromagnetic and geothermal studies. A layer of low electrical resistivity (Vanyan and Shilovskiy, 1983) was detected in the upper mantle beneath the Baikal rift zone and Angaro-Lensk Terrace at the same depth range as the low velocity layer (Figure 11). The temperature at the Moho discontinuity along the Dikson-
Khilok profile decreases from 800-1000 °C (Baikal rift zone), to 500-600 °C (Angaro-Lensk Terrace), to 350-400 °C (Tunguss synclise) (Smirnov, 1980). It is interesting to note that beneath the Angaro-Lensk terrace fewer crustal earthquakes occurred than beneath the Baikal rift zone, and the Tunguss synclise is a non-seismic region (Razinkova, Shchukin, 1984).

1.1.3 Attenuation of seismic waves

Seismic wave attenuation in the earth crust and upper mantle of Northern Eurasia is less well determined than velocities. A number of scientific articles and monographs (Berzon et al., 1962; Pasechnik, 1970; Berzon and Pasechnik, 1976; Vinnik, 1976; Kopnichev, 1985) have been published on seismic wave attenuation. Many important questions, however such as the physical nature and possible mechanism for the absorption of seismic waves, and reliable methods of measuring attenuation remain unresolved. In Soviet publications, the term absorption usually implies the effect of two factors: absorption due to non-elasticity of the rocks and due to scattering by small-scale inhomogeneities. The propagation losses of the seismic energy is caused by both factors. It is difficult to reliably separate the relative shares of absorption and scattering in the total attenuation though such attempts have been made in practice (Nevskii et al., 1983; Kopnichev, 1985).

Different characteristics of seismic wave attenuation are used. The basic definitions of the attenuation parameters are as follows. Attenuation of seismic waves due to absorption can be described by an exponential multiplier:

\[ e^{-\alpha f L} \]

where \( f \) is the frequency of oscillation; \( L \) is a distance along a seismic ray; \( \alpha \) is the amplitude attenuation coefficient (its dimension is \( m^{-1} \) or \( km^{-1} \)). The attenuation coefficient \( \alpha \) is a function of frequency:

\[ \alpha(f) = K f^n \]

where "n" values vary for different kinds of rocks from 0 up to 2 (for rocks of the earth crust and upper mantle \( n \approx 1 \)).

The logarithmic attenuation decrement \( \phi \) is defined as

\[ \phi = \alpha \lambda = \alpha VT \]

where \( \lambda \) is the wavelength, \( T = f^{-1} \) is the period, and \( V \) is the velocity of a seismic wave. The dimensionless parameter \( \phi \) is a measure of amplitude attenuation at a distance of one wavelength.

Another parameter of attenuation well known in seismology is the dimensionless quality factor \( Q \), which characterizes the relative amount of energy dissipated per cycle of harmonic vibrations:
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The main results of the seismic wave attenuation studies under platform regions adjoining IRIS stations OBN, ARU, and IRK were obtained from long-range DSS profiles. We do not have any data about attenuation parameters in the earth crust and upper mantle for station KIV.

Values for the attenuation coefficient $\alpha$ of $P_g$ and $P_n$ waves recorded from explosions for the first arrivals along DSS profiles were measured from the variation of their amplitude spectra with distance ($R$) from observation points to the source (Yegorkin, 1980; Yegorkin and Kun, 1978; Yegorkin et al., 1981). The dependence of $A(f_\ell)/A(f_k)$ on $R$, where $A(f_k)$ is the amplitude at a certain fixed frequency, was obtained from the amplitude spectra of the recorded waves. The differences in absorption coefficients $\Delta \alpha(f_\ell) = \alpha(f_\ell) - \alpha(f_k)$ were estimated from straight lines averaging these graphs. The absolute values of the absorption coefficients and their dependence on frequency were obtained under the assumptions that $\alpha=0$ when $f=0$, and the function $\alpha(f)$ is linear in the frequency range studied (0.5 to 10 Hz for the mentioned DSS observations).

Values of $Q$ and other parameters of attenuation were calculated using equations (3, 4) and the results of studies of the earth crust and upper mantle velocity structure along DSS profiles. The values obtained correspond to the depths of maximum ray penetration where refracted waves are propagated in a direction close to horizontal. The advantage of a method based on measurements of a ratio of spectral amplitudes, is that the effect of source spectrum, geometrical spreading of seismic rays, different gain of the recording systems and frequency response of the seismometer-soil contact on amplitudes is eliminated during the data processing.

Studies of deep seismic wave attenuation beneath geological units of Central Asia neighboring the GAR station were based on the analysis of recordings of local, regional and teleseismic earthquakes. Quantitative (Rautian and Khalturin, 1978, Rautian et al., 1978, Recker, 1981) and qualitative (Vinnik, 1976; Kopnichev, 1985) methods of analysis of body (P, S, PP, SS) and surface ($L_g$) waves and coda attenuation were developed. Another source of information about attenuation of seismic waves in the earth crust and upper mantle is maps of earthquake isoseismals which reflect the relative decrease of earthquake energy with epicentral distance (Anan'in et al., 1975). This method is based on the assumption that at large epicentral distances, earthquake intensity mainly depends on attenuation and does not depend on hypocenter depths, source mechanism, magnitude, or epicentral distance. Isoseismals are closer to the epicenter and denser in areas where absorption of seismic wave energy is increased. Below we review the main results of attenuation studies obtained by the above mentioned methods for regions where IRIS stations are installed.

\[ Q = \pi \phi^{-1} = \pi (KV)^{-1}. \]
The most detailed findings have been acquired through studies of the attenuation of the $P_n$ waves in the upper mantle from observations of long-range DSS profiles at distances from 200-300 up to 2000-3000 km. *Table 2*, based on published data (Yegorkin and Kun, 1978, Yegorkin et al., 1981), lists mean values of $Q$ for the upper mantle beneath the East-European and Siberian platforms, and the Southern Urals. The $Q$ values in the earth crust and upper mantle vary from 50-100 to 600-800 in the depth range from basement to 200-300 km and increase on average with depth. A zone with increased absorption ($Q=130-160$) probably exists in the upper mantle at depths more than 100 km beneath the Urals and several other geological units. A similar low-$Q$ layer was also located beneath the Baltic shield (Der et al., 1986).

The mean value of $Q$ for the upper mantle beneath the ancient East-European and Siberian platforms was calculated using the values in *Table 2*, $\bar{Q} = 314\pm38$. The upper mantle beneath the IRIS stations OBN, ARU (to the western direction), and IRK (to the northern direction) is probably characterized by an average $Q \approx 300$. Meanwhile the upper mantle beneath the younger geological provinces of Paleozoic folding such as the Urals (to the east, northeast and southeast of ARU), the Kazakh shield, and the Turan and Western Siberian platforms is characterized by reduced $Q$ values on average. According to studies of spectra of $P$, $S$, $PP$, and $SS$ waves from teleseismic events, the upper mantle beneath the Baikal rift zone (to the south of IRK) has anomalously high attenuation compared to the Siberian platform (Vinnik, 1976).

Observations from different geological units of the territory of the USSR showed that the average value of $Q_P$ is approximately 1.5-2.0 times less than the average value of $Q_S$ (Yegorkin et al., 1981, Pasechnik, 1970). The observed values of $Q_P$ and $Q_S$ for the consolidated crust and upper mantle are characterized by considerable scatter, however, the average values of these parameters, which were obtained in various regions, are extremely close.
<table>
<thead>
<tr>
<th>No.</th>
<th>Distance (km)</th>
<th>Frequency (Hz)</th>
<th>Q</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>East-European platform</strong> (northeast of OBN)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.</td>
<td>275-535</td>
<td>2.5-7.5</td>
<td>220</td>
</tr>
<tr>
<td>2.</td>
<td>255-654</td>
<td>2.0-6.5</td>
<td>200</td>
</tr>
<tr>
<td>3.</td>
<td>687-1370</td>
<td>2.5-8.0</td>
<td>430</td>
</tr>
<tr>
<td><strong>Southern Urals and Cis-Urals foredeep</strong> (south of ARU)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.</td>
<td>231-411</td>
<td>0.5-6.5</td>
<td>130</td>
</tr>
<tr>
<td>5.</td>
<td>251-618</td>
<td>1.0-6.5</td>
<td>170</td>
</tr>
<tr>
<td>6.</td>
<td>597-842</td>
<td>0.5-6.5</td>
<td>130</td>
</tr>
<tr>
<td>7.</td>
<td>638-824</td>
<td>2.0-7.5</td>
<td>280</td>
</tr>
<tr>
<td><strong>Siberian platform</strong> (north of IRK)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.</td>
<td>189-280</td>
<td>2.0-8.0</td>
<td>530</td>
</tr>
<tr>
<td>9.</td>
<td>215-475</td>
<td>1.0-8.0</td>
<td>370</td>
</tr>
<tr>
<td>10.</td>
<td>256-351</td>
<td>1.0-6.0</td>
<td>110</td>
</tr>
<tr>
<td>11.</td>
<td>242-428</td>
<td>1.0-8.0</td>
<td>310</td>
</tr>
<tr>
<td>12.</td>
<td>309-541</td>
<td>1.0-5.0</td>
<td>300</td>
</tr>
<tr>
<td>13.</td>
<td>363-445</td>
<td>1.5-10.0</td>
<td>132</td>
</tr>
<tr>
<td>14.</td>
<td>400-488</td>
<td>1.0-5.5</td>
<td>60</td>
</tr>
<tr>
<td>15.</td>
<td>435-647</td>
<td>1.5-6.5</td>
<td>350</td>
</tr>
<tr>
<td>16.</td>
<td>483-632</td>
<td>1.0-6.0</td>
<td>200</td>
</tr>
<tr>
<td>17.</td>
<td>506-705</td>
<td>1.0-5.5</td>
<td>200</td>
</tr>
<tr>
<td>18.</td>
<td>512-728</td>
<td>1.0-3.0</td>
<td>390</td>
</tr>
<tr>
<td>19.</td>
<td>904-1125</td>
<td>1.0-6.0</td>
<td>410</td>
</tr>
<tr>
<td>20.</td>
<td>984-1270</td>
<td>1.0-7.0</td>
<td>530</td>
</tr>
<tr>
<td>21.</td>
<td>1211-1401</td>
<td>0.5-5.0</td>
<td>220</td>
</tr>
<tr>
<td>22.</td>
<td>1542-1906</td>
<td>0.5-5.0</td>
<td>280</td>
</tr>
<tr>
<td>23.</td>
<td>1676-1902</td>
<td>0.9-2.9</td>
<td>160</td>
</tr>
<tr>
<td>24.</td>
<td>2209-2382</td>
<td>1.0-2.6</td>
<td>360</td>
</tr>
<tr>
<td>25.</td>
<td>2307-2677</td>
<td>1.0-3.8</td>
<td>830</td>
</tr>
</tbody>
</table>

On the basis of DSS observations it was shown that Q is practically independent of frequency (Yegorkin and Kun, 1978). This is apparently due to the fact that
the seismic recording equipment used on the DSS profiles does not make it possible to study seismic signals over a wide frequency range. Studies of earthquake recordings carried out with more advanced equipment for a larger frequency band in tectonically active regions of Central Asia (Rautian and Khalturin, 1978, Rautian et al., 1978) and the Kuril-Island chain (Fedotov and Boldyrev, 1969) showed frequency dependent Q.

According to DSS data from long-range profiles, a statistical correlation exists between the attenuation parameters and $P_n$ velocity (Figure 12); the correlation coefficient ($r$) is 0.6 (Yegorkin and Kun, 1978, Yegorkin, 1980). A relation between $Q$ and $P_n$ velocities was also shown for North America (Marshall and Springer, 1976). It should be noted that the relationship between the velocity of seismic waves and attenuation parameters has been corroborated by theoretical investigations (Gurevich, 1974), as well as by measurements of the physical properties of rock in laboratory conditions ($r=0.75$) (Volarovich et al., 1969), and findings from seismic explorations (Seismorazvedka, 1981). Because upper mantle velocity structure is determined more often than attenuation, the correlation (Figure 12) can probably be used to predict values for $Q$. Such predictions, using this statistical approach, certainly do not replace results from direct seismic observations, but can be useful in some instances.

GAR and IRK

Central Asia is probably the most thoroughly instrumented region of the territory of the USSR. The GAR station is located near an important geological boundary which follows the Surkhob river. North of it the rocks of the Southern Tien-Shan are crystalline, Paleozoic in age, and strongly metamorphosed. To the south in the Peter the First range, the rocks are sedimentary, highly deformed (folded and faulted), and Mesozoic to Cenozoic in age. Seismic velocities are about 10 per cent slower in the upper 10 km of the Peter the First range than in the Tien-Shan, but are quite similar at greater depths.

Studies of spectra from shallow local earthquakes yielded pronounced differences in attenuation of P- and S-waves propagating in the upper 10-15 km of the earth crust to the south and north of the Garm region. Low values of $Q$ ($\approx 100$) were obtained for the sedimentary rocks of the Peter the first range compared to those in the crystalline rocks of the South Tien-Shan, $Q \approx 500$ (Rautian et al., 1978). In contrast to DSS data for platforms (Yegorkin et al., 1981), attenuation of P- and S-waves are comparable.

Attenuation of seismic waves in the upper mantle beneath geological units of Central Asia appears to vary laterally and with depth. High attenuation is observed under Tibet and North Tien-Shan, and weak attenuation is one of the important properties of the upper mantle of Pamir and Southern Tien-Shan. A high-Q (low
Figure 12. Relationship between quality factor Q and velocity of P waves in the upper mantle. Adapted from Yegorkin, 1980.
attenuation) zone for P- and S-waves is probably associated with the intermediate and deep earthquake zone beneath Pamir-Hindu Kush (Q>1000), that is also characterized by increased velocities in the upper mantle (Vinnik, 1976; Khalturin et al., 1977). A study of the spectral content and variations in time of the coda of seismic oscillations following the body and surface waves of Pamir-Hindu Kush events of intermediate depth (H \approx 200 \text{ km}) yields increasing Q with frequency and with depth (Rautian and Khalturin, 1978). They obtained Q(f)=360f^{0.5} and Q(f)=900f^{0.5} for travel times 20-200 s and 200-2000 s, respectively. Similar results were obtained in a study of S-wave coda from shallow and intermediate Hindu Kush earthquakes of the Afghanistan region (Roecker, 1981).

Several maps of seismic wave attenuation in the upper mantle beneath the Tien Shan and neighboring areas of the Turanian platform have been constructed. Figure 13 shows Q variations for P-waves in the lower subcrustal lithosphere of Central Asia. The map was compiled from the velocity structure of the upper mantle beneath the Tien-Shan region (Ryaboy et al., 1987; Ryaboy, 1989) and the relationship between Q and P-wave velocity in the upper mantle (Figure 12). Values for Q vary roughly from 100 to 400.

The Talas-Fergana deep fault, clearly discernible on the Earth surface from geological data, divides the Southern Tien-Shan into two areas with quite different values of Q in the uppermost mantle. The Tien-Shan structures west of this fault (the Fergana depression and its northern and southern border mountain ridges) have greater values (Q \approx 400) than the Northern Tien-Shan (Q \approx 100). The Turanian plate is characterized by values of Q in the range Q \approx 150-300. A comparison of the map in Figure 13 with maps based on interpretation of \( L_g \) surface wave and its coda (Figure 14) and maps of isoseismals (Anan' in et al., 1975) indicates a qualitative relationship between them, in that the regions located east of the Talas-Fergana fault are generally characterized by higher attenuation of seismic waves in the upper mantle than regions located to the west of the fault.

The main findings obtained for station IRK are based on a comparison of P- and S-wave spectra from teleseismic events with PP and SS spectra. According to these data, the Baikal rift zone is characterized by larger attenuation of seismic wave amplitudes than geological units of the Siberian platform (Vinnik, 1976).

### 1.1.4 Conclusions

Velocity sections showing the change in P-wave velocity with depth have been obtained from explosion seismology data for the areas containing the five IRIS stations and the NORESS array (Figure 15 and Table 3). One can see that the crust and upper mantle beneath these stations have different velocity structures. Tectonically active regions where the GAR (Southern Tien-Shan) and IRK (Baikal rift zone) stations were installed are generally distinguished from the East-European (NORESS...
Figure 13. Map of the quality factor Q in the lower subcrustal lithosphere beneath Central Asia, determined from the correlational dependence between the Q values and Pn wave velocity. Adapted from Ryaboy, 1988, 1989.
Figure 14. Map of variations in the attenuation of shear waves in the upper mantle of the Tien Shan and adjacent geological structures based on combined interpretation of $L_g$ surface wave and its coda. 1-3 - low (1), intermediate (2), and high (3) relative absorption. 4 - deep faults (TFF - Talas-Fergana deep fault). 5-7 - epicenters of strong earthquakes with magnitudes (M). 5 - between 6 and 7, 6 - between 7 and 8, 7 - more then 8.0. Adapted from Kopnichev, 1985.
Figure 15. Seismic velocity-depth functions of the earth crust and upper mantle of major geological provinces of Northern Eurasia where NORESS array and IRIS stations were installed, based on published data. 1 -- south-eastern part of the Baltic shield, to the East of NORESS array (Ryaboy, 1990); 2 -- Moscow synclise, OBN (Yurov, 1980; Belyaevsky et al., 1976; Ryaboy, 1977); 3 -- eastern part of the Russian plate and Cis-Urals foredeep, ARU (Khalevin et al., 1980; Ryaboy, 1979); 4 -- southern part of Scythian platform and Cis-Caucasus foredeep, KIV (Baranova, Krasnopeviseva, et al., 1980); 5 -- southern areas of the Tien-Shan, GAR (Alekseev et al., 1973; Belousov et al., 1984; Burmakov et al., 1984); 6 -- Balkal rift zone, IRK (Byzrev et al., 1980; Barkhin et al., 1987). Solid lines -- explosion seismology data, dashed lines -- alternate interpretation of DSS data, dotted lines -- earthquake seismology data, M -- Moho; depths to boundaries are shown in brackets.)
array, OBN and ARU) and Scythian (KIV) platforms by lower velocities and the presence of very pronounced and thick low-velocity layers in the upper mantle. Layers of reduced velocity also exist in the upper mantle beneath platforms but they are thinner and not so pronounced.

The velocity sections in Figure 15 characterize the average crust and upper-mantle structure beneath the IRIS stations, and can be used for processing and analysis of seismic signals recorded by these stations with the following important caveat. All of the IRIS stations except OBN are located near boundaries of major geological provinces of Northern Eurasia having substantially different deep structure. The velocity and Q structure of the crust and upper mantle usually changes not only in the transition from one province to another, but also between geological units of smaller size. It is not enough to have information about deep structure only beneath the recording stations.

<p>| Table 3. | PARAMETERS OF THE EARTH CRUST AND UPPER MANTLE VELOCITY SECTIONS FOR IRIS STATIONS IN THE USSR AND THE NORESS ARRAY |</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>NORESS</th>
<th>OBN</th>
<th>ARU</th>
<th>KIV</th>
<th>GAR</th>
<th>IRK</th>
</tr>
</thead>
<tbody>
<tr>
<td>crustal thickness (km)</td>
<td>40</td>
<td>45</td>
<td>43</td>
<td>45</td>
<td>70</td>
<td>40</td>
</tr>
<tr>
<td>mean crustal vel. (km/s)</td>
<td>6.5</td>
<td>6.3</td>
<td>6.3</td>
<td>5.7</td>
<td>6.5</td>
<td>6.4</td>
</tr>
<tr>
<td>depth range of crustal LVZ (km)</td>
<td>-</td>
<td>-</td>
<td>25-35</td>
<td>15-20</td>
<td>10-21</td>
<td>12-17</td>
</tr>
<tr>
<td>velocity of crustal LVZ (km/s)</td>
<td>-</td>
<td>-</td>
<td>6.5-6.7</td>
<td>5.6-5.7</td>
<td>5.8-6.0</td>
<td>6.0</td>
</tr>
<tr>
<td>Pn-wave velocity (km/s)</td>
<td>8.15</td>
<td>8.2</td>
<td>8.3</td>
<td>8.3</td>
<td>8.1</td>
<td>7.8</td>
</tr>
<tr>
<td>depth range of upper mantle LVZ (km)</td>
<td>105-135</td>
<td>60-96</td>
<td>70-100</td>
<td>-</td>
<td>110-210</td>
<td>90-180</td>
</tr>
<tr>
<td>velocity of upper mantle LVZ (km/s)</td>
<td>8.0</td>
<td>8.1</td>
<td>8.2</td>
<td>-</td>
<td>8.15</td>
<td>7.8</td>
</tr>
</tbody>
</table>

The relationships between observed lateral inhomogeneities in the upper mantle and geological structures in the earth crust are frequently complex and ambiguous. For instance, two large basins with sedimentary deposits down to 8-10 km and more are located at distances less than 100 km to the northeast (Fergana depression) and southwest (South Tadzhik depression) of station GAR. The distinguishing feature of the Fergana depression is that the upper mantle beneath it is
characterized by higher velocities than the South Tadjik depression. It is interesting to note that the latter is located in the Alpine Folding region of Eurasia and is believed to have been formed in a geosynclinal environment. The Fergana depression is located within the limits of the Tien-Shan which is a Paleozoic platform activated in Cenozoic time, and the depression was formed before the initiation of neotectonic activations, when platform conditions predominated in the Tien-Shan.

Q values vary both as a function of depth and laterally from 50-100 up to 600-800 when crossing boundaries between geological provinces. Tectonically active regions differ from platforms in that low-Q layers, which are pronounced in the depth range from 100 to 200 km strongly attenuate seismic waves of the active regions. However, these characteristics are only an average observation. For example, a zone with unusually low attenuation in the upper mantle at depths from 100 to 250 km (Q >= 1000) was located beneath the Pamir-Hindu Kush region to the south of station GAR. This zone is also characterized by increased values of seismic wave velocities and coincides with a concentration of intermediate and deep focus earthquakes (Vinnik, 1976; Khalturin et al., 1977). A direct relationship was observed between Q in the upper mantle and Pn velocities.

In studies by some American seismologists values for Q of up to 9000 are postulated for the upper mantle of platform regions of Northern Eurasia (Evernden et al., 1986; Smith, 1988). These Q values exceed all previously published findings (Yegorkin and Kun, 1978; Yegorkin et al., 1981; Fedotov and Boldyrev, 1969; Der et al., 1986). Although the clarification of the source of these deviations in evaluations of Q values is of considerable interest, it lies outside the scope of this paper.

In conclusion, seismic waves recorded by the IRIS stations propagate in substantially laterally inhomogeneous media, but analysis and interpretation of records of seismic events are usually based on one-dimensional velocity and Q models. Overcoming this contradiction should drastically improve event locations, as well as their estimated magnitude and yield.

Vladislav Ryaboy
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1.2 LATERAL INHOMOGENEITIES OF THE UPPER MANTLE BENEATH NORTHERN EURASIA INFERED FROM Pn-WAVE EXPLOSION SEISMOLOGY OBSERVATIONS

Abstract

This paper presents a review of published Soviet data on travel-times, amplitudes, and waveforms of Pn-waves based on explosion seismology. Large industrial (including nuclear) explosions were recorded by portable instruments used in long-range deep seismic sounding profiles (DSS) and seismological networks up to epicentral distances of 3000 km. Pn-wave travel-times that have been corrected for lateral velocity variations in the earth's crust differ by as much as 5-6 seconds between different regions. Such large differences are attributed to differences in the velocity structure of the upper mantle.

A complex but distinct relationship has been observed between Pn-wave travel-times and subsurface geology. The ancient Pre-Cambrian platforms (East-European and Siberian) are characterized by early Pn-wave arrivals, whereas the largest travel-times of these waves are observed for tectonically active regions (Tien-Shan and Baikal rift zone). Pn-wave travel-time curves constructed for Paleozoic platform plates (Turan and West-Siberian) occupy an intermediate position. Pn-wave travel-time deviations are also observed for the ray paths located basically within the limits of substantially smaller geological structures (individual basins, lifts, mountain ridges).

The scale of horizontal velocity heterogeneities in the upper mantle beneath Northern Eurasia is quite variable. Linear dimensions of the inhomogeneities reliably detected by Pn-waves are on the order of 100 to 2000 km with velocity contrasts averaging ±(4-5)%.

1.2.1 Introduction

The central and eastern regions of Northern Eurasia considered in this paper extend from the western boundary of the East-European platform (Teisseyre-Tornquist zone) to the transition from the Eurasian continent to the Pacific Ocean in the east, and from the Alpine zone in the south to the Arctic basin in the north. Within these boundaries geological provinces are found that are different in their development (old Pre-Cambrian platforms, young Paleozoic platform plates, folded mountain systems, deep depressions and rift zones) and in their crust and upper mantle velocity structure.

One of the main findings of Northern Eurasian seismic studies performed over the past ten to fifteen years is the presence of significant lateral velocity heterogeneities in the upper mantle up to depths of at least 200-300 km (Vinnik, 1976,
These are manifested through anomalies in travel times, amplitudes, and frequency content and have obvious implications for the fundamental and applied problems of geology and geophysics, including seismic monitoring and verification.

The first hypotheses about the presence of horizontal velocity heterogeneities in the upper mantle were proposed in the late 1930s by J. Macelwain (1937) and Y. Savarenskiy (1940) who showed that discrepancies between observed travel-time curves and velocity sections of the upper mantle constructed for different regions of the world significantly exceeded their possible errors. At that time, the opinions of Macelwain and Savarenskiy were not widely accepted as there was no convincing evidence to support their postulates.

Failing to consider the influence of horizontal velocity inhomogeneities in the medium can result in significant interpretation errors for deep seismic sounding profiles. For example, Figure 1 shows reversed synthetic travel-time curves for waves refracted in a two-dimensional upper mantle velocity model \( V(x,z) \). For each of these travel-time curves, the one-dimensional upper mantle velocity section was constructed by the \( r^2v \)-trace method. These one-dimensional velocity sections differ significantly, and both inappropriately characterize the actual distribution of velocity. When interpreting the travel-time curve from shot point 1, a nonexisting low-velocity layer is inferred; but for the travel-time curve from shot point 2, a sharp velocity increase with respect to depth is detected. These features are absent in the original model. Lateral velocity inhomogeneities can cause significant errors in interpretation if one dimensional structure is assumed.

Figure 2 compares refracted wave ray paths calculated for two-dimensional (Figure 2A) and one-dimensional (Figure 2B) upper mantle velocity models. The ray path density qualitatively characterizes the energy distribution of the seismic waves recorded in the first arrivals. One can see substantial differences in the ray path trajectories in Figures 2A and 2B. Velocity heterogeneities can focus and diffuse seismic wave energy causing amplitude anomalies which influence the estimated magnitude and yield of events.

The upper mantle velocity structure of the USSR has been studied using recordings from long-range deep seismic sounding (DSS) profiles and recordings of the DSS explosions obtained with both temporary and permanent seismic networks. In recent years a considerable amount of DSS research has been carried out (Razinkova, Krasnepovtseva, 1987). This paper deals with the analysis of Pn travel-times, amplitudes, and waveforms recorded from DSS chemical and large industrial (including nuclear) explosions at regional distances up to 1500-2000 km. Our main aim is to study general features of the three-dimensional upper mantle velocity model under major geological provinces of Northern Eurasia.
Figure 1. The effect of lateral heterogeneities on the resulting upper mantle velocity sections. Depths are measured with reference to the Moho, A). Theoretical travel-time curves of refracted waves for the horizontally heterogeneous velocity model of the upper mantle $V(x,z)$ shown in B). I, II - shotpoints and respective reversed travel-time curves, reduced with a velocity of 8.0 km/s. C). Velocity versus depth curves $V(z)$, constructed using the ray tracing method for I and II travel-time curves in A. (Adapted from Ryaboy, 1977).
Figure 2. A comparison of refracted wave ray paths for A) a laterally inhomogeneous $V(x,z)$ and B) an one dimensional velocity model $V(z)=8.1(1+0.0005z)$ of the upper mantle. Solid lines are isovelocity contours in the upper mantle. Dotted (A) and dashed (B) lines are ray paths for two- and one dimensional velocity models respectively. (Adapted from Barkhin et al., 1987; Ryaboy, 1989).
1.2.2 Waveforms and amplitudes of Pn-waves

Pn-waves were recorded as first arrivals at ranges between 130 up to 2000 km along numerous reversed and overlapping long-range profiles. These observations showed that the Pn-wave has a very complicated structure and consists of several arrival groups. First arrivals are typically characterized by small amplitudes and relatively high frequencies, these are followed by secondary arrivals with substantially larger amplitudes and lower frequencies. In general, recognizing the weak first arrivals is very difficult.

Apparent velocities tend to increase from 7.7-8.2 to 8.8-9.0 km/s and more as distance increases from 1500 to 2000 km. In this distance range Pn-wave first arrivals are interpreted as being refracted in the upper mantle at depths of 200-300 km. At the crossover range of two different velocity arrivals a gradual change in the waveforms of the first arrivals is observed. Occasionally, this is accompanied by an attenuation of the first waves, a break in the travel-time curve, and an offset to later time. The magnitude of such an offset can reach 1-3 seconds.

Figure 3a is a record section of Pn-waves for the Kazakh shield where one can see the offset at a range of approximately 500 km. A similar cut-off is observed in record sections of overlapping and reversed profiles of Pn-waves recorded within the Moscow (Figure 3b) and North Caspian depressions (Figure 3c) of the East-European platform. Cut-offs of Pn-waves at larger distances (800-850 km) were observed in the record sections from the northern region of the West-Siberian platform plate (Figure 3d) and southern Baltic shield (Figure 3e). Offsets of this kind when accompanied by similar offsets at approximately the same distances on reversed profiles are characteristic of low-velocity layers in the upper mantle. For offsets due to low-velocity layers, Pn-wave first arrivals are usually characterized by increased magnitude and lower frequencies due to the influence of the low-velocity layers at ranges greater than the crossover distance.

The 400 and 650 km discontinuities cause offsets in the data at ranges greater than 1600-2000 km. Arrivals from the higher velocity material (apparent velocities of 10.0-11.5 km/s) are seen as large amplitude later arrivals at ranges less than the crossover distance (Figure 3f).

Amplitude vs. distance plots of Pn-wave first arrivals vary in the different geological provinces of the USSR. Figures 4 and 5 show that amplitudes can vary by factors of five to ten along DSS profiles within the East-European and Siberian Pre-Cambrian platforms, the Turanian and West-Siberian platform plates, and the Kazakh shield. The magnitudes and distances of these amplitude anomalies are not consistent between the different geological provinces. The linear dimensions of the zones of increased or decreased Pn-wave amplitudes are usually 300-500 km.
Figure 3a-f. \( P_n \) wave seismic record sections constructed for long-range DSS profiles within major geological provinces of Northern Eurasia: a) -- Kazakh shield (Ryaboy, 1979); b) -- Moscow depression (East-European platform) (Vinnik, Ryaboy, 1981), top and bottom are record sections for overlapping profiles; c) -- North-Caspian depression (East-European platform) (Vinnik, Ryaboy, 1981), top and bottom are record sections for reversed profiles; d) -- West-Siberian platform plate (Vinnik, Egorkin, 1980); e) -- southern areas of the Baltic shield, profile Oslo-Helsinki-Leningrad (Ryaboy, 1990a); f) -- Siberian platform, north-south profile Dikson-Khillok (Egorkin, Pavlenkova, 1981). Amplitudes are trace-normalized.
Figure 3b.
Figure 3c.
Figure 3e.
Figure 4. Averaged $P_n$ wave amplitude versus distance variations for different geological provinces of Northern Eurasia: 1 -- Turanian platform plate, 2 -- Kazakh shield, 3 -- North-Caspian depression (East European platform), 4 -- Moscow depression (East-European platform). (Adapted from Ryaboy, 1979).
Figure 5. $P_n$ wave amplitude versus distance for west-east Khanty-Mansiisk - Lena river long range DSS profile (West Siberian platform plate and Siberian platform). (Adapted from Barkhin et al., 1987).
Pronounced Pn-wave amplitude anomalies can be qualitatively explained by the influence of vertical and lateral velocity inhomogeneities of the upper mantle. Figure 6 shows the observed amplitude vs. distance plot for the Pn phase of the Barnaul-Tura DSS profile and a suite of rays calculated for the laterally inhomogeneous velocity section of the upper mantle derived for this area. The two-dimensional upper mantle velocity section not only produces a good fit to the travel-time curve for the Pn-waves, but also the amplitudes inferred from the horizontal ray density qualitatively fit the amplitude vs. distance plot. Results like these indicate that we can qualitatively predict Pn-wave amplitude anomalies based on detailed studies of the upper mantle velocity structure.

1.2.3 Travel-times of Pn-waves

Precise information on the velocity structure of the upper mantle may be obtained from Pn-wave travel-times. Reference travel-time curves of Pn-waves for different geological provinces of Northern Eurasia have been constructed based on the extensive explosion seismology database available in the USSR. We shall consider the results obtained for the Central Asian and Siberian regions in more detail.

Burmakov et al. (1984) derived the upper mantle velocity structure under Central Asia and southern Kazakhstan regions using Pn-wave travel-times. The Pn-waves from 10 large industrial explosions (including nuclear explosions) were recorded at epicentral distances up to 1500-1600 km on long-range DSS profiles and by a seismic network consisting of 85 temporary and permanent recording stations. Figure 7A shows the locations of the DSS profiles, seismological stations, and shot points. The geometry of the shot points and recording stations made it possible to study Pn-wave travel-times for ray paths crossing major geological units of Central Asia (Tien Shan and Turanian platform plate) in different directions.

Observed Pn-wave travel-times for the same distance but for different paths are up to 6 seconds different (Figure 7B). One possible explanation for this discrepancy is that the thickness of the earth's crust beneath different geological units of Central Asia varies from 35-40 up to 55-65 km (Belyaevsky, 1974, Khamrabaev, 1977; Zverev, Kosminskaya, 1980; Khamrabaev, Zunnunov, 1984). The misleading effects of the earth's crust were removed by recomputing the Pn-wave travel-times with the crust removed to a depth of 40 km. The computation was based on ray theory and the crustal velocity data available (Ryaboy, 1979).

Figure 7C shows average Pn-wave travel-times for the Tien Shan and the Turanian platform, recalculated to a flattened Moho. The maximum difference between the Pn-wave travel-times for the same distance on this figure is 7 seconds. This is approximately 10 times larger than the possible errors due to poor picks and demonstrates the existence of lateral changes in the upper mantle velocity structure. The travel-time curve constructed for Tien-Shan at distances more than
Figure 6. Barnaul-Tura long-range DSS profile (southern Siberia). A comparison of the observed amplitude versus distance plot $A(R)$ for the $P_n$ wave (top) and the ray paths (bottom) calculated for a laterally heterogeneous upper mantle velocity model of the profile at regularly spaced interval in the angle of radiation from the source. 1 -- amplitude versus distance graph, 2 and 3 -- isovelocity contours from reliable (2) and unreliable (3) data, 4 and 5 -- ray paths of refracted waves calculated at one degree intervals in the angle of radiation (4) and for intermediate values of the angle (5). The density of the emergent rays is proportional to amplitude. (Adapted from Ryaboy et al., 1987).
Figure 7. Results of studies of the upper mantle velocity structure beneath major geological provinces of Central Asia by explosion seismology. A). Location map (1 -- DSS profiles, 2 -- shot points of large industrial explosions, 3 -- recording stations, 4 -- Talasa-Fergana fault, TFF ). B). Observed $P_h$ wave travel-times, and C) recalculated to a smoothed Moho, for Turanian platform plate and Tien-Shan. D). Velocity versus depth variations in the upper mantle beneath the Turanian plate and Tien-Shan (1 and 2 -- $P_h$ wave travel-times and averaged travel-time curve for Tien-Shan respectively; 3 and 4 -- the same as 1 and 2 but for the Turanian plate; 5 -- error of the averaged travel-time curves; 6 -- theoretical travel-time curves calculated for velocity sections in figure 7B, the travel-time curves and velocity sections are designated similarly). (Adapted from Burnakov et al., 1984).
1000 km is characterized by a 2-3 second shift relative to the travel-time curve for the Turanian plate. Inversion of the Pn travel-time curves using a ray tracing method shows the existence of a pronounced low velocity layer in the upper mantle beneath Tien Shan and the lack of a similar layer under the Turanian plate (Figure 7D).

Figure 7C showed the presence of significant anomalies in the Pn-wave travel-times which are probably caused by small geological structures (individual basins, uplifts, and mountain ranges). As an example, Pn-waves travelling in the upper mantle beneath Tien Shan to the east of the Talasa-Fergana Fault (TFF) are delayed at distances of 300-400 km by 3 to 3.5 seconds relative to those in the western region of Tien Shan (Figure 8). This travel-time anomaly can be generated by lateral velocity variations in the upper mantle on the order of 0.5 km/sec. Interpretation of teleseismic observations by Vinnik et al. (1983) confirmed the results of explosion seismology data and also illustrated that the velocity variations must occur at depths of no less than 150-200 km.

Two large scale velocity inhomogeneities of the upper mantle with linear size more than 1000 km exist in Central Asia beneath the Tien Shan and the Turanian platform. Smaller sized velocity inhomogeneities were also located under western and eastern areas of Tien Shan and other geological units of the Turanian plate. For example, Pn-waves are locally faster beneath the Cis-Kopetdag foredeep according to observations on the long-range DSS profile from the Kopetdag mountains to the Aral sea (Ryaboy, 1979).

Detailed seismic studies of the upper mantle based on DSS profiles using nuclear explosions as sources have been completed in Siberia. Figure 9 shows the location of these profiles which cross all of the major geological provinces of Siberia (West-Siberian Hercynian plate and Pre-Cambrian Siberian platform) and neighboring regions (Egorkin et al., 1984, 1987; Vinnik, Egorkin, 1980, Pavlenkova, Egorkin, 1983; Ryaboy, 1985; Ryaboy et al., 1987; Barkhin et al., 1987). The average distance between shot points was 150-200 km and the length of the standard profiles (each reversed and overlapped) was 250-300 km. In addition, three to four reversed and overlapping profiles, each 1000-3000 km long, were obtained at 500-1000 km spacing for the nuclear shots. The explosions were recorded by three-component seismic stations with 10-20 km spacings between receivers.

Let us examine the Pn-wave travel-time curves for two long-range profiles, the Khanty-Mansiisk - Lena River profile, crossing the West-Siberian plate and Siberian platform, and sub-meridional Dikson-Khilok profile crossing the Siberian platform and Baikal rift zone (see profiles III-III and V-V accordingly on Figure 9). Figure 10 shows the observed Pn-wave travel-time curves constructed for these profiles. The individual travel-time curves are very complicated and include shadow zones, sharp attenuation of the first arrivals, and breaks in the curves with offsets to later times.
Figure 8. Results of studies of the upper mantle velocity structure of Tien-Shan by explosion seismology A). Location map, B). Observed $P_n$ wave travel-times, and C) recalculated to smoothed Moho. D). Velocity versus depth variations in the upper mantle (depths are given from the Moho). 1 -- Talasa Fergana fault (TFF), 2 -- shot points of large industrial explosions to the west of TFF; 3 -- seismic recording stations to the west of TFF; 4 -- the same as 2 but to the east of TFF; 5 -- the same as 3 but to the east of TFF; 6 -- DSS profiles used in constructing the velocity section for that region of Tien-Shan to the east of TFF; 7 -- the same as 6 but to the west of TFF; 8 -- $P_n$ wave travel-times for that region of Tien-Shan to the east of TFF; 9 and 10 -- the same as 8 but to the west of TFF (9 -- for Fergana depression); 11 and 12 -- averaged travel-time curves and velocity sections corresponding to regions east (11) and west (12) of TFF. (Adapted from Burmakov et al., 1984).
Figure 9. Location map of long range DSS profiles in Siberia. (Adapted from Egorkin et al., 1987 with additions of V. Ryaboy).
Figure 10. Observed travel-time curves of $P_n$ and $P$ waves recorded along two long-range DSS profiles in Siberia. A). West-East Khanty-Mansiisk Lena River profile (Egorkin et al., 1987). B). North South Dikson Khilok profile (Pavlenkova, Egorkin, 1983). Vertical dashed lines show elements of $P_n$ wave travel-time curves with increased apparent velocity, depicted by numbers.
The apparent velocities range from 7.8-8.0 to 10.0-11.6 km/s and certain elements of the travel-time curves show locally increasing apparent velocities. Some of these elements were also observed at identical intervals of the profiles for reversed and overlapping travel-time curves, indicating strong small-scale horizontal velocity variations in the upper mantle (from 7.8 to 8.5 km/s). Dashed lines on Figure 10 show elements of Pn-wave travel-time curves with increased apparent velocities. The linear dimensions of these zones vary from 100 to 300 km. This is probably a conservative estimate of the smallest lateral velocity inhomogeneity located in the upper mantle that can be observed with Pn-waves. A similar high-velocity body in the lower lithosphere has also been detected in southern Sweden along the Oslo-Helsinki-Leningrad profile (Ryaboy, 1990) and in many other regions of Northern Eurasia.

Pn-wave travel-times for different geological units of Siberia vary substantially. Figure 11 shows a comparison of the reversed Pn-wave travel-time curves recomputed to the Moho for the two long-range profiles mentioned above. One can see that the discrepancy between the travel-time curves constructed for the West-Siberian plate and the Siberian platform is 3-4 seconds (Figure 11A). For the northern and southern regions of the Siberian platform the difference is 1-2 seconds (Figure 11B).

The travel-time characteristics of the two reversed profiles are due to differences in the upper mantle velocity structure of the two regions. The Pn-wave travel-time curve for the southern areas of the Siberian platform, which includes the tectonically active Baikal rift zone, is characterized by a very long shadow zone within the 600 to 1200 km distance range. On the reversed profile covering the northern areas of Siberian platform (mainly the Tunguss depression) the shadow zone is substantially shorter.

The differences in the travel-time curves of the reversed profiles can be attributed to a low velocity layer (7.6 km/s) located beneath the Baikal rift zone and southern areas of the Siberian platform (Angaro-Lensk Terrace) at a depth range of 90 to 180 km. Further north, beneath the Tunguss depression, its thickness decreases significantly and the velocity increases to 8.2-8.4 km/s, which is typical for platforms of Northern Eurasia (Barkhin et al., 1987; Ryaboy, 1989).

Reference travel-time curves for Pn-waves were constructed to characterize and compare the average upper mantle velocity structure beneath major geological provinces of Northern Eurasia. These curves, based on explosion seismology data, were calculated by statistical smoothing of Pn-wave travel-times observed on long-range DSS profiles and regional seismic networks (Figure 12A). To make the effects of the upper mantle heterogeneities more evident, the earth's crust was "stripped off" and travel times were recomputed relative to a smoothed Moho (Figure 12B). The ancient Pre-Cambrian platforms (East-European and Siberian) are characterized
Figure 11. A comparison of reversed \( P_n \) travel-time curves for long-range DSS profiles in Siberia. A). West-East Khanty-Mansiysk - Lena River profile (1,2 - travel-time curves for the West-Siberian platform place and the Siberian platform respectively). B). North-South Dikson-Khilkov profile (3,4 -- travel-time curves for northern and southern areas of Siberian platform including Baikal rift zone respectively). \( P_n \) wave shadow zones are depicted by dashed lines. (Adapted from Barkhin et al., 1987).
Figure 12. Averaged travel-time curves of $P_n$ waves for major geological provinces of Northern Eurasia, according to explosion seismology data. A). $P_n$ wave travel-times, observed and B) recalculated to a smoothed Moho. 1 -- East-European platform, 2 -- Siberian platform, 3 -- West-Siberian platform plate, 4 -- Turanian platform plate, 5 -- Tien-Shan, 6 -- Baikal rift zone. (Adapted from Ryaboy, 1985).
by the shortest travel-times, the tectonically active areas (Tien-Shan and Baikal rift zone) are characterized by the largest. Travel-time curves for the Turanian and West-Siberian platform plates occupy an intermediate position.

The differences between the travel-time curves shown in Figure 12B are as large as 5 seconds. This is substantially larger than the possible errors and suggests that there are large scale velocity inhomogeneities in the upper mantle related to the distribution of the major geological provinces of Northern Eurasia. The linear dimensions of the heterogeneities in the upper mantle detected in such a manner are on the order of 1000 km or more, and they can be traced to depths of at least 200-300 km. The estimated contrast in the upper mantle necessary to explain the observed differences in Pn-wave travel-times is ±(4-5)%.

1.2.4 Conclusions

In the upper mantle of Northern Eurasia, observations from explosion seismology have revealed lateral velocity inhomogeneities at depths of not less than 200-300 km. The linear dimensions of the heterogeneities located using Pn-wave travel-time and amplitude observations vary from 100 km up to 1000 km and more, and the velocity contrast necessary to explain these observations varies between ±(4-5)% relative to the mean velocity values. The velocity structure of the upper mantle usually changes with the transition from one geological province to another. The relationship between the velocity structure of the upper mantle and the distribution of geological units is complex and ambiguous.

The study of lateral inhomogeneities in the upper mantle is very important for a complete understanding of travel-times, amplitudes, and frequency content of seismic waves recorded at regional and teleseismic distances (McLaughlin et al., 1989; Barker and Murphy, 1989). Seismic waves recorded at regional and teleseismic distances propagate in substantially inhomogeneous media, but the analysis and interpretation of seismic records is usually based on one-dimensional velocity models. Overcoming this contradiction should improve the location and timing of events, as well as their estimated magnitude and yield.

Vladislav Ryaboy
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2.1 THREE-COMPONENT ANALYSIS OF REGIONAL PHASES AT NORESS AND ARCESS: POLARIZATION AND PHASE IDENTIFICATION

ABSTRACT

Particle motion characteristics of short-period three-component (3-C) data are compared for various seismic phases at NORESS and ARCESS, and their usefulness for phase identification is evaluated. Continuous recordings at the arrays of 3-C elements were processed during routine operation of the Intelligent Monitoring System (IMS). The data set used in this study consists of 3822 arrivals extracted from the IMS database, and covers a period of about 2.5 months. First, polarization attributes and azimuth of the dominant linear motion are compared for local/regional phases (Pn, Pg, Sn, Lg) at the two arrays. P-type arrivals have larger angles of incidence at ARCESS than at NORESS, on average, for similar ranges of distance and signal-to-noise ratio (SNR). This can be partly explained by higher crustal velocities under the ARCESS array. Also, at ARCESS the ratio of horizontal to vertical power is similar for Sn and Lg, on average, while at NORESS it is larger for Sn. Sn and Lg azimuths at ARCESS (and Lg azimuth at NORESS, with more scatter) provide good estimates of backazimuth (with a 180° ambiguity), and indicate predominance of SH motion at ARCESS. In the second part of this study multivariate data analysis is performed to obtain phase identifications (with associated confidence), using polarization attributes as predictors. P- and S-type phases are distinguished with a success rate of 82% at NORESS and 89% at ARCESS. The performance is even better for P-type arrivals with 3-C SNR > 2 (96% and 98%, respectively). Sn and Lg are correctly identified for 74% of S-type phases at NORESS and 64% at ARCESS. Contamination of Lg by Sn coda at shorter ranges, and dominant SH motion for both S-type phases at ARCESS affect the performance. This study shows the importance of evaluating each 3-C station individually.

2.1.1 Introduction

With the advent of three-component (3-C) stations located within the USSR, such as the new IRIS stations (Given, 1990), the importance of 3-C data for detection, location and identification of seismic events must be evaluated. This is particularly relevant to the automated processing of continuous data, as performed in the Intelligent Monitoring System (IMS, Bache et al., 1990). The noise reduction and added information from frequency-wavenumber (F-K) analysis of array data (e.g., Kvaerna and Ringdal, 1986) are not available at single 3-C stations, so greater emphasis must be placed on polarization. Polarization, along with other signal properties, such as frequency, duration, envelope, and relative arrival time and amplitude, is a possible indicator of phase type. For some phase types, it has been used to estimate backazimuth and slowness (US/GSE/49, 1987; Magotra et al., 1987;
In this study, polarization of regional phases and its use for phase identification are compared at the 3-C arrays of NORESS and ARCESS (four of the 25 elements are 3-C at each array). The data set used is extensive, 3822 arrivals, and was extracted from the IMS database from about 2.5 months of routine operation. Therefore, it is typical of a continuous monitoring situation. Another advantage is that, from combining the results of F-K analysis, single- or multiple-array locations, and comparison with known mine locations, event locations are generally well constrained. Bratt et al. (1990) compared IMS solutions to those from the Finnish local network, and found a median location separation of 23.5 km, the largest discrepancies usually being due to low signal-to-noise ratio (SNR). Also, the SNR at both NORESS and ARCESS is particularly good, on average, for regional phases over a wide frequency band, and the use of four 3-C elements available at each array provides further noise reduction. Therefore, this is an appropriate data set to begin evaluating the use of 3-C data in the IMS.

In the first part of this study, the polarization characteristics of regional phases \( (P_n, P_g, S_n, L_g) \) recorded at the arrays of 3-C elements at NORESS and ARCESS are compared. This study is an extension of the work of Jurkevics (1988) who investigated the particle motion of regional phases at NORESS, based on a data set of 93 events of various types, with good coverage in distance, azimuth, and SNR. His study focused on the effects of SNR and the frequency band used in the analysis. We study the ARCESS site and use a data set that is much larger and more representative of a seismic monitoring situation. Also, the important effect of epicentral distance is investigated, as well as backazimuth estimation for all phase types. The method developed by Jurkevics was previously adapted for use in the automated processing of the IMS (Bache et al., 1990).

Polarization plays a major role in phase identification of 3-C data. The need to improve this capability in the IMS for arrays and to develop it for 3-C single stations motivated the second part of this study, where an approach for automated phase identification based on signal characteristics is described. It uses classical methods of multivariate data analysis. Similar techniques have been used, for example, in oil exploration (Mason and Full, 1986), as well as in seismic event discrimination (e.g., Dysart and Pulli, 1990). The procedure described in this paper can be integrated within the phase identification software of the IMS.
Finally, as an application of this approach, the capabilities of polarization for identifying regional phases at NORESS and ARCESS are investigated. Polarization is only one among other signal properties that are useful for phase identification in the IMS, especially at array stations. However, the method proposed in this study can easily use other predictors of phase type. Also, the experience acquired with this well-controlled data set will be informative when applying such techniques to single stations in more complex situations, such as the IRIS stations in the USSR.

2.1.2 The Data

The data set used for this study was extracted from the IMS database, and covers about 2.5 months of routine processing of continuous data from NORESS and ARCESS (from November 7 to 25, 1989 and from January 16 to March 11, 1990). All selected arrivals are from IMS “final event solutions” that have been reviewed by an analyst. Detected arrivals with final phase identification Pn, Pg, Sn, or Lg (see Bache et al., 1990) were used, with the exception of those from events identified as "multiple" or "mixed" by the analyst (i.e., those contaminated with signals from interfering events). Arrivals added by the analyst were not included because their polarization attributes were not measured.

A total of 3822 arrivals were analyzed: 1391 from NORESS (473 Pn, 234 Pg, 97 Sn, 587 Lg), and 2431 from ARCESS (1029 Pn, 156 Pg, 223 Sn, 1023 Lg). Figure 1 shows a map with the locations of the arrays (top), and histograms of the distance and SNR distributions (see next section for a definition of “3-C SNR”) for these arrivals (bottom). Because this data set reflects the seismicity recorded at the arrays over a given period of time, its coverage (in distance, azimuth, and SNR) is not uniform. The seismicity is dominated by local (< 2° epicentral distance) and near-regional events (< 5°). The NORESS set includes a larger proportion of local and far-regional (between 5° and 14°) events than the ARCESS data. Most arrivals have 3-C SNR < 10; at NORESS the average is 2.5 and at ARCESS it is 2.8. The difference in SNR between the two arrays is due to relatively more arrivals with very low SNR (< 1.6) at NORESS. The characteristics of events processed by the IMS are described in detail in Bratt et al. (1990).

2.1.3 Polarization of Regional Phases at NORESS and ARCESS

The Polarization Measurements

During the IMS processing a set of polarization measurements is made and stored in the database for each detection (Bache et al., 1990). Polarization analysis is performed using the method developed by Jurkevics (1988). Its adaptation to automated processing is described in Suteau-Henson (1990), and is summarized below. The covariance matrix is calculated for a set of overlapping time windows. The axes of the "polarization ellipsoid" are found by solving the eigenproblem for
Figure 1. The map (top) shows the study area, with the locations of NORESS (60.735° N, 11.541° E) and ARCESS (69.535° N, 25.506° E). Histograms (bottom) show the distributions of epicentral distance and 3 C SNR for the 3822 arrivals at NORESS and ARCESS used in this study.
the covariance matrix (Jurkevics, 1988). Each of the time windows is two-seconds long, and the set of windows covers an eight-second segment, centered on the onset time determined from automated processing. This calculation is performed in each of the frequency bands 1-2, 2-4, 4-8, and 8-16 Hz. The bands with 3-C SNR above 1.5 (or the band with the largest 3-C SNR below 1.5) are selected. The "3-C SNR" estimate is defined as the ratio of maximum signal to average (mean) noise 3-C amplitude, where the 3-C amplitude is the sum of amplitudes on all three axes of the polarization ellipsoid. Pre-arrival noise, measured in an eight-second segment, starting 20 seconds before the arrival, is used. The length of the noise segment is the same as that of the signal segment. It must be long enough to provide stable estimates. However, a longer window would be more likely to include seismic phases along with pre-event or signal-generated noise. Also, the noise segment must be positioned so as not to include the onset of signal. The covariance matrices are averaged over the selected frequency bands, and also over the array of four 3-C elements. "Polarization attributes" are derived from the axes of the polarization ellipsoid. Some of them are more relevant to P-type phases, and are measured at the time of maximum rectilinearity for the arrival. They are: rectilinearity (\(rect\), defined as \((1-(\lambda_2+\lambda_3)/2\lambda_1)^2\)), where the \(\lambda_i\)'s represent the power along the principal axes, and are ordered so that \(\lambda_1\geq\lambda_2\geq\lambda_3\), and incidence angle \((inc1)\) and azimuth of the long axis (i.e., direction of principal rectilinear motion). Our definition of rectilinearity is similar to that of Jurkevics (1988), who uses amplitude instead of power for the \(\lambda_i\)'s and does not square the expression. Others are "S-type" attributes, and are measured at the time of maximum 3-C amplitude. They are: planarity (\(plan\), defined as \((1-\lambda_3/\lambda_2)^2\)), ratio of horizontal to vertical power \((H/V)\), and incidence angle of the short axis \((inc3)\). The latter represents the incidence angle of the normal to the plane of principal planar motion; therefore, a small (large, respectively) value indicates particle motion mostly in a near-horizontal (near-vertical, respectively) plane. Our definition of planarity differs from that of Jurkevics (1988). It has the advantage of being independent of the amplitude of the long axis. With this definition, planarity will be large if the short axis is small compared to the middle axis, which indicates planar motion, regardless of the degree of rectilinearity. These six polarization attributes are useful for characterizing regional phases.

In addition to the polarization measurements, 3-C SNR averaged over the selected frequency bands and frequency (center of the wide band used in the analysis) were extracted from the database. The backazimuth and epicentral distance obtained for the final event solution are also used, the former for comparison with the azimuth from polarization analysis, and the latter to study its influence on polarization.

2-5
Polarization of P-Type Phases

In this section, the polarization characteristics of Pn and Pg are compared at NORESS and ARCESS. Then, the influence of SNR and distance is investigated. Finally, backazimuth estimation is evaluated at the two arrays.

Polarization Characteristics.

In Table 1 the distributions of polarization attributes are compared for Pn and Pg, at NORESS and ARCESS. At both arrays and for both phases, rectilinearity averages about 0.6 and planarity 0.1. Low planarity is expected for P-type phases. inc3 has a median close to 80°, indicating a near-vertical plane of principal motion, as expected.

Significant differences between NORESS and ARCESS are observed for the attributes inc1 and H/V, which are highly correlated for P-type phases. For example, inc1 for Pn has median values 12° lower at NORESS than at ARCESS. Similarly, the medians for the distribution of H/V are 0.65 at NORESS and 0.86 at ARCESS. Therefore, P-type local and regional phases have larger incidence angles (relatively more horizontal motion) at ARCESS than at NORESS.

Effect of SNR and Distance.

The observed differences between NORESS and ARCESS could simply reflect differences in SNR and/or distance coverage. Therefore, the effects of SNR and distance on inc1 and H/V were investigated. Figure 2 shows inc1 as a function of 3-C SNR for Pn and Pg, at the two arrays. A large scatter is observed for 3-C SNR < 2, which could bias the results. However, if only arrivals with 3-C SNR > 2 are included, the median of inc1 becomes 38° for Pn and 39° for Pg at NORESS, and 51° for Pn and 55° for Pg at ARCESS, and therefore, is not significantly different from that obtained for the entire SNR range.

In Figure 3 inc1 is plotted as a function of epicentral distance for arrivals with 3 C SNR > 2. Most arrivals are from local or near-regional events (< 5°). The cross-over distance between Pg and Pn is about 1.7°. Beyond the cross-over distance, Pg is contaminated by Pn coda, and by 5° is generally not observed. This contamination explains why Pn and Pg have similar polarization characteristics in the near-regional range. At both arrays, there is a difference between near-regional and far-regional Pn arrivals. At far-regional distances inc1 is smaller, as expected. However, the observed systematic difference between the median of inc1 at NORESS and ARCESS persists for both Pn and Pg, regardless of distance. This indicates that it is probably a site effect, which could be caused by different velocity structures beneath the two arrays.
### TABLE 1

**DISTRIBUTIONS OF POLARIZATION ATTRIBUTES**

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Symbol</th>
<th>NORESS</th>
<th>ARCESS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$P_n$</td>
<td>$P_g$</td>
</tr>
<tr>
<td>Rectilinearity</td>
<td>rect</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.55</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.57</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.17</td>
<td>0.15</td>
</tr>
<tr>
<td>Planarity</td>
<td>plan</td>
<td>0.12</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>0.10</td>
<td>0.10</td>
</tr>
<tr>
<td>Horizontal/Vertical</td>
<td>$H/V$</td>
<td>0.65</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>0.65</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>0.29</td>
<td>0.19</td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>$inc1$</td>
<td>43°</td>
<td>41°</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>40°</td>
<td>38°</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>17°</td>
<td>14°</td>
</tr>
<tr>
<td>Short-Axis Incidence</td>
<td>$inc3$</td>
<td>71°</td>
<td>75°</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>77°</td>
<td>80°</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>17°</td>
<td>14°</td>
</tr>
<tr>
<td></td>
<td>S.D.</td>
<td>17°</td>
<td>14°</td>
</tr>
</tbody>
</table>
Figure 2. Incidence angle ($inc_1$) is plotted against three component signal to noise ratio ("3-C SNR") for $Pn$ (top) and $Pg$ (bottom) arrivals, at NORESS (left) and ARCESS (right). Large scatter is observed for $3-C$ SNR < 2 (left of dashed vertical line). The dashed horizontal line denotes the median of the observations.
Figure 3. Incidence angle ($\text{inc} \ 1$) is plotted against epicentral distance for $Pn$ (top) and $Pg$ (bottom) arrivals with 3-C SNR > 2, at NORESS (left) and ARCESS (right). The dashed horizontal line denotes the median of the observations.
Such differences in the polarization of $P$-type arrivals between the two arrays are rather surprising, since both are located on hard rock. The larger average incidence angle at ARCESS could be due to a larger ratio of upper-crust to upper-mantle velocity. Assuming similar upper-mantle velocities for the two arrays (Rya-boy, personal communication, 1990), this would be consistent with a higher upper-crustal velocity at ARCESS. The local geology is different at the two arrays. It is more complex at NORESS, where the 3-C array is located in an area of granites and rhyolites, with gabbro intrusions of contrasting properties (Ruu and Husebye, 1991). The average $P$-wave velocities are 5.5 to 6.0 km/s (Mykkeltveit et al., 1990).

A seismic reflection profile indicates the presence of a dipping reflector (Mykkeltveit, 1987). The ARCESS array is located entirely on gabbro outcrops which are characterized by high density and high velocity. Assuming a $P$-wave velocity of 5.91 km/s for granite at NORESS and 6.74 km/s for gabbro at ARCESS (Mykkeltveit, 1987), the corresponding velocity ratio is 0.88. For comparison, the ratio of the lines of "true" incidence angle (derived from the observed apparent incidence angle, assuming a Poisson's ratio of 0.25) is 0.74 for the median of the observations. Other site effects, such as dipping layers and other lateral variations in structure, may bias the measurements.

**Backazimuth Estimation.**

At the top of Figure 4 the azimuth residuals (the difference between the backazimuth from polarization and that from the final event solution) are plotted as a function of 3-C SNR for all $P$-type arrivals at each array. For arrivals with 3-C SNR > 2, their distribution has more outliers at NORESS than at ARCESS. The bottom of Figure 4 shows histograms for the subset of azimuth residuals smaller than 90° at each array. The scatter is larger at NORESS. Therefore, backazimuth estimation using $Pn$ or $Pg$ is more stable at ARCESS than at NORESS (fewer outliers and less scatter). The standard deviation for the subset with 3-C SNR > 2 and residual less than 60° is 11° for $Pn$ and 10° for $Pg$ at NORESS, compared to 7° for both $Pn$ and $Pg$ at ARCESS. This estimate of 11° for $Pn$ at the array of 3-C elements at NORESS is similar to those obtained by Jurkevics (1988): 10°-14°, around 4 to 10 Hz. It is also close to the estimate of 14°, at a 3-C element, found in a previous study that used a smaller data set (Suteau-Henson, 1990).

The results from this study confirm previous theoretical and empirical ones (e.g., Harris, 1990; Jurkevics, 1988; Suteau-Henson, 1990), which showed SNR is a major factor controlling the variance on the estimates of polarization and backazimuth for $P$-type phases. Although much of the scatter observed for 3-C SNR < 2 is probably due to limitations of the automated data processing and might be reduced through parameter optimization, such a threshold appears to be an intrinsic property of direction estimation using 3-C data (Harris, 1990; Walck and Chael, 1991).
Figure 4. At the top, azimuth residuals (backazimuth from polarization minus backazimuth from the IMS final event solution) are plotted against 3-C SNR for P-type arrivals ($Pn$ and $Pg$), at NORESS and ARCESS. The dashed vertical line denotes a 3-C SNR of 2. At the bottom, histograms show the distributions of azimuth residuals between -90° and +90°, at NORESS (left) and ARCESS (right).
Polarization of S-Type Phases

The polarization characteristics of Sn and Lg are compared at the two arrays, and the effect of SNR and distance investigated in this section. The differences in frequency content and their impact on the observed polarization are also studied. Finally, the capabilities for backazimuth estimation are evaluated.

Polarization Characteristics.

The distributions of attributes for Sn and Lg at NORESS and ARCESS are given in Table 1. At both arrays, the S-type phases have lower rectilinearity than the P-type phases due to their more complex particle motion. inc1 is large (median of about 80°), indicating near-horizontal dominant linear motion. Planarity has a large variance for all phases, so that the actual differences between phases are small. This is due to the fact that its value strongly depends on the length of the short axis of the polarization ellipsoid, and, therefore, on the noise level and SNR. The largest difference observed is between Sn at NORESS and ARCESS.

Significant differences between the two arrays are found in the relative amount of vertical motion. At NORESS H/V has a median of 1.1 for Lg, indicating nearly equal amounts of horizontal and vertical motion, while for Sn it is 1.5, i.e., horizontal motion dominates. In contrast, at ARCESS, both phases have medians of 1.4, which shows predominantly horizontal motion. Further differences are observed in the inc3 distributions, although the scatter is rather large. The median for Lg is 65° at NORESS and 70° at ARCESS, indicating a near-vertical plane of dominant motion. However, for Sn at NORESS, the median is 24° (i.e., particle motion mostly in a near-horizontal plane), while it is 56° at ARCESS. This difference is significant in spite of the large scatter. Our results for NORESS confirm those of Jurkevics (1988): Sn and Lg have significantly different polarization, and therefore, should be distinguishable on the basis of their polarization attributes, especially H/V and inc3. Differences between Sn and Lg polarization are not as strong at ARCESS: mostly, rectilinearity is slightly higher and the plane of dominant motion more near-vertical for Lg. This implies that an Sn / Lg discriminant based on the polarization results of NORESS data would not work at ARCESS, and illustrates the site dependence of such a discriminant.

The effects of near-surface geology (velocities, lateral heterogeneity) on the particle motion of S-type phases are difficult to assess, due to their complexity. Such effects have been studied in strong-motion seismology (e.g., Vidale, 1986). SV motion can be complicated by non-linear SV-to-P conversions, and become elliptical. More work is needed to determine if differences in receiver structure at NORESS and ARCESS can account for the observed polarization properties of both P-type and S-type phases.
Effect of SNR and Distance.

Most S-type phases at both arrays have 3-C SNR between 1.6 and 5, and the main effect of low SNR is to increase the scatter in the estimates. Distance, however, strongly affects polarization. Figure 5 (top) shows $H/V$ as a function of epicentral distance at the two arrays for $Sn$ and $Lg$. Between the cross-over distance (about 1.7°) and a distance of about 5°, $Lg$ is contaminated by $Sn$ coda. Since the noise window used to select the frequency band for the analysis is taken before the $Sn$ onset, polarization measurements are made at frequencies including a significant component of $Sn$ coda and are thus contaminated. This results in considerable overlap between the $H/V$ distributions for $Sn$ and $Lg$ in that distance range for both arrays. At NORESS, the far-regional $Lg$ (distance > 5°) has more vertical amplitude than local $Lg$, on average, with a mean of 0.84 for $H/V$, compared to 1.18. This strong effect is not observed at ARCESS. At far-regional distances, the $Sn$ and $Lg$ populations tend to separate, much more so at NORESS than at ARCESS. Similar effects are observed for $inc3$ (Figure 5, bottom). At large distances, the plane of dominant motion is mostly near-vertical for $Lg$ at both arrays (but more so at NORESS), while it is closer to horizontal, on average, for $Sn$ at NORESS: for distances > 5°, the distribution of $inc3$ for $Lg$ ($Sn$, respectively) at NORESS has a mean of 74° and a standard deviation of 14° (32° and 25°, respectively). Contamination of $Lg$ by $Sn$ contributes to the scatter of $inc3$ for $Lg$ at smaller distances. The scatter for $Sn$ may also reflect contamination by the coda of P-type phases. At larger distances (> 5°), because the contamination of $Lg$ by $Sn$ coda is minimized by selecting the frequency band for which the ratio of $Lg$ to $Sn$ coda is above a given threshold, and the time separation between the two phases is greater, it will be easier to distinguish $Sn$ from $Lg$ using polarization, especially at NORESS.

Frequency Characteristics.

The contamination of $Lg$ by $Sn$ coda at shorter ranges is illustrated by the variation in frequency content at the time of $Lg$ arrival, as a function of distance. Figure 6 shows the center of the frequency band used in polarization analysis (i.e., the wide band including all bands with 3-C SNR > 1.5, or the band with largest 3-C SNR < 1.5), plotted against epicentral distance for $Sn$ and $Lg$, at the two arrays. A center frequency above 8 Hz indicates the high-frequency band (8-16 Hz) was used, while a center frequency below 4 Hz indicates that no frequencies above 4 Hz were included. At both arrays, $Sn$ tends to keep its high-frequency content in the far-regional range (beyond 5° distance), with a mean of 6.3 Hz (standard deviation, "s.d.", of 2.6 Hz) at NORESS and 8.4 Hz (s.d. of 1.8 Hz) at ARCESS. In contrast, far-regional $Lg$ is generally depleted in high frequencies, with a mean of 2.9 Hz (s.d. of 1.3 Hz) at NORESS and 4.1 Hz (s.d. of 2.7 Hz) at ARCESS. As mentioned above, the polarization measurements for near-regional $Lg$ (between about 2° and 5°) are not corrected for contamination by $Sn$ coda, which probably accounts for the high frequencies (> 8 Hz) observed in that distance range.
Figure 5. At the top the ratio of horizontal to vertical power ("H/V") is plotted on a log scale versus epicentral distance, for Sn (circles) and Lg (plus signs), at NORESS (left) and ARCESS (right). The dashed horizontal line denotes a ratio of 1, i.e., equal horizontal and vertical amplitudes. At the bottom, short-axis incidence (inc 3) is plotted instead. The dashed horizontal line represents an angle of 45°.
Figure 6. The center frequency of the wide band used for polarization analysis is plotted against epicentral distance for Sn (top) and Lg (bottom), at NORESS (left) and ARCESS (right).
The results from this study are in agreement with the observation by Jurkevics (1988) that the contamination of \textit{Lg} polarization by \textit{Sn} increases with frequency. In the \textit{IMS} automated processing, this effect is much stronger in the near-regional than in the far-regional range. At distances beyond about 5°, different frequency characteristics are observed for \textit{Sn} and \textit{Lg}, and consequently, this property could be used to distinguish between the two phases.

For this data set there appears to be a critical distance at which polarization characteristics change (about 5°). The observed frequency content at the time of \textit{Lg} arrival is also quite different beyond that distance. This contrasts with observations of contamination of secondary phases by the coda of preceding arrivals throughout the entire regional range, as seen on sonograms (e.g., Suteau-Henson, 1989). However, close inspection of the procedure used to select the frequency band for the analysis showed that \textit{Pg} (respectively, \textit{Lg}) is not corrected for \textit{Pn} (respectively, \textit{Sn}) coda contamination at distances less than about 5°. Therefore, this particular distance appears to be an artifact of the automated processing. The distance range for which frequency selection is improved could possibly be extended by taking a shorter noise window, positioned closer to the phase onset. However, limitations of automated processing are such that it will remain very difficult to correct for this effect in the near-regional range, close to the cross-over distance.

\textit{Backazimuth Estimation.}

Regional \textit{S}-type phases recorded at 3-C stations are not generally considered to be very useful for backazimuth estimation because of their complex particle motion. This is in contrast with such phases recorded at arrays, that provide estimates of backazimuth from F-K analysis. Few attempts have been made to evaluate their potential for that purpose. Jurkevics (1988) found that \textit{Sn} waves at the NORESS 3-C array did not yield reasonable azimuth estimates. He was able to compute an \textit{Lg} azimuth using the orientation of the minimum horizontal motion. At NORESS also, Ruud et al. (1988) assumed a simplified particle motion model, such as \textit{SV} only (no transverse component), to estimate the azimuth of regional shear waves as a function of time. At the 3-C high-frequency element of NORESS, Jarpe and Dowla (1991) found that the correct particle motion model for the \textit{Lg} phase can be either \textit{SV} or \textit{SH}, resulting in 90° or 180° ambiguities. The \textit{SV} model was correct most of the time and they obtained a minimum standard deviation of about 7° in the 15-25 Hz band, for a particular source location and optimum parameters. In this study, the azimuth of dominant rectilinear motion (automatically calculated and stored by the \textit{IMS}, regardless of phase type) was extracted, and compared to the backazimuth derived from the final event solution. We take the assumption that the direction of dominant rectilinear motion is transverse, so that it differs by ±90° from the actual backazimuth. If the difference (backazimuth from polarization minus backazimuth from event solution) is positive (respectively, negative), 90° are
subtracted (respectively, added) to obtain an azimuth residual. The distributions of
these residuals are plotted in Figure 7 for Sn and Lg, at the two arrays. It shows
that at ARCESS, both Sn and Lg give reasonable backazimuth estimates with stan-
dard deviations of 18° and 19°, respectively. The estimates for Lg at NORESS have
more scatter (s.d. of 25°). This compares well with the results obtained by Jurkevics
(1988), who found Lg azimuth errors at NORESS were a strong function of fre-
quency, with standard deviations of 16°, 27°, and 36° around 4, 6, and 10 Hz,
respectively. The scatter for Sn at NORESS is very large (s.d. of 42°).

These results indicate that backazimuth from polarization can be used for both
Sn and Lg at ARCESS, with a 180° ambiguity. This would be particularly useful for
associating an S-type phase with a preceding P-type arrival, in the absence of infor-
mation from F-K analysis. At NORESS, 3-C Lg backazimuth estimates could also be
used for phase association, although with somewhat less confidence.

Another interesting result is that the dominant linear motion is transverse (i.e.,
SH motion) at ARCESS for both phases, and at NORESS for Lg, to a lesser degree.
Based on this data set, Sn at NORESS does not show as strong a preference in orien-
tation of dominant horizontal motion. The lack of predominance of either SH or
SV motion for this phase contributes to its poor backazimuth estimation. These
results, combined with those described in the section on polarization characteris-
tics, confirm those previously obtained by Jurkevics (1988) that, on average,
NORESS Sn has about equal amounts of transverse and radial motion (and little
vertical motion), and Lg has transverse and vertical components of comparable
amplitude. The results presented in this paper indicate slightly more transverse
motion, especially for Lg.

2.1.4 Method For Phase Identification

The preceding section shows that polarization characteristics are potentially
useful for identifying regional phases at NORESS and ARCESS. Other signal proper-
ties (such as frequency, amplitude, duration, shape of the envelope) could also be
indicators of phase type. In this section, a method is devised to automatically iden-
tify a new arrival by comparing its characteristics to those of arrivals in a training
set. It uses classical techniques of statistical multivariate data analysis (e.g., Cooley
and Lohnes, 1971), and is briefly described below. In the next section, it will be
applied to the identification of regional phases at NORESS and ARCESS, based on
polarization. Other methods have proven useful to solve classification problems.
Anderson (1990), for example, describes and applies various techniques to phase
identification for IMS array data. Neural networks could also be used in a way simi-
lar to that proposed by Dysart and Pulli (1990) for source discrimination. The tech-
nique used here presents some advantages. Not only is it not computationally
intensive, but also the classification results are directly related to the statistical dis-
tributions of the data. Therefore, as will be shown below the results can be
Figure 7. Histograms of azimuth residuals are plotted for Sn (top) and Lg (bottom), at NORESS (left) and ARCESS (right). These azimuth residuals represent the difference between backazimuth from polarization (assuming dominant rectilinear motion is transverse) and backazimuth from the IMS final event solution, and a 90° correction has been applied.
explained in terms of the physical properties of the data, such as the polarization characteristics described in the previous section.

Figure 8 summarizes the various steps followed. Up to the classification procedure, they are similar to those described by Mason and Full (1986), who applied this method to predict oil well production. In the first step a representative data set is selected. As the problem consists of distinguishing between arrivals belonging to \( g \) groups (such as \( P \)-type / \( S \)-type, or \( Sn / Lg \), or teleseismic \( P / \) regional \( P / \) regional \( S \)), there must be a large enough number of arrivals in each group to insure a reliable and stable statistical analysis. Then, the data are divided into a "norming" (or "training") sample and a "replication" (or "testing") sample, randomly selected and of about equal sizes. The object is to find a function discriminating between the \( g \) groups of the norming sample. The same function will be applied to the replication sample, and the results compared. This provides a test of the validity of the discriminant function (good results for the replication sample will not differ much from those for the norming sample).

After dividing the data into the norming and replication populations, a set of \( p \) measurements ("predictors") made on the data is selected (such as a set of polarization attributes). These are transformed to improve the normality of their distributions (for example, incidence angle is replaced by the logarithm of its tangent). Then, their distributions for the norming sample are standardized.

Principal Component Analysis ("PCA", e.g., Cooley and Lohnes, 1971) is performed on the norming sample to rotate the transformed variables into a new set ("principal components"), with the following properties. they are orthogonal, and ordered so that the first accounts for most of the variance in the data, the second, for most of the remaining variance, etc. Therefore, any correlation present in the original measurements is removed (such as between \( \text{inc} \) and \( H/V \)). Also, the number of useful variables can be reduced, as only the most important principal components need be used. Then, the replication sample is standardized (using the means and variances obtained for the norming sample), and the eigenvectors resulting from PCA are applied to it, to obtain principal component scores.

In the next step, Discriminant Analysis is performed on the principal component scores for the norming sample. It finds a discriminant function that is a linear combination of the principal components, with the following properties. it maximizes the separation between groups (such as \( P \) and \( S \)), while minimizing the dispersion of the resulting discriminant scores within each group. Note that its rank is the smaller of \( g - 1 \) and \( p \). This function is also applied to the replication sample, so that discriminant scores are obtained for both samples. The centroid and dispersion of the distribution of discriminant scores are calculated for each group in the norming sample.
Figure 8. Flow chart describing the method for automated phase identification using signal characteristics (adapted from Mason and Full, 1980).
The probability of membership in a group is estimated for each arrival in each sample, using some classification procedure. Here, Geisser's model is used (Cooley and Lohnes, 1971, page 269). It is based on the distance between the discriminant score for an arrival and the centroid of a given group (and also depends on the dispersion and number of arrivals in the group, and the total number of arrivals in the norming sample). The probabilities are normalized so that, for each arrival, the sum of the probabilities of membership in all groups is 100%. These probabilities are used to perform phase identification: each arrival is assigned to the phase group for which it has the highest probability of membership. This probability is a measure of the confidence in the identification.

The performance of the discriminant function can be evaluated by comparing the phase assignment with the actual phase identification (as stored in the database) for each arrival. The number of correctly identified ("hits") and incorrectly identified ("misses") arrivals can be calculated for each group in each sample, and the results compared. If the performance significantly decreases for the replication sample, the discriminant function is not validated. In practice, especially for small samples, performing the analysis on several randomly selected samples and averaging may help stabilize the results.

Identification of Regional Phases at NORESS and ARCESS

In this section, the method for automated phase identification described above is applied to regional phases at NORESS and ARCESS, using polarization characteristics as predictors. The attributes studied in the section on polarization (with the exception of azimuth) are selected as the measurements. First, their normality is increased, as this method is based on theory assuming normal distributions. The following transformations improved the normality of the distributions:

\[
\begin{align*}
\text{rect} &\rightarrow \sqrt{\text{rect}} \\
\text{plan} &\rightarrow \sqrt{\text{plan}} \\
H/V &\rightarrow \log_{10}(H/V) \\
\text{inc 1} &\rightarrow \log_{10}(\tan \text{ inc 1}) \\
\text{inc 3} &\rightarrow \log_{10}(\tan \text{ inc 3})
\end{align*}
\]

In the IMS, phase identification is performed in two stages (Bache et al., 1990): initial phase identification (e.g., signal vs. noise, teleseismic vs. regional, P-type vs. S-type), then refining phase identification (e.g., Pn, Lg, Rg, P). Therefore, in the following, the data are used to distinguish, first between P-type and S-type phases, then, between Pn and Pg, and between St and Lg.
Initial Phase Identification

The discriminant scores were calculated for the group of P-type phases and the group of S type phases, for the norming and replication samples, at NORESS and ARCESS. Figure 9 displays the densities of the discriminant scores for each group. The norming samples at NORESS and ARCESS are compared in the top two plots. Better group separation is achieved at ARCESS. This can be explained by the stronger SH polarization of S-type arrivals at this array, which contrasts with P-type particle motion. The right two plots compare the norming and replication samples at ARCESS. The larger variance of the S-type group for the replication sample (also observed at NORESS) may be due to its lack of homogeneity (the polarization characteristics of Sn and Lg are less alike than those of Pn and Pg). The discriminant densities are also plotted for the subset of the NORESS norming sample with 3-C SNR > 2 (bottom left). Compared to those for the entire data set (top left), the variance is reduced, especially for the P-type group, resulting in significantly better group separation. This effect is also observed at ARCESS, and is due to the sharp decrease in the scatter of polarization characteristics for 3-C SNR > 2 (see Figure 2).

Histograms for the probabilities of membership in the P-type group are plotted in Figure 10 for the norming sample at NORESS and ARCESS. It shows that the confidence in the phase assignment is higher at ARCESS than at NORESS as expected from the discriminant densities. It is also higher for P-type than for S-type arrivals, especially at NORESS, which may be due to the less homogeneous S-type population at this array (i.e., larger differences between Sn and Lg polarization).

The "hits" and "misses", i.e., the number of arrivals correctly and incorrectly identified, for the P- and S-type groups at each array, are shown to the left of Figure 11a and 11b. The results for the norming and replication samples have been combined. The subset for 3-C SNR > 2 is also shown in the middle of each figure. The performance of the discriminants obtained to distinguish between P- and S-type arrivals can be summarized as follows:

- Slightly fewer arrivals are correctly identified at NORESS (82%) than at ARCESS (89%).
- The percentage of hits is slightly higher for P-type arrivals (84% at NORESS and 90% at ARCESS) than for S-type arrivals (80% and 88%, respectively).
- The performance is improved for arrivals with 3-C SNR > 2 (88% at NORESS and 93% at ARCESS).
- This improvement is particularly remarkable for P-type arrivals, that have a success rate of 96% at NORESS and 98% at ARCESS, indicating that low SNR is the major cause of misidentification of P-type phases with this procedure.
Figure 9. The density of the discriminant scores for arrivals in the P-type (Pn and Py) and S-type (Sn and Lg) groups is plotted as a function of the discriminant value for various subsets of the data: top left - NORESS norming sample, top right - ARCESS norming sample, bottom left - subset of the NORESS norming sample with 3-C SNR > 2, and bottom right - ARCESS replication sample.
Figure 10. Histograms of the probability (in percent) of membership in the $P$-type group are plotted for the norming sample at NORESS (left) and ARCESS (right). Note that the probability (in percent) of membership in the $S$-type group is $100 - P$-type probability (%).
Figure 11. Barplots show the number of arrivals correctly ("hit") and incorrectly ("miss") identified, a) at NORESS and b) at ARCESS, for various phase identification problems. From left to right, P-type versus S-type, same except only arrivals with 3-C SNR > 2 are shown, and Sn versus Lg.
It is interesting to compare the results from this section to those from the polarization section above. The weights applied to each of the five polarization attributes, after normalization and standardization, to form the discriminant functions are shown in Table 2 (first line). The attributes that were given the largest weights by the automated procedure are \textit{rect}, \textit{inc}, and $H/V$. P-type phases are identified based on their higher rectilinearity, smaller incidence angle, and smaller $H/V$. This is expected from the differences in polarization between P-type and S-type phases from both theoretical models and the observations in this study.

**TABLE 2**

**WEIGHTS OF DISCRIMINANT FUNCTIONS**

<table>
<thead>
<tr>
<th>Groups</th>
<th>NO. SS</th>
<th>ARCESS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>rect</td>
<td>plan</td>
</tr>
<tr>
<td></td>
<td>rect</td>
<td>plan</td>
</tr>
<tr>
<td></td>
<td>rect</td>
<td>plan</td>
</tr>
<tr>
<td>$P$ vs. $S$</td>
<td>0.57</td>
<td>-0.16</td>
</tr>
<tr>
<td>$Pn$ vs. $Pg$</td>
<td>-0.33</td>
<td>-0.38</td>
</tr>
<tr>
<td>$Sn$ vs. $Lg$</td>
<td>-0.36</td>
<td>0.42</td>
</tr>
</tbody>
</table>

**Defining Phase Identification**

In the previous section it was found that it is possible to distinguish between P-type and S-type phases using polarization alone, with success rates varying from 80% to 98%, depending on site, phase type, and SNR range. Next, the capabilities of this approach to distinguish, first between $Pn$ and $Pg$, and then between $Sn$ and $Lg$, are evaluated.

**P-Type Phases.**

A discriminant analysis, similar to that used for initial phase identification, was performed on the subset of the data including only the P-type arrivals. The two groups considered were $Pn$ and $Pg$. Their observed polarization characteristics are not very different (see Figure 2, Figure 3 and Table 1), due in part to contamination of $Pg$ by $Pn$ coda beyond the cross-over distance. Therefore, the resulting discriminants did not have a high success rate. However, $Pn$ has more distinct polarization at far-regional ranges (see Figure 3). Therefore, the performance was also evaluated for the subset of the $Pn$ data with distances > 3°. The weights applied to the
polarization attributes to form the discriminant functions are given in *Table 2 (second line)*. We find that:

- Fewer arrivals are correctly identified at NORESS (57%) than at ARCESS (65%), which may be due to the low SNR for many *Pn* (and some *Pg*) arrivals at NORESS.

- The performance is slightly better for *Pn* (59% at NORESS and 66% at ARCESS) than for *Pg* (54% and 57%, respectively).

- For *Pn* with distances > 3°, the performance increases to 67% at NORESS and 70% at ARCESS.

*S-type Phases.*

Discriminant analysis was also performed on the *S*-type arrivals to distinguish between *Sn* and *Lg*. The performance obtained at the two arrays for *Sn* and for *Lg* is shown to the right of *Figure 11a and 11b*, and the main results are as follows:

- The overall success rate is higher at NORESS (74%) than at ARCESS (64%) due to the fact that at ARCESS both *Sn* and *Lg* are characterized by dominant *SH* motion, while at NORESS, their polarization properties are more distinct (see *Figure 5 and Table 1*).

- The percentage of hits is 66% for *Sn* at both arrays, while for *Lg*, it is 75% at NORESS and 63% at ARCESS (the relatively low percentage for *Sn* at NORESS reflects poor results obtained for the replication sample, due to a small population).

As expected from the study of polarization described in a previous section (see *Table 1*), the set of attributes contributing most to the discriminant function is different for the two arrays (*Table 2, third line*). At ARCESS the dominant attribute is rectilinearity, which is somewhat larger for *Lg*, due to a stronger *SH* component. Another is inc³, the plane of principal motion being less near-vertical for *Sn*. At NORESS the main predictors are *H/V* and inc³.

### 2.1.6 Discussion

Arrays of four 3-C elements were used to obtain polarization and direction parameters in this study as such arrays are systematically used for the purpose of noise reduction in the *IMS*, and no estimates are made from individual 3-C elements. In practice, however, such parameters must often be estimated at single 3-C stations. In a theoretical study, Jurkevics (1988) shows that averaging the covariance matrices computed at the individual sensors of an array corresponds to ensemble averaging. It reduces the standard deviation of the direction estimates by \( \sqrt{N} \), where *N* is the number of sensors. This, however, is based on the assumption that noise and local scattering effects are uncorrelated between array sensors. The
reduction in scatter attainable in practice is usually lower. As array-averaging will also produce an increase in SNR, no overall change in the distributions as a function of SNR should result. Another effect would be to reduce any bias and/or scatter due to receiver structure at a particular 3-C element. Therefore, more bias and scatter in polarization and direction estimates, and as a result, more uncertainty in phase identification, might be expected at a single 3-C station such as the IRIS stations in the USSR.

The study of systematic variations in polarization characteristics for different sources (earthquakes vs. explosions), various source depths, or different paths, is beyond the scope of this paper. Source type is expected to somewhat affect polarization because of changes in the average SNR for a given phase, resulting from different relative excitation of wave types for a given magnitude. Source depth will influence polarization by affecting the phase type (e.g., $Pn$ vs. direct $P$), incidence angle, and related parameters. The effect of velocity structure on polarization can be strong: it can modify the type of polarization (rectilinear vs. elliptical), produce phase conversions, and introduce scatter and systematic bias in polarization attributes, including azimuth. Although such factors can influence polarization characteristics of a given wave type, their effect can be reduced by evaluating each site individually and using some regionalization if necessary.

The method described in this paper for automated phase identification using signal characteristics of individual arrivals was applied to the identification of regional phases based on polarization. Clearly, this analysis could easily be extended to include other signal properties, such as frequency, presumably resulting in improved performance. "Context information" has also proven useful, especially for defining phase identification: for example, relative timing and amplitude of signals arriving within a certain time window (Bache et al., 1990). More work is needed to determine if the approach described in this study could be extended to include such context information. An alternative is to perform preliminary phase identifications (with an associated confidence) using individual predictors (such as polarization), then merge the results obtained for several predictors, in a way similar to that used by Baumgardt and Young (1990) for event identification.

The strong effect of distance on polarization should be reflected in improved phase identification for arrivals in some distance ranges if the distance is known. In the IMS, epicentral distance is not known at the time of phase identification. However, some context information, such as $S$-$P$ time can be inferred. If such an estimate of distance is available, further control can be obtained. For example, $Sn$ vs. $Lg$ phase identification based on polarization should be easier at distances $> 5^\circ$.

Phase identification in the IMS raises some issues that were not addressed in this preliminary study. For example, initial phase identification must not only distinguish between $P$ and $S$, but also between signal and noise, and teleseismic and
regional phases. Also, some phases are identified in the database as being of P-type, but have no defining phase identification (Px). Clearly, the approach described in this paper could be used on a data set including all types of detections. Also, although this method was applied to a large database, some subsets, such as Sn at NORESS and Pg at ARCESS, were relatively small. Fewer data were available at far-regional distances. Supplementing this data set would help strengthen some of the results. With a suitable data set it would also be possible to further subdivide the phase groups on the basis of various factors: for example, treat P-type arrivals with 3-C SNR > 2, or S-type arrivals with estimated distance > 5° separately. Such refinement of the analysis is easy in the context of the IMS, where knowledge can be acquired on a regular basis by analyzing new data (Bache et al., 1990). This new knowledge can in turn be used to improve specific functions, such as phase identification, resulting in better overall performance of the system.

2.1.7 Conclusions

Polarization of local/regional phases were compared at NORESS and ARCESS, two hard-rock sites. The analysis showed that there are significant differences in the particle motion characteristics between the two arrays for each of the four phases studied (Pn, Pg, Sn and Lg), even within similar ranges of SNR and epicentral distance. Particle motion is critical for backazimuth estimation. This study indicates that ARCESS provides better backazimuth estimates than NORESS for the four regional phases studied.

Polarization was found useful for phase identification at both sites, although some differences were observed. The same discriminants cannot be used at both arrays, as the polarization attributes and associated weights that best distinguish two given phase groups at NORESS (for example, H/V and inc3 for Sn and Lg) do not constitute the optimal set at ARCESS. This illustrates the site dependence of phase identification using 3-C data. Site effects are expected to be even stronger at stations more affected by low subsurface velocities and/or significant lateral heterogeneity, such as the IRIS station in the USSR (Kyaboy, 1990). Therefore, the knowledge acquired at one 3-C station or array cannot simply be transposed to another, and each station must be evaluated individually.

Finally, the strong effects of SNR and epicentral distance on polarization are reflected in improved phase identification for arrivals within certain ranges of those parameters. For example, P-type phases with 3-C SNR > 2 are more easily distinguished from S-type phases. Also, Sn and Lg are easier to identify at far-regional distances. This, in turn, results in a higher confidence in their phase assignment. In particular, this study shows the importance of high SNR for reliable phase identification of regional P-type phases using 3-C data. Therefore, noise conditions will strongly affect this capability at 3-C stations.
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2.2 COMPARATIVE ANALYSIS OF THE HELSINKI AND IMS BULLETINS FOR SELECTED EVENTS ALONG THE ARCESS - FINESA PROFILE

The University of Helsinki (HEL) has operated a network of seismic stations in Finland and other Scandinavian countries that is used to produce a seismic event bulletin. This bulletin has been the source of "truth" for calibrating the location capabilities of the Intelligent Monitoring System (IMS) (Bache et al., 1990). The IMS used data from the NORESS and ARCESS arrays in formulating its bulletin for the period studied. This short paper compares the two bulletins and assesses the location capabilities of the IMS. 103 events recorded by the IMS during the period from September to November 1989 were selected for the comparison of the seismological bulletins. These events were listed and identified as possible mine explosions in both the HEL and IMS bulletins (Bratt et al., 1990). The events are located south and southeast of the ARCESS array in the eastern part of the Baltic shield, mainly within the northwestern areas of the USSR, and partially within Finland and Sweden (Figure 1). The events were in the range of epicentral distances from 200 to 1,200 km from ARCESS and had magnitudes (ML) 2.0-2.9.

A comparison of distances (DIST) and azimuths (AZ) from the ARCESS array to the events, and estimated origin times (T) based on the HEL and IMS bulletins is given in Table 1. A statistical analysis of the data in Table 1 was made and included calculations of density plots, coefficients of linear correlation, normal quantile-quantile plots, and other statistical characteristics. These results show that the discrepancy between the HEL and IMS bulletins for approximately 95% of the events are: 0.16±5.08 sec., 5.91±36.98 km, and 0.25±4.20° for origin time, epicentral distance, and backazimuth, respectively (Table 2).

The differences between backazimuths from ARCESS calculated from locations in the IMS and HEL bulletins can be approximated by a normal distribution. The distributions of the epicentral distance and estimated origin time differences are not as clear (Figure 2). The analysis shows a negative, statistically significant relation between the distance differences and the origin time differences based on the two bulletins. Qualitatively similar results were obtained for a comparison of the NORESS and HEL bulletins for events recorded by the NORESS array along the Oslo(NORESS)-Helsinki-Leningrad profile (Ryaboy, 1990).

It is noteworthy that discrepancies between the HEL and IMS bulletins are substantially less than the discrepancies between the HEL and NORESS bulletins (Table 2, Figure 2). This leads us to conclude that the location parameters and origin times in the IMS bulletin have less error than those based only on NORESS recordings alone. A similar result was obtained by Bratt et al. (1990) for a larger number of events. This obvious conclusion does not assist us in determining whether the HEL or IMS bulletin is more accurate.
Figure 1. Location map of selected events for the comparison. 1 -- mine explosions listed in the IMS bulletin, 2 -- seismic arrays, 3 -- POLAR DSS profile.
Figure 2. Probability density plots of differences between origin times (T), epicentral distances (DIST), and azimuths (AZ), respectively, from the Helsinki (HEL) and NORESS (NOR) bulletins, for 147 mine explosions detonated along the Oslo-Helsinki-Leningrad profile (A, B, and C) and from the HEL and IMS bulletins, for 103 mine explosions detonated along a profile from ARCESS to FINESA (D, E, and F). One can see that the probability density plots A, B, D, and E are non-symmetric, while plots C and F are nearly symmetric about the vertical axis.
### Table 1.

<table>
<thead>
<tr>
<th>No. Ord</th>
<th>IMS bulletin</th>
<th>Helsinki bulletin</th>
<th>Discrepancy between Hel. and IMS bulletin</th>
</tr>
</thead>
<tbody>
<tr>
<td>---------</td>
<td>--------------</td>
<td>--------------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>107924</td>
<td>09:25:39 67.53 33.58 2.6</td>
<td>398.97 120.37</td>
<td>08:25:39 67.64 34.8</td>
</tr>
<tr>
<td>107926</td>
<td>09:29:40 67.53 33.58 2.6</td>
<td>398.97 120.37</td>
<td>08:29:40 67.64 34.8</td>
</tr>
<tr>
<td>107928</td>
<td>09:31:40 67.53 33.58 2.6</td>
<td>398.97 120.37</td>
<td>08:31:40 67.64 34.8</td>
</tr>
<tr>
<td>107930</td>
<td>09:33:40 67.53 33.58 2.6</td>
<td>398.97 120.37</td>
<td>08:33:40 67.64 34.8</td>
</tr>
<tr>
<td>107932</td>
<td>09:35:40 67.53 33.58 2.6</td>
<td>398.97 120.37</td>
<td>08:35:40 67.64 34.8</td>
</tr>
</tbody>
</table>

*LIST OF EXPLOSIONS WITHIN THE EASTERN AREAS OF BALTIIC SHIELD RECORDED BY ARCESS ARRAY ACCORDING TO INS AND HELSINKI BULLETINS (September – November 1969)*
<table>
<thead>
<tr>
<th>No. Ord.</th>
<th>Date</th>
<th>Origin time Lat. Long. M</th>
<th>Dist. Az.</th>
<th>h: m: sec. deg. deg. km</th>
<th>Discrepancy between Hel and IMS bulletins (HEL) - (IMS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>725900</td>
<td>10.16.89</td>
<td>00:00:12:44.07</td>
<td>69.41</td>
<td>30.99</td>
<td>2.6</td>
</tr>
<tr>
<td>1286580</td>
<td>10.17.89</td>
<td>11:10:31:33.05</td>
<td>69.63</td>
<td>30.68</td>
<td>2.5</td>
</tr>
<tr>
<td>1267070</td>
<td>10.17.89</td>
<td>00:00:12:37.56</td>
<td>69.63</td>
<td>30.68</td>
<td>2.5</td>
</tr>
<tr>
<td>1205865</td>
<td>10.17.89</td>
<td>11:45:04.12</td>
<td>59.55</td>
<td>26.78</td>
<td>2.6</td>
</tr>
<tr>
<td>1295455</td>
<td>10.18.89</td>
<td>12:08:26.46</td>
<td>69.39</td>
<td>30.40</td>
<td>2.9</td>
</tr>
<tr>
<td>1295555</td>
<td>10.18.89</td>
<td>11:30:54.12</td>
<td>63.08</td>
<td>34.32</td>
<td>2.4</td>
</tr>
<tr>
<td>1269570</td>
<td>10.19.89</td>
<td>12:53:00.63</td>
<td>59.49</td>
<td>27.97</td>
<td>2.7</td>
</tr>
<tr>
<td>121862</td>
<td>10.20.89</td>
<td>06:41:23.94</td>
<td>67.66</td>
<td>34.18</td>
<td>2.8</td>
</tr>
<tr>
<td>1218598</td>
<td>10.20.89</td>
<td>11:58:29.00</td>
<td>63.21</td>
<td>27.58</td>
<td>2.0</td>
</tr>
<tr>
<td>131911</td>
<td>10.20.89</td>
<td>13:25:32.58</td>
<td>59.41</td>
<td>25.22</td>
<td>2.4</td>
</tr>
<tr>
<td>1339290</td>
<td>10.23.89</td>
<td>10:32:02.45</td>
<td>59.25</td>
<td>27.32</td>
<td>2.7</td>
</tr>
<tr>
<td>1333138</td>
<td>10.23.89</td>
<td>10:38:34.70</td>
<td>59.47</td>
<td>27.78</td>
<td>2.6</td>
</tr>
<tr>
<td>132523</td>
<td>10.23.89</td>
<td>11:35:29.98</td>
<td>59.31</td>
<td>27.60</td>
<td>2.2</td>
</tr>
<tr>
<td>1325680</td>
<td>10.23.89</td>
<td>11:35:10.36</td>
<td>60.96</td>
<td>29.33</td>
<td>2.2</td>
</tr>
<tr>
<td>1346400</td>
<td>10.24.89</td>
<td>12:19:48.48</td>
<td>59.17</td>
<td>29.72</td>
<td>2.6</td>
</tr>
<tr>
<td>1346670</td>
<td>10.24.89</td>
<td>13:27:30.65</td>
<td>60.96</td>
<td>29.33</td>
<td>2.2</td>
</tr>
<tr>
<td>1346780</td>
<td>10.24.89</td>
<td>13:10:35.16</td>
<td>59.55</td>
<td>28.47</td>
<td>2.1</td>
</tr>
<tr>
<td>1355120</td>
<td>10.25.89</td>
<td>11:58:16.85</td>
<td>64.67</td>
<td>31.27</td>
<td>2.5</td>
</tr>
<tr>
<td>1355140</td>
<td>10.25.89</td>
<td>10:13:57.86</td>
<td>61.19</td>
<td>29.97</td>
<td>2.5</td>
</tr>
<tr>
<td>1347011</td>
<td>10.26.89</td>
<td>12:34:52.97</td>
<td>59.52</td>
<td>25.12</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
<tr>
<td>1347130</td>
<td>10.26.89</td>
<td>12:59:05.94</td>
<td>59.72</td>
<td>27.58</td>
<td>2.3</td>
</tr>
</tbody>
</table>

Table 1. (continued)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>160154</td>
<td>11:09:56</td>
<td>13:28:18.77</td>
<td>59.32</td>
<td>25.21</td>
<td>2.3</td>
<td>1141.16</td>
<td>180.85</td>
<td>13:28:22.00</td>
<td>59.5</td>
<td>25.0</td>
<td>1120.8</td>
<td>181.47</td>
</tr>
<tr>
<td>2</td>
<td>161012</td>
<td>11:09:56</td>
<td>14:12:21.95</td>
<td>60.59</td>
<td>29.17</td>
<td>2.5</td>
<td>1013.18</td>
<td>168.52</td>
<td>14:12:19.00</td>
<td>60.8</td>
<td>29.5</td>
<td>992.84</td>
<td>167.29</td>
</tr>
<tr>
<td>3</td>
<td>160944</td>
<td>11:10:56</td>
<td>10:42:14.17</td>
<td>59.43</td>
<td>27.27</td>
<td>2.4</td>
<td>1131.20</td>
<td>174.89</td>
<td>10:42:15.00</td>
<td>59.3</td>
<td>27.2</td>
<td>1145.67</td>
<td>175.13</td>
</tr>
<tr>
<td>4</td>
<td>161041</td>
<td>11:10:56</td>
<td>13:43:38.93</td>
<td>59.50</td>
<td>25.36</td>
<td>2.1</td>
<td>1111.53</td>
<td>180.44</td>
<td>13:43:41.00</td>
<td>59.5</td>
<td>25.0</td>
<td>1120.8</td>
<td>161.47</td>
</tr>
<tr>
<td>5</td>
<td>161760</td>
<td>11:13:56</td>
<td>13:54:01.46</td>
<td>61.76</td>
<td>35.05</td>
<td>2.4</td>
<td>971.32</td>
<td>148.70</td>
<td>13:54:06.00</td>
<td>61.4</td>
<td>31.6</td>
<td>950.46</td>
<td>159.90</td>
</tr>
<tr>
<td>6</td>
<td>161720</td>
<td>11:14:56</td>
<td>12:00:33.60</td>
<td>61.17</td>
<td>30.06</td>
<td>2.3</td>
<td>957.96</td>
<td>165.11</td>
<td>12:00:28.00</td>
<td>61.5</td>
<td>30.4</td>
<td>924.88</td>
<td>163.57</td>
</tr>
<tr>
<td>7</td>
<td>161720</td>
<td>11:14:56</td>
<td>14:47:22.23</td>
<td>59.46</td>
<td>26.50</td>
<td>2.8</td>
<td>1123.64</td>
<td>177.11</td>
<td>14:47:23.00</td>
<td>59.5</td>
<td>26.5</td>
<td>1121.53</td>
<td>177.10</td>
</tr>
<tr>
<td>8</td>
<td>161723</td>
<td>11:15:56</td>
<td>12:06:12.99</td>
<td>63.29</td>
<td>27.74</td>
<td>2.2</td>
<td>704.35</td>
<td>170.82</td>
<td>12:08:12.00</td>
<td>63.1</td>
<td>27.7</td>
<td>725.40</td>
<td>171.18</td>
</tr>
<tr>
<td>9</td>
<td>160881</td>
<td>11:16:56</td>
<td>13:17:56.96</td>
<td>61.10</td>
<td>29.06</td>
<td>2.3</td>
<td>956.37</td>
<td>168.38</td>
<td>13:17:54.00</td>
<td>60.9</td>
<td>29.4</td>
<td>980.97</td>
<td>167.50</td>
</tr>
<tr>
<td>10</td>
<td>161750</td>
<td>11:16:56</td>
<td>14:55:49.83</td>
<td>59.53</td>
<td>27.14</td>
<td>2.2</td>
<td>1120.06</td>
<td>175.25</td>
<td>14:55:49.00</td>
<td>59.3</td>
<td>27.2</td>
<td>1145.67</td>
<td>175.13</td>
</tr>
</tbody>
</table>

Table 1. (continued)
COMPARISON OF HELSINKI (HEL), IMS, AND NORESS (NOR) BULLETINS

Oslo-Helsinki-Leningrad profile
(147 events)                             ARCESS-FINESA profile
(103 events)

<table>
<thead>
<tr>
<th>T(HEL)-T(NOR)</th>
<th>DIST(HEL)-DIST(NOR)</th>
<th>A2(HEL)-A2(NOR)</th>
<th>T(HEL)-T(IMS)</th>
<th>DIST(HEL)-DIST(IMS)</th>
<th>A2(HEL)-A2(IMS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>sec.</td>
<td>km</td>
<td>deg.</td>
<td>sec.</td>
<td>km</td>
<td>deg.</td>
</tr>
<tr>
<td>mean</td>
<td>-1.57</td>
<td>16.30</td>
<td>-0.28</td>
<td>0.16</td>
<td>5.91</td>
</tr>
<tr>
<td>median</td>
<td>-2.12</td>
<td>20.88</td>
<td>-0.26</td>
<td>0.66</td>
<td>8.18</td>
</tr>
<tr>
<td>mode</td>
<td>-3.21</td>
<td>37.50</td>
<td>2.20</td>
<td>-0.53</td>
<td>9.41</td>
</tr>
<tr>
<td>standard</td>
<td>-5.41</td>
<td>-31.66</td>
<td>-8.64</td>
<td>-2.54</td>
<td>-16.49</td>
</tr>
</tbody>
</table>
| deviation     | confidence level of mean
| 65% level     | -0.45              | -2.81           | -0.71         | -0.25              | -1.82           | -0.21           |
| 95% level     | -0.50              | -5.22           | -1.42         | -0.50              | -3.64           | -0.42           |

T(HEL), T(NOR), and T(IMS) - origin time according to Helsinki, NORESS, and IMS bulletins;
DIST(HEL), DIST(NOR), and D(IMS) - distance from NORESS and ARCESS arrays based on Helsinki, NORESS and IMS bulletins;
A2(HEL), A2(NOR), A2(IMS) - at the moment of ESS and ARCESS arrays based on Helsinki, NORESS and IMS bulletins.

Table 2.
We constructed ARCESS travel-time curves for \( P_n \) (Figure 3) and \( S_n \) (Figure 4) waves based on the both IMS and HEL bulletins. The ARCESS arrival times of these phases listed in the IMS bulletin were used to calculate the travel times. Figures 3 and 4 show that \( P_n \) and \( S_n \) waves predicted by the HEL bulletin arrive earlier compared with the IMS bulletin. Discrepancies between the travel-time curves are caused by differences in the origin times and event locations of the two bulletins. Approximately 1.0 s of difference is observed for distances less than 800 km, increasing to 1.5-2.0 s for larger distances. The statistics in Table 2 show that this is primarily due to event location effects rather than differences in origin times. At the 800-900 km distances, one can see an increase in \( P_n \) and \( S_n \) apparent velocities.

Note that the estimated standard deviations of \( P_n \) and \( S_n \) wave travel times based on the HEL bulletin are substantially larger than for the IMS bulletin (±1.02 and ±0.35 s for \( P_n \); ±2.46 and ±1.54 s for \( S_n \) for the HEL and IMS bulletins, respectively). This is expected as the ARCESS arrival time used in the plot to calculate the travel time curves is an integral part of the IMS solution but not used in the HEL solution. For a truly unbiased comparison, independent data must be utilized.

To estimate the quality of the \( P_n \) wave travel-time curves based on the HEL and IMS bulletins we compared the travel time curves in Figure 3 with observations from the 440 km long POLAR deep seismic sounding (DSS) profile located approximately 100 km southeast of the ARCESS array (Luosto et al., 1989). Detailed reversed and overlapping seismic refraction investigations of the earth crust and uppermost mantle were carried out along the profile up to distances of more than 400 km from the shot points. Figure 5 shows an example of P-wave record sections for a shot point located in the southern part of the DSS profile. Travel-time and distance picks from this profile are shown as pluses in Figure 3. A comparison of the \( P_n \) travel-time curves on Figure 3 and travel-times of the \( P_n \) waves recorded on the POLAR profile shows that the \( P_n \) travel-time curve based on the IMS bulletin provides a better fit for observations on the POLAR profile. As a result, we conclude that the IMS bulletin is more accurate than the HEL bulletin in the vicinity of the POLAR profile.

The proximity of the HEL network to the events studied in this report would make it's locations normally preferred over the NORESS and ARCESS seismic array locations. Consequently, it is worth discussing the previous conclusion in more detail. As was mentioned above, the analyzed events were mainly located beyond the boundaries of the region covered by the Helsinki network (Figure 1). This fact, combined with an inaccurate velocity model leads to systematic mislocation. In addition, a majority of the events listed in the HEL bulletin have “manual locations”, indicating that they were associated with a known mine based on pattern recognition by analysts. Satellite images of mine locations in Fennoscandia show that mines can be as large as 20 km across, and in some areas of the northwestern
Figure 3. Pn travel-times for selected events based on POLAR DSS profile data (pulses), IMS (dots), and HEL (circles) bulletins. One can see bias between the travel-time curves based on the IMS and HEL bulletins. Independent DSS observations are a better fit to IMS data.
Figure 4. $\text{Sn}$ travel-times for the ARCESS-FINESA profile based on IMS and HEL bulletins. One can see the bias between the travel-time curves based on the IMS and HEL bulletins.
Figure 5. POLAR DSS profile. Trace-normalized P-wave record section for shot-point A (southern part of the profile). Adapted from Luosto et al. (1989).
regions of the USSR they are distributed very densely (see Figure 2 in Bratt et al., 1990). Consequently, it is not an easy problem to locate these mine explosions accurately, even for skilled analysts. It is especially difficult for events which occur beyond the region covered by the HEL network. These circumstances may eliminate the advantages of the HEL network over the IMS.

We stress that our preliminary conclusion about the advantages of the IMS locations over the HEL network locations is valid only for events located beyond the boundaries of the region covered by the HEL network. It would be wise to repeat the analysis for two groups of events, occurring within and beyond the boundaries of the region covered by the Helsinki network. Additionally, it would be extremely helpful for understanding IMS capability to compare both bulletin with parameters of precisely located events.

Vladislav Ryaboy
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3.1 ANALYSIS OF 3-COMPONENT DATA FROM IRIS STATIONS IN THE USSR

ABSTRACT

This paper presents results of backazimuth, incidence angle, and phase identification studies based on the three-component polarization of seismic signals recorded at the IRIS stations within the USSR. A data set was built from the analysis of 3-component (3-C) recordings from seismic stations at Arti (ARU), Garm (GAR), Kislovodsk (KIV), and Obninsk (OBN) for the month of March 1989. Approximately 260 events were studied. At stations ARU, KIV, and OBN teleseisms dominated the recordings. Station GAR, however, recorded a larger set of events which included a significant number of local and regional events.

Except for station OBN, all of the IRIS stations are located near major geologic structural boundaries that are characterized by significant lateral variation in the deep velocity structure. The effect of these boundaries is to cause systematic deviations in estimates of backazimuth and angle of incidence. At station GAR, both of these measurements were influenced by the structure.

Polarization characteristics of seismic phases were studied individually for each station. At stations OBN and KIV, the initial teleseismic P-wave was characterized, for the most part, by prograde elliptical motion. At ARU and GAR the motion was rectilinear. Regional S phases from Hindu-Kush earthquakes recorded at GAR were dominated by transverse horizontally polarized motion (SH). At KIV and ARU Lg motion was predominantly in a near-horizontal plane.

A phase identification study was performed using discriminant analysis based on polarization parameters and frequency content. Two discriminants, linear combinations of polarization and frequency measurements, were able to separate arrival data into one of three groups of phases: teleseismic P, regional P, and regional S. At GAR, the first discriminant is correlated with polarization and separates arrivals with P-wave characteristics from arrivals with S-wave characteristics. The second discriminant accentuates the differences in the frequency content of the arrivals and provides a good separation between regional and teleseismic phases.

Backazimuth estimates were made for local, regional, and teleseismic events at GAR; and for teleseismic events at ARU, KIV, and OBN. The unique structural environment of each station required that custom processing parameters be developed for each station. The assumed particle motion (rectilinear or elliptical) used in the polarization computation, the window length, and the frequency band (characteristic for each station) were determinant factors. Backazimuth estimates within ±25° of the theoretical value were obtained for about 70% of the events at most of the stations. At GAR, systematic backazimuth errors caused by large lateral velocity discontinuities degraded the results. Corrections could be made to reduce these errors.
3.1.1 Introduction

Accuracy of event location is one of the main problems in seismology. Several reliable methods have been developed for determining the location, origin-time, and depth of events using arrival time data from a network of seismic stations (Eaton, 1969; Lee and Lahr, 1972; Klein, 1984; Lienert et al., 1986). Methods have also been developed for locating events using single 3-C station data (Magotra et al., 1987; Ruud et al., 1988). The locations determined using these methods are not as reliable as the network solutions but the backazimuth and distance information contained in 3-C data is now being incorporated into network solutions. A study involving a sparse network of 3-C stations was described by Thurber et al. (1989) in which an accurate location was provided for events recorded at two or more stations. Backazimuth information from small aperture arrays is also being used effectively for event location in Scandinavia (Bratt and Bache, 1988).

Polarization analysis is the main source of information from 3-C data (Jurkevics, 1988; Christoffersson et al., 1988) and has been used effectively for event location, phase identification, and velocity structure studies. At the beginning of the century one of the first upper-mantle velocity sections was constructed for Northern Eurasia on slowness estimates inferred from incidence angle measurements at a single 3-C station (Golitsyn, 1960). Phase identification based on polarization has been studied as a method of identifying converted P–S waves at teleseismic distances (Pomerantseva and Mozzhenko, 1977). A method for automated phase identification based on multivariate analysis of signal characteristics (Cooley and Lohnes, 1971) was applied to the short period seismic arrays NORESS and ARCESS in Norway by Suteau-Henson (1991). In this paper, the methods used by Suteau-Henson to identify phases are extended in two ways. First, teleseismic P arrivals are included, so that discrimination is obtained between three groups: teleseismic P, regional P, and regional S. And second, the dominant frequency is used as a predictor along with polarization.

Walck and Chael (1990) pointed out the importance of parameters such as frequency band and window length in the process of backazimuth estimation. A strong site dependency was also recognized in their polarization results. These observations demonstrate the importance of determining the polarization characteristics for each station individually. Applying generic polarization processing schemes to data from different stations may lead to unsatisfactory results.

3.1.2 Receiver Structure

This section summarizes published soviet work on crust and upper-mantle velocity structure in the regions containing the four IRIS seismic stations (Table 1) (IRIS, 1989), and presents average structural models for use in analyzing data from the stations. Three stations are located in the European part of the USSR: one near
Obninsk (OBN), the second in Arti (ARU), and the third near Kislovodsk (KIV). Stations OBN and ARU are situated in the center (Moscow syneclise) and east (Cis-Urals foredeep) of the Precambrian East-European platform, respectively, station KIV is on the Paleozoic Scythian platform at its border with the Greater Caucasus. A fourth station is located in Central Asia not far from Garm (GAR) in the Southern Tien-Shan Mountains at their junction with the Pamir ranges. Station GAR is located near an important geological boundary which follows the Surkhob river. North of the river the rocks of the southern Tien-Shan are crystalline, Paleozoic in age, and highly metamorphised. To the south, in the Peter the First range, the rocks are sedimentary, highly deformed (folded and faulted), and Mesozoic to Cenozoic in age. Seismic velocities are about ten percent slower in the upper crust of the Peter the First range than in the Tien-Shan (Rautian et al., 1978, Popandopulo, 1990). Figure 1 shows the locations of the IRIS stations and the deep seismic soundings (DSS) profiles used to infer the velocity structures presented in this study.

Table 1.

<table>
<thead>
<tr>
<th>No.</th>
<th>Location</th>
<th>Latitude (deg.)</th>
<th>Longitude (deg.)</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Arti (Cis-Urals foredeep)</td>
<td>56.40N</td>
<td>58.60E</td>
<td>250</td>
</tr>
<tr>
<td>2.</td>
<td>Garm (South Tien-Shan)</td>
<td>39.00N</td>
<td>70.32E</td>
<td>1300</td>
</tr>
<tr>
<td>3.</td>
<td>Kislovodsk (Cis-Caucasus foredeep)</td>
<td>43.95N</td>
<td>42.68E</td>
<td>1206</td>
</tr>
<tr>
<td>4.</td>
<td>Obninsk (Moscow syneclise)</td>
<td>55.10N</td>
<td>36.60E</td>
<td>130</td>
</tr>
</tbody>
</table>

To date, the most reliable information about the earth crust and upper mantle structure is produced from DSS profiles. Sources for these long range reflection and refraction profiles are usually nuclear or large chemical explosions. Reversed and overlapping profiles recorded with a dense receiver array provide precise structural control that is unavailable to earthquake studies.
Figure 1. Locations of the IRIS stations and deep seismic sounding (DSS) profiles used for this study. DSS profiles of the earth crust and upper mantle based on peaceful nuclear explosions are shown as solid lines. Dashed lines are DSS profiles based on chemical explosions.
Deep seismic studies in North Eurasia indicate significant lateral and vertical heterogeneities in the crust and upper-mantle. These are manifested in travel-time anomalies, amplitudes, and frequency content. In crossing from one geological structure to another, changes typically occur in both the velocities of seismic waves and in the character of their distribution with depth. For this reason, we have limited our extrapolation of results to just those geological units in which the IRIS stations are located.

Average P-wave velocity sections have been constructed based on DSS results for the areas containing the four IRIS stations (*Figure 2, Table 2*). Tectonically active regions such as the southern Tien-Shan (GAR) are generally distinguished from the East-European (OBN and ARU) and Scythian (KIV) platforms by the presence of thick low-velocity layers in the upper-mantle. Similar layers of reduced velocity also exist in the upper mantle beneath platforms, but they are usually thinner and not as pronounced.

**Table 2.**

PARAMETERS OF THE EARTH CRUST AND UPPER MANTLE VELOCITY MODELS FOR IRIS STATIONS IN THE USSR BASED ON EXPLOSION SEISMOLOGY DATA

<table>
<thead>
<tr>
<th>Parameter</th>
<th>OBN</th>
<th>ARU</th>
<th>KIV</th>
<th>GAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Earth crust thickness (km)</td>
<td>45</td>
<td>43</td>
<td>45</td>
<td>70</td>
</tr>
<tr>
<td>2. Mean velocity of the earth (km/s)</td>
<td>6.3</td>
<td>6.3</td>
<td>5.7</td>
<td>6.5</td>
</tr>
<tr>
<td>crust (km/s)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Low-velocity layers in the earth crust, range of depths (km/s)</td>
<td>-</td>
<td>25-35</td>
<td>15-20</td>
<td>10-21</td>
</tr>
<tr>
<td>4. Low-velocity layers in the earth crust, layer velocity (km/s)</td>
<td>-</td>
<td>6.5-6.7</td>
<td>5.6-5.7</td>
<td>5.8-6.0</td>
</tr>
<tr>
<td>5. Pn wave velocity (km/s)</td>
<td>8.2</td>
<td>8.3</td>
<td>8.3</td>
<td>8.1</td>
</tr>
<tr>
<td>6. Low-velocity layer in the upper mantle, range of depths (km)</td>
<td>60-90</td>
<td>70-100</td>
<td>-</td>
<td>110-210</td>
</tr>
<tr>
<td>7. Low-velocity layer in the upper mantle, layer velocity (km/s)</td>
<td>8.1</td>
<td>8.2</td>
<td>-</td>
<td>8.15</td>
</tr>
</tbody>
</table>
Figure 2. Seismic velocity-depth curves of the earth crust and upper mantle near the IRIS stations. The curves are based on published data obtained from studies of major geological units of Northern Eurasia. OBN (Moscow syncline), ARU (eastern Russian plate and Cis Urals foredeep), KIV (southern Scythian platform, Cis-Caucasus foredeep), GAR (southern Tien-Shan). Solid lines -- explosion seismology data, dashed lines -- earthquake seismology data, M -- Moho. An extensive list of references was given in (Ryaboy, 1989, 1990).
3.1.3 Seismicity

Data for this study were recorded during the month of March in 1989 and include more than 1,000 individual events from local to teleseismic distances. About 260 of these were studied in detail.

Nearly 150 teleseisms were reported in the National Earthquake Information Center (NEIC) bulletin for this month. Figure 3 shows that most of the teleseisms with distances larger than 40° were located near Japan and the Philippines. Only one was reported along the Mid-Atlantic ridge. The events that were recorded between distances of 20 and 40° were mainly located in the USSR, a few were located in China, and some occurred along the Mediterranean ridge.

At station GAR, 871 local and regional events were recorded during this month. Very few of them were recorded at the other Soviet stations which implies that the magnitudes of these events were very small. The GAR area has been described as one of the most seismically active in the Soviet Union (Leith and Simpson, 1986). Eneva and Hamburger (1989) showed that the majority of the seismicity around GAR (in the Gissar-Kokshal area) is due to microearthquakes occurring at shallow depths. Intermediate focus earthquakes occur to the southeast in the Hindu-Kush (Chatelain et al., 1980).

Although station ARU detected most of the teleseismic events that were reported during this period, only 85 of them were selected for analysis. The local and regional events recorded at ARU were located within a distance range of 2 to 10°. Most of the seismic activity in this area is related to mining blasts (Leith, 1990). A weekly distribution of the local and regional seismicity around ARU showed intense activity Monday through Friday when the mines were in operation. Among the 25 regional events located, 19 of them exhibited an \(R_g\) phase which is indicative of a very shallow source. By comparison, only 9 events out of more than 800 had an identifiable \(R_g\) at station GAR.

Most of the events recorded at stations KIV and OBN were from teleseismic distances. Besides having noise problems, OBN is located in a relatively aseismic area and only six local events were recorded during the month. The small number of events recorded at ARU, KIV and OBN prevented a thorough study of local and regional events.

The noise characteristics of the IRIS stations in the USSR have been described by Given (1990). Of the four studied, GAR had the lowest noise level. Its useful frequency band was between 1 and 5 Hz. KIV did not have excessive background noise, but some external effects, possibly wind or cultural noise, introduced a strong regular noise lasting a few minutes at spaced intervals during the day. This noise could be eliminated on the vertical component by using a bandpass filter from 1.0 to 3.0 Hz, but remained on the horizontal components at the same
Figure 3. Locations of the teleseismic events recorded at the IRIS stations. Some events close to one station are at teleseismic distances from the other stations.
frequencies. ARU was contaminated by many noise bursts which were difficult to eliminate because they were in the same frequency band as the signal. OBN also had regular background noise in the same frequency band as the signal.

Source locations and magnitudes for the teleseisms and large regional events were obtained from event catalogs. The small local and regional events were not reported for most of the stations, but at GAR a local event catalog was used to verify the locations of the recorded events.

3.1.4 Waveform Polarization

For single station 3-C data, polarization methods are the only means for locating seismic events and are very useful for identifying phases. Continuous IRIS data (20 samples/second) were processed with an automatic detection program that also computed polarization parameters for each detection (Bache et al., 1990). The polarization measurements were based on an eigensystem decomposition of the wavefield developed by Jurkevics (1988). Data surrounding detections were prefiltered in a set of frequency bands selected on the basis of their signal-to-noise ratio (hereafter referred to as "3-C SNR"). Polarization analysis was performed in small, overlapping time windows for each of the frequency bands and the results averaged. Those polarization parameters particularly useful for characterizing local and regional phases were: rectilinearity (rect), planarity (plan), ratio of horizontal to vertical power (H/V), incidence angle of the long axis of the polarization ellipsoid (inc1), incidence angle of the short axis (inc3) and frequency characterizing the band used in the analysis. The signal-to-noise ratio also provided important information about the signal quality. These and other polarization attributes were fully described in Suteau-Henson (1991).

Polarization attributes from automated processing were studied for "regional S" as a group (note that, although reliably identified, Sn and Rg arrivals were not numerous enough to be included in the analysis). The automated processing did not always provide reliable measurements for P-type phases, as demonstrated by comparing backazimuth estimates with those from bulletin locations (see the section on backazimuth estimation). Thresholds of 3-C SNR or rectilinearity could be used to reduce the scatter in the estimates and the number of outliers. Complete analysis of P-wave polarization awaits optimization of the procedure for automated processing.

GAR

The largest concentration of local and regional events was around Garm. For each event from the Hindu-Kush area, only one large S-type phase was detected (hereafter referred to as "S"). This phase may be a direct S, although modeling experiments indicate that it could also be a combination of phases that have
bounced once in the crust (Heimberger et al., 1990).

We studied a total of 643 Lg and S phases that were detected and associated to seismic events. Only 11 of those were from events with distances larger than 5°. Fifty-two percent were from events located at distances between 2.25° and 2.75° (Figure 4, left). Azimuth estimates of their dominant rectilinear motion form a bimodal distribution with peaks around 90° and 270° (Figure 4, middle). This is consistent with dominant transverse (SH) motion and a backazimuth of about 180° ± 30° (with a 180° ambiguity). Therefore, although it may include some mislocated events, this set was interpreted as a cluster of intermediate-focus earthquakes from the Hindu-Kush seismic zone.

This interpretation was confirmed by investigating backazimuth estimates from P-type arrivals. Only events located between 2.25° and 2.75° distance were considered. Scatter in the estimated backazimuths and the number of outliers was reduced by limiting the study to arrivals with rectilinearity higher than 0.8. The resulting distribution (Figure 4, right) agreed with that obtained for S (median of 174°). This confirmed that most of these events were probably located in the Hindu-Kush seismic area.

Local and near-regional Lg and S at GAR have very characteristic polarization, as indicated by the distributions of polarization attributes for the 643 arrivals studied (Table 3 gives their median and standard deviation). A very high ratio of horizontal to vertical power (H/V) and small short-axis incidence (inc3) indicate dominant motion in a near-horizontal plane. The statistics for the cluster near 2.5° are also given in Table 3. The distributions are similar to those for the entire data set, except that the plane of dominant motion is even more horizontal. For events in that distance range, 354 P arrivals were characterized by high rectilinearity (0.82) and low incidence angles (median of 23°) (Table 3).

The anomalously low (for Pn waves) incidence angles of P arrivals for events occurring in the Hindu-Kush area can be explained by laterally heterogeneous structure. A subset of 157 arrivals with backazimuths between 130° and 210° and rectilinearity greater than 0.8 was used to study the low incidence angles. This backazimuth range was selected based on our observations (Figure 4) and on seismicity studies (Chatelain et al., 1980). The inc1 distribution of the resulting set had a median of 20° and a standard deviation of 6°. The apparent incidence angle was converted to "true" incidence angle using standard formulas (Bullen, 1959). This, in turn, was converted to slowness using a subsurface velocity of 5.0 km/s for the Peter the First Range immediately south of GAR (Khamrabaev and Zunnunov, 1984, Popandopulo, 1990). For a given distance (2.5°) and slowness, Herrin tables were used to estimate source depth as a first order approximation.
Figure 4. *Left:* Histograms of epicentral distance for local and near-regional events with detected $Lg$ and "$S" arrivals at GAR. A sharp peak is observed at about 2.5°. *Middle:* Histograms of azimuth of principal linear motion for presumed "$S" arrivals, with distance of about 2.5°. The distribution is consistent with transverse ($SH$) motion propagating from the South. *Right:* Histograms of backazimuth from $P$-type arrivals (with rectilinearity $> 0.8$) for events at about 2.5° distance. Backazimuths from the South are consistent with the "$S" azimuths, and correspond to locations within the Hindu-Kush seismic zone.
Table 3.
Polarization of Local/Regional Phases at GAR

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Symbol</th>
<th>rect</th>
<th>plan</th>
<th>H/V</th>
<th>incl</th>
<th>inc3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Median</td>
<td>Median</td>
<td>Median</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>S.D.</td>
<td>S.D.</td>
<td>S.D.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rectilinearity</td>
<td>rect</td>
<td>0.63</td>
<td>0.12</td>
<td>0.66</td>
<td>0.11</td>
<td>0.82</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Planarity</td>
<td>plan</td>
<td>0.42</td>
<td>0.19</td>
<td>0.43</td>
<td>0.19</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horizontal/Vertical††</td>
<td>H/V</td>
<td>3.3</td>
<td>2.2</td>
<td>4.0</td>
<td>2.7</td>
<td>0.30</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>incl</td>
<td>82°</td>
<td>15°</td>
<td>84°</td>
<td>15°</td>
<td>23°</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short-Axis Incidence Angle</td>
<td>inc3</td>
<td>18°</td>
<td>19°</td>
<td>14°</td>
<td>19°</td>
<td>79°</td>
</tr>
</tbody>
</table>

† From presumed Hindu-Kush earthquakes
† † Logarithmic distribution

For observed incidence angles ranging from 17-23°, the derived range in source depth is 420-590 km. This contrasts with the results of Chatelain et al. (1980) who found a concentration of hypocenters around two shallower depth ranges: 70-170 m and 180-300 km based on local network studies. This discrepancy can be explained by lateral heterogeneity along the path in the upper part of the earth's crust. A few kilometers south of GAR, a sharp boundary separates the southern Tien-Shan to the north from the Peter the First Range to the south (Rautian et al., 1978). According to seismological and geological data, this boundary is almost vertical in the uppermost crust and its slope decreases with depth (Hamburger et al., 1990; Leith, 1985).

The velocity of the southern Tien-Shan beneath GAR is approximately 5.5 km/s, but it is 5.0 km/s under the Peter The First range just south of GAR (Zverev and Kosminskaya, 1980; Khamrabaev and Zunnunov, 1984; Hamburger et al., 1991, Popandopulo, 1990). Seismic waves from events located to the south must cross this boundary and their paths are deflected accordingly. Assuming for simplicity that this boundary is vertical in the upper crust, simple calculations show that an observed incidence angle of 20° corresponds to a "true" incidence angle of 17.5° for events north of the boundary and 30° for events located south of the boundary (Figure 5). Converting the "true" incidence angles of the events south of the boundary into slowness, new estimates of depth were obtained. The 17-23° range of observed incidence angles corresponds to depths of 200-250 km. This is in agreement with the depth estimates by Chatelain et al. (1980).
Figure 5. Schematic north-south cross-section of the upper crust under station GAR. Ray paths from intermediate focus earthquakes in the Hindu Kush, south of the station, are probably deflected due to the P-wave velocity contrast in the upper crust between the Peter The First Range and the Tien Shan. This simple model predicts "true" incidence angles ($\alpha$) under Garm about 13° lower than those expected for a laterally homogeneous structure ($\beta$).
The effect of a laterally heterogeneous structure on observed incidence angles at GAR is further illustrated by shallow local events. Network locations were available from a local catalog for a set of 89 such events. A subset of 77 local P arrivals was selected for which the difference between the backazimuth from polarization and that derived from the catalog location was less than 40°. The epicentral distances of the selected events were less than 1.50, and their depths were less than 44 km according to the catalog. They were characterized by a fairly uniform azimuthal coverage. However, a distribution of incidence angles showed two peaks: one around 30° and the other around 55°. No correlation was found between inc1 and distance or depth. In contrast, we observed an interesting correlation between incidence angle and backazimuth from the catalog (Figure 6, left). For backazimuths of 0-90°, inc1 was high (50-65°). It was low (20-40°) between 90° and 270° and high again from 270° through 360°.

Figure 6 (right) shows inc1 as a function of backazimuth determined from polarization methods for local and regional P arrivals with rectilinearity greater than 0.8. In spite of larger scatter and some outliers, a similar trend was observed. The very low values of inc1 around 180° correspond to the Hindu-Kush events discussed above. This trend is explained by differences in velocity structure north (0-90° and 270-360°) and south (90-270°) of GAR. North of GAR, plausible values of inc1 were found for local Pg, while south of GAR, the observed values were anomalously low. This is consistent with our observations for the Hindu-Kush events.

**ARU, KIV, and OBN**

As seen earlier, local and regional seismicity was lower at ARU than at GAR. Levels of seismicity at KIV and OBN were even lower, limiting the extent of our study. In addition to the low level of seismicity, seismic noise played an important role in determining the polarization characteristics at these stations. More scatter was observed in the distributions of polarization attributes for the stations with high noise levels, KIV and OBN. Some interesting results were obtained, however, at each of these stations.

Table 4 shows that Lg was characterized by dominant particle motion in a near-horizontal plane at each of the stations. This was particularly true at ARU where the ratio of horizontal-to-vertical power was nearly double that at the other stations based on a sample of 84 arrivals. Non-isotropic noise observed at KIV may explain the near horizontal polarization of the 36 Lg arrivals studied at this station.

Telesismic P-waves provided the most polarization information at these stations. For ARU, the motion of the first teleseismic P arrival was observed to be rectilinear. At KIV and OBN, however, the particle motion of the first arrival changed from rectilinear to prograde elliptical after one second.
Figure 6. Incidence angle is plotted as a function of event backazimuth for two sets of $P$ arrivals at GAR: left, local $Pg$ selected from Garm catalog; right, local and regional $P$-type phases (with rectilinearity $> 0.8$), from the March 1989 database of this study. Decreased incidence angles are observed south of GAR (between the dashed lines).
### Table 4.
Medians of Lg Polarization Attributes

<table>
<thead>
<tr>
<th>Attribute</th>
<th>GAR†</th>
<th>ARU</th>
<th>KIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rectilinearity</td>
<td>0.63</td>
<td>0.68</td>
<td>0.66</td>
</tr>
<tr>
<td>Planarity</td>
<td>0.42</td>
<td>0.62</td>
<td>0.52</td>
</tr>
<tr>
<td>Horizontal/Vertical</td>
<td>3.3</td>
<td>6.4</td>
<td>3.2</td>
</tr>
<tr>
<td>Incidence Angle</td>
<td>82°</td>
<td>86°</td>
<td>82°</td>
</tr>
<tr>
<td>Short-Axis Incidence</td>
<td>18°</td>
<td>11°</td>
<td>18°</td>
</tr>
</tbody>
</table>

† "S" arrivals are included at this station

### 3.1.5 Phase Identification

Before an event can be located using single station 3-C data, the arriving phases must be identified. If reliable methods of phase discrimination can be found that are based on signal characteristics, then these measurements can be used to determine the phase type automatically. This section describes a discriminant analysis method applied to automated phase identification.

All measurements of polarization and frequency used in this analysis were determined automatically. A large scatter was present in the polarization estimates of P-type arrivals. Better results are expected when the parameters for automated signal processing are optimized. However, the performance obtained with the data currently available demonstrates the capabilities of this method for initial phase identification at GAR, ARU, and KIV.

Two groups of signal features were used as predictors of phase type. Features associated with the 3-C SNR of the waveforms and polarization features. The first group makes use of the filtered channel with the highest 3-C SNR (chan=1 for horizontal, 2 for vertical) and the dominant frequency of this channel (freq). The second consists of a set of signal parameters obtained from polarization analysis, similar to that used in the section on polarization. Center frequency (freq2) of the wide band used in polarization analysis, rectilinearity (rect), planarity (plan), horizontal-to-vertical power ratio (H/V) measured at the time of maximum 3-C amplitude, horizontal-to-vertical power ratio (H/V2) measured at the time of maximum rectilinearity, long-axis incidence angle (incl), and short-axis incidence angle (inc3).
Discriminant analyses and classification procedures were first applied to a training set, then replicated on a testing set. Principal Component Analysis was performed prior to Discriminant Analysis to reduce the number of variables. In the following, results will be presented for the case where only the first three principal components are used. The discriminant performance was obtained by averaging the results for the training and testing sets.

At this station 1729 arrivals were analyzed: 108 teleseismic $P$, 767 regional $P$, and 854 regional $S$. Two discriminants were empirically obtained that best separate the three groups. The discriminant plane they form is plotted in Figure 7. Each discriminant is a linear combination of the measurements, properly normalized and standardized (Suteau-Henson, 1991). The first discriminant, $D_1$, is weighted heavily towards the polarization measurements:

$$D_1 = -0.32 \text{chan} - 0.03 \text{freq} + 0.10 \text{freq}^2 - 0.30 \text{rect} + 0.02 \text{plan}$$

$$+ 0.38 \text{H/V} + 0.38 \text{H/V}^2 - 0.34 \text{inc3} + 0.35 \text{inc1}$$

The discriminant value is low for arrivals that are detected on the vertical component, and have high rectilinearity, low $H/V$, large inc3 (principal motion in near vertical plane), and small incidence angle. Thus, $D_1$ is low for teleseismic $P$ and high for regional $S$. The second discriminant, $D_2$, is correlated with frequency.

$$D_2 = 0.03 \text{chan} + 0.70 \text{freq} + 0.65 \text{freq}^2 - 0.03 \text{rect} - 0.09 \text{plan}$$

$$+ 0.00 \text{H/V} - 0.03 \text{H/V}^2 + 0.03 \text{inc3} - 0.03 \text{inc1}$$

The discriminant value is low for teleseismic $P$ and high for regional $P$. Clearly, the inclusion of frequency greatly facilitates discrimination between regional and teleseismic phases.

The discriminant performance is summarized in Table 5 which gives the percentage of correctly identified arrivals (using the analyst’s identification as reference). It is highest for regional $S$ (93%) and lowest for regional $P$ (81%). The performance significantly improved, however, for regional $P$ with 3-C SNR $> 5$ (90%).
Figure 7. Discriminant plane showing the first and second discriminants separating three phase groups at GAR: teleseismic $P$, regional $P$, and regional $S$. The 865 rivals in the training set used to derive the discriminants are shown.
Table 5. Performance of Phase Identification

<table>
<thead>
<tr>
<th>Phase Group</th>
<th>GAR†</th>
<th>ARU</th>
<th>KIV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Teleseismic $P$</td>
<td>83% (88%)</td>
<td>78%</td>
<td>84%</td>
</tr>
<tr>
<td>Regional $P$</td>
<td>81% (90%)</td>
<td>67%</td>
<td>71%</td>
</tr>
<tr>
<td>Regional $S$</td>
<td>93% (97%)</td>
<td>83%</td>
<td>78%</td>
</tr>
</tbody>
</table>

† Numbers in parentheses correspond to arrivals with 3-C SNR > 5

ARU

A similar discriminant analysis was performed at ARU, and the results are shown in Figure 8 (left). The data set was much smaller than at GAR (231 arrivals). Therefore, several training and testing sets were used and the results averaged to stabilize the analysis. The correlation between the two discriminants and the measurements (frequency and polarization) was similar to that at GAR, although not as pronounced.

The discriminant performance is given in Table 5. The relative performance for the three phase groups is slightly lower than that obtained for GAR. The 14% difference for regional $P$ discrimination reflects the large scatter in polarization estimates from automated processing for this phase group.

KIV

Discriminant analysis at KIV is illustrated in Figure 8 (right). An adequate separation between the three phase groups was obtained. However, only 132 arrivals were available for analysis. Therefore, no testing set was available to replicate the analysis performed on the training set and the results must be considered as preliminary.

The performances of the discriminants are given in Table 5. Overall, the results are comparable to those at ARU. The best performance was obtained for the teleseismic $P$ group, which, for most arrivals, was well separated from the other phase groups (Figure 8, right).
Figure 8. The discriminant plane is plotted at ARU to the left and KIV to the right (see Figure 7). The entire data set is shown for both ARU (231 arrivals) and KIV (132 arrivals).
3.1.6 Backazimuth Estimation

Event location is primarily a determination of backazimuth and distance. In this section we focus on the problem of backazimuth estimation using data from a single 3-C station. An important aspect of this study was to determine the true backazimuths to each of the events. By using only the events reported in the NEIC bulletin or other reference sources, we were able to establish a "ground truth" for the backazimuths.

The same methodology was applied at the four stations for all of the waveforms. First, an optimal frequency band was determined for each station. Data could then be band-passed filtered and processed in a routine manner to determine the polarization attributes. Five different polarization attributes were systematically determined for overlapping windows of data: incidence angle, rectilinear backazimuth, planarity, planar backazimuth from horizontal components, and maximum-to-minimum horizontal amplitude ratio ($h_{\text{max}}/h_{\text{min}}$).

Processing parameters determine when and how often the polarization attributes are computed. Varying these parameters allows us to customize the estimation of backazimuth for each station and each type of event (local, regional and teleseismic). The most important processing parameters are: the frequency band of high 3-C SNR, the start time of the process (with respect to the arrival time), the signal length (length of signal to be processed), the window length, and the overlap between consecutive windows. For rectilinear P-waves (GAR and ARU), the best backazimuths were obtained at the time of maximum rectilinearity. P-to-S converted waves exhibiting prograde elliptical motion (OBN and KIV) gave the best backazimuths at the time of maximum 3-C amplitude.

3.1.7 Teleseismic events at GAR

One-hundred forty-eight teleseismic events were studied at GAR. Most of these events occurred to the east of the station on the western edge of the Pacific rim. The distances from these events to GAR were well scattered over the teleseismic range (Figure 3).

Although individual events produced reliable results in many different frequency bands, the best overall results were obtained using a narrow frequency band, from 1.0 to 2.0 Hz, and a signal length of 3 s starting at the arrival time. The addition of the frequency bands below 1.0 Hz degraded the 3-C SNR.

In Figure 9, backazimuth residuals are plotted as a function of predicted backazimuth for the teleseisms recorded at GAR. The predicted values were computed using locations and origin-times reported in the NEIC bulletin. Events with a 3-C SNR > 3 are denoted with circles. The backazimuth residuals are within $\pm 25^\circ$ of the predicted backazimuths for 55% of the events. Using only events with a 3-C SNR >
Figure 9. Predicted backazimuth vs. backazimuth residual for 14S teleseisms at GAR. Events with a circle have a 3-C SNR greater than 3. Between 10 and 150° the backazimuth residuals decrease from about 100° to 0°. From 270 and 350° backazimuth residuals are mostly negative.
3, however, the percentage increases to 61%. A trend is observed in the backazimuth residuals between 10 and 150°. Large positive residuals of about 100° around a predicted backazimuth of 10° decrease gradually to 0° at a predicted backazimuth of 100°. Little data were available between 140° and 270° and for events coming from the northwest (270°-350°) the data are widely scattered but tend to have negative backazimuth residuals.

### 3.1.8 Regional events at GAR

Among the many regional events recorded at Garm, only 27 were reported in the NEIC bulletin. Figure 10 shows that most were located to the southwest but a few were to the north and east of GAR.

For regional events a signal window length of 1.0 s was found to give the best results. Different frequency bands were also tested, but the results were not improved, so the band from 1.0 to 2.0 Hz was retained. In Figure 11, backazimuth residuals are plotted vs. predicted backazimuth. Eighty-nine percent of the events had an observed backazimuth within 25° of the predicted backazimuth for this set of events. These results are better than for the teleseisms, but this may be due to larger 3-C SNRs. None of these events have 3-C SNR lower than 5.0.

### 3.1.9 Local events at GAR

"Ground truth" for the local events was obtained from a local catalog which reported 229 events for March 1989 (the last day was missing). We located more than 400 events for the same time span using data from station GAR but only 89 of these events were reported in the local catalog. There are two reasons for this discrepancy: either the detector used in our processing did not trigger at all for some events reported in the catalog, or the phase identification based on the GAR data differed from that predicted by the catalog (inconsistent data).

In Figure 12, the events from the Garm catalog are plotted by distance and local magnitude (dots). The 89 events used in the backazimuth estimation study are shown as solid triangles (consistent data). Inconsistent data are shown as open triangles. The set of 89 events had a large azimuthal coverage and a large range of 3-C SNR. As expected, the lower magnitude limit of the consistent data increases with range and many of the events that were either not detected or had inconsistent data lie below this limit.

Different parameters were tested to optimize the backazimuth estimation process. A 1.0 s window length was found to be optimal (1.5 s for the teleseisms) with a 50% overlap (75% for the teleseisms). The processing start time was set to 1.0 s before the first arrival and the signal length used in the process was set to 3.0 s. The signal was filtered between 1.0 and 2.0 Hz. Additional frequency bands were used with both lower and higher frequencies. In both cases, the results were
Figure 10. Locations of 27 regional events recorded at GAR.
Figure 11. Predicted backazimuth vs. backazimuth residual for 27 regional events recorded at GAR. For 25 events (89%), an accurate backazimuth estimate is obtained. The results are better than for the teleseisms, but this may be due to larger signal-to-noise ratios (all of the events have a 3-C SNR > 3).
Figure 12. Local magnitude as a function of distance from GA-R, for events reported in a local catalog. The arrival times and phase identifications derived from station GA-R data were consistent with the catalog for 89 of these events (solid triangles). Events for which the phase identification from GA-R data differed from that predicted by the catalog are shown as open triangles with dots. Events reported in the catalog but not detected at station GA-R are shown as dots.
In Figure 13, backazimuth residuals are shown as a function of predicted backazimuth. Events with 3-C SNR > 3 are circled. Seventy-nine percent of the events give a computed backazimuth within 25° of the reference value; 87% of those with 3-C SNR > 3 have a residual within the 25° bounds. This plot does not show any particular clustering of events characteristic of an active seismic area. Nearly all of the events with large backazimuth residuals had predicted backazimuths between 0 and 50°. Note that the large deviations are similar to those observed for the teleseismic data (Figure 10).

Figures 9 and 13 show the importance of local structure on the polarization characteristics of arrivals. Both local and teleseismic data show a distinct trend of positive backazimuth residuals between 0 and 50°. Regional data was too sparse in this backazimuth range to contribute one way or the other to this observation. We suggest that some structural feature or features near GAR deflects or modifies the signal in the range of backazimuths between 0 and 50°. We have shown above that the polarization characteristics of seismic arrivals are unique to each station for each phase. This observation shows that polarization can also be a function of azimuth.

The processing parameters used to estimate backazimuth for local, regional, and teleseismic data are, for the most part, unique. Surprisingly, the frequency band remained the same for each category at GAR. Usually, the frequency content of seismic phases is indicative of distance. This may still be the case (see the section on phase identification), but the useful band for backazimuth estimation at GAR is constant and equal to 1.0 to 2.0 Hz.

3.1.10 Teleseismic events at ARU

Eighty-five teleseisms, mainly from Japan and the Philippines (Figure 3), were studied at station ARU during March 1989.

Despite the location of ARU, on the structural border between the East-European platform and the Ural mountains, the information derived from the teleseisms recorded at this station was accurate regardless of the 3-C SNR. The optimum backazimuths were obtained by taking a signal length of 5.0 s starting 0.5 s before the first arrival and a 1.5 s window length with a 50% overlap. A weighted frequency band average of the results from 0.5 to 2.0 Hz provided the best results.

As shown in Figure 14, the backazimuth residuals are small. The observed backazimuth is within ±25° of the predicted backazimuth for 68% of the events. This percentage rises to 78% for the arrivals with 3-C SNR > 3 and 90% with 3-C SNR > 4. However, the number of events in the sample set decreases significantly as the 3-C SNR threshold rises. There are 85 events represented in the complete
Figure 13. Predicted backazimuth vs. backazimuth residual for 89 local events at GAR. The largest backazimuth residuals occur for events between 0 and 100°. Data with 3-C SNR > 3 are circled.
Figure 14. Predicted backazimuths vs. backazimuth residuals for 85 teleseisms recorded at ARU. Even in the presence of noise, polarization results are stable. The observed backazimuth is within ±25° of the predicted backazimuth for 68% of the events. This percentage rises to 78% for the arrivals with 3-C SNR > 3 (circled measurements).
sample set, 55 with 3-C SNR > 3, and only 39 with 3-C SNR > 4.

3.1.11 Teleseismic events at KIV

At KIV, the particle motion of first arrivals is not rectilinear. In Figure 15 we plot typical particle motions for the first few seconds of the initial P arrivals at stations KIV and ARU. The ARU data shows strong rectilinearity during the few seconds of the first arrival, but at KIV the motion changes drastically less than one second after the first arrival, becoming a prograde elliptical motion. A careful study of the elliptical wave polarization shows that it is possible to determine the correct backazimuth for almost all teleseisms using the prograde elliptical phase.

The selected frequency band for analysis was from 0.5 Hz to 2.0 Hz with the results being computed from a weighted average of the two octave bands within this interval. The optimal length for the signal was 3.0 s starting 0.5 s before the first arrival. A window length of 1.5 s with a 75% overlap was used. The backazimuth value was averaged over three windows.

The results were strongly influenced by the length of signal processed as the backazimuth was computed at the point of maximum 3-C amplitude. For many signals, the maximum 3-C amplitude occurred between 10 and 20 s after the first arrival and the resulting backazimuth would be incorrect. A shorter length of signal processed reduced the errors and provided more accurate results. The use of the maximum of planarity or the maximum of $h_{max}/h_{min}$ ratio to determine the best backazimuth estimate did not improve the results. Assuming elliptical motion, backazimuth estimates within $\pm 25^\circ$ of the predicted value were obtained for 73% of the 24 arrivals. Half of the arrivals had a 3-C SNR > 3, and accurate backazimuth estimates were obtained for 85% of them.

Backazimuth residuals were computed and plotted with respect to the predicted backazimuth in Figure 16. Except for four events, the plot shows a small discrepancy between predicted and observed values based on the prograde elliptical wave.

3.1.12 Teleseismic events at OBN

Teleseismic P-waves at OBN are similar to those recorded at KIV. A prograde elliptically polarized wave is present in the P coda which affected the determination of the backazimuth from the initial P. The results from three different frequency bands: 0.5 Hz to 1.0 Hz, 0.75 Hz to 1.50 Hz, and 1.0 Hz to 2.0 Hz were combined in a weighted average to get the final best estimate. The length of signal processed in the computation was set to 7.0 s, starting 0.5 s before the first arrival (somewhat longer than for KIV). We also used a longer window, 2.0 s, with an overlap of 50%. The other parameters were the same. Based on elliptical motion, the correct backazimuth was determined for 17 out of the 23 teleseisms recorded at
Figure 15. a) Typical particle motion of teleseismic P-waves at KIV during the first 1.5s. The particle motion shows a drastic change in polarization from rectilinear to prograde elliptical motion within 1 second of the first arrival. b) Typical particle motion of teleseismic P-waves at ARU during the first 1.5s. As expected, the particle motion is rectilinear.
Figure 16. Backazimuth deviation for 24 teleseisms recorded at KIV. Assuming elliptical motion, accurate backazimuth estimates are obtained for 73% of the 24 $P$ arrivals. 85% of the arrivals with 3-C SNR > 3 (circled measurements) have residuals less than 25°.
Figure 17 shows the deviation between the predicted backazimuth and the backazimuth residuals for the teleseisms studied. Seventy-two percent of them had good backazimuth estimates. The effect of noise was strong. When only the arrivals with 3-C SNR > 3 were included, 89% had good estimates. For some events, it was not possible to determine an accurate backazimuth even when the data had a large 3-C SNR. Many of these events were located to the southwest between 200° and 300° and all had computed backazimuths 180° from the predicted values. This implies that the motion of the elliptical arrival for these events was retrograde rather than prograde.

3.1.13 Travel Time Residuals

The structure surrounding the IRIS stations in the USSR has been shown above to have a tremendous effect on the polarization of the signals recorded at each of the IRIS stations studied in this paper. In addition to affecting the polarization, the structure has a recognizable effect on the travel times of phases recorded at these stations. Below we show the results of computing the difference between the observed and the theoretical Jeffreys-Bullen travel-times (travel-time residual) for teleseisms based on the NEIC network bulletin origin times and event locations. Teleseisms were chosen for this study for two reasons. First, the ray paths of teleseismic P-waves are nearly vertical near the receiver which makes it possible to easily predict the travel-time residuals based on the models presented in this paper, and second, the origin time and event locations are more accurate for the relatively large teleseismic events than for the local and regional events.

For each station, the mean travel-time residual was compared to the value predicted using travel-times based on Jeffreys-Bullen tables with the local velocity model substituted in the crust and upper mantle (Figure 2, Table 2). By averaging the residual over several events, the effect of location errors, origin time errors, and source structural differences are minimized.

At station GAR the residuals ranged from -2 s to 3 s (time positive for late arrivals) but most of them were between -1 s and 1 s. The mean value of the observed residual was 0.39 s. The theoretical travel-time computed from the Tien-Shan model gives a residual value of 0.5 s, very close to the observed value.

The time residual computation at ARU shows that all of the events except one arrived early with respect to the predicted time. This implies that the Jeffreys-Bullen travel-time model is too slow with respect to the velocity around Arti. The observed average value of the teleseismic travel-time residuals was -0.44 s, with most events having negative time residuals. The theoretical value of the travel-time residual calculated using a local crust and upper-mantle velocity structure for this station was -0.8 s. Our model overcompensates for the effect of the velocity model.
Figure 17. Backazimuth deviation for 23 teleseisms recorded at OBN. Assuming prograde elliptical motion, a good backazimuth estimate is obtained for 72% of the $P$ arrivals. The effect of noise is strong; when only the arrivals with 3-C SNR $> 3$ are included, 89% have good estimates. For the events with theoretical backazimuths between 180° and 340°, the observed backazimuth is in error by 180°.
at ARU.

The residual travel-times at KIV were positive in most cases with a mean value of 0.72 s. The Jeffreys-Bullen velocity model is too fast for this station. No velocity section for the upper-mantle was available; therefore, no theoretical value could be computed. However, the crustal velocities are much lower than in the Jeffreys-Bullen model, and positive travel-time residuals were expected.

Travel-time residuals at OBN were the most consistent of all stations studied. Most were negative (early arrivals) and the mean was -0.48 s. The theoretical value calculated using the crust and upper mantle structure for OBN given in Figure 2 and Table 2 was -0.5 s, a nearly identical match.

3.1.14 Discussion and Conclusions

The velocity-depth profiles for stations ARU, GAR, KIV and OBN (Figure 2 and Table 2) are useful for processing and interpreting seismic signals. These models accurately predict the average travel time residuals at these stations. The polarization characteristics of the recorded waveforms, however, indicate that lateral inhomogeneities influence the behavior of the particle motion. All of the IRIS stations except OBN are located near structural boundaries of major geological provinces of Northern Eurasia.

The influence of lateral velocity heterogeneities on the results is clearly shown at GAR. The boundary between the Tien-Shan area and the Turanian platform constitutes a large scale lateral inhomogeneity (thousands of kilometers) which affects teleseismic waveforms approaching GAR from the north. Velocity profiles show the crust thickening from 40 km northeast of GAR (Turanian platform) to more than 60 km below GAR (Tien-Shan area) along with a significant change in the upper-mantle velocity structure. The crust begins to thicken below the Turanian platform and reaches a thickness of 60 km below GAR about 300 km to the south. This thickening does not follow a regular slope but rather is a zone of irregular crustal thickness beginning abruptly at the boundary between the Turanian platform and the Tien-Shan area. A very thick and pronounced low velocity layer was observed in the upper mantle beneath the Tien-Shan. A similar layer probably does not exist beneath the Turanian platform. The large scatter in the backazimuth estimates determined from teleseismic P-waves from events located to the northwest and the systematic positive backazimuth residual of teleseismic and local events located to the northeast may be explained by this structure.

Sharp variations in the slope of the boundary affect the backazimuths measured from teleseismic data, even for events with a good 3-C SNR. In addition, low incidence angles for local and regional events southeast of the same station highlight the existence of a boundary between the Tien-Shan area and the Peter the First Range on a small scale (hundreds of kilometers). A thorough study of these
lateral inhomogeneities should provide valuable information for the construction of multi-dimensional models which will aid in the analysis and interpretation of seismic data.

The polarization characteristics of seismic phases recorded at the IRIS stations have shown a strong site dependence related to structural inhomogeneities. The elliptical motion observed in the first seconds of the recorded signal for teleseismic events at KIV and OBN is probably due to a conversion of P- to S- wave energy at the sharp lower boundary of the upper sedimentary layer. These observations fit with the model for KIV (Figure 2) which has an upper sedimentary layer with a thickness of 6 km. With a shear velocity of 2 km/s, the delay between the first P and the converted S-wave should be at least 1.3 s for this model. We observe a delay of about one second between the initial rectilinear impulse and the start of elliptical motion at these stations. By studying the receiver function at OBN, Gurrola et al. (1990) have shown that reverberations seen in the first 4 s of the initial arrival are caused by a low velocity surface layer. In addition, the relatively low velocity of the sedimentary layer (3.6 km/s at KIV, 3.5 km/s at OBN) at both stations causes nearly vertically incident P arrivals and, consequently, low SNRs on the horizontal components. These small P-wave amplitudes recorded on the horizontal components degrade backazimuth estimates.

Polarization characteristics are also useful for phase identification. Multivariate discriminant analysis was successfully applied to identify teleseismic P, regional P, and regional S phases at GAR, ARU and KIV. Polarization parameters and frequency were used as predictors of phase type. Our preliminary results show that the three phase types are easily distinguished at GAR (80-90% success, increasing to 90-100% for arrivals with 3-C SNR > 5). The performance was somewhat lower at ARU and KIV (70-80% success) where smaller data sets were available.

Accurate backazimuths can be estimated at 3-C stations if the polarization of the arrivals is first characterized through careful studies. The usual assumption that P-waves are rectilinearly polarized is not always true and can lead to inaccurate results. This assumption may have contributed to the conclusion drawn by Walck and Chael (1990) that eigenvalue decomposition polarization methods are not always adequate for backazimuth estimation. A careful examination of the polarization characteristics at each of the stations has allowed us to make backazimuth estimates to within ±25° for most events using this method. The stability of the measurements is especially critical when these methods are considered for use in automatic processing. Backazimuth estimates are not only a function of the polarization characteristics of the seismic phase being considered at a given station but also of the true azimuth of approach.
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4.1 PRELIMINARY RESULTS OF Lg-YIELD STUDIES FROM ANALYSIS OF SOVIET SEISMIC DATA

4.1.1 Introduction

A seismic data set, unique to the field of seismic verification, has recently been collected. It includes a large number of recordings at in-country stations from Soviet underground nuclear explosions, many with announced yields. More than 1,100 such recordings, which are copies of analog photographic records, are currently in the process of being transformed into computer readable form.

Most of the data are from explosions during the early years, of underground explosion testing, from 1965 through 1972. However, data from more recent explosions, like the JVE explosion on Sep 14, 1988, are also included in the data set.

In this note we present some preliminary results from analysis of about 100 recordings at 9 Soviet stations from 32 explosions, mainly at the Semipalatinsk test range, but also at Novaya Zemlya. This analysis is part of an effort to establish an optimized relationship between amplitude measures of Lg waves and explosion yield.

4.1.2 Data

Relevant information on the explosions analyzed here including time, location, and, when available, yield and other source characteristics (from Vergino, 1989), are listed in Table 1. Yields for historical explosions, recently released by Soviet sources (Vergino, 1989), have allegedly been determined primarily by hydrodynamic methods and only in one or two instances have radio-chemical techniques been employed. The map in Figure 1 shows those source-to-station paths for which recordings are available.

Explosions

The distribution of the 26 explosions at the Semipalatinsk test range on the three sub-regions, Degelen (10), Murzhik (or Koytnan, 6), and Balapan (or Shagan river area, 10) is shown in Figure 2. The explosion epicenters cover an area with a maximum dimension of about 100 km.

Point estimates of yields, from 2 to 165 kt, are available for 19 of these explosions (Cf. Table 1). Two of the explosions, on Dec 10, 1972, were set off only 10 seconds apart, one at Balapan and the other at Degelen, and will therefore have interfering Lg waves. The yield of the smaller of the two explosions (at Degelen)
<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Latitude (N)</th>
<th>Longitude (E)</th>
<th>Depth (m)</th>
<th>Yield (kt)</th>
<th>Region</th>
<th>Rock</th>
<th>Empl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1965</td>
<td>nov 21</td>
<td>04:58:00.0</td>
<td>49.81919</td>
<td>78.06358</td>
<td>278</td>
<td>D</td>
<td>Gr</td>
<td>A</td>
</tr>
<tr>
<td>1966</td>
<td>feb 13</td>
<td>04:58:01.0</td>
<td>49.80894</td>
<td>78.12100</td>
<td>297</td>
<td>D</td>
<td>QP</td>
<td>A</td>
</tr>
<tr>
<td>1966</td>
<td>mar 20</td>
<td>05:50:00.3</td>
<td>49.76164</td>
<td>78.02389</td>
<td>294</td>
<td>D</td>
<td>QP</td>
<td>A</td>
</tr>
<tr>
<td>1966</td>
<td>may 07</td>
<td>03:58:00.2</td>
<td>49.74286</td>
<td>78.10497</td>
<td>274</td>
<td>D</td>
<td>QP</td>
<td>A</td>
</tr>
<tr>
<td>1967</td>
<td>sep 22</td>
<td>05:03:59.0</td>
<td>49.9564</td>
<td>77.69106</td>
<td>229</td>
<td>M</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1967</td>
<td>sep 29</td>
<td>03:48:00.0</td>
<td>49.81197</td>
<td>78.12194</td>
<td>290</td>
<td>D</td>
<td>QP</td>
<td>A</td>
</tr>
<tr>
<td>1969</td>
<td>dec 28</td>
<td>03:47:00.2</td>
<td>49.93733</td>
<td>77.71422</td>
<td>388</td>
<td>M</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1969</td>
<td>jul 23</td>
<td>02:47:00.2</td>
<td>49.81564</td>
<td>78.12961</td>
<td>175</td>
<td>D</td>
<td>QP</td>
<td>A</td>
</tr>
<tr>
<td>1969</td>
<td>nov 30</td>
<td>03:32:59.7</td>
<td>49.92428</td>
<td>78.95575</td>
<td>472</td>
<td>M</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1971</td>
<td>apr 25</td>
<td>03:32:59.9</td>
<td>49.76853</td>
<td>78.03392</td>
<td>296</td>
<td>D</td>
<td>Gr</td>
<td>A</td>
</tr>
<tr>
<td>1971</td>
<td>jun 06</td>
<td>04:02:59.7</td>
<td>49.97542</td>
<td>77.66028</td>
<td>299</td>
<td>M</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1971</td>
<td>oct 09</td>
<td>06:02:59.7</td>
<td>49.97789</td>
<td>77.64144</td>
<td>237</td>
<td>M</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1972</td>
<td>aug 16</td>
<td>03:16:59.8</td>
<td>49.76547</td>
<td>78.05883</td>
<td>139</td>
<td>D</td>
<td>Gr</td>
<td>A</td>
</tr>
<tr>
<td>1972</td>
<td>dec 10</td>
<td>04:27:00.0</td>
<td>49.81939</td>
<td>78.05822</td>
<td>264</td>
<td>D</td>
<td>Gr</td>
<td>A</td>
</tr>
<tr>
<td>1972</td>
<td>dec 10</td>
<td>04:27:10.0</td>
<td>50.02700</td>
<td>78.99556</td>
<td>478</td>
<td>B</td>
<td>TS</td>
<td>H</td>
</tr>
<tr>
<td>1972</td>
<td>feb 10</td>
<td>05:03:00.0</td>
<td>50.02428</td>
<td>78.87808</td>
<td>295</td>
<td>B</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1972</td>
<td>mar 28</td>
<td>04:22:00.1</td>
<td>49.73306</td>
<td>78.07569</td>
<td>124</td>
<td>D</td>
<td>QP</td>
<td>A</td>
</tr>
<tr>
<td>1972</td>
<td>nov 02</td>
<td>01:27:00.2</td>
<td>49.92697</td>
<td>78.81725</td>
<td>521</td>
<td>B</td>
<td>Al</td>
<td>H</td>
</tr>
<tr>
<td>1972</td>
<td>sep 02</td>
<td>08:56:59.9</td>
<td>49.95942</td>
<td>77.64089</td>
<td>185</td>
<td>M</td>
<td>Sa</td>
<td>H</td>
</tr>
<tr>
<td>*1976</td>
<td>sep 29</td>
<td>02:59:57.4</td>
<td>73.40000</td>
<td>54.81000</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1977</td>
<td>sep 1</td>
<td>02:59:57.5</td>
<td>73.37000</td>
<td>54.58000</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1978</td>
<td>aug 10</td>
<td>07:59:57.7</td>
<td>73.33000</td>
<td>54.79000</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1979</td>
<td>aug 04</td>
<td>03:56:57.3</td>
<td>49.86000</td>
<td>78.94000</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1979</td>
<td>dec 23</td>
<td>04:56:57.6</td>
<td>49.93000</td>
<td>78.80000</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1979</td>
<td>oct 18</td>
<td>07:09:58.3</td>
<td>73.33000</td>
<td>54.80000</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1979</td>
<td>oct 28</td>
<td>03:16:57.6</td>
<td>49.96000</td>
<td>79.07000</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1979</td>
<td>sep 24</td>
<td>03:29:58.3</td>
<td>73.36000</td>
<td>54.70000</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1981</td>
<td>oct 18</td>
<td>03:57:02.7</td>
<td>49.88000</td>
<td>78.89000</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1984</td>
<td>may 26</td>
<td>03:13:12.5</td>
<td>49.93000</td>
<td>79.02000</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1988</td>
<td>dec 04</td>
<td>05:19:53.6</td>
<td>73.40000</td>
<td>54.18000</td>
<td>NZ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*1988</td>
<td>sep 14</td>
<td>03:59:57.4</td>
<td>49.83000</td>
<td>78.80000</td>
<td>B</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Origin time and epicenter data for explosions marked with asterisks have been obtained from the ISC annual bulletins. For the other explosions, the data are in accordance with a compilation by Vergino (1989) of descriptions of nuclear explosions published by Soviet seismologists (Bocharov et al., 1989).

Region: B-Balapan, D-Degelen, M-Mur/lik (Konystan), NZ-Novaya Zemlya.

Rock: Gr-Granite, QP-Quartz Porphyrite, Al-Aleurolite(Sditsonie), Co-Conglomerate, TS-Tuffaceous Sandstone, Sa-Sandstone

Figure 1. Source to station paths for which data are available. The numbers for each path indicate the number of recordings available for that path. The Ural mountain range is outline by triangles.
Figure 2. Relative location of explosions at the Semipalatinsk test range.
has not been announced, but has been constrained to the interval 20-150 kt (Vergino, 1989).

In Figure 3 the shot depth, $h$, is plotted against the explosion yield, $W$, for the explosions listed in Table 1. Jih et al. (1990) found that the shot depths for Murzhik and Balapan explosions follow approximately the relation $h=146\cdot W^{4}$ and the data in Figure 3 are in reasonable agreement with this relation. That is to say, the depth is proportional to the quartic root of the yield rather than to the cubic root, mostly used for explosions at the Nevada Test Site. However, for Degelen explosions, usually adit shots, the depth scaling with yield appears to be different. For example, the data in Figure 3 show that 6 of the Degelen explosions with yields from 4 to 125 kt have almost the same shot depth, around 270-290 m, regardless of yield.

No information on yield or other detailed source characteristics has been released for the Novaya Zemlya explosions. They are all located along the Matochkin Shar, the narrow strait that separates the northern and the southern islands of Novaya Zemlya.

Stations

The relative locations of the seismological stations are shown on the map in Figure 1. The paths between source sites and stations range in distance between 5 (Semipalatinsk - NRI) and 26 (Semipalatinsk - APA) degrees. We have made no distinction between the regions, Murzhik, Degelen and Balapan, of the Semipalatinsk Test Range.

Typical recordings for each of the 12 paths as a function of epicentral distance are shown in the seismogram section of Figure 4. Clear Lg phases can be seen for all paths except for the two paths from Novaya Zemlya to the stations NVS and OBN. The absence of clear Lg phases could be due to blockage by large sediment thickness variations in the Barents and Kara Seas (Baumgart, 1990). The comparatively large Lg waves at TLY from explosions at the Semipalatinsk test range could just be an effect of high attenuation of $P$ and $S$ waves and low attenuation of $Lg$ along the path to Lake Baikal.

The number adjacent to each path in Figure 1 represents the number of Lg recordings with acceptable data quality that were used in this study. Table 2 shows the stations for which data are available for each explosion. Recordings with poor quality are also indicated.

The recordings, vertical component only, have been obtained mostly with a standard CKM 3 in, transistor. However, the parameter settings, like period and
<table>
<thead>
<tr>
<th>EXPLOSION STATION</th>
<th>DATA AVAILABILITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>APA</td>
<td>APR</td>
</tr>
<tr>
<td>BOD</td>
<td>CHU</td>
</tr>
<tr>
<td>FRU</td>
<td>NRI</td>
</tr>
<tr>
<td>NVS</td>
<td>OBN</td>
</tr>
<tr>
<td>TLY</td>
<td></td>
</tr>
<tr>
<td>1965 nov 21</td>
<td>1</td>
</tr>
<tr>
<td>1966 feb 13</td>
<td></td>
</tr>
<tr>
<td>1966 mar 20</td>
<td></td>
</tr>
<tr>
<td>1966 mar 20</td>
<td>(1)</td>
</tr>
<tr>
<td>1966 may 7</td>
<td>1</td>
</tr>
<tr>
<td>1967 sep 22</td>
<td></td>
</tr>
<tr>
<td>1967 sep 22</td>
<td></td>
</tr>
<tr>
<td>1967 sep 22</td>
<td></td>
</tr>
<tr>
<td>1969 jul 23</td>
<td>1</td>
</tr>
<tr>
<td>1969 nov 30</td>
<td>(1)</td>
</tr>
<tr>
<td>1969 dec 28</td>
<td>1</td>
</tr>
<tr>
<td>1971 apr 25</td>
<td>1</td>
</tr>
<tr>
<td>1971 jun 6</td>
<td>(1)</td>
</tr>
<tr>
<td>1971 oct 9</td>
<td>1</td>
</tr>
<tr>
<td>1971 oct 21</td>
<td>1</td>
</tr>
<tr>
<td>1972 feb 10</td>
<td>1</td>
</tr>
<tr>
<td>1972 mar 28</td>
<td>1</td>
</tr>
<tr>
<td>1972 aug 16</td>
<td>1</td>
</tr>
<tr>
<td>1972 sep 2</td>
<td>1</td>
</tr>
<tr>
<td>1972 nov 2</td>
<td>1</td>
</tr>
<tr>
<td>1972 dec 10</td>
<td>1</td>
</tr>
<tr>
<td>1976 sep 29</td>
<td></td>
</tr>
<tr>
<td>1977 sep</td>
<td></td>
</tr>
<tr>
<td>1978 aug 10</td>
<td>1</td>
</tr>
<tr>
<td>1979 aug 4</td>
<td>1</td>
</tr>
<tr>
<td>1979 sep 24</td>
<td>1</td>
</tr>
<tr>
<td>1979 oct 18</td>
<td>1</td>
</tr>
<tr>
<td>1979 oct 28</td>
<td>1</td>
</tr>
<tr>
<td>1979 dec 23</td>
<td>1</td>
</tr>
<tr>
<td>1981 oct 18</td>
<td>1</td>
</tr>
<tr>
<td>1984 may 26</td>
<td>1</td>
</tr>
<tr>
<td>1988 sep 14</td>
<td>1</td>
</tr>
<tr>
<td>1988 dec 4</td>
<td></td>
</tr>
</tbody>
</table>

For explosion/station combinations indicated with 1 Lg data is available; in cases with numbers within parentheses the data is incomplete.
Figure 3. Explosion depth, $h$, as a function of explosion yield, $W$. The curve, $h = 150 - W^3$, has been suggested by Jih et al. (1990).
Figure 4. Seismogram section with a typical record for each path plotted as a function of epicentral distance. The records are aligned on the arrival time of the initial P wave. The relative travel time curves for S-waves (Jeffreys-Bullen) and a group velocity of 3.5 km/s are drawn for comparison.
damping of seismometers and galvanometers, vary among the stations, so that the instrument response also differ somewhat from one station to another. Figure 5 shows typical response curves for the stations derived from values of periods and dampings and other instrument parameters published in annual calibration summaries. The response curves change over long time periods and Figure 6 illustrates the variation showing that the standard deviation of the instrument magnification for annual calibrations usually stays below 5 per cent.

Information on instrument response is also available for the individual records in many instances, but is given only as the maximum magnification and the period range in which the magnification is 90% or larger of the maximum magnification.

Data Quality

The procedure used to digitize the analog recordings have been described by Chiburis et al. (1980) and Kemerait et al. (1981). Hand digitized data is limited with regard to missing data segments, timing, dynamic range, and frequency band. Here we compare the hand digitized recordings at the station in Arti (ARU) to the digital data from the IRIS station at Arti for the JVE explosion (Figure 7). Both the Soviet CKM-3 and the IRIS instruments are installed in vaults of the same tunnel system. As can be seen from Figure 8, the amplitude responses are somewhat different for the two instruments, with the IRIS response peaked around 5 Hz and with the CKM-3 instrument having a fairly constant magnification above 1 Hz. The noise spectra in Figure 8 shows that the IRIS instrument appears, perhaps somewhat surprisingly, to have the highest noise level at frequencies just above 1 Hz, the high noise of the IRIS recording is also obvious from the traces in Figure 7. Sharp peaks, at 4 and 5 Hz, of the IRIS noise spectrum indicate that the high level might partly be caused by instrumental or system noise. The two amplitude spectra of the P wave, corrected for noise and instrument response, look fairly similar, the ratio is fairly constant in a band from about 0.6 to about 2 Hz. The two Lg spectra have similar general shapes although the ratio varies considerably, about an order of magnitude, in the band from about 0.4 to 1.0 Hz.

Figure 9 compares the P and Lg waves in more detail. In addition to the original records of the two instruments, a hand digitized trace with a response equivalent to an IRIS instrument response is also included in this comparison. There are apparent shifts between signatures of the Lg wave train along the trace. The first significant amplitude, about 5 s after the beginning of the trace in the figure, appears delayed in the hand digitized data relative to the IRIS trace, whereas the two significant amplitudes around 50 s after the beginning appear to be ahead on the hand digitized records. The reason for this discrepancy is not known at this point in time.
Figure 5. Typical amplitude response curves for the instruments at the stations.
Figure 6. Standard deviation (in per cent) of the instrument magnifications for stations BOD, NRI, and OBN for similar response curves in the period 1965-1988.
Figure 7. Vertical component recordings of JVIE explosion on Sep 14, 1988, at IRIS stations and U.S.S.R station at Arti (ARU).
Figure 8. Comparison of instrument responses, noise, P-wave, and Lg spectra for the JVE explosion recorded by IRIS (IDAMK4) and Soviet CKM instrument at station ARU.
Figure 9. Panels with P waves and Lg waves recorded by IRIS and Soviet instruments at ARU from the JVE. The Soviet hand digitized recording has also been deconvolved with its instrument response and convolved with that of the IRIS instrument (bottom trace in the panels).
4.1.3 Lg Waves

Figures 10a-e show recordings of Lg waves for the stations ARU, BOD, NRI, NVS, and OBN from explosions at the Semipalatinsk test range. The time windows vary somewhat depending on available data but usually cover velocities from 3.0 - 4.0 km/s. For each station the wave segments are grouped according to subregion, Degelen, Konystan, and Balapan, and within each region the traces are plotted according to the yield of the associated explosion.

The median of the group velocity for the maximum amplitude of the Lg wave is low for most paths (e.g., 3.37 and 3.39 km/s for ARU and OBN). The shape of the Lg wave train varies significantly from explosion to explosion for a given station. The record at OBN for the Degelen explosion on Feb 13, 1966 (1966044) in Figure 10e is strikingly different from the other recordings since it was obtained with a broadband CDK instrument. All the other OBN recordings were obtained with the standard short period CKM-3 instrument. There are only a few pairs which show a high degree of similarity, like 1971115 and 1972229 at ARU and 1966079 and 1971115 at OBN and 1988258 and 1981291 at OBN in Figures 10a and e. The spectra of the Lg wave is usually sharply peaked (for example, around 0.5, 0.6 and 0.8 Hz for recordings at OBN, ARU, and NVS respectively).

The signal-to-noise ratio peaks for Lg waves at ARU and OBN in rather narrow frequency bands (0.7-1.4 and 0.4-1.0 Hz respectively) and velocity windows (3.20-3.55 km/s).

4.1.4 RMS Lg Magnitudes

Some tentative results of analysis of RMS Lg magnitudes, originally defined by Ringdal (1983) and later applied to various data sets (e.g. Hansen et al., 1990), are summarized in Figures 11 and 12. Parameter settings used in the calculations were somewhat different from those used by Ringdal and co-workers. For example, the maximum RMS value of the Lg phase was calculated for a sliding window limited to 90 s rather than the 120 s used by Ringdal (1983), because of limitations in available data. Furthermore, the calculations were based on traces bandpass filtered between 0.4-1.2 Hz, since the filter 0.6-2.0 Hz used by Ringdal did not give sufficient signal-to-noise ratio for weak events. The noise RMS value used to subtract from the Lg RMS value was also based on a time window of 110 s rather than 30 s. Calculations of noise RMS values as a function of window length for the data here showed that stable values, with little variation, usually were obtained for window lengths larger than 60 s. It should, however, be noted that the Lg RMS value corrected for noise is quite insensitive to the parameter settings. Experiments with a variety of window length and filter settings showed only small differences, hardly statistically significant from the results in Figures 11 and 12.
Figure 10 a-e. Lg waves at U.S.S.R stations ARU, BOD, NRI, NVS, and OBN from explosions at the Semipalatinsk test range.
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Figure 11. Comparison of Lg RMS magnitudes for common events at stations ARU, BOD, NRI, and OBN.
Figure 12. Comparison of Lg RMS magnitudes and yields of explosions at the Semipalatinsk test range at stations ARU, BOD, NRI, and OBN.
Figure 11 compares log RMS values of events common to station pairs ARU-NRI, ARU-OBN, BOD-OBN, NRI-OBN. Because of the small number of events, no distinction is made in the scatter diagrams between subregions of the Semipalatinsk test range. The slope of a linear relation, estimated on the assumption of equal and independent errors of the two RMS values, is also indicated in the diagrams (Ericsson, 1971). The standard deviation of the error terms, also given in the diagrams, varies between 0.044 to 0.11. The smaller value is comparable to those of obtained by Hansen et al. (1990).

In Figure 12 the RMS values are compared with the explosion yields released by Soviet sources and compiled by Vergino (1989). Again estimates of slope and standard deviations in the diagrams were obtained on the assumption of equal error in RMS value and the logarithm of the explosion yield. Apart from two outlying data points for the OBN data, there is a fairly close correlation between the data sets. Values of standard deviation, 0.059-0.09, are comparable to those of standard deviations for RMS values between stations. Data for the two outlying data points were omitted for the estimation of slope and sigma values.

One of the outlying data points for OBN is from a Degelen event, 1966 (4 kt), and the other is from a Konystan explosion (16 kt). We note that the 4 kt explosion is over buried compared to the scaled depth relation with yield by Jih et al. (1990) shown in Figure 3. It has been suggested that the generation of Lg waves from over buried explosions in hard rock should be reduced (McLaughlin et al., 1990). Before any far reaching conclusions can be drawn on this point, it should be noted that the RMS noise level for this event is unusually low, which suggests that the anomalous value for this event could simply be caused by improper calibration correction. It should be noted that the RMS data in Figures 11 and 12 were not corrected for possible differences in instrument responses, but calculated on the assumption that the recordings for a given station were obtained with instruments of the same characteristics. A detailed analysis of available instrument calibrations is necessary to determine whether calibration corrections should be applied to the RMS values in Figures 11 and 12. Rigorous conclusions on the stability of RMS values and estimates of standard deviations of announced explosion yields will have to await the results of this calibration analysis.

Hans Israelsson
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5.1 MULTIPLE EVENT WAVEFORM SIMULATIONS

Executive Summary

Simulated recordings of multiple Balapan test site explosions were constructed by summing recordings of individual explosions. Six multiple explosion cases were considered in which an initial explosion was followed by a larger second shot. Delays between shots were between 0.0 and 2.0 seconds inclusive. Initial data consisted of recordings for four shots, with estimated yields of 125, 72, 35 and 20 kt. Data were scaled appropriately to yields of 5 kt, 20 kt, 35 kt, 40 kt, 45 kt, and 125 kt. Yield was determined using a network $m_b$ from recordings at ARCESS (distance 31.8° from Balapan) and four CDSN stations. Yield was also computed using RMS Lg amplitudes recorded at station Arti (distance 13.8°).

- At delays of 2.0 seconds or greater, the P-waveforms of the individual shots comprising a two shot sequence can be easily recognized if the second shot has a yield comparable to or larger than the first shot. The yields of the two shots can be determined fairly accurately if they both have yields above 35 kt.
- For a 0.5 second delay, $m_b$ yields are usually within 20 percent of the yield of the larger shot.
- In all cases, the RMS Lg amplitude of the multiple explosion was equal to the square root of the sum of the squares of the RMS Lg amplitudes of the individual explosions.
- For delays in the 0.1-0.5 second range, constructive and destructive interference of P-waveforms can alter the $m_b$ of a shot sequence significantly for narrow-band data. However, different delays between shots give seismic yield minima at different frequencies, and it appears that for any delay in the 0.1-0.5 second range there is some frequency band that will always give a seismic yield at least equal to the yield of the largest explosion in the series.
- The methods used in this paper cannot distinguish between the yields of individual shots in a sequence when the shots have delays less than 0.1 second and are located close to one another in space. The summed yield of the sequence is determined, but not the yields of the individual shots.

5.1.1 Introduction

This study was designed to test our ability to monitor the yield of underground nuclear explosions under the Protocol to the Treaty between the United States of America and the Union of Soviet Socialist Republics on the Limitation of Underground Nuclear Weapon Tests.

With the current configuration of small aperture arrays (NORESS, ARCESS, FINESA, and GERESS) our ability to monitor a single explosion at or above the 35 kt level is excellent. This study examines multiple shot scenarios by simulating multiple shot data using existing explosion data. Several cases are considered in which an explosion of one yield is followed by an explosion of the same or larger yield at time intervals ranging from 0.0 to 2.0 seconds. The six cases considered are
Case 1: A 35 kt shot followed by a 40 kt shot
Case 2: A 35 kt shot followed by a 125 kt shot
Case 3: A 5 kt shot followed by a 35 kt shot
Case 4: A 5 kt shot followed by a 125 kt shot
Case 5: A 20 kt shot followed by a 45 kt shot
Case 6: A 35 kt shot followed by a 35 kt shot

Both regional Lg measurements and teleseismic P-wave magnitudes were studied.

5.1.2 Data

The data for this study are all from Balapan explosions as recorded at the Soviet IRIS station ARU (Arti) for regional Lg waves and at the ARCESS array, the NORESS array, and China Digital Seismic Network (CDSN) stations BJI, KMI, LZH, and HIA for teleseismic P-waves. Figure 1 shows the locations of Balapan, ARU, ARCESS, NORESS, and the CDSN stations used. The list of explosions is given in Table 1.

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Lat</th>
<th>Long</th>
<th>Y(m_b)</th>
<th>Y(Lg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sept 14, 1988</td>
<td>04:00:00.0</td>
<td>49.87</td>
<td>78.82</td>
<td>125</td>
<td>125</td>
</tr>
<tr>
<td>Nov 12, 1988</td>
<td>03:30:07.2</td>
<td>50.64</td>
<td>79.15</td>
<td>18</td>
<td>26</td>
</tr>
<tr>
<td>Feb 12, 1989</td>
<td>04:15:10.6</td>
<td>50.67</td>
<td>78.31</td>
<td>71</td>
<td>72</td>
</tr>
<tr>
<td>Jul 08, 1989</td>
<td>03:47:01.9</td>
<td>50.66</td>
<td>78.51</td>
<td>35</td>
<td>35</td>
</tr>
</tbody>
</table>

The true yields of these explosions are classified. Thus, yields were estimated using both an \( m_b \)-yield relationship and an Lg-yield relationship derived for this study. \( m_b \)'s were calculated as a network average of the \( m_b \)'s from ARCESS and the four CDSN stations. High frequency data from the high frequency central element of the NORESS array were used in a study of short time delays between shots. Variations in \( m_b \) from station to station due to source, station, and path effects are typical and a network average is considered to be a superior estimate. Our network average \( m_b \) was used to derive a magnitude-yield curve by assuming a yield of 125 kt for the September 14 JVE shot and 35 kt for the July 8 shot. This gives the \( m_b \) yields in Table 1.

Recent research by Hansen et al. (1989, 1990) has shown that the RMS Lg measurement is quite stable over large distance ranges and azimuths for events from Balapan. Our Lg analysis followed that of Hansen et al. (1990). Data were band pass filtered between 0.6 and 3.0 Hz (4 pole zero-phase Butterworth filter) and measured for RMS amplitude in a 120 second sliding window across the Lg arrival. The maximum of the RMS value in the Lg window (between 3.2 and 3.6 km/sec group
Figure 1. Location of Balapan test site, the Soviet station ARU, the ARCESS and NORESS arrays, and some stations of the Chinese Digital Seismic Network (CDSN).
velocity) was used as our $L_g$ measurement. As with the $m_p$ data, the $L_g$ data were tied to yield by assuming a yield of 125 kt for the JVE shot and 35 kt for the July 8 shot. The yields so derived for the four events are given in the $Y(L_g)$ column of Table 1.

It is important to note that the yields given in Table 1 are not "true" yields for the data being used. Because this is a comparative study in which the yields of two shot sequences are compared to the yields of individual shots, the "true" yields are not as important as the relative sizes of the events.

5.1.3 Analysis Procedure

To achieve the desired yields for this study the data from the shots listed in Table 1 had to be scaled appropriately. In cases where the yield was close to the desired yield no scaling was used. Scale factors for each of the shots are given in Table 2 and scaled data from ARU are shown in Figure 2 as a demonstration of the relative amplitudes of the scaled data. The scaled yield for each shot is also given in Table 2. In each of the six shot sequence cases, data from two different shots were used in the simulations as it is more difficult to separate two different wavetrains than it is to separate two identical ones.

<table>
<thead>
<tr>
<th>Date</th>
<th>$m_p$ Scale Factor</th>
<th>$L_g$ Scale Factor</th>
<th>Yield</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sept 14, 1988</td>
<td>1.00</td>
<td>1.00</td>
<td>125</td>
</tr>
<tr>
<td>Nov 12, 1988</td>
<td>0.33</td>
<td>0.18</td>
<td>5</td>
</tr>
<tr>
<td>Feb 12, 1989</td>
<td>0.67</td>
<td>-</td>
<td>45</td>
</tr>
<tr>
<td>Feb 12, 1989</td>
<td>0.61</td>
<td>0.54</td>
<td>40</td>
</tr>
<tr>
<td>Feb 12, 1989</td>
<td>0.54</td>
<td>-</td>
<td>35</td>
</tr>
<tr>
<td>Jul 08, 1989</td>
<td>1.00</td>
<td>1.00</td>
<td>35</td>
</tr>
<tr>
<td>Jul 08, 1989</td>
<td>0.62</td>
<td>-</td>
<td>20</td>
</tr>
</tbody>
</table>

Spectral differences between large and small shots were not considered when scaling the data. Data from shots close to the desired yields were used in an effort to minimize the effects of spectral differences.

An effort was made to measure $m_p$ consistently. However, multiple shot data require some degree of freedom in analysis. For most cases, the amplitudes and phases were measured at the initial $P$ arrival. In cases where a second shot could be clearly identified, the $m_p$ was measured for both explosions. Except for the high frequency cases described below, all data were filtered between 0.5 and 2.0 Hz prior to determining $m_p$.  
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Figure 2. Regional Data Recorded at ARU.
5.1.4 Regional Lg Results

*Figures 3 through 6* show the filtered ARU data used for the Lg study. Each figure corresponds to one of the first four cases and includes the scaled data from the individual shots and the simulated data for time delays of 0.5 and 2.0 seconds.

The results of the case study are given in *Table 3*. For each of the first four cases we list the yields at both of the delay times obtained in the Lg window, the yield of the larger of the two shots, and a "theoretical yield" for the two shot sequence. The "theoretical yield" is the yield produced by taking the square root of the sum of the squares of the individual shot measurements.

<table>
<thead>
<tr>
<th>Case</th>
<th>0.5 sec delay Yield (kt)</th>
<th>2.0 sec delay Yield (kt)</th>
<th>Theoretical Yield (kt)</th>
<th>Yield of Larger Shot</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case 1 (35-40)</td>
<td>52</td>
<td>46</td>
<td>53</td>
<td>40</td>
</tr>
<tr>
<td>Case 2 (35-125)</td>
<td>128</td>
<td>129</td>
<td>130</td>
<td>125</td>
</tr>
<tr>
<td>Case 3 (5-35)</td>
<td>35</td>
<td>35</td>
<td>35</td>
<td>35</td>
</tr>
<tr>
<td>Case 4 (5-125)</td>
<td>125</td>
<td>126</td>
<td>125</td>
<td>125</td>
</tr>
</tbody>
</table>

As *Table 3* shows, the Lg yield of a multiple shot sequence can be predicted from the yields of the individual shots. Lg measurements of multiple shot sequences at this distance (13.8°) and at these delays (0.5 and 2 seconds) are scaled by the square root of the sum of the squares of the Lg measurements of the individual shots.

5.1.5 Teleseismic P Results

The results of our analysis for teleseismic P-waves are given in *Table 4*. The yields derived for delays of 0.5 and 2.0 seconds in cases 1, 2, 5 and 6 are listed along with the yields determined for the two individual shots. The analyst was able to easily identify multiple shots with 2.0 second delays in each of the cases and two yields were subsequently determined. At 0.5 second delay, our simple analysis interpreted the data as being from a single event. Data for each of the cases as recorded at the ARCESS array are shown in *Figures 7 through 10*. As can be seen in the figures, the 0.5 second delays are the most interesting as the initial P-waves from the two shots interfere with each other.
Figure 3. Case 1: A 35 kt shot followed by a 40 kt shot.
Figure 4. Case 2: A 35 kt shot followed by a 125 kt shot.
ARU Regional Data

Figure 5. Case 3: A 5 kt shot followed by a 35 kt shot.
ARU Regional Data

Figure 6. Case 4: A 5 kt shot followed by a 125 kt shot.
ARCESS Teleseismic Data

Figure 7. Case 1: A 35 kt shot followed by a 40 kt shot.
Figure 8. Case 2: A 35 kt shot followed by a 125 kt shot.
Figure 9. Case 5: A 20 kt shot followed by a 45 kt shot.
Figure 10. Case 6: A 35 kt shot followed by a 35 kt shot.
<table>
<thead>
<tr>
<th>Case 1 (35-40)</th>
<th>0.5 sec Yield (kt)</th>
<th>2.0 sec Yield (kt)</th>
<th>Yields of the Individual Shots</th>
</tr>
</thead>
<tbody>
<tr>
<td>35-40</td>
<td>44</td>
<td>33-49</td>
<td>35-40</td>
</tr>
<tr>
<td>Case 2 (35-125)</td>
<td>99</td>
<td>31-126</td>
<td>35-125</td>
</tr>
<tr>
<td>Case 5 (20-45)</td>
<td>36</td>
<td>27-49</td>
<td>24-42</td>
</tr>
<tr>
<td>Case 6 (35-35)</td>
<td>35</td>
<td>31-43</td>
<td>35-40</td>
</tr>
</tbody>
</table>

At 2.0 seconds delay both of the events were easily identified and the magnitudes of each were determined fairly accurately. For 0.5 second delay between shots, this simple analysis showed that the data may be interpreted as being from a single shot and that the resulting yield may not be similar to the yield of the largest shot. In all cases, however, the yield determined at 0.5 second delays was within 20% of the yield of the larger shot.

### 5.1.6 Short Delay Results

The results of the teleseismic P-wave study suggested that further research was warranted into the effects of small time delays between shots. The effects of shot delays from 0.0 to 0.5 seconds at 0.1 second intervals were examined for cases 5 and 6 at the ARCESS array. The data for this study are shown in Figure 11. As the delay increases from 0.0 seconds to 0.5 seconds, the amplitude of the P-waves decreases and the frequency fluctuates. Both amplitude and frequency are used to make $m_p$ measurements, so $m_p$ will change from trace to trace. The results are shown in Figure 12 as plots of normalized apparent yield vs. delay between shots. Apparent yield is normalized to the yield determined for the 0.0 second delay. The normalized yields for the theoretical yield values of the individual shots are also shown in the figures. The analyst measured $m_p$ using two different methods, $m_p$ measured in the first full cycle of the initial P-wave and $m_p$ measured from the maximum amplitude in the first five seconds of P-wave. The results of each method are shown in Figure 12. As expected, the yield at 0.0 seconds is the largest. At 0.2 seconds delay the P-waves interfere destructively and the apparent yield determined is at a minimum. As the delay increases, there is no interference in the initial P-wave arrivals and the measured yield using the initial P method is that of the first (smaller) shot. The $m_p$ measured as the maximum value in the first five seconds of P-wave continues to oscillate, approaching the larger yield as the interference of the P wavetrain dies out at larger and larger delays.

These results indicate that for certain shot delays, the yield determined from teleseismic P-waves using these methods may be significantly underestimated. If this is the case, then obvious schemes for violating the Protocol emerge. One example would be to detonate a device with a yield greater than 35 kt 0.2 seconds after a
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Figure 11. ARCESS unfiltered data for cases 5 and 6 at delays between 0.0 and 0.5 seconds inclusive.
Figure 12. Normalized yield versus delay time for cases 5 and 6 at ARCESS. Yields are normalized to the sum of the yields of the individual shots.
device with significantly smaller yield. Lg yield from such a pair of explosions could not be differentiated seismically from the yield of two smaller (presumably less than 35 kt) devices and the $m_b$ yield, as we have determined it above, would be smaller than the yield of the smaller shot for $m_b$ measured from the initial P-wave, and between the two yields for $m_b$ based on maximum amplitude. The evader could claim that both devices had yields smaller than 35 kt and were therefore not subject to verification procedures (including the 2 second minimum delay between shots).

To counter such a possibility, we examined the use of high frequency data. At higher frequencies, the minimum in the yield-delay curve should occur at a smaller delay than that shown above for the ARCESS data.

### 5.1.7 High Frequency Short Delay Results

Data for this study came from the high frequency element of the NORESS seismic array in Norway. Up to this point, the data used have had a maximum useful frequency of about 5 Hz and were sampled at 40 samples/second. The high frequency element at NORESS is sampled at 125 Hz and is useful for signal frequencies up to 30 Hz. Data from this instrument allow a more complete study of our ability to distinguish between single and multiple explosions. Unfortunately, data from the four shots analyzed in the preceding section were not available and two 1987 explosions were selected as replacements. The two new events are listed in Table 5.

<table>
<thead>
<tr>
<th>Table 5 Balapan Explosions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
</tr>
<tr>
<td>Apr  17, 1987</td>
</tr>
<tr>
<td>Jun 20, 1987</td>
</tr>
</tbody>
</table>

The yields of these shots are not known but their worldwide network average $m_b$'s are similar to the $m_b$ of the Balapan JVE explosion. To compare the results of this high frequency study to the previous one we have assumed that the yields of the two shots are 35 kt. This is obviously a gross underestimation. The frequency content of the data will not be the same as data from smaller shots and the signal-to-noise ratio will be artificially large. Narrow band filtering at high frequencies where the $m_b$ measurements are made reduces some of the discrepancy.

Data for this study are shown in Figure 13 and the results (case 5) are plotted in Figures 14 and 15. The data were analyzed in four different frequency bands: unfiltered, 0-1 Hz, 2-6 Hz, and 4-8 Hz. As was done for the ARCESS data, yields were normalized to the yield at zero delay in each of the frequency bands. Figure
NORESS High Frequency Data

Case 5: 20 kt shot followed by a 45 kt shot

Figure 13. NORESS unfiltered high frequency data for case 5 at delays between 0.0 and 0.5 seconds inclusive.
Figure 14. Normalized yield versus delay time for case 5 for NORESS high frequency data. Four frequency bands are shown. As frequency increases, the minimum in the yield curve decreases in delay time. nb measured in the first cycle of the P-wave.
Figure 15. Normalized yield versus delay time for case 5 for NORESS high frequency data. Four frequency bands are shown: mb measured at the maximum amplitude in the 5 seconds following the first arrival.
14 displays the results for a 20 kt shot followed by a 45 kt shot (case 5) using the initial few cycles of P to compute $m_b$, and Figure 15 shows results for the same case for $m_b$ based on the largest amplitude in the 5 second P-wave window. In Figure 14 the unfiltered data give the same results as before for the initial P-wave $m_b$ — the yield minimum occurs at 0.2 seconds delay. However, for the 0-1 Hz band the minimum occurs at 0.3 seconds, for the 2-6 Hz band it occurs at 0.2 seconds, and for the 4-8 Hz band no distinctive minimum is seen. Quite different results are observed when $m_b$ is computed from the maximum of the P-wave window. Minima for the unfiltered, 0-1 Hz, and 2-6 Hz curves occur at 0.3 seconds delay while the minimum for the 4-8 Hz data is between 0.1 and 0.2 seconds delay. Curves for the different delays have different shapes, and from this preliminary analysis it appears that one of the frequency bands will always give a yield at least equal to the yield of the largest shot. The minimum for each curve, as well as the predicted range of the minimum based on the interference patterns of perfect sinusoids, are given in Table 6.

<table>
<thead>
<tr>
<th>Frequency Band</th>
<th>Measured Delay (sec)</th>
<th>Predicted Delay (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Initial P Max. P</td>
<td></td>
</tr>
<tr>
<td>unfiltered</td>
<td>0.2 0.3</td>
<td></td>
</tr>
<tr>
<td>0-1</td>
<td>0.3 0.3</td>
<td>≥ 0.5</td>
</tr>
<tr>
<td>2-6</td>
<td>0.2 0.3</td>
<td>0.08 - 0.25</td>
</tr>
<tr>
<td>4-8</td>
<td>- 0.1</td>
<td>0.06 - 0.13</td>
</tr>
</tbody>
</table>

The results given in Table 6 are consistent with our prediction that the minimum in the yield-delay curve occurs at shorter time delays for higher frequency bands. By using data that spans a large frequency range, and by measuring $m_b$ in several bands, it may be possible to deter an attempt to violate the Protocol by detonating an explosion greater than the 35-kt threshold at some delay designed to reduce the seismic yield of the combined explosion by destructive interference. Delays less than 0.1 second would always give yields close to the value of the sum of the individual shots.

Jerry A. Carter  
John M. Coyne  
Hans Israelsson
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