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We examine the bandwidth performance of a two-element adaptive array with a tapped delay-line behind each element. We show how the number of taps and the delay between taps affect the bandwidth performance of the array.

We show that an array with two weights and one delay behind each element yields optimal performance (equal to that obtained with CW interference) for any value of delay greater than zero and less than $T_{90}/B$, where $T_{90}$ is the time delay for a $90^\circ$ carrier phase shift and $B$ is the fractional signal bandwidth. Delays less than $T_{90}$ yield optimal performance but result in large array weights. Delays larger than $T_{90}/B$ yield suboptimal SINR when each element has only two weights.

For delays between $T_{90}/B$ and $4T_{90}/B$, the performance is suboptimal with only two taps but approaches the optimal if more taps are added to each element. Delays larger than $4T_{90}/B$ result in suboptimal performance regardless of the number of taps used.
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I. INTRODUCTION

It is well known that the ability of an adaptive array to null interference deteriorates rapidly as the interference bandwidth increases [1-4]. However, using tapped delay-lines behind the elements improves the bandwidth performance. The purpose of this report is to examine how the improvement depends on the number of taps and the amount of delay between taps for a simple two-element array.

The use of tapped delay lines in an adaptive array was first suggested by Widrow et al [1] and has since been studied by several others. In one study, Rodgers and Compton [2] compared the performance of a two-element array with 2-, 3- and 5-tap delay lines and real weights to that of an array using a single complex weight behind each element. In another work, Mayhan, Simmons and Cummings [3] presented an analysis of how the number of elements and the number of delay line taps affect the interference cancellation ratio as a function of bandwidth. In addition, White [4] has studied the tradeoff between the number of interfering signals and the required number of auxiliary elements and delay line taps in an Applebaum array.

In Section II of this report, we formulate the equations needed to calculate the output SINR (signal-to-interference-plus-noise ratio) from an array with M elements and K delay line taps behind each element. Then, in Section III, we use these equations to determine the bandwidth performance of a two-element array. We show how the performance depends on the number of taps behind each element and the amount of delay between taps.
The results in this report have been obtained as part of a larger study, whose purpose is to relate the bandwidth performance of arrays using tapped delay-lines to that of arrays using FFTs (Fast Fourier Transforms) behind the elements. In this report, we discuss only arrays with tapped delay-line processing. The use of FFT processing will be taken up in a later report.

II. FORMULATION OF THE PROBLEM

Consider an adaptive array with \( M \) elements, as shown in Figure 1. Let the elements be isotropic and uniformly spaced along a line every half wavelength at the signal carrier frequency \( \omega_0 \). Assume each element in Figure 1 is followed by a tapped delay-line with \( K \) taps and a delay of \( T_0 \) seconds between taps. The output of the first tap behind each element is the element signal itself, with no delay. Let \( \tilde{x}_{mk}(t) \) denote the (analytic) signal from element \( m \) at tap \( k \). Thus, \( \tilde{x}_{11}(t) \) is the signal received on element 1, \( \tilde{x}_{21}(t) \) is the signal on element 2, \( \tilde{x}_{12}(t) = \tilde{x}_{11}(t-T_0) \), \( \tilde{x}_{1k}(t) = \tilde{x}_{11}(t-[K-1]T_0) \), and so forth.

We assume the tap signals are combined with an adaptive processor. This processor multiplies each \( \tilde{x}_{mk}(t) \) by a complex weight \( w_{mk} \) and then sums the signals to produce the array output \( \tilde{s}(t) \), as shown in Figure 1. The adaptive processor could consist of a set of analog LMS or Applebaum loops \([1,5]\), or it could be a digital controller based on the Sample Matrix Inverse Method \([6]\) or some other algorithm. All such processors attempt to adjust the array weights to their optimal values, which are known variously as the Wiener weights, the LMS (least mean square) weights, the Applebaum weights, or the maximum SINR (signal-to-
Figure 1. A Tapped Delay Line Adaptive Array.
interference-plus-noise ratio) weights. In this report, we shall not be concerned with the specific form of the adaptive processor, but shall simply assume that this processor adjusts the weights to their optimal values for any given set of incident signals.

For a given set of tap signals \( \tilde{x}_{mk}(t) \), the optimal weights are found as follows. Let \( X_m \) and \( W_m \) (for \( 1 \leq m \leq M \)) be column vectors containing the signals and weights at the \( K \) taps behind element \( m \), i.e.

\[
X_m = [\tilde{x}_{m1}(t), \tilde{x}_{m2}(t), \ldots, \tilde{x}_{mK}(t)]^T,
\]

(1)

and

\[
W_m = [w_{m1}, w_{m2}, \ldots, w_{mK}]^T.
\]

(2)

(\( T \) denotes transpose.) We shall refer to \( X_m \) as the element signal vector and to \( W_m \) as the element weight vector. Then let \( X \) and \( W \) be the total signal and weight vectors for the entire array,

\[
X = \begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_M
\end{bmatrix},
\]

(3)

and

\[
W = \begin{bmatrix}
W_1 \\
W_2 \\
\vdots \\
W_M
\end{bmatrix},
\]

(4)

where we use a partitioned vector notation. The optimal weight vector in the array is then given by \([1,5]\)
\[ W = \phi^{-1}S, \]  
(5)

where \( \phi \) is the signal covariance matrix,

\[ \phi = E[XX^T], \]  
(6)

and \( S \) is the steering vector (or reference correlation vector),

\[ S = E[X^*d_o(i)]. \]  
(7)

In these equations, * denotes complex conjugate and \( \tilde{d}_o(t) \) is a normalized replica of the desired signal to be received by the array. \( \tilde{d}_o(t) \) is defined below in (14). The weight vector \( W \) satisfying (5) yields maximum SINR at the array output [1,5,7].

The \( \tilde{x}_{mk}(t) \) may be determined from the signals incident on the array. For this study, we shall assume the array receives a desired signal and an interference signal, and that each element signal also contains an independent thermal noise voltage, as would be contributed by a front-end preamplifier or mixer. Thus, the signal at tap \( k \) behind element \( m \) has the form

\[ \tilde{x}_{mk}(t) = \tilde{d}_{mk}(t) + i_{mk}(t) + \tilde{n}_{mk}(t), \]  
(8)

where \( \tilde{d}_{mk}(t) \), \( i_{mk}(t) \) and \( \tilde{n}_{mk}(t) \) are the desired, interference and thermal noise components, respectively. The element signal vectors \( X_m \) and the total signal vector \( X \) may then be split in a similar way,

\[ X_m = X_{dm} + X_{im} + X_{nm}, \]  
(9)
and
\[ X = X_d + X_i + X_n. \]  \hspace{1cm} (10)

\( \hat{d}_{mk}(t) \), \( \hat{i}_{mk}(t) \) and \( \hat{n}_{mk}(t) \) may be determined as follows.

First, suppose the desired signal arrives from angle \( \theta_d \) relative to broadside. (\( \theta \) is defined in Figure 1.) Let \( \hat{d}(t) \) be the desired signal waveform as received on element 1. Then the desired signal at an arbitrary tap is

\[ \hat{d}_{mk}(t) = \hat{d}(t-[(k-1)T_o-(m-1)T_d]), \]  \hspace{1cm} (11)

where \( T_o \) is the delay between taps and \( T_d \) is the desired signal spatial propagation delay between adjacent elements,

\[ T_d = \frac{L}{c} \sin \theta_d, \]  \hspace{1cm} (12)

with \( L \) the element separation (see Figure 1) and \( c \) the velocity of propagation. We assume \( \hat{d}(t) \) is a zero-mean, stationary, random process with average power \( p_d \),

\[ p_d = E[|\hat{d}(t)|^2]. \]  \hspace{1cm} (13)

The signal \( \hat{d}_o(t) \) in (7) is identical to \( \hat{d}(t) \) except normalized to have unit power,

\[ \hat{d}_o(t) = \frac{1}{\sqrt{p_d}} \hat{d}(t). \]  \hspace{1cm} (14)

Next, assume the interference arrives from angle \( \theta_i \) and has waveform \( \hat{i}(t) \) at element 1. The interference signal at an arbitrary tap is then
\[ \tau_{mk}(t) = \tilde{i}(t-[k-1]T_o-[m-1]T_i), \]  
(15)

where \( T_i \) is the interference propagation delay between elements,

\[ T_i = \frac{L}{c} \sin \theta_i. \]  
(16)

We assume \( \tilde{i}(t) \) is also a zero-mean stationary random process, statistically independent of \( \tilde{d}(t) \).

Finally, assume each element signal contains a zero-mean thermal noise voltage \( \tilde{n}_{m1}(t) \) of power \( \sigma^2 \), statistically independent between elements. Thus,

\[ E[\tilde{n}_{m1}^*(t)\tilde{n}_{n1}(t)] = \sigma^2 \delta_{mn}, \quad 1 \leq m, n \leq M, \]  
(17)

where \( \delta_{mn} \) is the Kronecker delta. The noise signal at an arbitrary tap is just a delayed version of the noise on that element,

\[ \tilde{n}_{mk}(t) = \tilde{n}_{m1}(t-[k-1]T_0). \]  
(18)

The \( \tilde{n}_{m1}(t) \) are assumed independent of \( \tilde{d}(t) \) and \( \tilde{i}(t) \).

With these definitions, we may determine \( \Phi \) and \( S \) in (6,7). Because the desired, interference and thermal noise terms are all mutually independent and zero-mean, \( \Phi \) splits into desired, interference, and thermal noise terms,

\[ \Phi = \Phi_d + \Phi_i + \Phi_n. \]  
(19)

Consider \( \Phi_d \) first. In partitioned form, \( \Phi_d \) is
where each $K \times K$ submatrix $\Phi_{dnn}$ is the desired signal covariance matrix associated with a pair of element signal vectors $X_{dm}$ and $X_{dn}$,

$$\Phi_{dnn} = E[X_{dm}^* X_{dn}^T].$$

(21)

$\Phi_{dnn}$ may be found by substituting $\tilde{d}_{mk}(t)$ of (11) into (21). The $jk^{th}$ term of $\Phi_{dnn}$ (the element in the $j^{th}$ row and $k^{th}$ column of $\Phi_{dnn}$) is found to be

$$[\Phi_{dnn}]_{jk} = R_d[(j-k)T_0 + (m-n)T_d],$$

(22)

where $R_d(\tau)$ is the autocorrelation function of the desired signal $\tilde{d}(t)$,

$$R_d(\tau) = E[\tilde{d}^*(t)d(t+\tau)].$$

(23)

To have a specific case to use for calculations below, we shall assume $\tilde{d}(t)$ has a flat, bandlimited power spectral density $S_d(\omega)$ equal to $\frac{2\pi p_d}{\Delta\omega_d}$ over a bandwidth $\Delta\omega_d$ centered at carrier frequency $\omega_c$, as shown in Figure 2(a). $R_d(\tau)$ is then the inverse Fourier Transform of $S_d(\omega)$, or
Figure 2. The Assumed Spectral Densities.
\[ R_d(\tau) = p_d \text{sinc} \left( \frac{\Delta \omega_d \tau}{2} \right) e^{j \omega_0 \tau} \]  \hspace{1cm} (24)

\( p_d \) is the desired signal power received per array element, as defined in (13), and \( \text{sinc}(x) \) denotes \( \sin(x)/x \).

For a specific arrival angle \( \theta_d \) and tap delay \( T_0 \), the matrix \( \Phi_d \) in (20) can be determined by substituting (24) into (22). Before doing that, it is helpful to write the autocorrelation function in (22) in normalized form. From (24), we have

\[ R_d[(j-k)T_0+(m-n)T_d] = p_d \text{sinc} \left\{ \frac{\Delta \omega_d \tau}{2} \right\} (j-k)T_0+(m-n)T_d] e^{j \omega_0 [(j-k)T_0+(m-n)T_d]} \]  \hspace{1cm} (25)

Note first that the product \( \Delta \omega_d T_d \) may be written

\[ \Delta \omega_d T_d = \frac{\Delta \omega_d}{\omega_0} (\omega_0 T_d) = B_d \phi_d \]  \hspace{1cm} (26)

where \( B_d \) is the desired signal relative bandwidth,

\[ B_d = \frac{\Delta \omega_d}{\omega_0} \]  \hspace{1cm} (27)

and \( \phi_d \) is the interelement phase shift at the carrier frequency \( \omega_0 \),

\[ \phi_d = \omega_0 T_d = \pi \sin \theta_d \]  \hspace{1cm} (28)

In addition, it is helpful to write \( T_0 \), the time delay between taps, in normalized form. Because earlier papers have often assumed a quarter wavelength delay between taps [2], we shall arbitrarily normalize \( T_0 \) to the time associated with a quarter wavelength delay. The time delay required to produce a 90° shift at frequency \( \omega_0 \) is
Therefore we write $T_0$ in the form

$$T_0 = rT_{90^\circ} = \frac{\pi r}{2\omega_0}. \quad (30)$$

$r$ is the number of quarter-wave delays in $T_0$ at frequency $\omega_0$. Then we also have

$$\Delta\omega_d T_0 = \Delta\omega_d \frac{\pi r}{2\omega_0} = \frac{\pi}{2} rB_d. \quad (31)$$

In terms of the normalized parameters $B_d$, $\phi_d$ and $r$, the $j$th element of $\phi_{d_{mn}}$ is

$$[\phi_{d_{mn}}]_{jk} = p_d \text{sinc} \left[ \frac{B_d}{2} \left( \frac{\pi}{2} (j-k)r + (m-n)\phi_d \right) \right] e^{j[\pi/2(j-k)r+(m-n)\phi_d]} \cdot \quad (32)$$

The interference matrix $\phi_i$ in (19) may be found in the same way. $\phi_i$ is

$$\begin{bmatrix}
\phi_{i11} & \phi_{i12} & \cdots & \phi_{i1M} \\
\phi_{i21} & \phi_{i22} & \cdots & \phi_{i2M} \\
\vdots & \vdots & \ddots & \vdots \\
\phi_{iM1} & \phi_{iM2} & \cdots & \phi_{iMM}
\end{bmatrix}.$$ \quad (33)
where each $K \times K$ submatrix $\Phi_{imn}$ is the covariance matrix for the element signal vectors $X_{im}$ and $X_{in}$,

$$\Phi_{imn} = E[X_{im}^* X_{in}].$$  \hfill (34)

The $jk$th element of $\Phi_{imn}$ is

$$[\Phi_{imn}]_{jk} = R_i[(j-k)T_o+(m-n)T_i],$$ \hfill (35)

where $R_i(\tau)$ is the autocorrelation function of the interference,

$$R_i(\tau) = E[Y(\tau)^* Y(t+\tau)].$$ \hfill (36)

We shall assume the interference also has a flat, bandlimited power spectral density $S_i(\omega)$ equal to $\frac{2\pi p_i}{\Delta \omega_i}$ over bandwidth $\Delta \omega_i$, as shown in Figure 2(b). $p_i$ is the interference power received per element. $R_i(\tau)$ is then

$$R_i(\tau) = p_i \text{sinc} \left( \frac{\Delta \omega_i \tau}{2} \right) e^{j \omega_0 \tau}. \hfill (37)$$

Substituting $T_o$ and $T_i$ in (35) and normalizing as in (32) gives

$$[\Phi_{imn}]_{jk} = p_i \text{sinc} \left[ \frac{\Delta \omega_i}{2} \left( \frac{j-k}{2} \right) + (m-n) \phi_i \right] e^{j \pi/2(j-k)\phi_i + (m-n)\phi_i},$$ \hfill (38)

where $B_i$ is the relative bandwidth of the interference,

$$B_i = \frac{\Delta \omega_i}{\omega_0},$$ \hfill (39)

and $\phi_i$ is the interelement phase shift for the interference at carrier frequency $\omega_0$. 

\[12\]
The noise matrix \( \Phi_n \) in (19) is slightly different because the noise is independent between elements, so the noise cross-products are zero except for those associated with the same element. We have

\[
\Phi_i = \begin{bmatrix}
-\Phi_{n11} & 0 & 0 \\
-\cdots & -
\end{bmatrix}
\]

\[
\Phi_i = \begin{bmatrix}
-\Phi_{n11} & 0 & 0 \\
-\cdots & -\Phi_{n22} & -
\end{bmatrix}
\]

\[
\Phi_i = \begin{bmatrix}
-\Phi_{n11} & 0 & 0 \\
-\cdots & -\Phi_{n22} & -
\end{bmatrix}
\]

\[
\Phi_i = \begin{bmatrix}
-\Phi_{n11} & 0 & 0 \\
-\cdots & -\Phi_{n22} & -
\end{bmatrix}
\]

\[
\Phi_i = \begin{bmatrix}
-\Phi_{n11} & 0 & 0 \\
-\cdots & -\Phi_{n22} & -
\end{bmatrix}
\]

We assume the noise power spectral density \( S_n(\omega) \) is equal to \( \frac{2\pi \sigma^2}{\Delta \omega_n} \) over a bandwidth \( \Delta \omega_n \), as shown in Figure 2(c). The \( jk \)th element of \( \Phi_{\text{nm}} \) is then

\[
[\Phi_{\text{nm}}]_{jk} = \sigma^2 \text{sinc} \left[ \frac{B_n}{4(j-k)\pi} \right] e^{j(\omega_j - \omega_k)T}
\]

where \( B_n \) is the relative noise bandwidth,

\[
B_n = \frac{\Delta \omega_n}{\omega_0}
\]

We have now obtained all terms in the matrix \( \Phi \) of (6).

Next, consider the steering vector \( S \) of (7). Because the interference and noise vectors \( X_i \) and \( X_n \) are independent of \( \tilde{\alpha}(t) \), the only term that contributes to (7) is \( X_d \):
\[ S = E[X^*d_0(t)] = E[X^*_d d_0(t)]. \] (44)

Substituting for \( X_d \) and using (14) gives

\[
S = \begin{bmatrix}
S_{11} \\
S_{12} \\
\vdots \\
S_{1k} \\
S_{21} \\
S_{22} \\
\vdots \\
S_{2k} \\
\vdots \\
S_{M1} \\
\vdots \\
S_{Mk}
\end{bmatrix}
\]

Element 1

Element 2

Element M

where

\[
s_{mk} = \sqrt{p_d} \text{sinc} \left[ \frac{B_d \pi}{2} (j-1)r+(m-1)\phi_d \right] e^{j[\pi/2(j-1)r+(m-1)\phi_d]}.
\] (46)

From \( \phi \) and \( S \), the optimal array weight vector may be computed from (5).

In solving (5), it is helpful to make one more normalization. Every element of the matrix \( \phi_d \) contains the constant \( p_d \), every element of \( \phi_1 \) contains \( p_1 \), and every element of \( \phi_n \) contains \( \sigma^2 \). If we divide the entire set of equations by \( \sigma^2 \), the solution for \( W \) will then depend on the normalized parameters.
\[ \xi_d = \frac{P_d}{\sigma^2} \text{ desired signal-to-noise ratio (SNR) per element,} \quad (47) \]

and

\[ \xi_i = \frac{P_i}{\sigma^2} \text{ interference-to-noise ratio (INR) per element.} \quad (48) \]

From the optimal weight vector, we may compute the SINR (desired signal-to-interference-plus-noise ratio) at the array output. For a given \( W \), the array output signal \( \tilde{s}(t) \) is

\[ \tilde{s}(t) = W^T X , \quad (49) \]

where \( X \) is the signal vector in (3). By writing \( X \) as in (10), we may split \( \tilde{s}(t) \) into its desired, interference and noise components,

\[ \tilde{s}(t) = \tilde{s}_d(t) + \tilde{s}_i(t) + \tilde{s}_n(t) , \quad (50) \]

where

\[ \tilde{s}_d(t) = W^T X_d , \quad (51) \]

\[ \tilde{s}_i(t) = W^T X_i , \quad (52) \]

and

\[ \tilde{s}_n(t) = W^T X_n . \quad (53) \]

The output desired signal power is then

\[ P_d = \frac{1}{2} E[\tilde{s}_d^*(t)\tilde{s}_d(t)] \]

\[ = \frac{1}{2} E[W^* x_d^* x_d W] = \frac{1}{2} W^* d_d W , \quad (54) \]
where \( \dagger \) denotes the conjugate transpose. Similarly, the output interference and thermal noise powers are

\[
P_i = \frac{1}{2} W^\dagger \Phi_i W ,
\]

and

\[
P_n = \frac{1}{2} W^\dagger \Phi_n W .
\]

Finally, the output SINR is

\[
\text{SINR} = \frac{P_d}{P_i + P_n} .
\]

In the next section, we apply these equations to a two-element array.

III. THE PERFORMANCE OF A TWO-ELEMENT ARRAY

Now let us consider the bandwidth performance of a simple two-element array with tapped delay-lines and see how this performance depends on the delay-line parameters.

First, for later comparison, we show in Figure 3 the SINR of a two-element array with a single complex weight (and no delay) behind each element. In this figure, the desired signal arrives from broadside \((\theta_d=0^\circ)\) and the interference from an arbitrary angle \(\theta_i\). The SINR is plotted as a function of \(\theta_i\). The desired, interference and noise signals are all assumed to have the same bandwidth \(B\), and Figure 3 shows the SINR for \(B=0, 0.01, 0.02, 0.05\) and \(0.2\). \(\xi_d\) (the SNR per element) is 0 dB and \(\xi_i\) (the INR per element) is 40 dB for all curves.
Figure 3. SINR vs. $\theta_i$.
$M=2$, $K=1$
$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_i=40$ dB

Figure 4. SINR vs. $\theta_i$.
$M=2$, $K=2$, $B=0.2$
$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_i=40$ dB
Figure 3 shows that when $B = 0.01$ the output SINR has dropped about 1 dB below its value with CW (zero bandwidth) signals. Larger bandwidths quickly reduce the SINR. For $B=0.2$, the largest value we show, there is as much as 22 dB degradation for some $\theta_i$. For such large bandwidths, the array performance is clearly unsuitable.

Now suppose we add a single quarter wavelength delay and one extra weight behind each element. (In the equations of Section II, we let $K=2$ and $r=1$.) Figure 4 shows the output SINR that results for this case with $B=0.2$ and with all other parameters the same as in Figure 3. We see that the array now performs essentially as well as the simple array in Figure 3 with CW signals. Thus, adding a single extra tap to each element, with a quarter wavelength between taps, has fully overcome the bandwidth degradation.

Figures 3 and 4 were computed for $\theta_d=0^\circ$. However, the results are similar for other values of $\theta_d$. In general, when the array has a single weight behind each element, the SINR for $B=0.2$ is much poorer than for $B=0$. But if a single quarter wave delay and one extra tap are added to each element, the performance is fully restored.

Now consider what happens if we change the amount of delay between taps. The curves in Figure 4 were computed for a one-quarter wavelength delay between taps ($r=1$), an arbitrary amount. When other values of $r$ are used, one finds a surprising result: the array output SINR is

\[ \text{(Equation should be here)} \]

\[ \text{(Equation should be here)} \]

---

1 In general, the amount of degradation for a given bandwidth is strongly influenced by the INR. The larger the INR, the more sensitive the array is to interference bandwidth. In this discussion, we shall simply present results for an INR of 40 dB.
hardly affected by \( r \). On the one hand, if \( r \) is reduced below 1, even to an arbitrarily small value, the SINR is not noticeably different from that for \( r=1 \). A plot of SINR vs. \( \theta_i \) for \( r=10^{-4} \), for example, looks identical to Figure 4. On the other hand, if \( r \) is raised above 1, there is also very little change in SINR, until the delay exceeds about two wavelengths. For example, Figure 5 shows the SINR versus \( \theta_i \) for \( r=5, 10, 15, 20 \) and 25 and for all other parameters the same as in Figure 4. Note that when \( r=5 \) the SINR still achieves the optimal value shown in Figure 4. When \( r=10 \) the SINR has dropped about 1 dB below optimal. (\( r=10 \) corresponds to 2.5 wavelengths of delay between taps.) For \( r=15 \) and above, the degradation is more serious, particularly for \( \theta_i \) near \( \pm 90^\circ \).

Thus, the array performance is rather insensitive to \( r \). Any value of \( r \) in the range \( 0<r<5 \) yields essentially the same SINR. At first glance, this result seems puzzling, especially the fact that the SINR is unaffected when \( r \) approaches zero. Intuitively, it appears that a tapped delay line should become equivalent to a single weight when the delay is very small. However, this is not the case, as we shall see below.

To understand the effect of \( r \) on the array performance, we consider the transfer function of the array as seen by the interference. Let \( H_m(\omega) \) be the transfer function of the delay line behind element \( m \) in Figure 1. In general, with \( K \) taps and \( K-1 \) delays behind \( m \), \( H_m(\omega) \) is

\[
H_m(\omega) = w_{m1} + w_{m2} e^{-j\omega T_0} + \cdots + w_{mk} e^{-j\omega(k-1)T_0}.
\]  

(58)
Figure 5. SINR vs. $\theta_i$.
$M=2$, $K=2$, $\beta=0.2$
$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_1=40$ dB
The transfer function of the entire array as seen by the interference, $H_i(\omega)$, is then

$$H_i(\omega) = \sum_{m=1}^{M} H_m(\omega)e^{-j\omega(m-1)T_i},$$

(59)

where $T_i$ is given in (16). To null an interference signal completely, $H_i(\omega)$ must be zero over the interference bandwidth. For the special case of a two-element array, as considered in Figures 3 and 4, $H_i(\omega)$ will be zero if

$$H_1(\omega) = -H_2(\omega)e^{-j\omega T_i}.$$  

(60)

The physical meaning of (60) is easy to see. An interference signal from angle $\theta_i$ arrives at element 2 a time $T_i$ later than at element 1. When the interference has nonzero bandwidth, this delay reduces the correlation between the signals on the two elements and makes it more difficult to null the interference by subtracting one element signal from another. However, if the filters $H_1(\omega)$ and $H_2(\omega)$ satisfy (60), the factor $e^{-j\omega T_i}$ in (60) will delay the interference an additional time $T_i$ in element 1 to restore its correlation with the interference on element 2. The minus sign in (60) will then make the interference cancel at the array output.

Before considering what happens as $r$ is varied, let us see how well (60) is satisfied by the arrays considered in Figures 3-5. Note that to satisfy (60), the transfer functions $H_1(\omega)$ and $H_2(\omega)$ must have identical amplitudes,
\[ |H_1(\omega)| = |H_2(\omega)|, \quad (61) \]

and phases whose difference varies linearly with frequency,
\[ \angle H_1(\omega) = \angle H_2(\omega) = \pi - \omega T_i, \quad (62) \]

over the signal bandwidth. For the array in Figure 3, we assumed one weight and no delays behind each element. For this case each \( H_m(\omega) \) is simply
\[ H_m(\omega) = w_{m1}, \quad (63) \]

which is a constant independent of frequency. With such an \( H_m(\omega) \), it is possible to satisfy (60) at one frequency, but not over a band of frequencies. For the array in Figure 4, however, we assumed two weights and one delay behind each element. In this case each \( H_m(\omega) \) has the form
\[ H_m(\omega) = w_{m1} + w_{m2}e^{-j\omega T_0}. \quad (64) \]

Because of the term \( e^{-j\omega T_0} \), the \( H_m(\omega) \) can now vary with frequency. This capability allows \( H_1(\omega) \) and \( H_2(\omega) \) to do a better job of satisfying (60) over the signal bandwidth and hence improves the array bandwidth performance, as Figure 4 shows.

Examination of the \( H_1(\omega) \) and \( H_2(\omega) \) that actually result when each element has two weights and one delay confirm that the processor does attempt to satisfy (60). For example, Figure 6 shows \( |H_1(\omega)/H_2(\omega)| \) and \( \angle H_1(\omega)-\angle H_2(\omega) \) vs. \( \omega \) for the same parameters as in Figure 4: \( \theta_d=0^\circ \),
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Figure 6. The Transfer Functions $H_1(\omega)$ and $H_2(\omega)$.
$M=2, K=2, B=0.2$
$\theta_d=0^\circ, \theta_i=20^\circ, \xi_d=0$ dB, $\xi_i=40$ dB
\( \xi_d=0 \, \text{dB}, \xi_i=40 \, \text{dB}, r=1 \) and \( B=0.2 \), and for \( \theta_i=20^\circ \). It may be seen how 
\( |H_1(\omega)/H_2(\omega)|=0 \, \text{dB} \) and \( \angle H_1(\omega)-\angle H_2(\omega) \) varies linearly with frequency over
the signal bandwidth. The slope of \( \angle H_1(\omega)-\angle H_2(\omega) \) has the proper value
to satisfy (60).

Now consider how the delay between taps affects the performance.

First, suppose we let \( r \) approach zero. For very small \( r \) (small \( T_0 \)),
\( H_m(\omega) \) in (64) becomes

\[
H_m(\omega) = w_{m1} + w_{m2}\cos T_0 - jw_{m2}\sin T_0
\]

\[
= w_{m1} + w_{m2} - jw_{m2}\omega T_0. \tag{65}
\]

We observe that no matter how small \( T_0 \) is (as long as \( T_0 \neq 0 \)), the array
can always realize any given linear slope for \( \angle H_1(\omega)-\angle H_2(\omega) \) by making
the weights sufficiently large. Calculations show that that is what
happens. As \( r \) is reduced toward zero, the weights obtained from (5)
increase without bound. Figure 7 illustrates this behavior. It shows
\( \text{Re}(w_{11}) \) and \( \text{Im}(w_{11}) \) as functions of \( r \) for \( \theta_d=0^\circ, \theta_i=20^\circ, \xi_d=0 \, \text{dB}, \xi_i=40 \, \text{dB}, \) and \( B=0.2 \), the same parameters as above. The other weights behave
similarly as \( r \to 0 \).

Thus, by increasing the weights, the array can satisfy (60)
regardless of how small \( r \) becomes (as long as \( r \neq 0 \)). This is the reason
an array with two weights and one delay behind each element does not
become equivalent to an array with a single weight behind each element
as \( r \to 0 \). With two weights and one delay, the SINR obtained vs. \( \theta_i \) does
not change significantly from that in Figure 4 as \( r \to 0 \).
Figure 7. $w_{11}$ versus $r$.

$\theta_d=0^\circ$, $\theta_i=20^\circ$, $\xi_d=0$ dB,
$\xi_i=40$ dB, $B=0.2$. 

$\Re\{w_{11}\}$

$\Im\{w_{11}\}$

$r = \text{NO. OF } \lambda/4 \text{ DELAYS BETWEEN TAPS}$
The unbounded increase in the weights as \( r \to 0 \) is understandable if we also note that the covariance matrix in (6) becomes singular when \( r \) goes to zero. As \( r \to 0 \), the signal \( \tilde{x}_{m_2}(t) \) at the second tap becomes equal to \( \tilde{x}_{m_1}(t) \), the signal at the first tap. In the limit, when two tap signals are equal, the covariance matrix in (6) will have two identical columns (or rows) and hence will be singular. Thus we should expect the weight vector \( W \) satisfying (5) to exhibit unusual behavior as \( r \to 0 \).

In a hardware array, there is always a limit to how large the weights can actually become, of course. With analog weights, the circuits always saturate at some point. With digital weights, finite register lengths limit the maximum attainable weight values. Because the weights cannot increase indefinitely in a real array, there will be some minimum value of \( r \) for which the array can maintain the SINR. Below this minimum \( r \), the SINR will drop.

Now consider what happens if we increase \( r \). We showed in Figure 5 that when \( r \) is increased, the array performance is unaffected at first. But finally, for large values of \( r \), the performance begins to drop. The explanation for this behavior may again be found by considering the \( H_m(\omega) \).

For any value of \( r \), nulling the interference requires the transfer functions \( H_1(\omega) \) and \( H_2(\omega) \) in a two-element array to satisfy (60) over the interference bandwidth. However, note that \( H_m(\omega) \) in (58) is a periodic function of frequency. (It is a finite Fourier Series.) The period of \( H_m(\omega) \) is
\[ \Omega_0 = \frac{2\pi}{T_0} = \frac{4\omega_0}{r}. \] (66)

For small \( r \), this period is much larger than the signal bandwidth. But when \( r \) is increased, the period drops. \( \Omega_0 \) will equal the signal bandwidth when
\[ r = \frac{4}{B}. \] (67)

When \( r \) is small and the period is much larger than the bandwidth, \( \langle H_1(\omega) - H_2(\omega) \rangle \) can easily approximate a linear function of frequency over the signal bandwidth (as seen for example in Figure 6). But if \( r \) is large enough, the period \( \Omega_0 \) becomes comparable to the signal bandwidth. Because the \( H_m(\omega) \) are periodic, it then becomes difficult for the \( H_m(\omega) \) to satisfy (60) over the whole bandwidth. In particular, when \( r > 4/B \), \( \langle H_1(\omega) - H_2(\omega) \rangle \) cannot vary linearly over the entire bandwidth, since its value must repeat periodically within the bandwidth. This is the reason array performance drops when \( r \) becomes too large.

Figure 5, computed for \( B = 0.2 \), illustrates this point. For \( B = 0.2 \), the period \( \Omega_0 \) will equal the signal bandwidth when \( r = 20 \). One finds that there is no drop in SINR for \( r \) up to about 5 (which is \( 1/B \)). Beyond 5, the SINR drops as \( r \) approaches and then passes 20. We find the same general result for all values of \( B \) (up to \( B = 0.5 \)): when the array has two weights and one delay behind each element, the SINR is unaffected by \( r \) as long as \( r \) is in the range \( 0 < r < 1/B \).

The performance degradation for large \( r \) may also be understood from a time domain point of view. Signals with nonzero bandwidth remain
correlated with themselves for time shifts up to approximately the reciprocal of the bandwidth. Hence, one would expect that adding an extra delay and tap to each element will be effective only if the delays are short compared with the reciprocal of the bandwidth. If the delays are too large, the signals on different taps become decorrelated, and the array cannot null the interference by subtracting one tap signal from another.

The curves in Figures 4 and 5 assumed two weights and one delay behind each element. Let us now consider what happens if we add extra taps (extra delays and weights) behind each element in two-element array.

We observe first that adding extra taps can help the performance only for a limited range of $r$. On the one hand, when $r<1/B$, the array is already capable of nulling a wideband interference signal. Hence for $r<1/B$ there appears to be no point in adding extra taps. On the other hand, if $r>4/B$, the period $\Omega_0$ of the $H_m(\omega)$ is less than the signal bandwidth. In this case the $H_m(\omega)$ cannot satisfy (60) over the signal bandwidth, regardless of how many taps are used, because $<H_1(\omega)-H_2(\omega)$ must repeat periodically within the signal bandwidth. Hence the only case where extra taps may be useful is when $1/B<r<4/B$. In this range, the period of $H_m(\omega)$, although larger than the bandwidth, is small enough that with only two weights and one delay $<H_1(\omega)-H_2(\omega)$ does not vary linearly with frequency. However, adding more Fourier terms in (58) will allow $<H_1(\omega)-H_2(\omega)$ to approximate a linear behavior more accurately.
Let us illustrate this behavior for $B=0.2$. First, for $r<(1/B)=5$, no extra taps are needed. An array with one delay and two weights already has optimal performance, as may be seen in Figure 4. Next, for $5<r<20$, we find that with only two weights and one delay, the SINR is reduced from that in Figure 4. Figure 5 shows this behavior. However, for this range of $r$, the performance will improve if we increase the number of taps. Figure 8 shows the SINR versus $\theta_i$ for $r=15$ and for $K=2, 4, 8$ and $16$ taps. As may be seen, for this $r$ the performance is improved by increasing $K$. The reason for this improvement is seen in Figure 9, which shows $\langle H_1(w) - H_2(w) \rangle$ vs. $\omega$ for the same cases. $\langle H_1(w) - H_2(w) \rangle$ becomes more nearly linear with $\omega$ over the signal bandwidth as $K$ increases. ($|\langle H_1(w)/H_2(w) \rangle|$ is unity over the bandwidth for all four values of $K$.)

Finally, when $r>(4/B)=20$, we expect poor nulling performance no matter how many extra taps are added, because $\langle H_1(w) - H_2(w) \rangle$ is periodic with a period smaller than the bandwidth. Figure 10 shows such a case. It shows the SINR versus $\theta_i$ for $r=22$ (with $B=0.2$, $\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_i=40$ dB) and for $K=2, 4, 8$ and $16$. As may be seen, the SINR improves somewhat with $K$ but never achieves the value in Figure 4. Figure 11 shows $|\langle H_1(w)/H_2(w) \rangle|$ and $\langle H_1(w) - H_2(w) \rangle$ for these same cases. Note how $|\langle H_1(w)/H_2(w) \rangle|$ and $\langle H_1(w) - H_2(w) \rangle$ repeat periodically within the signal bandwidth. Also, $|\langle H_1(w)/H_2(w) \rangle|$ is not linear across the bandwidth, regardless of how many Fourier Series terms are used in the $H_m(w)$. 
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Figure 8. SINR vs. $\theta_i$.
$M=2$, $r=15$, $B=0.2$
$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_i=40$ dB

Figure 9. $\Delta H_1(\omega) - \Delta H_2(\omega)$ vs. $\omega$.
$M=2$, $r=15$, $B=0.2$
$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_i=40$ dB
Figure 10. SINR vs. $\theta_1$.
$M=2$, $r=22$, $B=0.2$
$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_i=40$ dB
Figure 11. The Transfer Functions $H_1(\omega)$ and $H_2(\omega)$.

$M=2$, $r=22$, $B=0.2$

$\theta_d=0^\circ$, $\xi_1=0$ dB, $\xi_1=40$ dB
Whether an adaptive array should be operated with \( r \) in the range \( 1/B < r < 4/B \) and a large value of \( K \) depends on how the array is to be implemented. For an array with analog control loops, there is no reason to use such a large \( r \). For one thing, it is difficult to implement long time delays between taps. For another, each weight in an adaptive processor adds complexity and cost to the processor. To obtain good bandwidth performance from the array, it is simpler just to use a small value of \( r \), such as \( r=1 \), and to use only two weights and one delay per element.

For an array with digital weight control, on the other hand, an A/D converter will be used behind each element. In this case it may be useful to have a large value of \( r \), since a large \( r \) corresponds to a low sampling rate. However, if \( r \) is large enough, more weights will be needed, as discussed above. The cost of increasing the number of weights depends on the algorithm used.\(^2\)

Another factor that must be considered when \( r \) is large is the effect of the array on the desired signal. In general, an \( M \)-element array presents a transfer function

\[
H_d(\omega) = \sum_{m=1}^{M} H_m(\omega) e^{-j\omega(m-1)T_d}
\]

(68)

to the desired signal, where \( T_d \) is given in (12) and \( H_m(\omega) \) in (58). If \( H_d(\omega) \) has anything other than a constant amplitude and a linear phase

\(^2\) For the discrete LMS algorithm [1], the computational burden increases linearly with the number of weights. For the Sample Matrix Inverse method [6], it increases with the cube of the number of weights.
slope over the desired signal bandwidth, the desired signal waveform will be distorted in passing through the array. Whether this is a problem or not depends on the desired signal waveform and the application. For many communication systems, however, it is difficult to accommodate a desired signal whose waveform changes as the array adapts.

Because the array responds to the incoming signals, \( H_d(\omega) \) depends in general on all the signal parameters: the desired signal power and arrival angle and the interference power and arrival angle. However, for the two-element array considered above, the results show that when \( r \) is small (\( r < 1/B \)), \( |H_d(\omega)| \) is constant and \( \langle H_d(\omega) \rangle \) varies linearly with frequency. But when \( r > 1/B \), \( H_d(\omega) \) can vary substantially over the desired signal bandwidth. For \( r \) in the range \( 1/B < r < 4/B \), one finds that \( |H_d(\omega)| \) becomes more nearly constant and \( \langle H_d(\omega) \rangle \) becomes more nearly linear with frequency as the number of weights \( K \) is increased. Figure 12 shows a typical case. It shows \( |H_d(\omega)| \) and \( \langle H_d(\omega) \rangle \) over the signal bandwidth for \( r = 15 \) and \( K = 2, 4, 8 \) and 16, with all other parameters the same as in Figures 8 and 9. Note how the behavior of \( H_d(\omega) \) improves as \( K \) increases. On the other hand, for \( 4/B < r \), \( H_d(\omega) \) cannot have the required behavior over the signal bandwidth, because the Fourier Series period is less than the signal bandwidth. In this case there is always at least some desired signal distortion, no matter how large \( K \).

It is clear that a designer must take the behavior of \( H_d(\omega) \) into account when a large value of \( r \) is used.
Figure 12. The Transfer Function $H_d(\omega)$.

$M=2$, $r=15$, $B=0.2$

$\theta_d=0^\circ$, $\xi_d=0$ dB, $\xi_t=40$ dB
IV. CONCLUSIONS

This report considered the bandwidth performance of a two-element adaptive array with tapped delay-lines behind the elements. Section II presented the equations used to compute the array output SINR (signal-to-interference-plus-noise ratio). Section III described how the number of taps and the delay between taps affects the SINR.

An array with two weights and one delay behind each element yields optimal performance (equal to that obtained with CW interference) for any value of delay greater than zero and less than $T_{90}/B$, where $T_{90}$ is the time delay for a $90^\circ$ carrier phase shift and $B$ is the fractional signal bandwidth. Delays less than $T_{90}$ yield optimal performance but result in large array weights. Delays larger than $T_{90}/B$ yield suboptimal SINR when each element has only two weights.

For delays between $T_{90}/B$ and $4T_{90}/B$, the performance is suboptimal with only two weights but approaches the optimal if more delay line sections and weights are added to each element. Delays larger than $4T_{90}/B$ result in suboptimal performance regardless of the number of delays and weights used.
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