The following experimental projects were initiated: (a) Reexamination of the activity of neurons of cerebellar cortex during two-tone differential conditioning (Dr. Iwona Zurawska). (b) A recording study of the medial geniculate neurons during two-tone differential trace conditioning (Dr. Kevin O'Connor). (c) A recording study of pontine nucleus neurons during two-tone differential conditioning (Michael Hirl). (d) Anatomical experiments using WGA-HRP designed to clarify red nucleus innervation of the cerebellum (Marcy Rosenfeld). (e) A behavioral experiment designed to assess attenuated latent inhibition by "flagging", a phenomenon of potential importance for connectionist learning theories (Peter Underdown). In addition to the experimental work, my current team and I have initiated a major upgrading of experimental facilities.
I. Summary

Investigations of adaptive neural networks were conducted using the classically conditioned nictitating membrane response (NMR) of rabbit, a widely used model system for studies of learning. Our work this past year involved neurobiological, behavioral, and theoretical approaches. The following experimental projects were initiated: (a) Reexamination of the activity of neurons of cerebellar cortex during two-tone differential conditioning (Dr. Iwona Zurawska). (b) A recording study of the medial geniculate neurons during two-tone differential trace conditioning (Dr. Kevin O'Connor). (c) A recording study of pontine nucleus neurons during two-tone differential conditioning (Michael Hirl). (d) Anatomical experiments using WGA-HRP designed to clarify red nucleus innervation of the cerebellum (Marcy Rosenfield). (e) A behavioral experiment designed to assess attenuated latent inhibition by "flagging", a phenomenon of potential importance for connectionist learning theories (Peter Underdown).

In addition to the experimental work, my current team and I have initiated a major upgrading of experimental facilities. Basically, we now have three laboratories for single-unit recording in awake, behaving animals. Another laboratory contains two computer-controlled setups for doing behavioral experiments (i.e., no neuronal recording involved). All of these laboratories are based on technology of the 1970s. They are all based on 8-bit Apple II computers or their equivalent. These computers must be programmed in assembly language and consequently lack flexibility and power for real-time control, data acquisition, and data manipulation. My current National Science Foundation grant (BNS 88-10624) has provided funds for developing new state-of-the-art laboratories based on the Intel 386 family of 32-bit microprocessors (e.g., as in Brainwave™ workstations). One prototype system is presently being assembled and evaluated, and we hope to eventually replace all five laboratory computers.

This past year we submitted for publication several papers based on previous work. These papers were co-authored by me and members of my group who have moved on to other positions. All of these papers have either appeared during the past year or are "in press."
II. Research Objectives

The general objectives for the reporting period were the same as those stated in previous reports going back to those submitted in connection with AFOSR Grants 83-0215 and 86-0182. These goals and our approaches to them remain unchanged, so only a brief summary is presented here. Basically, we use the classically conditioned eye blink (nictitating membrane response—NMR) as a model system for theoretically oriented behavioral studies of learning. The theoretical orientation derives from connectionist algorithms used by our colleagues in computer science. These algorithms or models are real-time versions of the Widrow-Hoff "delta" learning rule. The specific models we have developed are closely related to models of Sutton and Barto.

III. Status of Research

The easiest way to describe the status of the research is to summarize the main research efforts of each individual working in my laboratory and under my general direction.

1. Dr. Iwona Zurawska, Ph. D.

Dr. Zurawska joined my group in mid-July 1990 after an eight-month postdoctoral stint at the University of Rochester. She returned to Poland in May in order to take a teaching position in the Department of Physiology of the Medical Academy of Bydgoszcz. While here, she conducted a study of neuronal activity of cerebellar cortex in rabbits trained in a two-tone differential conditioning task (which has been a standard protocol for several published reports from my laboratory dating from 1986). We were especially interested in lobulus simplex (HVI of Larsell) because this region of cerebellar cortex is essential for robust conditioned responding. She recorded from 160 cells, with 115 confirmed histologically in HVI. Of these, 59 showed activity related to conditioned responding. Surprisingly, 40 cells modulated their activity in relation to all three trial events: the conditioned stimuli, the conditioned response, and the unconditioned stimulus. Neurons with these characteristics are candidate loci for learning through Hebbian convergence of inputs. Eighteen of these cells are confirmed Purkinje cells because of the presence of both simple and complex spikes. Further histological and statistical analyses are planned in order to classify various cell types (Purkinje, granule, Golgi, basket).

2. Dr. Kevin O'Connor, Ph. D.

Dr. O'Connor's study of MGN neuronal activity during trace conditioning is only in its preliminary stages. Unlike Dr. Zurawska, who was trained and experienced in electrophysiological recording from awake animals, his doctoral training was in animal behavior and cognitive psychology. During the past year he has learned surgical techniques, histology, microscopy, in addition to responsibilities which include maintenance of our local computer network and the design and assembly of laboratory components. Nevertheless, he has accumulated enough recording data to confirm published accounts (dating from the mid-1970s) of the activity of MGN neurons during classical conditioning. This experimental literature indicates that a typical MGN cell responds to a reinforced conditioned stimulus (CS+) with a short-latency and short-duration increase in firing,
Figure 1. Raster plot and cell spike histogram on CS+ (600-Hz) and CS− (1200-Hz) trials. The vertical line marked “CS” indicates CS onset. The vertical line marked “US” indicates US onset. The top traces are the NMRs for each trial arranged in order of increasing onset latency. The middle sections are raster plots of the cell’s spike activity arranged in the same order as the NMR traces. The bottom sections are histograms (spikes/sec) combined across trials for discrete intervals. CS duration is indicated by the horizontal lines under the histograms. Further details are in the text.

as illustrated in the accompanying figures. O’Connor is recording from neurons during trace conditioning. We are especially interested in whether MGN cells respond to the offset as well as the onset of the conditioned stimuli. This question is important for computational models of learning, particularly the tapped delay-line model of adaptive timing (VET model) described by Desmond and Moore in a series of articles in *Biological Cybernetics* and in chapters, e.g., “Implementing Connectionist Algorithms for Classical Conditioning in the Brain,” which accompanies this report. Figure 1 summarizes data from an MGN neuron. This cell is interesting because it suggests that conditioned stimulus offset as well as onset triggers a burst of firing. This is consistent with the VET model.

3. Michael Hirl

Michael Hirl has just completed his first year of graduate studies in our Neuroscience and Behavior doctoral program. (He received grades of A in all of his course work: biochemistry, physiological psychology, psychopharmacology, neurobiology. In addition, he served as a teaching assistant.) His recording study of pontine nuclei is in its initial stages. Pontine nuclei contain neurons that project mossy fibers to cerebellar cortex. The activity of these cells during conditioned responding should tell us how information from conditioned stimuli is represented enroute to putative learning sites.
in the cerebellum. As explained in the accompanying chapter, "Implementing Connectionist Algorithms...", one computational model and implementation scheme (Sutton-Barto-Desmond model) predicts that each pontine nuclear cell should firing in such a way as to provide the cerebellar cortex with a \textit{template} of the conditioned response. Another computational model and implementation scheme, the tapped delay-line (VET) model assumes that each pontine nuclear cell fires with sustained burst of activity which begins with a constant latency with respect to the onset of the conditioned stimulus, but such that the latency of this burst varies by tens or hundreds of milliseconds from cell to cell. Representative data from a pontine nuclear cell are shown in Figure 2.

4. Marcy E. Rosenfield

Rosenfield is a research technician who has been associated with my laboratory for ten years. She has been investigating brain stem and cerebellar circuits involved in the conditioned NMR using implanted WGA-HRP has a marker. We shall be presenting a poster at this year's Society for Neuroscience meetings describing afferent connections from the red nucleus to the cerebellar cortex. Cerebellar cortex (Larsell's HVI) has been implicated in the generation of the classically conditioned eye blink/NMR. The motor program for the conditioned response is presumably learned by the cerebellum and relayed to motoneurons via the red nucleus (e.g., Rosenfield, M. & Moore, J., \textit{Behav Brain Res}, 10:393, 1983). Projections from the red nucleus to HVI could be important for brain stem and cerebellar processes involved in classical conditioning (e.g., Moore, J. et al, \textit{Biol Cyber}, 62:17, 1989). WGA-HRP was implanted unilaterally into HVI. We restricted consideration to those cases showing retrogradely labeled cells in the pontine nuclei, spinal trigeminal nucleus paroralis, and the dorsal accessory olivary nucleus, as these structures are known to project to HVI.
All such cases showed sparse retrogradely labeled cells in the more caudal (3rd nerve level) portions of the red nucleus, consistent with Dietrich and Walberg's cat study (Dietrichs, E. & Walberg, F., *Exp Brain Res*, 50:353, 1983).

5. Peter Underdown

Peter Underdown is a computer science graduate student who conducted experiments to determine whether "flagging" a potential conditioned stimulus (a tone, T) by preceding it repeatedly with a brief light (L) would enhance subsequent conditioning of the NMR to the tone. Before experiencing NMR conditioning, animals were given one of three treatments: (a) L repeatedly preceded T by a few hundred milliseconds (L-T); (b) L and T were repeatedly presented but unpaired (L/T); (c) L but not T was repeatedly presented (L-alone). All of these treatments were followed by training in which T was paired with the unconditioned stimulus. Previous experiments suggested that L-T treated animals acquire a conditioned NMR more quickly than L/T treated animals (the "flagging" effect). Is "flagging" a genuine facilitation effect or merely an attentuation of latent inhibition? (Latent inhibition is the technical term for retarded acquisition of a conditioned response following a series of preexposures to the conditioned stimulus.) The addition of the L-alone treatment as a control allowed us to answer this question. If "flagging" is the result of enhancement, then the L-T treatment ought to result in faster NMR conditioning than the L-alone treatment. If on the other hand the L-T treatment attenuates latent inhibition, then the L-alone treatment ought to result in faster conditioning than the L-T treatment. After some preliminary pilot experiments, a full-scale study was conducted by Underdown using the basic three-group design (N = 12/group). He found that the L-alone treatment resulted in faster NMR conditioning than either the L/T or the L/T treatments. This result indicates that the "flagging" effect is due to attenuated latent inhibition and not enhancement.

IV. Technical Reports

Included are published and submitted work initiated under AFOSR Grant 86-0182 and partially supported by NSF. Items listed in prior reports are not included unless the previous citations were incomplete because they were "in press" or under review. For expediency, this list overlaps somewhat with one submitted with the final technical report for AFOSR 86-0182.


V. Professional personnel

1. John W. Moore, Ph. D. (Psychology, Indiana) Principal Investigator.
2. Neil E. Berthier, Ph. D. (Psychology, UMass) Senior postdoctoral associate. Berthier had been associated with the lab for many years. He is presently associated with the department of computer and information science, a position he assumed in August, 1990.

3. John E. Desmond, Ph. D. (Psychology, UMass) Senior postdoctoral associate. Desmond had also been associated with the lab for many years. He is presently with EEG Systems Labs, Inc. of San Francisco, a position he assumed last January.

4. Iwona Zurawska, Ph. D. (Natural Science, Nencki Institute, Warsaw, Poland) Postdoctoral associate. Zurawska joined the project in July, 1990 and returned to Poland May, 1991 to assume an academic position in physiology.


VI. Interactions (John W. Moore)


4. Reviewing and Related Activity: Consulting editor for Psychobiology and reviewed manuscripts for several journals, including Behavioural Brain Research, Psychological Review, Behavioral Neuroscience.

5. Continuing interactive relationships with A G Barto and other colleagues working in Adaptive Networks: A H Klopf’s group at AF Wright Avionics Lab, R S Sutton at GTE Labs, J C Houk and N A Schmajuk of Northwestern University, E J Kehoe of the University of New South Wales, and others.

VIA. Interactions (Kevin O'Connor)

Kevin O'Connor joined my laboratory one year ago after a post-doctoral stint at the University of Rochester. He is presently collaborating with P. Tallal and H. Fitch of the Rutgers University Center for Molecular and Behavioral Neuroscience on a project concerning the development of cerebral asymmetries in auditory processing in rats. In addition, he is coauthor of some recent and pending publications.


VII. New Discoveries

Discoveries that might be designated as new were those stemming from experimental research.
Activity of deep cerebellar nuclear cells during classical conditioning of nictitating membrane extension in rabbits
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Summary. The activity of neurons in the interposed and dentate nuclei of the cerebellum was investigated during differential classical conditioning of the rabbit eye blink/nictitating membrane response. Forty-seven percent of the 165 cells in the study responded to the orbital stimulation used as the unconditioned stimulus (US). The latency distribution of US-elicited responses was bimodal with peaks at 7 and 19 ms. Twenty-one percent of the cells responded with short latencies to the tones used as conditioned stimuli (CSs). These cells typically responded to both the reinforced and nonreinforced CSs. Forty-one percent of the cells responded on conditioned response (CR) trials but not on trials without CRs. The average latency of the neural response to the CR was 71.4 ms. Cells that responded on CR trials were more likely to respond to the CSs, or to the CSs and the US, than cells that did not respond on CR trials. For about half of the cells that responded on CR trials the latency of response followed trial-by-trial variations of CR latency. For the remainder, the response was time-locked to CS-onset. Cells whose responses paralleled the CR may be involved in the initiation or modulation of the CR, while those whose responses were time-locked to the CS may be involved in sensory processing underlying the initiation of the movement. The pathways that may underlie the US- and CS-elicited responses are also discussed.
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Introduction

Research into the role of the cerebellum in motor learning has recently focused on vestibulo-ocular reflex gain modification (Ito, 1984; Lisberger, 1988; Miles et al., 1980), eye blink gain modification (Evinger and Manning, 1988), and classical conditioning of the nictitating membrane (NM) response (e.g., Moore and Berthier, 1987; Thompson, 1986; Yeo et al., 1985a). The NM response is one component of the eye blink, consisting of passive extension of the NM as the eyeball retracts. However, there is as yet no consensus on the role of the cerebellum in providing for these behavioral adaptations. The present paper reports on the activity of deep cerebellar nuclear cells during classical conditioning of the rabbit NM response. In this preparation eye blinks are conditioned using peri-orbital electrical stimulation or air puffs as unconditioned stimuli (USs), and NM position is measured as the conditioned response (CR). Auditory and visual stimuli are typically used as conditioned stimuli (CSs). McCormick et al. (1982c) showed that NM and eye blink amplitudes are highly correlated during conditioning.

The rabbit NM preparation has been widely used in the study of the physiological basis of classical conditioning. McCormick et al. (1982a) focused interest on the role of the cerebellum in NM conditioning by showing that lesions of interpositus and medial dentate disrupt CRs. The importance of an intact cerebellum was subsequently confirmed by studies showing that lesions of the cerebellum, its afferents, and its efferents have profound effects on conditioned eye blinks. Lesions of cerebellar cortex (Yeo et al. 1985b), red nucleus (Rosenfield and Moore 1983), superior cerebellar peduncle (McCormick et al. 1982b), and inferior olive (Türker and Miles 1986; Yeo et al. 1986) all disrupt conditioned responding.

Rather than impinging directly on circuits essential for generating CRs, lesions might disrupt NM conditioning indirectly because lesions of the cerebellum and its afferents can produce abnormal activity in efferent targets. For example, lesions of the inferior olive produce substantial reductions in neural firing in the cerebellar deep nuclei and the red nucleus (Billard et al. 1988; Strata 1985). Thus, it is possible that cerebellar lesions disrupt NM CRs by disrupting red nuclear activity that might be involved in conditioning (Tsukahara et al. 1981; Desmond and Moore...
1987). However, there are now ample data showing CR-correlated activity from single neurons in cerebellar cortex (Berthier and Moore 1986; Foy and Thompson 1986) and cerebellar deep nuclei (McCormick and Thompson 1984) to indicate that the cerebellum is probably involved in generating or modulating CRs.

Anatomical data implicate the anterior regions of the cerebellar posterior lobe in classical NM conditioning. Yeo et al. (1985a) concluded that lesions of hemispheral lobule VI abolish conditioning. On the other hand, Lavond et al. (1987) found that lesions of lobule VI disrupted retention but did not block reacquisition of the NM CR. Recording studies of the posterior lobe indicate a wealth of activity correlated with conditioning. Berthier and Moore (1986) studied Purkinje cell activity in intermediate and medial lateral zones of lobule VI and neighboring lobules during rabbit NM conditioning. We found many cells that showed changes in activity related to the performance of CRs. The changes in activity antedated initiation of movement by 20 to 100 ms in most cells. Some of the CR-related neurons also responded to the CSs and US used in conditioning.

The intermediate and medial lateral zones of lobule VI and surrounding lobules project to nucleus interpositus and medial dentate which project out of the cerebellum. The present investigation examined the activity of interpositus and medial dentate cells during classical conditioning. Of primary interest was the presence of cell activities that were consistent with a causal role in generating CRs. Such activity should precede and be highly correlated with the CR. The response of cells to the stimuli used in conditioning was also of interest. If the cerebellum is a site of learning, then some cerebellar neurons, be they cortical or deep nuclear, should receive converging inputs conveying CS and US information. The present paper describes the response of nucleus interpositus and medial dentate cells to stimulation of the periorbital tissues, to the auditory stimuli used in conditioning. The present data indicate that the cerebellum is probably involved in generating CRs.

Methods

Behavioral training

Twenty-six adult albino rabbits (3.5 to 4.5 kg) were trained in a differential classical conditioning paradigm. Tones of 1200 Hz and 600 Hz were used as CSs (75 dB re 20 μm/s intensity). The reinforced (CS+) and nonreinforced tones (CS−) were presented in pseudorandom order. The intertrial interval was 20 s. This training protocol yields differential responding to the CS+ and CS−. The CS+ was always followed by the US, and the CS− was presented alone. CSs were counterbalanced across animals, i.e., the 1200-Hz tone was CS+ for one animal, and the 600-Hz tone was CS− for the next animal. The CSs were 350 ms in duration. A single 0.1-1.0 mA DC pulse of 0.1-0.5 ms duration served as the US. Its intensity was adjusted to be as low as possible while still supporting conditioning. Two 9-mm stainless steel wound clips crimped into the skin surrounding the eye, one located in an inferior position within 3 mm of the margin and the other in a temporal position, also within 3 mm of the margin, served as electrodes for delivery of the US. The interval between the onset of CS+ and the US was 350 ms.

Movement of the right NM was measured by a minitorque potentiometer connected to the NM by a suture. Extensions of the NM during the CS-US interval were defined as CRs. Animals were required to meet a criterion of 90% CRs to the CS+ before surgery. Pretraining usually required 200 to 400 trials, i.e., 100 to 200 CS+ trials.

Surgery and recording

In preparation for surgery, an intravenous cannula was placed in the marginal ear vein, and an intravenous drip of lactated Ringer's solution was started. Anesthesia was induced by injection of sodium pentobarbital and was perfused through the lateral ventricles of the brain. The opening over the cerebrum was fixed and maintained between sessions. The opening over the cerebellum was covered with sterile Gelfoam. The total amount of time the animal was generally anesthetized during this procedure was 15 to 30 min. The animal was then placed in a holding box and allowed to recover for at least two hours. It was then placed in the apparatus and tested for CRs. Most animals were tested on the first 10 to 20 trials (i.e., about 10 CS+ trials). If the animal did not make CRs within 100 trials they were removed from the apparatus and placed in the holding box for another hour. All animals made CRs within this subsequent recovery period. Data were obtained from an animal during two or three recording sessions. The recording sessions for a given animal occurred on a single day, with the animal being returned to a holding box between sessions. The opening over the cerebellum was rinsed with sterile saline between sessions and sealed with sterile Gelfoam.

During recording sessions rabbits were loosely restrained in a Plexiglas box with their head affixed to an aluminum frame by the implanted threaded rod. The Gelfoam overlaying the cerebellum was removed and the dura rinsed with saline. The dura was then incised to allow for glass microelectrodes to be introduced into the cerebellum. Single units were recorded with microelectrodes filled with 2 M NaCl and saturated with FCF green dye. Recording sites were marked with rhinophores of the FCF green dye by passing a 12 μA current for 5 to 10 min (electrode negative). Nociceptive membrane position data and cell activity were amplified and recorded on a Vetter Co. modified VCR (Model 420).

After the last recording session the animal received a lethal injection of sodium pentobarbital and was perfused through the aorta with isotonic saline followed by 10% formaldehyde solution. The brain was then removed from the skull and frozen sections were cut at 60 microns and mounted and stained with cresyl violet.

Data analysis

Recorded neural activity was window discriminated and fed to an Apple IIe computer. The computer detected discriminator pulses and noted the time of each pulse relative to the start of the trial (i.e., 350 ms prior to CS onset). At the same time, analog signals from the
NM transducer were digitized with an eight-bit A/D converter. Data were stored on floppy disks, eventually to be sent to a Sun Microsystems computer where they were stored on disk. Peristimulus-time histograms, peristimulus-time histograms and rasters were generated for each unit. The histograms and rasters could be based on CS+ trials, CS- trials, trials on which CRs occurred, trials on which no CRs occurred, or all trials.

In order to assess whether a cell showed short latency responses to the CSs, its activity immediately before and after CS onset was compared. Pre- and post-CS interspike interval distributions were generated from recordings 100 ms before and after CS onset averaged over both CS+ and CS- trials. The interspike interval distributions were then compared with a two-tailed Kolmogorov-Smirnov test (a = 0.05). Since the experiment-wise Type I error rate would be high using this procedure, peristimulus-time histograms of units with significant Kolmogorov-Smirnov outcomes were examined to ensure that the response was reliable and discernible. A similar procedure to detect changes in firing before and during CRs was used. Conditioned response onset was easily determined because of the low variability in the NM baseline position. Conditioned response onset was defined as the earliest time following CS onset that NM position was one standard deviation (SD) plus 2 A/D units away from the pre-CS position mean. A distribution of interspike intervals was then generated for the period of 150 ms before and 50 ms after CR onset. This distribution was then compared with the distribution of interspike intervals before CS onset using a two-tailed Kolmogorov-Smirnov test (y = 0.01). Histograms and rasters were then visually examined to confirm the statistical decision. Cells that met these criteria were called CR-related.

We determined the time of changes of neural firing rate using an edge-detection digital filter after Marr and Hildreth (1980). In the first step of the procedure, the cumulative sum of spike activity was low-pass filtered by convolving with a Gaussian. The cumulative sum for the jth time step was equal to $E_{j-1} \cdot g(t_{j}) \cdot g(t_{j})$, where $g$ was an impulse sequence representing spike activity and $g$ the mean number of spikes per time step in the pre-CS period. The time step was 1 ms.

The low-passed data were then differentiated to obtain firing frequency. These data were then passed through a third stage where the second derivative of the firing frequency was calculated. The points where firing frequency changed (the change-points) were then estimated by taking the zero-crossing of the output. Specifically, the filter was designed as follows:

$$f(x) = D^2 \cdot [D \cdot G + g](x),$$

where $D$ is the convolution operator, $D$ the derivative operator, $g$ the input to be filtered, $D$ the filtered output. $G$ is the Gaussian function $G(x) = (1/\sigma(2\pi)^{1/2}) \exp(-x^2/(2\sigma^2))$. This yields

$$f(x) = [(1/\sigma^2)(2\pi)^{1/2}(-x/\sigma^2 - 2x/\sigma^2 + x^2/\sigma^2) \exp(-x^2/(2\sigma^2))] \cdot g(x).$$

In practice $D^2G$ was sampled at 1-ms intervals and convolved with the cumulative sum of spike activity. $\sigma$ was set at 2.4 for all cells. The slope of $f$ at the zero-crossing is proportional to the degree of change in firing rate (Marr and Hildreth 1980). The cumulative sum of spike activity and $f$ were displayed on a graphics terminal and an operator could set a criterion for the slope at the zero-crossing above which the change-point was accepted as significant. The slope criterion was set at the same value for all trials for a given cell. An example of this procedure is shown in Fig. 1A for the cell whose rasters are shown in Fig. 9. The top trace of Fig. 1A shows the cumulative sum of spike activity and the bottom trace shows the filtered activity. This cell showed a decrease in firing when the CS was presented. The change-point in firing was defined as the zero-crossing of the filtered activity and is indicated by the vertical line. Once CR and spike-change onset times were obtained, the data was analyzed to determine if the unit was showing movement or stimulus related firing. Movement related activity was defined as activity whose onset time followed trial-by-trial variations in CR onset time. Stimulus related activity was defined as activity that did not shift when the CR shifted, but was time-locked to CS onset. Movement or stimulus relatedness was quantified using three variables: Variable $x$ was the difference between the stimulus onset and spike-change times. Variable $y$ was the difference between spike-change and CR onset. Variable $z$ was the difference between CS and CR onset. These three variables are illustrated in Fig. 1B.

One would expect the Pearson correlation coefficient between $x$ and $z$ ($r_{xz}$) to be high if activity was movement related and $r_{zx}$ to be high if the activity was stimulus related (Lamarre et al. 1983). However, Commenges and Seal (1986) point out that if the $r_{xz}$ is also positive one cannot simply compare $r_{xz}$ and $r_{zx}$ to determine if the activity is stimulus or movement related. To determine stimulus or movement relatedness, they suggest the use of the variance ratio (VR), $a_x^2/a_z^2$. If the cell is movement related, VR should be less than 1.
If it is stimulus related, VR should be greater than 1. VRs were computed for all CR-related cells.

Results

Recording locations

Electrode placement was guided by the characteristic electrical activity of different cerebellar areas. Examination of dye marks made at recording locations showed only infrequent recording locations outside the deep nuclei. One hundred sixty-five cells were located in the deep nuclei and the immediately surrounding regions, five in the cerebellar white matter, and six in the brainstem. Only the cells from the deep nuclei and the immediately surrounding regions are discussed in this paper. Figure 2 shows recording locations of these cells. Two units were recorded in the lateral zone of the fastigial nucleus, 93 in nucleus interpositus anterior (NIA), 11 in nucleus interpositus posterior, 34 in medial dentate, nine ventrally bordering interpositus, and 16 ventrally bordering dentate.

While the possibility of recording from cerebellar cortical afferents and efferents cannot be ruled out, the data suggest that the vast majority of recordings were from cell bodies. No units could be recorded until electrodes were 1 to 2 mm below the lowest cortical layer. This suggests that electrodes did not generally record activity in areas where only axons were present.

Spontaneous unit activity

Unit spontaneous activity was computed from the 350-ms period preceding CS onset and averaged across trials. The mean firing frequency across cells was 60.1 impulses/s (SD = 26.9; coefficient of variability = 0.51). The mean firing frequency of about 60 impulses/s for deep nuclear units is slightly faster than those reported for the cat or monkey which range from 42 to 56 impulses/s (Armstrong and Edgley 1984; Chapman et al. 1986; Cody et al. 1981). This comparatively higher rate of firing may be because baseline rates were estimated during the 20-s intervals between trials or it may be a result of species differences. With short intertrial intervals there is the likelihood that preceding trials influence the firing rate during the pre-trial measurement period.

Neural responses to the US

Examination of peristimulus-time histograms and rasters indicated that 77 cells (47% of the total) responded to the US. Figure 3 shows the response of four cells to the US. The arrow indicates the onset of the stimulus pulse and the filled square below each trace indicates the first spike that was evoked by the US. The latency of the responses ranged from 10 to 13 ms in these four cells.

The activity of the 77 US-responsive cells was examined on an oscilloscope to determine the onset latency...
of the neural response. Nictitating membrane response latencies were also noted. The distribution of neural response latencies is shown in Fig. 4. Figure 4 shows that neural response latency was bimodally distributed with peaks at 7 and 19 ms after US onset. The earliest spike responses were of shorter latency than the earliest NM responses. The mean neural response latency was 14.5 ms (SD = 8.1, range = 4-50 ms), and the mean NM latency was 14.6 ms (SD = 4.3, range = 9-34 ms).

The 77 US-responsive cells could be sorted into two groups on the basis of whether the first response to the US was an increase or a decrease in firing. Fifty-three cells bursted at US onset, and 24 cells slowed or ceased firing when the US was presented. The cells that increased firing to the US did not differ in latency from those that decreased firing to the US (Kolmogorov-Smirnov test).

**The effects of the US on ongoing CRs**

The effect of the US on NM position was a short-latency (10-20 ms), short-duration (100 ms) extension followed by a retraction to baseline. In those cases where CRs were being made during US application, i.e., on CS+ trials, the effect of the US was to interrupt the CR. The shortening of behavioral CRs was clearly seen during the recording periods of 60 of the 156 cells and is illustrated in Fig. 5. Figure 5A shows CS+ trials on which USs were presented, and Fig. 5B shows CS− trials, most of which containing CRs. Inspection of the two panels reveals that CRs on CS+ trials were of shorter durations than CRs on CS− trials. Thus, whereas US presentation elicited or enhanced NM extension, it was rapidly followed by a return of the NM to its retracted position. By contrast, CRs on CS− trials extended for several hundred milliseconds and returned to baseline slowly. It is clear that the shortening of CRs seen in this case was not artifactually due to the dynamics of the transducer, since neural activity paralleled performance of the CR.

Shortening of the CR was seen during the recording periods of 13 cells that showed both CR and US related activity. In eight of these cells the US produced responses that were opposite in polarity to the activity during the CR.

**Short-latency responses to the CSs**

For each cell, Kolmogorov-Smirnov tests, averaged over trials of both types were used to compare interspike intervals during the 100 ms preceding CS onset, with interspike intervals during the 100 ms after CS onset. In the event of a significant difference, peristimulus-time rasters and histograms were then inspected to confirm responses to the CSs. Thirty-eight cells showed significant responses to the CSs. However, for three of these cells the response appeared small or inconsistent in rasters and histograms. These three cells were excluded from further analysis. Of the remaining 35 cells, 20 increased firing at CS onset, while 15 slowed or ceased firing at CS onset. About half of the cells responded to the CSs with latencies less than 20 ms, irrespective of whether cells responded by an increase or decrease in firing. Nineteen cells responded with bursts, while 16 showed responses that lasted for the duration of the CS. Two cells showed much greater modulation to the CS+ than the CS−.

**Changes in neural activity during CRs**

Kolmogorov-Smirnov tests were used to detect changes in firing associated with CRs. This was done by comparing firing during a period 150 ms before to 50 ms after CR onset with pre-CS baseline. Eighty-one cells showed significant changes in firing by this criterion. However, seven of these cells showed significant changes only because the neural response started at CS onset and continued until CS offset. The responses of these seven cells were considered to be auditory responses, and they were excluded from further analysis. Data were excluded from six other cells because of high variability in firing patterns or because the data were obtained from less than three trials. The remaining 68 cells were classified as CR-related.

The lead-time of the neural response with respect to CR onset was estimated from cumulative sums of peri-CR time histograms. The lead times of three cells could not be
The effect of the US on CRs. Panel A shows the activity of a cell on CS+ trials and panel B the activity on CS− trials. The vertical lines through each panel indicate CS and US onset (the vertical line in panel B shows the time at which the US was presented on CS+ trials; no USs were given on CS− trials). The top section of each panel shows NM position traces, the middle section shows rasters of spike activity in the same order as the NM traces, and the bottom shows a histogram of spike activity. Bin width = 5 ms.

Fig. 6. The neural response lead of NM movement for deep nuclear cells estimated from cumulative sums of peri-CR time histograms. Negative times indicate that the neural response lagged CR onset determined because of the small amplitude of the neural response relative to baseline. For the remaining cells (N = 65) the times ranged from 191 ms to −12 ms, with a mean of 71.4 ms (SD = 46.0) and a median of 64 ms. A histogram of the lead-times for these 65 cells is presented in Fig. 6.

The lead-times were similar for cells that increased or decreased firing on CR trials. The lead-times for cells that increased firing on CR trials (N = 49) ranged from 191 ms to −12 ms, with a mean of 72.1 ms (SD = 46.3) and a median of 64 ms. The lead-times for the cells that decreased firing on CR trials (N = 16) ranged from 170 ms to −10 ms, with a mean of 68.9 ms (SD = 49.0) and a median of 68 ms.

Neural firing change-points related to variations in CR latency

Variance ratios were computed for the CR-related cells to determine how neural activity shifted as CR latency varied from trial to trial. Conditioned response onset and firing change-point latencies were obtained for 64 of the 68 CR-related cells. Four of these cells had two firing change-points per trial that could be differentiated with our algorithm. Variance ratios were computed for these 68 neural responses and their distribution is shown in Fig. 7.
Thirty-three VRs were less than one indicating that the neural responses were movement related. Thirty-five VRs were greater than one indicating that the neural responses were stimulus related. Sixteen VRs were less than 0.5, and 12 were greater than two (two of the 12 ratios greater than two were from the same cell). The recording sites for these 27 cells with the most extreme VRs are shown in Fig. 8. An example of a stimulus related interpositus cell (52a) is shown in Fig. 9. This neuron decreased its firing on trials on which CRs were made. This cell's VR was 3.39. The decrease in firing was time-locked to CS onset and was seen only on trials with CRs.

An example of a movement related NIA cell (48c) is shown in Fig. 10. This cell's activity increased on CR trials. No movement correlated activity was seen on trials without CRs. The change in activity led CRs by about 75 ms (value determined from peri-CR histogram). The VR for this cell was 0.48 indicating that the neural response shifted with shifts in CR latency.

Figures 9 and 10 also show that CR-related cells typically responded to the CS and US. The cell shown in Fig. 9 shows increased responding about the time of US-onset, and the cell shown in Fig. 10 increased responding at CS-and US-onset.

**Combinations of US, CS, and CR responses**

Figure 11 shows the various combinations of patterns of responses to the US, CSs, and CR in the form of a Venn diagram. Cells were partitioned on the basis of whether they responded to the US, CSs, and whether they were CR-related. Table 1 shows a more complete summary of Fig. 11 showing the direction or polarity of neural responses to trial events.

CR-related cells were equally likely to respond to the US (37/68, 54%) as non CR-related cells (41/97, 42%; \( \chi^2 = 1.42, p > 0.05 \)). However, CR-related cells were more...
### Table 1. Polarity of neural response for each combination of patterns to trial events

1. Responded to one of the events:
   - Responded to tone: 4 increased firing and 5 decreased firing
   - Responded to US: 26 increased firing and 11 decreased firing
   - Responded on CR trials: 16 increased firing and 5 decreased firing

2. Responded to two of the events:
   - Responded to tone and US: 2 increased firing to both, 1 increased to tone and decreased to US, 1 increased to the US and decreased to tone.
   - Responded to tone and on CR trials: 6 increased to both, 1 increased to tone and decreased to CR, 3 decreased to tone and increased to CR.
   - Responded to US and on CR trials: 11 increased to both, 4 increased to CR and decreased to US, 6 decreased to CR and increased to US, and 4 decreased to both

3. Responded to all three events:
   - Responded to US by increase in firing: 4 increased to CR and tone, 2 increased to CR and decreased to tone, 1 increased to the tone and decreased to the CR, and 1 decreased to both.
   - Responded to US by decrease in firing: 2 increased to CR and tone, 2 increased to CR and decreased to tone

---

**Fig. 10A, B.** A cell (48c) that showed movement related firing. Data presented as in Fig. 9

likely to respond to the CSs (22/68, 33%) than non CR-related cells (13/97, 14%; \( \chi^2 = 8.61, p < 0.05 \)). CR-related cells were also more likely to respond to both the CSs and US (12/68, 17%) than non CR-related cells (4/97, 4%; \( \chi^2 = 6.88, p < 0.05 \)). Similar \( \chi^2 \)-tests failed to show significant differences between stimulus and movement related cells in responsiveness to the CSs or US.

One prediction that a simple stimulus substitution view of classical conditioning makes is that the direction of modulation (i.e., whether firing increases or decreases) of a cell during a CR should be the same as the direction of modulation to the US. In the present study cells that showed movement related activity were about equally likely to modulate in opposite as in the same direction. Out of 19 cells that were movement related and showed US-evoked activity, 10 modulated in opposite directions during the CR and US.

### Discussion

The present investigation demonstrates that cerebellar deep nuclear cells respond to the US and CSs used in classical eye blink/NM conditioning. Forty-seven percent of the cells showed responses to the stimulation of the periorbital area used as the US. Unconditioned stimulus-evoked responses varied in latency from 5.5 to about 30 ms, with most cells responding within 15 ms. Twenty-four percent of the cells showed short latency responses to CS onset. These responses were typically seen to both the CS+ and CS−. Neural responses evoked by CSs were either a burst of spikes to CS onset or a tonic response that persisted for the duration of the CS. Forty-one percent of the cells were labelled CR-related since they fired when CRs were made. CR-related changes in firing led CR onset by an average of 71 ms. About half of the CR-related cells
The response of cells to the US is mediated by the trigeminal system, which conveys somatosensory information from the orbital area of the face. Trigeminal mossy fibers project to the cerebellum by three pathways. The first pathway is a direct projection from the trigeminal nerve. Jacquin et al. (1982) found labeled mossy fibers in Crus I and II, paramedian lobule, and dentate after HRP injection in the trigeminal ganglion. A second pathway is via the trigeminal complex. Ikeda (1979), Mantle-St. John and Tracey (1987), and Silverman and Kruger (1985) demonstrated labeling of oralis, interpolaris, caudalis, and principal sensory neurons after injections of retrograde tracers into lobules V and VI, and Crus I and II. Trigeminal neurons that project to the cerebellum do not send collaterals to the thalamus or tectum (Silverman and Kruger, 1985). A third projection from the trigeminal complex to the cerebellar cortex and NIA is via the lateral reticular nucleus (Dietrichs and Walberg 1987; McCrea et al. 1977).

Climbing fibers also carry facial somatosensory information. Walberg (1982) showed that all divisions of the trigeminal complex, except the principal sensory and mesencephalic nuclei, project contralaterally to the inferior olive. Courville et al. (1983) concluded that the major trigeminal projection to the inferior olive arises from pars interpolaris and caudalis and that the projection from pars oralis is sparse. The inferior olive projects to cerebellar cortex as well as the deep cerebellar nuclei (Dietrichs and Walberg 1986; Van der Want et al. 1989; Yeo et al. 1985).

The US responses seen in the present study could be the result of direct input from climbing or mossy collateral input or indirect input from cortical Purkinje cells. Darian-Smith et al. (1964) showed that trigeminal neurons respond to stimulation of their facial receptive fields with a latency of 3 ms. Lobule VI granule cells respond with a latency of 4 to 5 ms (Kassel et al. 1984), and lobule VI Purkinje cells respond with a latency of 5 to 8 ms to facial stimulation (Cody and Richardson 1979). These values are consistent with Woolston et al. (1981) who found a 1.3-ms conduction time from interpolaris to cerebellar cortex. Cody and Richardson (1979) found that climbing fiber responses in cerebellar cortex were elicited with 9 to 35 ms latency to stimulation of the face. Given these values, a direct trigemino-deep nuclear pathway would have a latency of less than 5 ms. Since the shortest US-elicited response observed in the present study was 5.5 ms, a direct trigemino-deep cerebellar nuclear pathway probably would not be involved in US-elicited neural responses. However, many of the US-elicited responses must have been mediated by mossy fibers because many deep cerebellar nuclei cells discharged before climbing fibers could become active.

In many cases the US decreased the duration of the behavioral CR and CR-related firing. This suggests that periorbital stimulation might serve to terminate CRs as well as serving as a US. It may be that the eye blink is controlled by two systems: a trigemino-motoneuronal system involved in unconditioned blinks and a cerebellar system controlling or modulating the CR. In the present preparation the US may modulate the CR-producing system so that the CR-producing system does not interfere with UR production.

**Neural responses to CSs**

One hypothesis of the cerebellum's role in classical conditioning is that it is the site of learning. Theories such as those of Marr (1969) and Albus (1971) contend that the cerebellum is a site where a CS is associated with a US. In these theories the CS and US converge onto Purkinje cells to produce the CR. While the present experiment was not designed to investigate the auditory responsiveness of the deep cerebellar nuclei, the results indicate that some deep cerebellar neurons show time-locked responses to the CSs. Some of these responses are seen only when CRs are made, and others are seen independent of CRs. The CS-locked responses that are independent of CR performance are probably sensory responses to the auditory stimuli.

Aitkin and Boyd (1975), Freeman (1970), and Huang and Burkard (1986) confirm that the cerebellum receives auditory inputs. These responses are widely tuned with most cells responding to tones phasically, although some tonic responses are seen (Aitkin and Boyd 1975; Huang and Burkard 1986). The responses seen in these auditory studies are similar to the responses seen in conditioning studies using auditory CSs. Berthier and Moore (1986) found that Purkinje cells respond similarly to auditory CSs differing in frequency by about half an octave. In the present experiment we found that deep nuclear cells respond similarly to the two tones used as CSs. About half of the cells showed phasic responses and half showed tonic responses.

---

**Fig. 11.** Venn diagram of combinations of responses to the US, CS (tone), and CR
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The auditory input to the cerebellum originates in the inferior colliculus and cerebral cortical area A11 and projects via the dorsolateral pontine nuclei (DLPN) to the cerebellar cortex (Huang and Burkard 1986). Recordings from DLPN confirm that DLPN neurons show broad tuning curves (Aitkin and Boyd 1978). A direct pathway from the cochlear nuclei to cerebellar cortex has also been described (Huang et al. 1982).

One problem for theories of cerebellar learning is that recordings of cerebellar afferents suggest that auditory inputs do not contain specific frequency information. If the Marr-Albus theories are correct, how can auditory differential conditioning occur in the cerebellum if afferents respond similarly to both the CS+ and CS−? It is possible that sensory information underlying a behavioral discrimination might reach the cerebellum through one of the anatomically demonstrated, but yet to be physiologically studied, pathways, e.g., the direct pathway from the cochlear nuclei to cerebellar cortex (Huang et al. 1982). Alternatively, the pathways already studied might utilize coarse codes that would allow Purkinje cells to extract specific frequency information at the level of the parallel fiber-Purkinje cell synapse.

The effect of shifts in CR latency on deep nuclear activity

In the present study about half of the cells that showed CR-related activity showed movement related firing, and about half showed stimulus related firing. The change in firing of the most movement related cells led the CR by about 60 ms. The timing of CR correlated activity seen in the present study was very similar to that of Chapman et al. (1986) who analyzed the activity of deep cerebellar nuclear cells during learned arm movements in monkey to visual, auditory, and somesthetics stimuli. Chapman et al. (1986) concluded that stimulus related cells are involved in triggering or initiating the movement and that movement related cells are involved in controlling the execution of the movement. Movement related cells recorded in the present study are also candidates for the production and control of the NM CR. These cells led the behavior by a sufficient amount of time to be causal and are highly predictive of its occurrence.

Conclusions

In sum, lesion and anatomical studies suggest that the cerebellum is involved in learning of the eye blink/NM CR (e.g., McCormick et al. 1982b; Yeo et al. 1985b). Electrophysiological studies show that the cerebellum receives convergent information about the CSs and USs used in classical conditioning (Berthier and Moore 1986; Foy and Thompson 1986). This evidence has been cited to support the hypothesis of Marr (1969) and Albus (1971) that associative motor learning occurs within the cerebellum (see also, Ito 1984). The present study extends these results by showing that the firing of some deep nuclear neurons was highly correlated with the performance of the CR. In addition, many of the deep nuclear cells that responded during CRs also responded to the CSs and US. Taken as a whole, the evidence suggests that CRs are formed and generated within the cerebellum. However, most deep cerebellar nuclear neurons in the present study showed short latency auditory responses that did not discriminate between the CS− and CS+, a result that is consistent with other studies that show that the cerebellum receives only broadband auditory inputs (e.g., Aitkin and Boyd 1975). This broadband tuning would imply that mechanisms whereby CRs are suppressed to a CS− which is physiologically similar to the CS+ involve systems extrinsic to the cerebellum.
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Implementing Connectionist Algorithms for Classical Conditioning in the Brain

John W. Moore
University of Massachusetts

ABSTRACT

Simple connectionist models of learning that conform to the Widrow-Hoff rule can be parameterized and extended to describe real-time features of classical conditioning. These features include the dependence of learning on the moment-to-moment status of input to the computational system and on the desired topography of its output. Using the classically conditioned nictitating response (NMR) of the rabbit as a prototypical system, my coworkers and I have devised models that successfully meet these real-time criteria. Two models and neural network architectures are described. The first consists of a single neuron-like processor with learning rules based on the Sutton-Barto model. The second consists of two neuron-like units with input based on a tapped-delay line representation of stimuli. Using anatomical and physiological data, both network models can be aligned with brain stem and cerebellar circuits involved in classical NMR conditioning. These models and their implementation in the brain have testable empirical consequences.

This chapter illustrates how computational models based on abstract neural networks can provide insights into questions such as where in the brain learning occurs and the mechanisms that bring it about. It serves as a tutorial on aligning quantitative learning theory with physiology, thereby establishing a potential conduit for communication between molar and molecular levels of analyses. One might say that such efforts are about bringing abstract models to life in real nervous systems. Specifically, it brings together two lines of research: (a) studies of brain circuits underlying classical conditioning of a simple skeletal response, the rabbit nictitating membrane response (NMR), and (b) developing computational models applicable to real-time conditioning phenomena such as response
topography and CS-US interval effects. Our work stands on a foundation provided by the “extended laboratory” (Gabriel, 1988) of those who investigate classical eye blink/NMR conditioning (Gormezano, Prokasy, & Thompson, 1987).

This chapter also illustrates Churchland’s (1986) point that a theoretical dimension can be added to the neurosciences through a process of coevolution. Theories, expressed as computational algorithms, can guide decisions about where best to invest experimental resources. Behavioral neuroscientists regard the preparations they investigate as model systems, and therefore they are not indifferent to the broader implications of their work. However, they believe that exploring these implications requires understanding the model system at multiple levels. At the computational level, this understanding is expressed in terms of algorithms capable of simulating how the system behaves under a range of environmental challenges. Production systems have this capability. More interesting and useful in the long run are algorithms that emulate what actually occurs in the brain to cause the system to behave as it does.

I shall recount some of the steps my colleagues and I have taken in evaluating models of classical conditioning and casting them in terms of neural networks that might convincingly be implemented in real brains. By this I refer to discovering alignments between models and what is known of the anatomy and physiology underlying a given CR. I say “a given CR” because we are concerned primarily with developing theoretical frameworks useful to neuroscientists. As neuroscientists, our interest in theory cannot stray very far from the nerves and bolts of our experimental work. As neuroscientists, workers in the extended NMR conditioning laboratory seek a deep understanding of classical conditioning. Such an understanding demands rigorous theoretical expression, and thus NMR conditioning has been approached from three directions—behavior, biology, and computation. The overarching objective is to integrate these approaches in much the same way that ocular motor physiologists have done with saccadic eye movement and vestibular ocular motor reflexes (Robinson, 1981, 1989). The ocular motor example is apt because of shared anatomical systems.

Before proceeding, some comment about the title is in order. The title speaks of implementing connectionist algorithms1 in the brain. Others have applied the term instantiation to this process. When considering the dictionary definitions of these two terms, I find implementation more apt. According to Webster’s New Collegiate Dictionary, the infinitive “to instantiate” means “to represent an abstraction by a concrete example” whereas “to implement” means “to provide instruments or means of expression.”

I would argue that instantiation is a prerequisite to implementation. To illust
experimental evidence than to seek consensus on what the evidence means. What, then, of experimental facts that are in dispute, and which disputes are most crucial to resolve? A good model and implementation scheme should tell us.

NEUROBIOLOGICAL BACKGROUND

Much of the difficulty in addressing questions of loci and mechanisms of learning arises from a reliance on lesion data and other indirect evidence. Although lesion data are vitally important, they have left workers in this field with some puzzles that will not be easily resolved. These unresolved issues are important for implementing neural network models of NMR conditioning in the brain. Before considering them, let us review the facts that I believe are not in dispute.3

- Telencephalic brain regions and structures are not essential for acquisition, maintenance, or performance of the CR. Telencephalic regions that have been the focus of lesion studies include neocortex, hippocampal formation and other components of Papez circuit, basal ganglia, thalamus, and hypothalamus. At the midbrain level, lesion studies have shown that tectum, tegmental reticular formation, substantia nigra, and periaqueductal grey, to mention a few involved structures, are not essential for conditioning. The only essential midbrain structure identified to date is red nucleus (RN).

- Metencephalic brain regions, the cerebellum and brain stem, are essential for the acquisition, maintenance, and performance of CRs. Within the metencephalon, researchers agree that the following subset of structures are essential for expression of robust CRs with normal topography: (a) Cerebellar cortex, specifically the region designated by anatomists as hemispherical lobulus VI (HVI); (b) cerebellar nucleus interpositus, specifically the anterior region (NIA); (c) magnocellular RN, specifically the portion that represents the facial region around the eye; (d) inferior olivary nuclei; specifically the dorsal accessory olive (DAO), which represents the facial regions around the eye and sends climbing fibers to HVI and NIA.

- Lesions that disrupt or eliminate CRs in one eye need not affect acquisition or performance of CRs by the other eye. Nor do such lesions interfere with the normal savings of trials to criterion when the US is no longer applied to the affected eye but is switched to the other eye. Since savings can be demonstrated, it is clearly the case that lesions do not impair some general capacity to acquire and store information.

- To a surprising degree, lesions that disrupt or eliminate CRs do not affect the UR, although there may be small modulations of UR amplitude that are understandable in light of known anatomy and physiology.

- The reflex pathways mediating the CR and UR involve motoneurons that innervate the extraocular muscles, especially the retractor bulbi muscles. Most retractor bulbi motoneurons lie in the accessory abducens nucleus (AAN) and are innervated by nearby second-order sensory neurons of spinal trigeminal nucleus pars oralis (SpOv). Although the brain stem components of these circuits have been well characterized both anatomically and physiologically, the nature and extent of the cerebellum's contribution remains an active area of research. There is strong evidence, outlined later, that the cerebellum makes a substantial causal contribution to the generation of CRs.

Workers in the extended laboratory of the conditioned NMR have proposed various tests to determine whether CR-disrupting lesions or pharmacologic interventions involving critical metencephalic structures affect learning or performance. CR-disruption might be due to any number of factors unrelated to learning—these might all be subsumed under the heading “performance factors”: (a) motor deficit, (b) sensory deficit, (c) disruption of timing, (d) attentional deficit. Motor deficits can be eliminated as a cause of CR disruption to the extent that the UR remains unaffected (over a range of US intensities). Sensory deficits can be eliminated to the extent that CRs are disrupted with different CS modalities. Attentional deficits can be ruled out to the extent that CRs occur in the contralateral eye. Disruptions of timing can be assessed by varying the CS-US interval (Desmond & Moore, 1982).

Researchers do not agree on whether any brain region identified as crucial for the performance of robust CRs, such as the cerebellum, is actually involved in the learning process or, indeed, whether learning also depends on the integrity of other structures (Desmond & Moore, 1986). One possibility is that "learning the connection between a CS and the US" occurs within Purkinje cells (PCs) of cerebellar cortex, specifically at parallel fiber synapses. Contending views are that the critical connections are formed within the deep cerebellar nuclei or brain stem. It is well to get these issues in front of us before introducing implementation schemes. Thus armed, the reader can better judge their strengths and weaknesses. Some unresolved issues regarding the lesion data are reviewed here.

- Do the neural commands (motor programs) that result in a CR originate in the cerebellum? That is, can it be said that the cerebellum is a proximal cause of CR topography? We have recently performed a linear systems analysis of the relationship between the firing rate of single neurons in NIA and the position of the NM during conditioning trials (Berthier, Barto, & Moore, 1988). Regarding
a causative link, we find that in some NIA cells the relationship between rate of firing and position of the NM can be modeled by a nonrecursive (causal) digital filter (Hamming, 1983). Using a related approach, we estimate the transfer function between neural activity and NM position, and from this it is possible to write a differential equation relating the two variables. Some NIA cells with CR-predictive firing yield equations for second-order systems. These equations relate a cell's firing rate to the acceleration, position, and velocity of NM movement. It is worth noting that NM movement is linearly related to eyeball retraction. In fact, the sweep of the NM over the eye is caused by retraction of the globe. The mechanics of eyeball retraction are those of a Voight element consisting of elastic and viscous components, a classic textbook example of a second-order linear system. Hence, it is perhaps not surprising that equations relating the firing of some NIA cells to the conditioned NMR are those of second-order linear systems.

- Do lesions of cerebellar cortex produce a complete and permanent loss of a previously acquired CR? This question is important in itself, but especially so because of the well-known theories of Marr (1969) and Albus (1971), who independently suggested that motor learning, including classical conditioning, involves cerebellar cortex in a fundamental way. Yeo and his colleagues were the first to show that HVI lesions disrupt CRs, typically by either eliminating them altogether or greatly reducing their amplitude (Yeo, Hardiman, & Glickstein, 1984). These studies have been extended to show that lesions of HVI must be complete in order to eliminate small amplitude responses that would normally be counted as CRs and to prevent recovery after extended post-operative training (Yeo & Hardiman, 1988). Lavond, Steinmetz, Yokitis, and Thompson (1987) report small amplitude CRs and recovery following extended training in cases where HVI removed appears to have been complete, and so the issue remains in question.

- Do lesions of the inferior olivary nuclei cause a progressive decline of the CR resembling extinction as some investigators claim (McCormick, Steinmetz, & Thompson, 1985), or is it the case that such lesions merely disrupt normal cerebellar functioning and in this way bring about an immediate detrimental effect on performance (Yeo, Hardiman, & Glickstein, 1986)? This issue is as yet unresolved because experiments have yielded conflicting results. If lesions of the inferior olivary nuclei, particularly DAO, do result in experimental extinction, then this would support models built on the idea that climbing fibers from DAO to cerebellum carry the reinforcement signal from the US to sites of learning.

- Does stimulation of the DAO provide a reinforcing signal for learning in cerebellar cortex (Steinmetz et al., 1989)? Or is any learning in the cerebellum confined to NIA, which receives climbing fiber collaterals from DAO? Related to this question is the possibility that stimulation of DAO does not reinforce learning in the cerebellum at all. It may merely stimulate brain stem elements of the reflex pathway underlying the UR where learning might occur (Bloedel, 1987; Yeo, 1989).

There are other issues to be resolved among workers in the extended laboratory of the conditioned NMR. I have mentioned only those that bear on evaluating the implementation schemes suggested for each of the models outlined in subsequent sections. Each model has its own implementation scheme. They both assume that learning occurs through Hebbian mechanisms that involve synaptic modification through convergence of CS and US information onto single neurons (Byrne, 1987). They both assume that these synaptic modifications occur in cerebellar cortex (HVI) and that CRs are initiated by the action of PCs on NIA cells to which they project. The implementation for the SBD model assumes that learning occurs in cerebellar cortex, but one synapse before the PC or output stage (Moore & Blais, 1989a, 1989b, 1989c). The other model, designated VET, is more complex and assumes that learning occurs within the brain stem as well as in cerebellar cortex. The cortical component assumes that learning occurs through modification and parallel fiber/PC synapses. In addition, it assumes that learning also occurs at the synapses of parallel fibers and Golgi cells (Moore, Desmond, & Berthier, 1989).

THE SBD MODEL

The SBD model has been described in detail elsewhere (e.g., Moore et al., 1986; Moore & Blais, 1989a, 1989b, 1989c), and so a brief summary will suffice. The model is based on a single neuron-like processing unit that receives input from many potential CSs and a US. The processing unit adjusts the weights (synaptic efficacies) of the CS input so that future output of the unit matches its current output.

Equation 1 specifies that the output of this system, denoted $s(t)$, equals the weighted sum of its input from potential CSs and the US. The variable $s(t)$ is a linear function of its weighted input only within an allowed range imposed by the fact that the NM can only move so far (about 10 mm) as the eyeball retracts. A CS's contribution to the output of the element is computed as the product of the current strength of its representation, denoted $s(t)$ in the model, and a corresponding "synaptic" weight denoted $V_i$. Formally, the output of the system at time $t$, denoted $s(t)$, equals the weighted sum of input from all CSs, where $s(t)$ refers to the magnitude of $CS_i$, $i = 1, \ldots, n$, at time $t$:

$$s(t) = \sum_i V_i s_i(t) + \lambda'(t). \quad (1)$$

$\lambda'(t)$ is the US's contribution to $s(t)$.

In Equation 1, $s_i(t)$ represents the activation level of the $i$th member of a set
of potential CSs at discrete times \( t \) after onset (\( t \) represents successive time steps of 10-msec duration). The following specifications for \( x \) were dictated by two contraints: (a) generation of realistic response topography for a forward-delay paradigm with a favorable CS-US interval, and (b) generation of realistic inter-stimulus interval (ISI) functions. The optimal CS-US interval for NMR conditioning is generally taken to be 250 msec (Gormezano, 1972). When the CS begins, \( x = 0.0 \). It remains at 0.0 until \( t = 7 \), i.e., 70 msec after CS onset. At this point, \( x \) begins to increase in an S-shaped fashion. It levels off to a maximum value of 1.0 by \( t = 30 \) (300 msec after CS onset) and remains at this value until CS offset, at which time \( x \) begins to fall exponentially back to 0.0. Thus, according to Equation 1 the output of the model, \( s(t) \), to CS, conforms to the temporal map or template provided by \( x \). As the number of training trials increases, the variable \( V(t) \) increases, and the CR becomes increasingly robust. This process is reversed over a series of extinction trials.

Learning in the SBD model follows a modified Hebbian rule that states that changes of the synaptic weight of CS, \( \Delta V \), are proportional to the difference between the current output, \( s(t) \), and the trace of preceding outputs, \( \bar{s}(t) \). At time \( t \), \( \Delta V \) is computed as follows:

\[
\Delta V(t) = c(s(t) - \bar{s}(t)) \xi(t),
\]

where \( c \) is a learning rate parameter, \( 0 < c < 1 \).

The factor \( \xi(t) \) in Equation 2 specifies the degree to which the "synaptic junction" corresponding to CS, is eligible for modification (Sutton & Barto, 1981). \( \xi \) is driven by the variable \( x(t) \); After CS onset, it increases with the \( x \), but with a lag of 30 msec. It remains at full strength as long as the CS is on and begins to decay to a baseline value of zero 30 msec after CS offset. The rate of this decay is inversely related to CS duration whenever CS exceeds 250 msec.

Equation 2 does not contain an explicit term for the reinforcing action of the US. The US is important only insofar as it affects the term \( s(t) - \bar{s}(t) \). The interaction of the two time-dependent variables associated with CS, \( x(t) \) and \( \bar{s}(t) \), together with \( s(t) - \bar{s}(t) \), govern the rate of learning and shape of ISI functions. Trial-wise learning curves reflect accumulated net changes in \( V \), occurring within each trial. Such changes occur before and after the occurrence of the US. For example, given the 10 msec time step used in our simulations (e.g., Moore et al., 1986), a trial with an ISI of 350 msec might involve over 400 computations of \( \Delta V \).

The term \( \beta(t) \) in Equation 2 can be thought of as a short-term decaying trace of the system's output from previous time steps. Alternatively, it can be interpreted as a prediction or expectation of output based on previous output. It is computed as follows:

\[
\bar{s}(t + 1) = \beta \bar{s}(t) + (1 - \beta)s(t),
\]

where \( 0 < \beta < 1 \).

Simulation studies indicate that, with a 10 msec time step, optimal performance of the model requires that \( \beta \) be on the order of 0.6–0.7 (Blais & Moore, 1987). With \( \beta \) in this range, Equation 3 approximates the inhibitory action of cerebellar Golgi cells on information flow through the granular layer of cerebellar cortex (Eccles, Sasaki, & Strata, 1967). This coincidence was exploited in implementing the model (Moore & Blais, 1989a, 1989b, 1990c).

The foregoing assumptions enable the SBD model to simultaneously generate response topographies and ISI functions for both trace and forward-delay conditioning paradigms (Moore et al., 1986). In addition, it retains the original Sutton-Barto model's ability to describe multiple-CS phenomena such as blocking, higher-order conditioning, and conditioned inhibition (Barto & Sutton, 1982; Sutton & Barto, 1981). In agreement with experimental literature (Miller & Spear, 1985), the model does not predict extinction of conditioned inhibition.

Implementing the SBD model

Moore and Blais's (1989a, 1989b) implementation of the SBD model is summarized in this section. We required that the implementation scheme meet the following criteria: (a) It had to involve the cerebellum and be consistent with its anatomy and physiology. (b) It had to account for the lesion data, namely the fact that lesions of cerebellar cortex (HVI) or associated brain stem circuits virtually eliminate the CR. (c) It had to propose neuronal loci where the learning rule (Equation 2) might be implemented. This meant proposing sites where CS information, the variable \( s \), converges with the reinforcement signal, \( r - s \). (d) It had to propose schemes for computing \( s \) via Equation 3 and \( s - r \). The last item held the key. Once overcome, the rest of the implementation fell into place.

Turning now to the details of the implementation, the output variable \( s \), which expresses the form of the CR and is used in the learning rule, is generated by the action HVI PCs on neurons in NIA to which they project. Evidence supporting this construction was reviewed earlier. Next, \( s \) is transmitted with high fidelity through each of the synaptic inputs leading to AAN motoneurons and generation of the peripherally observed CR. One synapse before this stage, within this system, SpO/V, an effector copy of \( s \) peels off and ascends back to HVI via mossy fibers. This effector copy of \( s \) consists of two streams. One stream passes through the granular layer without modulation by Golgi cells. This stream gives rise to parallel fibers (axons of granule cells) that carry \( s \) information to other circuit components, including Golgi cells that modulate the other \( s \) stream. This modulation computes \( s \) (see Moore & Blais, 1989a, 1989b, 1990c) and gives rise to parallel fibers carrying \( s \) information.

The existence of separate parallel fibers that carry \( s \) and \( s \) information, respectively, allow for computation of the reinforcement factor in Equation 2, \( s - s \), by Golgi cells. These Golgi cells are distinct from those that compute \( s \). The computation of \( s - s \) occurs as follows: Golgi cells receive two simultaneous
inputs from parallel fibers: an excitatory (depolarizing) input from the \( s \)-carrying parallel fibers mentioned above and an inhibitory (hyperpolarizing) input from axon collaterals of PCs activated by \( s \)-carrying parallel fibers mentioned above. Notice that the algebraic sum of these inputs is \( x - s \), but because Golgi cells are inhibitory neurons, the effect of their axonal output on granule cells is proportional to \( x - s \), as required by the model.

In the implementation scheme, this output is directed to granule cells, different from those mentioned previously, which are activated by CSs via mossy fibers. CS information has been preprocessed such that the input to these granule cells from mossy fibers is proportional to the variable \( x \). The eligibility factor used in the learning rule, \( \xi \), presumably resides within \( x \)-activated granule cells (Sutton & Barto, 1981). Thus, these granule cells receive convergent input from mossy fibers carrying \( x \)-information and Golgi cell input carrying \( s - \xi \)-information. This convergence allows for implementation of the learning rule for updating \( V \) by modified Hebbian mechanisms assumed by the model. The output of these granule cells is proportional to \( V_x \), which in the one-CS case is equal to \( s \).

Parallel fibers arising from these granule cells convey \( V_x \) to basket cells and PCs. The basket cells, which are inhibitory neurons, send axons to PCs on an adjacent, previously unmentioned group of parallel fibers. As \( V_x \) increases after CS onset, the accompanying increase in activation of basket cells causes the firing of PCs on the adjacent group of parallel fibers to decreases below their baseline firing. This decrease causes disinhibition of neurons in NIA, to which they project. This, in turn, causes NIA cells to increase their firing rate and send an excitatory pulse of activation proportional to \( s \) through the efferent pathway for expression of the CR described previously. The penultimate link in this sequence are neurons in SpoV that return the current value of \( s \) to HVI for the next computation of \( \Delta V \).

Implications of the SBD Model

The complexity of the implementation scheme stems from considerations of anatomy and physiology. These considerations are elaborated elsewhere (Blazis & Moore, 1987; Moore & Blazis, 1989a, 1989b, 1989c). The most compelling evidence for the scheme comes from Berthier and Moore's (1986) study of how PCs in HVI respond during NMR conditioning.

Berthier and Moore (1986) recorded from single PCs in HVI during the asymptotic stages of two tone differential conditioning. PCs with CR-related firing patterns could be classified as either increasing or decreasing their baseline firing whenever a CR occurred. Three cells increased firing for every one that decreased firing. Firing patterns of PCs could also be classified as either preceding or occurring simultaneously with CRs. All of the PCs that decreased their firing did so before the CR occurred, as would be necessary if their activity were responsible for initiating CRs. PCs that increased their firing before the occurrence of CRs are implied by parallel fibers carrying \( V_x \) information. PCs that increase their firing simultaneously with CRs are implied by the two streams of \( s \)-carrying efference from SpoV used in the computation of \( s - \xi \). It remains to be determined whether we can objectively discriminate increases in PC firing that mirrors \( s \) from that mirroring \( \xi \). This caveat aside, the frequency distribution of firing patterns observed by Berthier and Moore (1986) are accounted for by the implementation scheme.

Behavioral Predictions

The SBD model predicts that the rate of CR acquisition in a trace conditioning paradigm (but not a forward-delay paradigm) is an increasing function of CS duration, provided the interval between CS offset and US onset (trace interval) is sufficiently long, e.g., 300 milliseconds or more. The prediction follows directly from the model's assumption that the eligibility factor in the learning rule, \( \xi \), decays at a rate that is inversely related to the duration of the CS. The prediction is counterintuitive because it states that acquisition can be faster with a longer-than-optimal ISI than one nearer to optimal. Preliminary studies with an acoustic CS (Blazis & Moore, 1989) have borne out this prediction, but only when the CS is sufficiently intense (e.g., 80 dB). The prediction is not supported with a CS on the order of 60 dB. In this case, acquisition rate appears to be dominated by ISI instead of CS duration, as in forward-delay conditioning.

I mention this particular experiment in order to point out that the SBD model does not yet provide a complete account of NMR conditioning. In this case, the model is incomplete because it says nothing about how CS intensity affects the variables \( x \) or \( \xi \). Part of the motivation for the experiment discussed earlier was to obtain information on how to incorporate these effects into the model. The SBD model also fails to take account of processes that might occur within intertrial intervals, for example, the "consolidation" effects from studies showing that rate of conditioning is a direct function of intertrial interval (Moore & Gomezano, 1977).

Physiological Predictions

The most important prediction from the implementation scheme is that learning occurs within the granular layer of cerebellar cortex. Testing this prediction will require experiments on cerebellar slices using designs similar to those employed by Coulter and Disterhoft to investigate long-term effects of NMR conditioning on hippocampal pyramidal cells (e.g., Coulter et al., 1989). It also remains to be proven that SpoV cells that fire in relation to CRs actually send collateral efference copy mirroring CR waveform to HVI. All we can say with confidence at this point is that cells in SpoV exist that show CR-related firing of the kind

---

1 For discussion of this point, see Moore and Blazis (1989c).
needed to provide HVI with a current copy of the variable $s$ (Ricciardi, Richards, & Moore, 1989). We also know that some SpO2 cells send mossy fibers to HVI. We do not know that the two categories actually overlap.

The implementation scheme does not assign a role in learning to climbing fiber inputs from DAO. Additional studies are needed to determine whether this is justified. One reason for discounting the possible contribution of climbing fibers is that their low firing rate makes them poor candidates for providing an effective copy about $s$ for implementation of the learning rule. In addition, very few PCs observed by Berthier and Moore (1986) responded with a complex spike, indicative of climbing fiber input, when the US occurred. Nevertheless, the possibility that climbing fibers are important for learning cannot be ruled out without further experimental work (Io, 1989; Moore & Berthier, 1987). In fact, Moore et al.’s (1989) implementation of the VET model, reviewed in the next section, assumes that learning in the cerebellum is reinforced by climbing fiber input elicited by the US.

**THE VET MODEL**

The SBD model is able to simulate response topography because it assumes that every potential CS provides the system with a fixed pattern of activation that serves as a template for the CR. We have speculated about how templates might be formed and the possible contributions of other brain regions, especially the hippocampus, to this process (Blazis & Moore, 1987). The SBD model basically sidesteps this issue. In addition, it is incapable of adaptively changing CR topography so as to simulate a number of paradigms. The SBD model cannot yield appropriate CR waveforms for the following cases:

* Trace conditioning. CR waveforms should peak just before the occurrence of the US, as in forward-delay paradigms, but the dynamics of the variable $x$ do not permit this to happen. Instead, CR waveforms begin to fall toward baseline when CS offset occurs.

* Forward-delay conditioning with long CS-US intervals. The SBD model cannot simulate inhibition of delay. Since CR-waveform mirrors the template provided by the variable $x$, its latency and form are not influenced by the CS-US interval.

* Multiple CS-US intervals. Training with multiple CS-US intervals yields complex CR-waveforms. For example, a study by Millenson, Kehoe, and Gormezano (1977) showed that training with randomly mixed trials having CS-US intervals of 200 and 700 milliseconds gives rise to CRs with two peaks, each centered at a time of US onset.

The VET model overcomes these deficiencies. It is able to simulate appropriate CR waveforms for these cases because of features absent in the SBD model. These features include the following:

* CSs are provided with a temporal dimension through tapped delay lines that encode, not only the source of the stimulus, but also the time since the stimulus began. Another set of tapped delay lines encodes the time since the stimulus ceased. Hence, the model has timed-tagged input elements for both stimulus onset and offset (Equation 4).

* There are two neuron-like processing units that receive convergent input from CSs and the US. One unit (designated V) is the output device (Equation 5). It has modifiable synaptic weights that are changed according to an LMS rule resembling the Rescorla-Wagner model (Equation 6). The main difference from the Rescorla-Wagner model is that weight changes depend on local eligibility factors (Equation 7), a global ISI parameter (Equation 8), and on an additional reinforcement signal reflecting the expected time of occurrence of the US (Equation 9).

* This additional reinforcement signal is computed by the other processing unit, designated the E unit, which learns when the US occurs. Like the V unit, the E unit receives convergent input from CSs and the US, and it has modifiable synaptic weights that are changed according to a simple linear difference equation (Equation 11) that includes local eligibility factors (Equation 10) and the global ISI parameter defined in Equation 8.

A more formal treatment follows:

Architectural assumptions for the network have been described in detail elsewhere (Desmond & Moore, 1988; Moore et al., 1989). Basically, the onset and offset of each CS begins activation of separate tapped delay lines. The elements in the delay line are referred to as $x_{\text{on}}$ elements because each element can be referenced by (a) its CS $(i)$, (b) whether it is activated by the onset $(j = 1)$ or offset $(j = 0)$ of the CS, and (c) its index within the delay line $(k)$. For example, element $x_{\text{on}}(i)$ belongs to the offset delay line for CS $i$, and is the eighth element activated in the delay line. The output of an $x_{\text{on}}$ element (which is either 1 or 0) at time $t$ is designated $x_{\text{on}}(i,t)$.

The $x_{\text{on}}$ tapped delay line elements are activated sequentially, with a new element recruited every time step (10 ms). When activated, an $x_{\text{on}}$ element changes value from 0 to 1, and remains at 1 for 10 time steps. Thus, for each trial beginning at time $t = 1$:

$$
x_{\text{on}}(i,t) = 
\begin{cases} 
1 & \text{if } r_i + k - 1 \leq t < r_i + k + 9, \\
0 & \text{otherwise}
\end{cases}
$$

where $r_i$ is the onset time $(j = 1)$ or offset time $(j = 0)$ of CS $i$ ($x_{\text{on}} = 0$ is CS $i$ is not presented).

\[4\]
In addition to the \( x_{\omega} \) elements, the network has two higher order processors designated the V unit and E unit. Each \( x_{\omega} \) element gives off two taps, one of which projects to the V unit and the other to the E unit. The latter connections are modifiable, and the weights for these connections are referred to as \( V_{\omega} \) and \( E_{\omega} \). All other connections are non-modifiable; these include: US connections with the V and E units, an E-unit projection to the V unit, and connections between adjacent \( x_{\omega} \) elements in the delay line.

The output of the network, \( s(t) \), is derived from the US input and from the weighted sum of the V unit inputs, and is defined as:

\[
s(t) = \sum_{i} \sum_{\omega} V_{\omega}(t)x_{\omega}(t) + L(t)
\]  

(5)

where \( s(t) \) is confined to the closed unit interval.

Changes in the \( V_{\omega} \) weights are given by the following expression:

\[
\Delta V_{\omega}(t) = c(L(t) - R(t))h_{\omega}(t)\delta_{L}(t).
\]  

(6)

where:

- \( c \) is a rate parameter, \( 0 < c \leq 1 \).
- \( L(t) \) is the reinforcement, \( 0 \leq L(t) \leq \lambda \), where \( \lambda \) is analogous to the strength of the reinforcement during conditioning, \( 0 < \lambda \leq 1 \). \( L(t) = 0 \) until the US occurs, at which time \( L(t) = \lambda \).
- \( R(t) = \sum \sum \sum V_{\omega}(t)x_{\omega}(t) \), and is confined to the closed unit interval.
- \( h_{\omega}(t) \) constitutes an eligibility trace for each \( V_{\omega} \) synapse, \( 0 \leq h_{\omega}(t) \leq 1 \). This term has maximum value at the onset time of the element and decays geometrically. It is computed as follows:

\[
h_{\omega}(t) = \begin{cases} 
1.0 & \text{if } t = \tau_{v} + k - 1; \\
(0.8)h_{\omega}(t-1) & \text{if } t > \tau_{v} + k - 1; \\
0.0 & \text{otherwise},
\end{cases}
\]  

(7)

\( \delta_{L}(t) \) is an overall CS eligibility for onset and offset processes, \( 0 \leq \delta_{L}(t) \leq 1 \). This function governs the rate of conditioning that occurs at a given interstimulus interval. \( \delta_{L}(t) \) is globally available to all \( V_{\omega} \) and \( E_{\omega} \) synapses. The equations described below approximate the empirically observed inverted-U-shaped function found in rabbit nictitating membrane conditioning:

\[
\delta_{L}(t) = \begin{cases} 
(0.05)(t - \tau_{v}) - 0.25 & \text{if } \tau_{v} + 6 < t \leq \tau_{v} + 25; \\
(-1/475)(t - \tau_{v}) + (300/475) & \text{if } \tau_{v} + 25 \leq t \leq \tau_{v} + 500; \\
0.0 & \text{otherwise},
\end{cases}
\]  

(8)

\( r(t) \) is the output of the E unit, and represents the temporal expectation of reinforcement, \( 0 \leq r(t) \leq \lambda \). It is defined as follows:

\[
r(t) = \max \{ E_{\omega}(t)\Delta x_{\omega}(t) \mid i = 1, \ldots, n; j = 0, 1; k = 1, \ldots, N \}
\]  

(9)

where:

\[
\Delta x_{\omega}(t) = \begin{cases} 
1 & \text{if } x_{\omega}(t) - x_{\omega}(t - 1) = 1; \\
0 & \text{otherwise},
\end{cases}
\]  

(10)

and \( E_{\omega} \) are the connection weights of the input elements onto the E unit. Changes in these weights are given by:

\[
\Delta E_{\omega}(t) = c[L(t) - r(t)]\Delta x_{\omega}(t)\delta_{L}(t)
\]  

(11)

Implementing the VET Model

The implementation criteria for the VET model were the same as for the SBD model. The two schemes share many common features, e.g., they both assume that CRs are generated by the disinhibiting action of HVI PCs on NIA neurons, and Golgi cells play a crucial role in both. The scheme assumes that the time-tagged input elements associated with a CS ascend to cerebellar cortex via mossy fibers. They synapse within the granule layer, and with no modulation are assigned to a corresponding set of parallel fibers. The parallel fibers that carry CS information synapse on both PCs and Golgi cells. Notice that the implementation assumes that the tapped delay line architecture exists outside the cerebellum, possibly within the brain stem reticular formation (Scheibel & Scheibel, 1967). The anatomical justification for this assumption is discussed elsewhere (Desmond & Moore, 1988; Moore et al., 1989).

These synapses are modifiable. Synapses on PCs are sites where Equation 6 is implemented, and hence these cells are the V units. Synapses on Golgi cells are sites where Equation 11 is implemented, and hence these cells are the E units. Both sets of modifiable synapses are changed when the US occurs to the extent that they are eligible. The US triggers a climbing fiber volley that causes these synapses to undergo synaptic depression via mechanisms of long term depression (LTD) identified by Ito (1989) and others (e.g., Crepel & Krupa, 1988). With learning, CS input causes V and E units to decrease their base rate of firing. For V units, this decrease initiates a CR. For E units, this decrease disinhibits certain granule cells. These granule cells receive input from brain stem neurons, possibly in SpOv, which also undergo learning due to the convergence of CS and US information. Although no learning rule is specified, the SBD (or SB) model suffices provided the variable \( x \) in Equation 1 increases rapidly to a plateau at CS onset and decays slowly at CS offset.

With learning, the output (rate of firing) of these brain stem units consists of a short latency plateau that extends well beyond the offset of the CS. This output provides a uniform and long lasting stream of excitatory input to granule cells. The E units, however, gate this excitation and prevent it from exciting parallel fibers that synapse on the V units. As learning builds up in the E units, this gate
is opened, but only during times near the expected occurrence of the US. Thus, E units provide the second reinforcing event necessary for modification of CS input synapses on the V units so that they express appropriately timed CR waveforms.

Implications of the VET Model

The VET model simulates virtually all of the behavioral phenomena encompassed with the SBD model, but unlike that model, it has the added feature of predicting realistic S-shaped acquisition curves. Unlike the SBD model, however, it cannot simulate second-order conditioning. As in the Rescorla-Wagner model, connection weights are strengthened only in the presence of the US. Desmond and Moore (1988) describe several novel predictions of the VET model. One prediction is that lengthening the duration of a CS after trace conditioning should result in double peaked CR waveforms, reflecting contributions of both onset and offset tapped delay elements. The weights of offset elements are normally masked by those of the onset elements, but lengthening the CS exposes these offset elements, and CRs with two peaks emerge.

The physiological implications of the implementation scheme are many. The most interesting implication is the possibility that cerebellar Golgi cells express LTD at parallel fiber synapses in a manner analogous to that of PCs. There appears to be no evidence on this point in the literature. Another implication of the scheme is that climbing fibers from DAO do, in fact, reinforce learning. In order for this possibility to be taken seriously, it would be necessary to record from PCs (and Golgi cells) in HVI during the initial stages of CR acquisition. This was not done in the Berthier and Moore (1986) study, nor in any other study, for methodological reasons: It is virtually impossible to record from single neurons in an awake animal for the hundreds of trials normally required to obtain robust CRs. Nevertheless, there are ways around this problem we are pursuing in our laboratory. Finally, the scheme implies the existence of neurons in the brain stem that project to HVI and fire in accordance with the scheme’s requirements. We have seen a number of candidate neurons in recordings from cells in NIA, RN, SpOv. Cells in RN and SpOv project to HVI, and it is possible, though not proven in rabbit, that NIA cells send mossy fibers to HVI as axon collaterals.

CONCLUDING REMARKS

The two models and implementation schemes are quite different, but not mutually exclusive. The VET model implies a neural network architecture well suited for forming appropriate CR waveforms for a wide range of circumstances. The output of this network need not be regarded as input to motoneurons. Instead, it could be regarded as a template used by another learning system responsible for such things as generating CRs and implementing second-order conditioning. Such a system might resemble the SBD model or some other supervised learning (error correction) algorithm.

Such a hybrid model would not encompass phenomena that both models fail to address: intertrial interval effects, CS intensity, stimulus generalization and discrimination. These phenomena require a richer representation of CS input to learning networks than have been considered by either model to date. Desmond (1988) has developed one approach that can potentially address these topics. It represents CSs as planar arrays of elements through which activation spreads and decays in an orderly, yet stochastic manner. The planar array approach follows directly from the foundations provided by the SBD and VET models, and we might anticipate as abundant a harvest of interesting implications as have sprung from its forerunners.
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SUMMARY

Previous investigations have suggested that the cerebellum and associated brainstem structures, including the red nucleus, are essential for the expression of the classically conditioned nictitating membrane (NM) response. The present study examined the firing patterns of extracellularly-recorded single units in the red nucleus of the awake rabbit during differential conditioning. Tones were used as conditioned stimulus (CS+) and CS- and periocular electrostimulation was used as the unconditioned stimulus (US). Most units exhibited one or more changes in firing rate during the presentation of the CS, and increases in firing were much more common than decreases. The onset of some of these changes appeared to be time-locked to the onset of the CS ("CS-locked" responses), while other changes were time-locked to the onset of the CR ("CR-locked" responses). About one-third of all CS-locked changes were CR-dependent, meaning that the neuronal response was reduced when the CR did not occur. About two-thirds of all CR-locked responses preceded the onset of the CR, and lead times varied considerably across units. Many CR-locked units were located in what has been described as a dorsal face region of the red nucleus. Most units responded to the US, and some of the US responses were CR-dependent: i.e., a smaller US response was evoked when a CR preceded the US than when the CR was absent. Our results support the notion that cerebellum brainstem circuits are involved in generating NM CRs.

INTRODUCTION

Although it is widely accepted that rubrospinal neurons are involved in the control of movement, the precise role of these cells is not understood. In some tasks, red nucleus cells begin to fire after movement is initiated, suggesting that the red nucleus participates in feedback control of movement or in movement termination. It has been demonstrated that activation of red nucleus neurons can inhibit somatosensory responses, and thus movement-related red nucleus activity may serve to filter out peripheral sensations during movements. Other evidence suggests that peripheral feedback has little to do with the firing patterns of red nucleus cells. For example, red nucleus activity precedes movement by substantial amounts in some tasks, and it has been shown that movement-related patterns of red nucleus activity are not altered by...
an interruption of the movement\textsuperscript{24}. Such results suggest that red nucleus activity is more related to motor commands than to peripheral feedback\textsuperscript{33}. These motor commands may be encoding the velocity of the intended movement\textsuperscript{6,24,34}. Other sets of experiments demonstrate that red nucleus firing can be time-locked to a conditioned stimulus (CS) or go-signal as well as the movement itself\textsuperscript{1,38,57}, suggesting that the red nucleus may generate phasic movement-triggering signals. The plasticity required for these CS-locked signals could be intrinsic to the red nucleus\textsuperscript{47,60}.

In recent years, investigations of the rabbit nictitating membrane (NM) response have revealed that specific regions of the cerebellum, as well as brainstem structures associated with the cerebellum, including the red nucleus, are necessary for the normal expression of the classically conditioned response (CR). Lesions of nucleus interpositus\textsuperscript{7,36,62}, cerebellar cortex\textsuperscript{37,63}, middle cerebellar peduncle\textsuperscript{38}, superior cerebellar peduncle\textsuperscript{41}, inferior olive\textsuperscript{42,61,64}, and red nucleus or rubrobulbar tract\textsuperscript{34–56} produce disruption of the CR. Microinfusion of GABA antagonists into the red nucleus also disrupt the conditioned response\textsuperscript{28}. Single-unit recording studies in cerebellar cortex\textsuperscript{4,19} and deep cerebellar nuclei\textsuperscript{5,43} have also revealed conditioning-related unit activity that precedes the onset of the CR.

The present study investigated whether similar conditioning-related unit activity could also be observed in the red nucleus. A large body of literature indicates that efferents from nucleus interpositus project contralaterally to the red nucleus. Many cells of the caudal red nucleus in turn send contralaterally-projecting rubrobulbar tract fibers to the brainstem and spinal cord. Consistent with these observations, conditioning deficits from unilateral cerebellar interpositus or cortex lesions involve the ipsilateral NM response, whereas unilateral red nucleus lesions produce deficits in the contralateral eye. Thus, we investigated the single-unit activity in the red nucleus by recording on the side contralateral to the conditioned eye. The purpose of this study was to characterize the firing patterns of red nucleus units to the CS, the unconditioned stimulus (US) and the CR.\textsuperscript{*}

MATERIALS AND METHODS

A total of 24 New Zealand albino rabbits served as subjects in this study. The training and recording procedures were similar to those described by the authors for recording in the dorsolateral pontine tegmentum\textsuperscript{10}. A differential conditioning procedure was used in order to obtain trials with and without CRs. The CSs used were tones of 1200 and 600 Hz and of 350-ms duration and 75-dB intensity (re. 20 $\mu$N/m\textsuperscript{2}). Each subject was randomly assigned as 1200+ / 600 – (i.e. CS + was 1200 Hz, CS – was 600 Hz) or 600+ / 1200 –. The intertrial interval was 20 s. White noise of 65-dB intensity was on continually. The US, an electrostimulation of 0.05–0.5 ms duration and 1-mA intensity delivered to the pericocular region of the right eye, co-terminated with the CS +. Movement of the right NM was measured using a minitorque potentiometer that was connected to the NM by a suture\textsuperscript{46}. For CS + trials, a CR was defined as a movement of the NM that begins after CS onset and before US onset. For CS – trials, which were not contaminated by a UR, a CR was defined as any movement of the NM that begins after CS onset. This movement appears as an upward deflection of the NM trace in Figures 3, 5, and 7 below. Trials in which a CR occurred are referred to as 'CR trials'; trials in which a CR was absent are referred to as 'no-CR trials' (see Fig. 3B).

\textsuperscript{*} These data have been reported in abstract form\textsuperscript{11}.
The rabbits were trained for 2-3 days (100 trials/day, 50 to CS+ and 50 to CS-, presented in a pseudorandom sequence) and then surgically prepared for unit recordings. We intentionally began recordings before the rabbits learned to completely differentiate CS+ and CS-, because an incomplete discrimination increases the probability that both CR and no-CR trial types occur for each CS. Obtaining both trial types was useful for assessing the CR-relatedness of the neuronal activity. For example, in Figure 3B, the spikes that occurred on CR trials (labelled 'CR spikes') exhibited a marked increase in firing shortly after the onset of the CS (the arrow labelled 'CS-locked' indicates the onset of the increase, and the meaning of this label is explained below). In contrast, the no-CR spikes (i.e., spikes which occurred on no-CR trials), exhibited only a slight increase in firing. The difference in firing on CR and no-CR trial types could not have been due to the CS alone, because the same CS (600 Hz) was present on both trial types. Thus, the difference in firing can be attributed to the presence or absence of the CR.

To surgically prepare a rabbit for unit recordings, the rabbit was anesthetized with a ketamine (40 mg/kg) – acepromazine (1 mg/kg) mixture (i.m.) 29. A small hole for recording was drilled on the left side of the skull, and 3 additional holes were drilled for anchor screws. A recording chamber was cemented in place and the rabbit was allowed to recover for 2 days.

For unit recordings, the head of the rabbit was held motionless by fastening the recording chamber to a support bar. A tungsten microelectrode of 1-5 MΩ impedance was lowered through the recording hole into the brainstem during presentation of CS+ and CS- trials. Unit activity and NM movement were taped for off-line analysis using a modified video cassette recorder (Vetter Co., model 420). Recording sites were marked at the end of the session by passing cathodal current (20 μA for 10 s) through the recording electrode. A maximum of 3 recording tracks were made for each rabbit. The rabbits were then sacrificed with sodium pentobarbital and transcardially perfused for subsequent histological identification of the recording tracks.

Data analysis

For data analysis, tape-recorded neuronal activity and NM responses were digitized using an Apple l1e microcomputer. Spikes were window-discriminated; the time of occurrence of each spike, relative to the trial onset, was recorded to the nearest 250 μs. The NM response was sampled at 200 Hz. The data were then transferred to a Sun 3 workstation for subsequent analysis.

Each trial was digitized for a total of 1.5 s. It is convenient to divide this time into 3 distinct periods: a 350-ms pre-CS period, a 350-ms CS period, and an 800-ms US period. This report describes changes in neuronal firing during the CS period and the US period. A change in firing is defined simply as a deviation from the baseline firing rate. Onset times, durations and magnitudes of these changes were measured using cusums, which are plots of cumulative spike counts over time from which baseline (i.e. pre-CS period) firing has been subtracted 16,21,24. The slope of the cusum plot is the discharge rate above or below the baseline firing rate, and is referred to as the depth of modulation (DOM). To quantify changes in firing we inspected cusums that were averaged over trials. Onset time of a change was measured at the time when the slope of the averaged cusum deviated from zero. The duration was measured from the onset time to the time at which the cusum slope returned to zero. The magnitude of a change in firing was quantified by the DOM.

CS-period changes. Changes in firing during the CS period were classified as either CS-locked or CR-locked. CS-locked changes occurred at a constant latency relative to the
time of CS onset. In contrast, CR-locked changes occurred at a constant latency relative to the time of CR onset. Raster plots of unit activity and behavioral responses were used to assess whether a change was CS-locked or CR-locked. To accomplish this, NM responses were sorted by onset latency and displayed along with the corresponding unit activity, in the manner illustrated in Figures 3, 5, and 7. Both peri-stimulus and peri-response raster plots were constructed for each unit. In a peri-stimulus plot, such as the one depicted in Figure 3A, two long vertical lines are used to designate CS and US onsets (the US line also indicates the termination of the CS). Time to the left of the CS line is the pre-CS period, between the CS and US lines is the CS period, and to the right of the US line is the US period. For peri-response plots, such as the one depicted in Figure 3F, each trial is aligned on the CR onset time, which is depicted by a single vertical line. For both peri-stimulus and peri-response plots, the top traces represent NM responses ordered by onset latency, and the middle traces show the corresponding firing patterns for the unit. At the bottom of the plot is a histogram showing cumulative spike counts in 5-ms time bins.

CS-locked unit activity exhibited relatively constant response latencies on peri-stimulus plots and exhibited shifts in onset latency on peri-response plots, whereas the converse was true for CR-locked unit activity. For example, panels A, B, and C of Figure 5 depict CS + peri-stimulus plot, CS − peri-stimulus plot, and peri-response plot, respectively, for a unit that exhibited a CS-locked and a CR-locked change in firing. In panels A and B, the CS-locked change is seen to begin at a relatively constant latency after CS onset, whereas the onset of the CR-locked change in firing increases as the onset of the CR increases (the two changes are indicated with arrows in panel B). In the peri-response plot of panel C, which depicts CR trials that appear in both panels A and B, the CR-locked change in firing begins at a relatively constant latency prior to the onset of the CR, and the CS-locked change is seen to shift.

In this report, CS-locked changes are quantified in terms of onset latency, duration, and DOM. CR-locked changes are quantified only in terms of onset latency and DOM, because duration of CR-locked changes was often difficult to measure due to the overlapping occurrence of US-elicited responses. For both CS-locked and CR-locked cases, changes in firing did not appear to depend on whether CS + or CS − was presented. Rather, the most relevant variable to influence firing appeared to be whether or not the CS elicited a CR. In general, the units we recorded displayed the following characteristics:

1. If a unit exhibited a CR-locked change, then this change occurred on CR trials and failed to occur on no-CR trials, regardless of whether the CS was CS + or CS − (e.g., see Fig. 5D and E).

2. CS-locked changes in firing were classified as either CR-dependent or non-CR-dependent (discussed further in the Results section). If a unit exhibited a non-CR-dependent CS-locked change, then the change was observed on both CS + and CS − trials, and the characteristics of the firing were not altered by the presence or absence of a CR (e.g., Fig. 3C and D). However, if the CS-locked change was CR-dependent, then, regardless of whether CS + or CS − was presented, the DOM of the change was greater on CR trials than on no-CR trials (e.g., Fig. 3A and B).

Thus, CS + and CS − trials were pooled in computing onset latency, duration, and DOM of firing changes.

US-evoked responses. Inspection of cusums was satisfactory for measuring latencies of CS-locked or CR-locked changes. However, for precise measurement of short-latency
US-evoked responses it was necessary to display the taped neuronal activity on a storage oscilloscope (Tektronix model 5111A). * The latency of the US response was obtained by measuring the time between US onset and the onset of the first spike on several trials and computing a mean. For the few cells that responded to the US with an initial decrease in firing, the latency was measured at the time of the last spike before the rate decreased.

RESULTS

A total of 125 units was recorded from the red nucleus. These units were located in both magnocellular and parvocellular divisions of the nucleus according to the rabbit atlas of Gerhard.** Units were characterized by the types of changes in firing observed in the CS period and the US period. Figure 1 summarizes in Venn diagram form the percentages of units with CS-locked, CR-locked, or US-evoked changes, or any combination of these three. The raw number of units in each category appears in parentheses below the percentage. Thus, as an example, the figure indicates that 18 units (14.4%) exhibited both CS-locked and CR-locked changes and responded to the US. Chi-square analyses indicated that the three types of responses were independent: i.e., the presence of one type of response did not make it any more or less likely that one of the other types of responses would be present.

In the following sections, we describe the CS-period and US-period changes in firing that were observed in terms of onset latency, duration, and DOM. Because we are

* We use the term 'US-evoked' rather than 'US-locked' because some of the units exhibited more than one change in firing during the US period. Some of the longer latency changes in firing may have been a mixture of US-locked and UR-locked responses, and we did not attempt to separate these components.

** We did not attempt to classify an individual unit as magnocellular or parvocellular, as it is difficult to precisely delimit these regions in rabbit. Other investigators of cat and rabbit red nucleus have also noted the difficulties in delimiting magnocellular and parvocellular regions, and Holstege and Tan have suggested that the red nucleus should be subdivided based upon the projections of the cells as an alternative to the classical magnocellular and parvocellular divisions.
interested in cells that may have a direct causal role in the generation of the CR, we defined a *select subpopulation* of units that had the following characteristics: (a) the unit had a CR-locked change in firing, (b) the change consistently preceded the onset of the CR, and (c) the absolute value of the DOM of the change was greater than or equal to 25 spikes/s (i.e., $|\text{DOM}| \geq 25$). A total of 28 units comprised the select subpopulation.

The frequency distribution of baseline firing rates for all units (rates measured from the pre-CS period) is illustrated in Figure 2. In this and subsequent figures, the height of a solid black bar represents the number of units from the select subpopulation. The height of a striped bar represents the total number of units, including the number in the select subpopulation. (As an example, the figure indicates that a total of 14 units had a baseline firing rate of approximately 5 spikes/s. Five of these units belonged to the select subpopulation.) The mean baseline firing rate was 26.8 spikes/s (median = 20.8, SD = 23.3). The figure shows that for both the general population and the select subpopulation, a considerable number of units had almost no baseline activity. These units were detected during the gradual descent of the electrode through the red nucleus by virtue of the units' responses to the CS, US, or CR. Units of the select subpopulation fired at a mean baseline rate of 18.3 spikes/s (median = 12.2, SD = 19.2). Units not in the select subpopulation fired at a faster rate of 29.2 spikes/s (median = 21.6, SD = 23.9). The difference in median rates is statistically significant (Mann-Whitney $U(28, 97) = 940$, $P < 0.05$, two-tailed).

* Absolute value is specified to include units that exhibited a decrease in firing rate. For such units, a DOM $< -25$ spikes/s would put them in the select subpopulation. None of the relatively few units that showed CR-locked decreases in firing met this criterion. The value of 25 spikes/s was selected because of the ease in which a DOM of this magnitude or greater could be recognized by visual inspection of raster plots.
Fig. 3.
Fig. 4. Frequency histograms for CS-locked changes in firing. For all graphs, solid bars represent select subpopulation units. (A) Frequency distribution of response latencies for CS-locked changes in firing. The x-axis represents time in ms measured from CS onset. Both CR-dependent and non-CR-dependent responses are represented. (B) Depth of modulation (DOM) frequency distribution for all CS-locked changes in firing. Both CR-dependent and non-CR-dependent responses are represented. The x-axis depicts DOM in spikes/s: positive numbers represent an increase in firing relative to baseline and negative numbers represent a decrease. (C) Frequency distribution of increases in |DOM| on CR trials relative to non-CR trials for all CR-dependent CS-locked changes in firing. (D) Frequency distribution of durations of CS-locked changes in firing.

Fig. 3. Raster plots of CS-locked changes in firing. Each row represents a different unit. Calibration marker represents 100 ms (x-axis) and 100 spikes/s (y-axis) for all graphs. (A) and (B) CS+ peri-stimulus plot and CS− peri-stimulus plot, respectively, for a unit that exhibited a CR-dependent CS-locked change in firing. For these and subsequent peri-stimulus graphs, the frequency of the CS (1200 or 600 Hz) and whether or not it was paired with the US (+ or −) appears at the top of the graph. The onset of the CS and US are indicated by vertical lines (for CS− the second vertical line represents CS offset). The onset of CS-locked firing is indicated by the arrow in (B). The firing is CR-dependent because the CS-locked firing is faster on CR trials than on no-CR trials (compare CR spikes with no-CR spikes). (C) and (D) CS+ and CS− peri-stimulus plots, respectively, for a unit that exhibited a non-CR-dependent CS-locked change in firing. (E) and (F) CS− peri-stimulus plot and peri-response plot, respectively, for a cell that exhibited a CR-dependent CS-locked change in firing followed by a CR-locked change in firing. The two changes are labelled in (E). For the graph in (F) and all subsequent peri-response plots, NM responses and spikes are depicted for CR trials only: NM responses and spike activity are shifted so that CR onset times are aligned. Note in (F) that increase in firing appears to the right of the CR onset line and, thus, the CR-locked firing lags the NM movement.
CS-locked changes in firing

A total of 55 units (44.0%) exhibited a change in firing that was time-locked to the CS onset. In 33 of these units, this was the only change in firing that occurred in the CS period. For example, the unit depicted in Figure 3A and B, and the unit in Figure 3C and D exhibited a CS-locked change in firing, but did not show a subsequent CR-locked change in firing. In 22 units, the CS-locked change preceded a second CR-locked change. An example of a unit a that exhibited CS-locked followed by CR-locked firing is depicted in Figure 3E and F.

Figure 4A illustrates the latency distribution of the CS-locked changes. The mean latency of the total distribution of units was 42.1 ms (median = 38.0 ms, SD = 25.4 ms). The latencies for the select subpopulation were not significantly different from those of the rest of the units (Mann-Whitney U(11, 44) = 150, P > 0.05, two-tailed).

For 39 of the 55 units that had a CS-locked change in firing, the rate of firing was the same regardless of whether or not a CR occurred. These units are referred to as non-CR-dependent CS-locked units. However, in 16 units, the DOM was greater when a CR occurred than when no CR was present, and these units are referred to as CR-dependent CS-locked units. The CS-locked firing for the unit depicted in panels A and B of Figure 3 was CR-dependent. This can be seen by comparing the CR spikes and the no-CR spikes during the CS period. As measured by cusums, the average firing rate on CR trials was 35 spikes/s greater than the rate on no-CR trials for this unit. The unit depicted in panel E also exhibited CR-dependent CS-locked firing. The CS-locked firing rate on CR trials was 15 spikes/s greater than the rate on no-CR trials. The CS-locked firing for the unit depicted in Figure 3C and D is non-CR-dependent. The median latency of CR-dependent CS-locked changes (53.0 ms) was slightly but significantly greater (Mann-Whitney U(16, 39) = 188, P < 0.05, two-tailed) than that of non-CR-dependent CS-locked changes (32.0 ms).

Figure 4B illustrates the distribution of DOM for the CS-locked changes. As in panel A of the figure, both non-CR-dependent and CR-dependent changes are combined. For the CR-dependent CS-locked changes, the DOM during CR trials are represented in the histogram. Negative numbers along the x-axis represent decreases in firing relative to baseline whereas positive numbers represent increases. The figure shows that for most units, CS-locked responses consisted of an increase in firing rate. The overall mean |DOM| is 29.4 spikes/s (median = 26.0, SD = 18.5). The DOM distributions for CR-dependent and non-CR-dependent changes are not significantly different (Mann-Whitney U(16, 39) = 240, P > 0.05, two-tailed). There was also no significant difference between DOM for the select subpopulation and DOM for the rest of the units (Mann-Whitney U(11, 44) = 234, P > 0.05, two-tailed).

Panel C of Figure 4 illustrates, for all CR-dependent CS-locked changes, the distribution of increases in |DOM| on CR trials compared to no-CR trials (i.e., |DOM|_{CR} - |DOM|_{noCR} appears on the x-axis). The mean of this distribution is 17.2 spikes/s (median = 15.0, SD = 7.5). That is, if a CR occurred on a trial, the CS-locked change in firing was, on average, 17.2 ms greater than it was if no CR occurred. Select subpopulation units did not differ significantly from non-select units (Mann-Whitney U(4, 12) = 9, P > 0.05, two-tailed).

Panel D of Figure 4 illustrates the distribution of durations for CS-locked changes. The mean of this distribution is 181.9 ms (median = 172.0, SD = 129.1). The median duration for select subpopulation units (111.0 ms) is significantly less than that of the remaining units (215.0 ms) (Mann-Whitney U(11, 44) = 129, P < 0.05, two-tailed test). In addition, CR-dependent changes, with a median duration of 259.5 ms, were significantly longer.
CR-locked changes in firing

A total of 59 units (47.2%) exhibited a change in firing that was time-locked to the CR onset. For 22 units, the CR-locked change was preceded by a CS-locked change. For 37 of these units, a single CR-locked change was the only change that occurred in the CS period. For example, panels A–C of Figure 5 illustrate a unit that exhibited a non-CR-dependent CS-locked change in firing followed by a CR-locked change in firing. Panels D–F of the figure illustrate a unit that displayed only CR-locked firing.

Figure 6A illustrates the DOM distribution for all CR-locked changes. The figure reveals that most CR-locked responses consisted of an increase in firing rate. The mean |DOM| for the distribution is 38.1 spikes/s (median = 30.0, SD = 26.5).

Panel B of Figure 6 illustrates the distribution of lead times for all CR-locked changes. The x-axis represents the CR onset time (in ms) subtracted from the onset time of the change in firing, and, thus, negative numbers represent neural responses that lead the CR. The mean of this distribution is −35.8 ms (median = −33.0, SD = 49.7).
Fig. 6. Frequency histograms for CR-locked changes in firing. For all graphs, solid bars represent select subpopulation units. (A) Depth of modulation (DOM) frequency distribution for all CR-locked changes in firing. The x-axis represents DOM in spikes/s; positive numbers represent an increase in firing relative to baseline and negative numbers represent a decrease. (B) Frequency distribution of lead or lag times for all CR-locked changes in firing. The x-axis represents the time (ms) by which the onset of the CR-locked change preceded (negative numbers) or occurred after (positive numbers) the CR onset.

US-evoked responses
A total of 89 units (71.2%) responded to the US. The main types of responses that these units displayed were as follows: (a) 52 units (58%) exhibited an increase in firing to the US that lasted 20–200 ms and had DOM of 50–150 spikes/s. Panel A of Figure 7
Fig. 7. US-evoked responses for 3 different units. Each graph is a CS+ peri-stimulus plot, and calibration marker represents 100 ms (x-axis) and 100 spikes/s (y-axis) for all graphs. (A) A unit that exhibited a CR-dependent US response. Note that the US response (indicated by arrow) was of greater duration on no-CR than on CR trials. (B) A unit that exhibited a long-lasting increase in firing to the US. (C) A unit that exhibited alternating increases and decreases in firing in response to the US.
Fig. 8. Frequency distribution of response latencies for US-evoked changes in firing. The x-axis represents time in ms measured from US onset. Solid bars represent select subpopulation units. Four latencies ranging from 48–110 ms are not included in the figure.

illustrates an example of such a unit. (b) 23 units (26%) exhibited an increase in firing that lasted approximately 400 ms or more and had DOM of 40–60 spikes/s. An example of this type of US response is illustrated in panel B of Figure 7. (c) 14 units (16%) exhibited decreases in firing, or, more commonly, both increases and decreases in firing. Panel C of Figure 7 illustrates a unit that responds to the US with alternating increases and decreases in firing.

Figure 8 illustrates the distribution of onset latencies of US responses. Select and non-select subpopulations were not significantly different (Mann-Whitney U(22, 67) = 650, \( P > 0.05 \)). The mean of the distribution is 14.3 ms (median = 10.2, SD = 14.7). The skewness of this distribution and the large standard deviation are attributable to 4 extreme values that ranged from 48–110 ms (these values do not appear in Fig. 8). If these data are not included, the mean US latency is 11.6 ms ± 6.0 ms SD. Because it takes about 9 ms for the eyeball to begin retraction after the US, the latencies of most of the US-evoked responses represented in Figure 8 were probably too short to be proprioceptive feedback from the UR. However, some of the late US responses may reflect feedback from the UR.

CR-dependent US responses

Because recordings were conducted before rabbits learned to completely differentiate CS + from CS –, rabbits failed to make CRs on some CS + trials. Ten units exhibited a more intense and/or longer US response on CS + trials when the rabbit failed to make a CR than when the animal did make a CR. The mean difference in firing rate during the first 50 ms of the US-evoked response on no-CR trials versus CR trials was 92.9 spikes/s (median = 69.1, SD = 60.3).

Panel A of Figure 7 illustrates a CR-dependent US response. Note in the graph that there are no CRs for the bottom 5 trials, and that the neuronal response to the US on these trials (indicated by arrow) is longer in duration than on CR trials. Another example of a CR-dependent US response can be seen in Figure 5D.
Fig. 9. Anatomical distribution of recording sites, with the units of the select subpopulation represented by asterisk symbols. Units that were not in the select subpopulation are depicted as follows. Open circles represent units with no apparent CR-related activity. Open squares represent units with CR-dependent CS-locked firing. Solid squares represent units with CR-locked firing, including units that had an initial non-CR-dependent CS-locked response followed by a CR-locked response. The figure depicts coronal sections through the brainstem with numbers in the bottom right corner of each panel indicating the distance in mm rostral to the posterior pole of the red nucleus. Magnocellular (mRN) and parvocellular (pRN) regions of red nucleus are denoted according to Gerhard.

Recording sites

Figure 9, which depicts coronal sections through the midbrain, illustrates the recording sites for the units reported in this study. Recordings were made from the caudal two-thirds of the red nucleus. The numbers in the bottom right corner of each panel indicate the distance in mm rostral to the posterior pole of the red nucleus. Magnocellular and parvocellular borders, based upon Gerhard’s rabbit atlas, are included, and are labelled mRN and pRN, respectively, in the 0.50 mm section.

In Figure 9, asterisks (*) depict units of the select subpopulation. It can be seen in this figure that several of the select subpopulation units were recorded from dorsal aspects of the magnocellular division. These units were located in what has been described as a ‘face area’ in cat red nucleus. However, other select subpopulation units were lateral or ventral to the face area. The units that were not in the select subpopulation are depicted in Figure 9 as follows: (a) units that did not exhibit any CR-related firing (i.e., neither CR-locked firing nor CR-dependent CS-locked firing) are depicted as open circles; (b) units that displayed CR-dependent CS-locked firing are depicted as open squares; (c) units that displayed a non-CR-dependent CS-locked change followed by a CR-locked
change, or a CR-locked change alone, are depicted as filled squares. There is considerable overlap in the anatomical distribution of the types of units.

DISCUSSION

The results of this experiment can be summarized as follows:

1. 89% of the units (111 units) exhibited at least one change in firing in either the CS period, the US period, or in both periods. Both CS-locked and CR-locked changes in the CS period were observed.
2. CS-locked changes typically occurred 20–50 ms after CS onset and consisted of an increase in firing of 10–30 spikes/s above baseline.
3. About one-third of all CS-locked changes were CR-dependent. For these responses, the firing rate was typically 15 spikes/s faster on CR trials than on no-CR trials.
4. CR-locked changes typically consisted of a 20–40 spikes/s increase in firing rate above baseline. The lead time of the neuronal burst relative to CR onset varied considerably across units, with typical values of 0–60 ms.
5. Overall, 54% of the units (67 units) exhibited some form of CR-related change(s) in firing during the CS period. The breakdown of these 67 units is as follows: 55% (37 units) had a CR-locked change, 12% (8 units) had a CS-locked CR-dependent change, 12% (8 units) showed a CS-locked CR-dependent change followed by a CR-locked change, and 21% (14 units) showed a CS-locked non-CR-dependent change followed by a CR-locked change.
6. Neuronal responses to the US typically consisted of short bursts (20–200 ms) of increased firing. However, some units exhibited longer-lasting increases in firing, and other units exhibited alternating increases and decreases in firing. Onset latencies of US-evoked responses were approximately 8–12 ms.
7. Some of the US-evoked responses were CR-dependent. This dependency consisted of a greater response when the CR was absent than when it was present.

Our findings of CR-locked unit activity in the red nucleus are consistent with the hypothesis that the red nucleus participates with the cerebellum to influence or control CR expression. The fact that CR-related firing patterns have been reported for deep cerebellar nuclear cells and that the deep nuclear cells are a major source of afferents to the red nucleus, suggests the possibility that the red nucleus may relay CR information originating from deep cerebellar nuclei or cerebellar cortex. However, given the feedback loop organization of cerebellar-brainstem circuitry, it is difficult to ascertain where conditioning originates, or to rule out the possibility that conditioning occurs simultaneously in several sites.

The presence of both CS-locked and CR-locked changes in firing in the red nucleus is similar to sensory and motor components of unit activity found in the motor cortex. Houk has proposed a cooperative control model of movement that accounts for the two response components. In this model, the red nucleus not only participates in a positive feedback loop with lateral reticular nucleus and deep cerebellar nuclei, but also receives sensory input that serves to trigger movement. Under this model, triggering input, which could be either a copy of motor cortical activity or could come directly from sensory sources, would evoke CS-locked firing. The triggering input initiates positive feedback within the loop that ultimately grows into a motor response. Participation in this positive feedback loop results in CR-locked changes in firing.
Houk's model can account for the different combinations of CS-locked and CR-locked unit activity observed in the red nucleus. Some red nucleus cells may not receive the triggering input, but may still be recruited through divergence in the feedback loop. Such cells would exhibit CR-locked firing, but not CS-locked firing. Alternatively, a red nucleus cell may receive the trigger and exhibit a CS-locked response, but may not participate in the feedback loop and, thus, would not exhibit a CR-locked response. CR-dependent CS-locked activity can be explained by noting that relatively strong CS-locked firing might easily recruit feedback loop activity and, hence, generate a CR. In contrast, if the CS-locked change is weak, successful recruitment may be relatively unlikely. The strength or weakness of the triggering input may be modifiable through synaptic plasticity.

Under this model, CRs would be generated by rubrobulbar projections to the contralateral brainstem. There are 3 possible routes by which these projections could elicit NM movement. The first is by projecting to the accessory abducens nucleus (AAN), which contains the motoneurons principally involved in the NM response. In cats, stimulation of the red nucleus produces EPSPs in contralateral AAN neurons at monosynaptic latencies. Holstege and Tan report that with autoradiographical tracing methods in cats, projections are observed from the dorsomedial portion of the caudal red nucleus to the AAN. Projections close to AAN, but not to AAN itself, have been observed in HRP experiments using cats and rabbits (Rosenfield and Moore, personal communication). However, due to the large dendritic fields of AAN neurons, these nearby projections could directly affect AAN neurons.

A second route by which the red nucleus could generate CRs is by projections to the contralateral facial nucleus. In particular, the intermediate subnucleus of the facial nucleus innervates muscles surrounding the eye and controls eyeblink. Eyeblink and NM movement are highly correlated, which is perhaps attributable to the overlapping dendritic fields of AAN and the facial nucleus neurons. Dorsal portions of the red nucleus appear to terminate heavily in the intermediate facial subnucleus. Consistent with these anatomical data, intermediate facial nucleus neurons respond with EPSPs at monosynaptic latencies to red nucleus stimulation. Davis and Dostrovsky reported that stimulation of the contralateral red nucleus in cats inhibited somatosensory responses in 64 out of 73 SpoV neurons and excited only 6 cells. Thus, although the data of Richards et al. suggest that some SpoV cells may participate in CR generation, the Davis and Dostrovsky results imply that the red nucleus--SpoV projection may also function to reduce responsiveness of SpoV to the US when CR-related red nucleus firing occurs. Such an effect might explain the CR-dependent US responses observed in some red nucleus units (see Fig. 7A).

As an alternative explanation for CR-dependent US responses, SpoV cells could project to red nucleus intrinsic inhibitory interneurons. If these interneurons fired in
response to movement-generated peripheral sensations, they would (a) decrease the firing of rubrobulbar neurons and thereby terminate the motor response, and (b) decrease the sensitivity of rubrobulbar neurons to an excitatory US input. SpoV-mediated inhibition of rubrobulbar neurons could account for the shortening of the CR duration that is observed when the US occurs. Thus, some of the CR-lagging activity observed in the present study (see Fig. 6B) may be derived from inhibitory interneurons. A similar conclusion was reached by Otero and Lamas, who recorded red nucleus activity during forelimb extension movements in cats. They recorded movement-related increases in red nucleus firing in 40 of 81 cells; most of these cells increased firing after EMG onset of muscle responses. The red nucleus neurons were also tested for response to dentate/interpositus stimulation, and it was observed that the only red nucleus cells that responded to stimulation were the cells that did not exhibit movement-related activity. Because the only red nucleus cells that do not receive dentate/interpositus input are the inhibitory neurons, these neurons were thought to be the likely sources of the movement-related firing.

About two-thirds of our red nucleus units responded to the US. It is interesting to note that the shortest US response latencies in the red nucleus were less than the 5.5-ms minimum US response latency observed in the cerebellar nuclei. In addition, the mean US response latency for cerebellar nuclear units is 14.5 ms ± 8.1 ms SD (range 9–34 ms). This value is nearly identical to the 14.3-ms mean latency observed for red nucleus units. If red nucleus US responses were derived exclusively from deep nuclear cells, one would expect the mean red nucleus latency to be greater than that of the deep nuclear cells. A similar observation was made by Eccles et al., who reported that the red nucleus latency distribution to stimulation of forelimb nerves was not shifted relative to nucleus interpositus latencies. Thus, our US latency results are consistent with the hypothesis that there are extracerebellar sensory projections to the red nucleus.

The CR-dependent US responses are of some theoretical interest, because these responses can be viewed as error-signals, reflecting the discrepancy between a teaching input (the US) and the current output of the system (the CR). Such error signals are at the core of many computational models of learning. Our observations of large US responses when the CR was absent can be interpreted as a large discrepancy between the US signal and the system's output. In contrast, when a CR was present, the US response was smaller, reflecting a small error signal.

The CS-locked CR-dependent responses observed in this study are similar to those reported elsewhere. For example, Amalric et al. and Schmied et al. recorded red nucleus unit activity from cats that were trained to perform a forelimb flexion. An auditory CS was used to elicit the flexion response, and the response was rewarded if it occurred within 600 ms after the CS. These investigators observed CS-locked increases in firing rate at latencies of 40.8 ms ± 12 ms SD, which closely corresponds to the latencies observed in the present study (mean = 42.1 ms, median = 38.0 ms, SD = 25.4 ms). These CS-locked responses did not occur when the cat failed to make a flexion response. Most of their units also displayed a secondary response-locked increase in firing. In contrast to the results of Amalric et al., about half of our CR-related units exhibited CR-locked responses but no CS-locked changes.

* In fact, if the 4 outlier US-response latencies for red nucleus units are excluded (see Results), the mean US response latency is 11.6 ± 6.0 ms, which is significantly less than the latency for deep nuclear units (t(160) = -2.55, P < 0.05, two-tailed test).
In summary, our results support the notion that the red nucleus is involved in the conditioned NM response, and the firing changes observed are consistent with Houk's cooperative control model. However, questions remain as to how fine control could be exerted on the red nucleus–cerebellar nuclei positive feedback loop. Such control would be required to achieve the well-defined timing properties of CRs. For example, CR onset is inhibited during the early portion of the CS–US interval, but emerges prior to US onset and peaks in amplitude at the time of US occurrence. Changes in the CS–US interval produce corresponding changes in the time course of the CR. Because of these temporal properties, we have suggested that adaptive timing mechanisms must be involved in the development of CRs, and we have hypothesized that such a mechanism could regulate the timing of Purkinje cell inhibition of deep cerebellar nuclei. Such regulation applied to the cerebellar–brainstem feedback loop would permit fine control of the time course of CRs.
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