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The report details the work performed under the Boundary Layer Study contract sponsored by the Astronautics Laboratory. The purpose of this work effort was to produce new and better tools for predicting delivered nozzle performance (Isp) for very high area ratio liquid propellant rocket engines. The motivation for this work is the current interest in space propulsion systems and the high impact that delivered performance has on system design. Design margins can be significantly reduced if the accuracy and reliability of predictive procedures is improved. Two computer programs were developed under this effort. The first of these programs was an extension to the JANNAF standard TDK/BLM code. The second code, called VIPER, was a Parabolized Navier-Stokes solver with finite rate chemistry. An experimental plan to validate the predictive capabilities of the two codes was also formulated. Comparison of both TDK/BLM and VIPER to available data shows excellent agreement.
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1.0 **Introduction and Executive Summary**

The trend towards very large area ratio nozzles, which result in performance gains for space propulsion applications, has increased the need for detailed knowledge of the momentum losses due to nozzle viscous effects (i.e., boundary layer). These losses degrade overall system performance, such as increasing system weight, decreasing useful payload weight, and/or decreasing effective system range. Another important factor in the designing of propulsive nozzles is the detailed knowledge of heat transfer at the wall for regeneratively cooled walls and/or material performance.

Because of the importance to rocket propulsion, the Astronautics Laboratory (AL/AFSC) has sponsored the Boundary Layer Study Contract to improve the understanding and computational predictive capabilities for boundary layers in rocket nozzles with very high area ratios.

The contractual effort was broken down into 4 work tasks with 2 deliverable computer programs plus documentation and two technical reports. The basic thrust of the effort was to develop an increased analytical capability to predict the performance loss of thick boundary layers in high area ratio propulsive nozzles. This objective has been successfully met.

A description of the four work tasks under this contract, along with the accomplishments made during each task, are:

1) **Extension of Current Boundary Layer Technology:**

   - Extended the Boundary Layer capability of the JANNAF TDK/BLM code to predict thick boundary layer losses including the effects of longitudinal curvature
   - Established the deficiency of the current JANNAF method of computing the boundary layer thrust loss for thick boundary layers
2) Thick Boundary Layer Assessment

- Surveyed existing codes (both full and parabolized Navier–Stokes solvers) for solutions to the nozzle flow problem
- Assessed the effects of various assumptions on computed boundary layer parameters
- Established the course of action to be taken for the development of the new code developed in the Phase 3 effort

3) New Analytical Methods

- Produced a new code for predicting the performance (including very thick boundary layers) of propulsive nozzles. The new code is called VIPER (Viscous Performance Evaluation Routine)
- Validated the VIPER against data and the existing JANNAF Standard Code, TDK/BLM.

4) Experimental Validation Test Plan

- Assessed the state of the art of diagnostics techniques for boundary layer measurements in nozzles flows
- Visited and discussed methods and techniques with sources in industry and government
- Made recommendations for a test plan to validate the turbulence models used in the codes developed under this contract

A series of 4 technical reports were written which describe in detail all of the technical effort under this contract. These reports are:
Phase 1 Effort


Phase 2 Effort

AL-TR-90-041, "Boundary Layer Study Thick Boundary Layer Assessment"

Phase 3 Effort

AL-TR-90-042, "Viscous Interaction Performance Evaluation Routine for Nozzle Flows with Finite Rate Chemistry"

Phase 4 Effort

AL-TR-90-043, "Boundary Layer Study Experimental Validation Test Plan"

Conclusions

- The more general form of the JANNAF Boundary Layer Loss Equation should be adopted as the JANNAF standard

- That longitudinal curvature is not an important effect for conventional propulsive nozzles

- That PNS codes, such as the VIPER code, are required to supply the necessary accuracy to resolve the boundary layer and core flow for propulsive nozzles with thick boundary layers

- The VIPER code represents a significant advancement in nozzle performance prediction capability

- That direct experimental measurement of the boundary layer loss parameters are required to validate the analytical loss models
Recommendations

- That the VIPER code be considered as a JANNAF standard for high area ratio propulsive nozzles

- That the VIPER code be extended to add:
  - particulate flows,
  - real nozzle effects, such as tangential slot injection,
  - chamberinjector models,
  - better shock capturing capability, and
  - a more robust $k$--$\varepsilon$ turbulence model

- That the experimental test plan recommended in the Phase 4 work be executed
2.0 Phase I Work Effort - Improvements to Current Technology

The purpose of the Phase I work effort was to investigate ways in which the current performance prediction methodologies could be extended, and to select the most promising approaches and implement them in the current performance code(s). The objectives of the Phase I work were met. Section 2.1 describes the investigation of methods to extend current technology, section 2.2 describes the actual modifications and results, and section 2.3 describes the results and conclusions.

2.1 Investigation Into Extensions of Current Technology

At the start of the Boundary Layer Study Contract, the April 1985 Version of the TDK program was the JANNAF standard code for computing the performance of liquid propellant rocket engine nozzles. This code represented the state of the art in nozzle performance prediction. The boundary layer module incorporated into TDK at that time was the BLM model. This module would compute the boundary layer in a nozzle assuming a non-calorically perfect gas for either laminar or turbulent flow. The turbulence model used was the Cebeci-Smith eddy viscosity model, which also included the effect of transverse curvature.

Since the purpose of the Phase I work was to extend current technology in computing boundary layer losses, it was important to understand the underlying assumptions which are present in the boundary layer equations as used for performance calculations.

The boundary layer equations are "deduced" using an order of magnitude argument. Reference 4, pp 39-44, contains an excellent presentation of the TSL (thin shear layer) equation derivation. Classical derivations of the TSL equations, e.g., Schlichting, pp 128-131, Laudau and Lifshitz, pp 145-147, tend to ignore the fact that the normal pressure gradient, \( \partial P / \partial y \), vanishes not because the shear layer is thin (\( \delta / \ell \ll 1 \)), but because they have assumed that the surface is relatively flat, i.e., that the radius of curvature, \( R \), is large, or

* There are more mathematically rigorous derivations of the boundary layer equations than these, for example, Van Dyke. However, the choice of the perturbation parameter and form of the series expansion are based on order of magnitude analysis.
more precisely $R_c / \ell >> 1$. The term that is normally neglected is the "centrifugal force" equation, i.e.,

$$\frac{\partial P}{\partial y} = \frac{\rho u^2}{R_c}$$

The neglect of this term is justified when $R_c / \ell >> \delta / \ell$ which is usually the case in propulsive nozzles ($\delta$ is usually very small when $\ell$ is small). However, when the shear layer thickens to the point that $\delta / \ell = 0(1)$, then we can no longer assume a priori that the normal pressure gradient has a negligible effect on the flow in the shear layer.

There are two effects which can have a potentially significant impact on the viscous thrust loss which are not normally accounted for in classical boundary layer theory:

- transverse curvature
- longitudinal curvature

The effect of transverse curvature was already treated in the BLM module and is not discussed here. In the following sections, the effect of longitudinal curvature will be examined in light of its impact on the mean flow and the eddy-viscosity models. Also not included in the JANNAF boundary layer codes is the effects of wall roughness. These effects are also discussed.
Longitudinal Curvature Effects

The effect of longitudinal curvature on the flow results (i.e., nozzle performance) manifests itself in several ways, the most important are:

- on the mean flow in the boundary layer (centrifugal force and normal stresses)
- in the turbulent shear stress model (eddy viscosity models)
- in the interaction with the core flow

The variation in mean flow due to the centrifugal force balance has been estimated by Beddini \cite{Beddini} to be about two percent in momentum thickness on the J2 nozzle. This change in thickness translates into a like amount in thrust loss. Note that while none of the commonly used boundary layer codes are accurate to within 5\%, (probably not even 10\%), it is important to be able to predict the trends accurately in order to know the relative amount of performance increase (or decrease) if the nozzle area ratio is enlarged.

Cebeci & Bradshaw \cite{Cebeci} discuss the mean flow terms and their order of magnitude relative to the other boundary-layer terms. They point out that centrifugal force terms are generally intractable and normal stresses are usually negligible in weakly turbulent flows. For this reason the thin boundary-layer approach is usually adopted even in cases where it isn't strictly applicable.

The contribution of turbulence to the normal stresses have received relatively little attention in the literature. Finley \cite{Finley} analyzed experimental data from cooled-wall and adiabatic hypersonic flow nozzles. He attributed the large variation of static pressure in hypersonic nozzle boundary-layer flows to be the combined effects of longitudinal curvature of the mean streamlines and the increasing importance, as the Mach number rises, of the Reynolds stress contribution to the total normal stress perpendicular to the wall. He concluded that at its peak value the Reynolds stress may provide a normal stress contribution equal to that of the mean static pressure.

The influence of longitudinal curvature on the mean boundary-layer flow can be modeled in several ways. The first way, pointed out by many authors, is to simply include the
centrifugal force term in the y-momentum equation, i.e.

\[ \frac{\partial \rho u}{\partial y} = \rho u \frac{\partial v}{\partial x} = \frac{\rho u^2}{R_c} \]

where \( R_c \) is the longitudinal radius of curvature of the body.

Two rigorous approaches to modeling the effects of longitudinal curvature (on the mean flow) have been taken in the literature. These are the singular perturbation analysis of Van Dyke\(^7,10\) and the metric influence of curvature method of Schultz–Grunow and Breuer\(^11\).

The singular perturbation theory is too complex to go into here. Suffice it to say that starting with the Navier–Stokes equations the problem is solved by a scheme of successive approximations by the method of inner and outer expansions. Two complementary expansions are constructed simultaneously, and matched in their overlap region of common validity. To lowest order in the inner region the Prandtl boundary-layer theory is recovered while the outer region is an inviscid flow. Higher-order solutions in each region give the perturbations to the boundary-layer and external flows. For example, the boundary-layer displacement effect shows up in both the inner and outer regions. The perturbation method simplifies the problem because viscous effects are confined to the inner region which is parabolic and hence easier to solve than the full (elliptic) Navier–Stokes equations.

The approach of Schultz–Grunow and Breuer\(^11\) is considerably different from the perturbation approach. They adopt a curvilinear system of coordinates and take the arc length along the surface as the x-coordinate. This brings the longitudinal curvature directly into the problem since any differentiation with respect to \( x \) carries a factor of the ratio of curvature radii (wall position to actual position). Schultz–Grunow and Breuer derive the boundary-layer equations from an order of magnitude analysis performed on the complete Navier–Stokes equations. They obtain the following set of equations:

\begin{align*}
\text{Continuity:} & \quad \frac{\partial u}{\partial x} + \frac{\partial}{\partial y} (1+ky)v = 0
\end{align*}
x-momentum
\[
u \frac{\partial u}{\partial x} + (1+ky)\nu \frac{\partial u}{\partial y} + ku = \frac{1}{\rho} \frac{\partial p}{\partial x} + (1+ky)\nu \frac{\partial^2 u}{\partial y^2} + \nu k \left( \frac{\partial u}{\partial y} \cdot \frac{ku}{1+ky} \right)
\]
y-momentum
\[
k u^2 = \frac{1+ky}{\rho} \frac{\partial p}{\partial y}
\]
where \(k = 1/R_c\). These equations are valid for concave as well as convex surfaces (\(k>0\) for convex walls and \(k<0\) for concave walls).

The authors point out that these equations contain all the second-order terms of the second-order perturbation theory (Van Dyke\(^{10}\)), namely those of order \(1/Re\), and the exact metric influence of curvature. An additional term was included in the equations as well (the only justification given is that the main flow is then an analytic solution of the boundary-layer equations [sic]). Also note that these equations reduce to the classical boundary-layer equations when \(k = 0\).

Cebeci, Hirsch, & Whitelaw\(^{12}\) analyzed the turbulent boundary layer on a (convex) longitudinally curved surface using the mean flow equations of Schultz-Grunow and Breuer\(^{11}\) discussed above. In their treatment they replaced the laminar viscosity with an effective viscosity, \(\nu + \epsilon_m\). The eddy viscosity (\(\epsilon_m\)) was specified to be the standard Cebeci and Smith\(^{13}\) eddy-viscosity formulation modified by Bradshaw's\(^{14}\) correction for longitudinal curvature.

Cebeci and Smith\(^{13}\) point out that streamline curvature may increase or decrease the turbulent mixing, depending on the degree of wall curvature, and it can strongly affect the skin friction and heat transfer coefficients. They also included the streamwise curvature effect into the eddy-viscosity expression. (This will be discussed later). Eghlima et.al.\(^{15}\) used a similar approach.

Longitudinal curvature has an effect on the structure of turbulence as well. In a boundary layer on a convex wall, see Figure 1, the centrifugal forces exert a small stabilizing effect. In contrast with that, concave walls have a de-stabilizing effect due to instabilities known as Taylor-Gortler vortices, (see Figure 2). Physically, the fluid element in a curved stream whose angular momentum decreases with increasing distance from the center of
Figure 1: Flow by Longitudinally Curved Walls
(From Reference 16)

Figure 2: Streamline pattern of Taylor-Gortler Vortices
(From Reference 16)
curvature is unstable. If the element is slightly displaced outward from the center, conserving its angular momentum about the center, it will be moving faster than its surroundings (which have a smaller angular momentum). Therefore the radial pressure gradient that controls streamline curvature will be too small to direct the displaced element along a streamline of the main flow, and the element will move even further outward. The converse argument holds for inward displacement. These instabilities affect both the transition to turbulence and the eddy viscosity.

Bradshaw\textsuperscript{14} has developed an expression for the effect of longitudinal curvature which can be incorporated into the Cebeci-Smith eddy viscosity expression\textsuperscript{13}. The inner eddy-viscosity expression is multiplied by \( S^2 \) which was obtained by Bradshaw using an analogy between streamline curvature and buoyancy in turbulent shear flow. The expression for \( S \) is given by

\[
S = \frac{1}{1 + \beta R_i}
\]

\[
R_i = \frac{2u}{R_c \partial u/\partial y}
\]

where \( R_i \) is analogous to the Richardson number. The parameter \( \beta \) is equal to 7 for convex surfaces and 4 for concave surface according to meteorological data and by Bradshaw's analogy between streamline curvature and buoyancy. According to Bradshaw, the effects of curvature on the mixing length or eddy viscosity are appreciable if the ratio of boundary-layer thickness to radius of curvature, \( \delta/R_c \), exceeds roughly 1/300.

The interaction of the core flow with the shear layer manifests itself in the application of the boundary conditions for both the shear layer flow and the core flow. For the TSL approximation it is proper to view the system as a singular perturbation problem with the inner flow (i.e., the shear layer) boundary condition being applied at infinity (not \( \delta \)), and the outer flow (the core flow) boundary condition applied at the wall. The matching condition is:

\[
\text{Inner Limit of the Outer Expansion (ILOE)} = \text{Outer Limit of the Inner Expansion (OLIE)}
\]
The two flows are then connected iteratively by displacing the wall by $\delta^*$ and recomputing the outer flow.

The same procedure of matching the two flows (i.e., ILOE=OLIE) is used for higher order boundary layer theory as discussed earlier (see Van Dyke, p. 91 and pp 134–136, and Schlichting pp 144–147). While higher order boundary layer theory does not lend itself readily to numerical solution, it does give a guide to understanding the interaction between the shear and core flows. Also, second order boundary layer theory contains all of the terms which are of concern here.

As previously noted, for numerical applications the procedure most commonly used to include the effects of curvature is to include all of the second order terms in the equation set which is solved. Examples of this procedure are given in References 11, 12, and 15. Also included in Reference 12, Cebeci et al., are curvature effects on the eddy–viscosity model.

The correction to the outer inviscid MOC solution is done by displacing the wall by the displacement thickness, $\delta^*$, and rerunning the inviscid core solution. Examination of higher order boundary layer theory shows that this procedure is correct through second order. Hence, the deficiency with the current boundary layer matching conditions just concerns modifications to the boundary layer codes.

**Wall Roughness Effects**

Most nozzle boundary layer computer programs calculate wall roughness effects in an uncoupled manner. For example, surface roughness height is used to compute an augmented heat transfer rate. Such an approach is completely unsatisfactory if a purpose of the calculation is to estimate nozzle thrust loss, because the thrust loss calculation requires a rigorous energy balance. The wall roughness height found on liquid rocket wall materials are small enough that a coupled calculation can be performed. A coupled method for analyzing the wall surface roughness is described below.

The effects of a rough wall on the boundary layer can be simulated by the method of Cebeci that is described in Reference 17. In the method developed in Reference 17, the inner region of the Cebeci–Smith eddy viscosity formulation is modified to provide for surface roughness. This is done by modifying the mixing length.
\[ \ell = 0.4 \, y \left[ 1 - \exp \left( -y/A \right) \right] \]

as described below. First, it is recognized that the velocity profiles for smooth and rough walls are similar, provided that the coordinates are displaced, i.e.,:

\[ \ell = 0.4 \, (y+\Delta y) \left[ 1 - \exp \left[ -(y+\Delta y)/A \right] \right] \]

The displacement, \( \Delta y \), is expressed as a function of an equivalent sand-grain roughness parameter, \( k_s \), i.e.,:

\[ \Delta y = 0.9 \, (v/U_c) \left[ k_s^+ - k_s^+ \exp \left( -k_s^+/6 \right) \right] \]

where

\[ k_s^+ = k_s \, U_c/v. \]

This expression is valid for

\[ 4.535 < k_s^+ < 2000 \]

where the lower limit corresponds to the upper bound for a hydraulically smooth surface. Typical values for equivalent sand roughness, \( k_s \), are given in Table 1, which has been taken from Reference 4.
Table 1: Equivalent Sand Roughness for Several Types of Surfaces

<table>
<thead>
<tr>
<th>Type of surface</th>
<th>$k_s$, cm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aerodynamically smooth surface</td>
<td>0</td>
</tr>
<tr>
<td>Polished metal or wood</td>
<td>0.05-0.2 x 10^{-3}</td>
</tr>
<tr>
<td>Natural sheet metal</td>
<td>0.4 x 10^{-3}</td>
</tr>
<tr>
<td>Smooth matte paint, carefully applied</td>
<td>0.6 x 10^{-3}</td>
</tr>
<tr>
<td>Standard camouflage paint, average application</td>
<td>1 x 10^{-3}</td>
</tr>
<tr>
<td>Camouflage paint, mass-production spray</td>
<td>3 x 10^{-3}</td>
</tr>
<tr>
<td>Dip-galvanized metal surface</td>
<td>15 x 10^{-3}</td>
</tr>
<tr>
<td>Natural surface of cast iron</td>
<td>25 x 10^{-3}</td>
</tr>
</tbody>
</table>

The metallic walls, such as Columbium, of liquid rocket engines fall into the range of $k_s$ given in the above table. For OTV engine wall boundary layers the $k_s^+$ parameter should be valid, i.e., <2000.

In addition to modifying the eddy viscosity model as described above, it is necessary to discuss the initial boundary layer profile, and the wall boundary conditions. With respect to the former, Cebeci\textsuperscript{17} used a modified version of Cole's velocity profile. This method is somewhat complicated and is perhaps unnecessary. A transition from a smooth wall profile by the gradual introduction of roughness should allow the necessary profiles to be generated automatically. With respect to the wall boundary condition, Cebeci uses a displaced wall boundary condition\textsuperscript{17}. However, this is not necessary and no modifications to the wall boundary conditions were made.
Section 2.2 Implementation

The recommendations of Section 2.1 were incorporated into the TDK code. In addition, it was discovered that the standard JANNAF method of computing the boundary layer loss was inadequate for thick boundary layers.

The following lists the major changes to the TDK code. The section numbers refer to the sections in AFAL TR–87–01, Ref 19 which is the report which details the TDK version produced under Phase 1.

1) The boundary layer module, BLM, has been modified to include the effects of longitudinal curvature on both the mean flow and turbulent shear stress in the boundary layer. The thrust loss expression has been completely re-derived and three options for computing the thrust loss are included in the code.

2) Section 2.6, the BLM analysis section, has been rewritten to include the above modifications and to expand and clarify the numerical procedure.

3) Section 4, the program structure documentation has been redone to reflect the code changes.

4) Section 5.6, the BLM Subroutine descriptions, has been extended to include the new modifications. Existing documentation has been expanded so that the documentation is more useful.

5) Section 6.8, the BLM Input description, has been revised to reflect the changes in the code.

6) Section 7, the sample cases, has been redone to reflect the output for the current version of the code.

The TDK Computer Program is designed for engineering use. The FORTRAN IV programming language has been used in an attempt to make the computer program as machine independent as possible. The complete engineering and programming description of the TDK
Computer Program is contained in Ref. 19.

Section 2 of Ref. 19 contains a description of the methods of analysis used in the computer program.

Section 3 contains a description of the numerical methods used to integrate the fluid dynamic and chemical relaxation equations in the computer program.

Section 4 contains a description of the program structure.

Section 5 contains a detailed engineering and programming description of the program subroutines.

Section 2.3 Phase I. Results and Conclusions

Perhaps the most important result from the Phase I work was the discovery that the standard JANNAF performance methodology was inadequate for thick boundary layers.

The conventional JANNAF method for evaluation of the viscous thrust loss in rocket engine nozzle employs both the boundary layer momentum and displacement thickness. This method can be arrived at by two different approaches as shown by Alber. The basis for the approach is to compare the thrust of an inviscid nozzle to a viscous nozzle with the same mass flow rate. In the equation given below, the first term represents the pressure forces acting on an inviscid nozzle and the second and third terms represent the total stress forces acting on the viscous nozzle.

\[
\Delta T = \int_0^S (p^* - p_\infty) 2\pi r_p \frac{dr_p}{dx} dx - \int_0^S (p_w - p_\infty) 2\pi (r_p + \delta^* \cos \phi) \frac{d(r_p + \delta^* \cos \phi)}{dx} dx \tag{1}
\]

\[+ \int_0^S \tau_w 2\pi (r_p + \delta^* \cos \phi) \cos \phi dx \]

where \(r_p\) is the distance from the axis to the potential wall and \(p^*_e\) is the pressure at \(r_p\), as is shown in Figure 3.
Figure 3. Nozzle Wall Schematic
When the boundary layer characteristics lengths, $\delta$, $\theta$, and $\delta^*$, are assumed to be small compared to the characteristic nozzle lengths, $r$ and $R_c$, then equation (1) reduces to the standard JANNAF relation:

$$\Delta T = 2\pi \cos \phi \left[ \rho_e u e_0 \theta - r_0 \delta^* (p_e - p) \right]$$

(2)

If the boundary layer thickness assumption that $\delta/R_c \ll 1$ is relaxed, then the modified JANNAF relation can be derived, i.e.,

$$\frac{\Delta T}{2\pi} = \rho_e u e_0 \bar{\theta} \cos \phi - r_0 \bar{\delta}^* (p_e - p) \cos \phi$$

(3)

using the alternate forms of the momentum and displacement thicknesses for axisymmetric flows shown below:

(momentum thickness) \[ \bar{\theta} \Delta \frac{\delta}{r_0} \frac{\rho u}{\rho_e u_e} \left[ 1 - \frac{u}{u_e} \right] dy \] (4a)

(displacement thickness) \[ \bar{\delta} = \frac{\delta}{r_0} \left[ 1 - \frac{\rho u}{\rho_e u_e} \right] dy \] (4b)

Table 2 (from Reference 19) shows that the differences in boundary layer loss as computed from Equation 1, 2, and 3 (columns E, A, and B respectively) are significant for nozzles with thick boundary layers.
Table 2: Boundary Layer Thrust Deficit for Variety of Engines in the Absence and Presence of the Longitudinal Curvature. Cold Wall Case

<table>
<thead>
<tr>
<th>NOZZLE</th>
<th>WITHOUT LONGITUDINAL CURVATURE</th>
<th>WITH LONGITUDINAL CURVATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EQ. A</td>
<td>EQ. B</td>
</tr>
<tr>
<td>XDILTA</td>
<td>1.8459</td>
<td>1.8160</td>
</tr>
<tr>
<td>BC4515</td>
<td>0.8608</td>
<td>0.8514</td>
</tr>
<tr>
<td>BC1010</td>
<td>1.8578</td>
<td>1.7941</td>
</tr>
<tr>
<td>IUS</td>
<td>1.9864</td>
<td>1.9523</td>
</tr>
</tbody>
</table>

Eq. A. \( \Delta T = 2\pi \cos \phi \left( \rho_e u_e^2 r \theta - r_0 \delta^* (p_e - p_w) \right) \)

Eq. B. \( \Delta T = 2\pi \left( \rho_e u_e^2 r \theta \cos \phi - r_0 \delta^* (p_e - p_w) \cos \phi \right) \)

Eq. C. \( \Delta T = 2\pi \left( \rho_e u_e^2 r \theta \cos \phi - r_p \delta^* (p_e - p_w) \cos \phi \right) \)

Eq. D. \( \Delta T = 2\pi \left( \rho_e u_e^2 r_p \theta \cos \phi - r_p \delta^* (p_e - p_w) \cos \phi \right. \)

\[ - \int_0^S \rho_e u_e \theta \delta^* \frac{\partial}{\partial x} \left( \frac{r_p}{r_0} \right) dx \]

Eq. E. \( \Delta T = \int_0^S (p_e^* - p_w^*) 2\pi r_p \frac{dr_p}{dx} - \int_0^S (p_p - p_w^*) 2\pi \frac{\partial}{\partial x} (r \delta^* \cos \phi) dx \)

\(+ \int_0^S \tau_w r_p 2\pi (r_p + \delta^* \cos \phi) \cos \phi dx \)

in all the above equations \( \epsilon(x) = 0 \)
As can be seen from the above table, the method by which the boundary layer loss is computed is more important than the effect of longitudinal curvatures. Thus, this effect can be ignored for nozzles of current interest.

Appendix A contains 3 published papers which describe different facets of the work performed under Phase I.
3.0 Phase 2 Work Effort - Thick Boundary Layer Assessment

The purpose of the Phase 2 work effort was to establish, a) when the thin shear layer (TSL) or boundary layer approximations would break down, b) the magnitude of the breakdown in terms of performance, and c) to provide guidance to the new model development done in the Phase III work effort.

In order to determine when the TSL approximation starts to break down, a comparison was made between a traditional Euler Solver/Boundary Layer Code (TDK/BLM), a full Navier-Stokes solver (VNAP2), and a parabolized Navier Stokes solver (AX12DS). The set of engines examined by these codes is given in Table 3. Also shown in this table is the relative boundary layer thickness for each of the nozzles.

### Table 3: Boundary Layer Thickness at the Exit Plane for Four Nozzles. Cooled Wall $T_w = 1000^\circ R$. 

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>Area</th>
<th>Transverse Radius at the Exit Plane</th>
<th>Boundary Layer Thickness $\delta_{995}/r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSME</td>
<td>77.5:1</td>
<td>45.12</td>
<td>1.80</td>
</tr>
<tr>
<td>RL-10</td>
<td>204:1</td>
<td>36.80</td>
<td>4.40</td>
</tr>
<tr>
<td>ASE</td>
<td>400:1</td>
<td>25.10</td>
<td>3.25</td>
</tr>
<tr>
<td>XLR-134</td>
<td>767:1</td>
<td>10.97</td>
<td>2.08</td>
</tr>
<tr>
<td>Hughes</td>
<td>300:1</td>
<td>1.61</td>
<td>0.45</td>
</tr>
</tbody>
</table>
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The results from this comparison are reported in AL-TR-90-041, the Phase II final report\textsuperscript{26}, and in Ref. 27, (which also appears in Appendix B). These results were far from conclusive. Perhaps the greatest problem was the disparity in accuracy between the codes at the resolutions we could afford to use them. Since the codes were the best we could obtain after a very significant amount of effort, we concluded that both the NS and PNS solver were not up to the tasks presented them.

However, general trends were observed. These trends were

1) When the boundary layer thickness became larger than 10\% of the nozzle, the departure between the NS, PNS solutions and the Euler/BL solutions accelerates.

2) When compared to data, the Euler/BL solutions are remarkably accurate even for very thick boundary layers.

3) In terms of non-performance related parameters, boundary layers thicker than $\delta/r > .1$ are suspect.

4) The subsonic portion of the boundary layer is infinitesimal ($\delta_{\text{subsonic}} < \delta/1000$) in the supersonic portion of large propulsive nozzles.

With respect to objective c), the conclusions reached were that a PNS solver was desired for the Phase III work. The reasons for this decision were

1) That a PNS solver was, in terms of computer resources, the only economically viable way that both the viscous layer and invicid core flow could be accurately resolved.

2) That coupling a PNS solver to a method of characteristics solution was not desirable due to the differences in numerical accuracy between these two schemes. This rejected approach was what had been originally proposed.

As previously mentioned, Ref. 27, the technical paper reporting this work is in Appendix B.
4.0 Phase 3.0 Effort - New Model Development

The purpose of the Phase 3 effort was to develop a new computer model which would extend the state-of-the-art in performance prediction for high area ratio liquid propellant rocket engine nozzles. To this end, a computer code called VIPER (Viscous Interaction Performance Evaluation Routine) was developed. This work is completely documented in AL-TR-90-042. Two technical papers describing this work are given in Appendix C.

Following the recommendations of the Phase 2 Work. The VIPER was based on the Parabolized Navier Stokes equations. The PNS equations are a subset of the Navier-Stokes (NS) equations which are valid for supersonic flows. The PNS equations neglect the streamwise diffusion term which, along with special treatment of the subsonic region of the boundary layer, removes the spatial ellipticity from the steady form of the equations and permits a solution using a streamwise marching computational technique. Although the PNS models were developed in the early 1960's, they were not widely used until the 1970's and 1980's.

In the early 1960's the first PNS models were developed by Ferri and Morretti, and Edelman. They introduced their explicit-based numerical techniques to treat coupled wave-mixing-chemical kinetic processes.

The PNS equations are integrated throughout the viscous and inviscid regions of the flow. This procedure eliminates the need to specify the edge conditions in matching boundary layer and inviscid solutions, i.e., the conventional inviscid-viscous interaction. Popular algorithms for solving PNS equations are those by Briley and McDonald and Beam and Warming.

The VIPER code is a PNS solver for supersonic nozzle flow with finite rate chemistry. The Beam-Warming scheme has been employed to solve the governing equations. Richardson Extrapolation for automatic step size control in the marching direction has also been incorporated into the code. This code can treat both laminar and turbulent flows.
The VIPER code is fully documented in AL-TR-90-042, the Phase 3 Report, Ref. 41. The code was verified by running 7 test cases. The characteristics of these nozzles are given in the table below.

Table 4: Nozzle Characteristics for VIPER Verification Test Cases.

<table>
<thead>
<tr>
<th>Engine Name</th>
<th>Chamber Pressure</th>
<th>Throat Radius (in)</th>
<th>Expansion Ratio</th>
<th>Throat Reynolds Number $Re_{tr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 NASA/LeRC Hi-E</td>
<td>360</td>
<td>0.5</td>
<td>1025.</td>
<td>1.73x10^5</td>
</tr>
<tr>
<td>2 XLR-134</td>
<td>510</td>
<td>0.396</td>
<td>767.9</td>
<td>1.80x10^5</td>
</tr>
<tr>
<td>3 STS/RCS</td>
<td>150</td>
<td>1.021</td>
<td>28.46</td>
<td>1.75x10^5</td>
</tr>
<tr>
<td>4 SSME</td>
<td>3285</td>
<td>5.1527</td>
<td>77.5</td>
<td>1.18x10^7</td>
</tr>
<tr>
<td>5 RL 10</td>
<td>394.3</td>
<td>2.57</td>
<td>205.03</td>
<td>-</td>
</tr>
<tr>
<td>6 ASE</td>
<td>2287</td>
<td>1.254</td>
<td>400.7</td>
<td>2.20x10^6</td>
</tr>
<tr>
<td>7 HAC-5 lbf</td>
<td>25</td>
<td>0.0935</td>
<td>296.6</td>
<td>1.10x10^4</td>
</tr>
</tbody>
</table>

Cases 1, 2, 5, and 6 were selected because they represent high area ratio nozzles which are the design point of the VIPER. Cases 3 and 7 are small thrusters which have potentially large boundary layers. Lastly, case 4, which is the SSME, was chosen to test the high Reynolds number capability of the code. Results for these engines are tabulated in Table 5. The agreement to measured data (when available) is excellent when it is realized that the effect of combustion or energy release efficiency is not included in these calculations. For example, for the NASA/LeRE hi-expansion ratio engine, the measured value of $C^*$ efficiency was 95.5% (reading 112 of Reference 42). Applying this efficiency to the VIPER prediction gives a value of 466.49 lbf-sec/lbm. Compared with the measured value of 468.9, the difference is -0.51%.
Table 5: Engine Performance

<table>
<thead>
<tr>
<th>Engine Name</th>
<th>VIPER I&lt;sub&gt;sp&lt;/sub&gt; Prediction lbf - sec/lbm</th>
<th>TDK/BLM I&lt;sub&gt;sp&lt;/sub&gt; Prediction lbf - sec/lbm</th>
<th>Measured I&lt;sub&gt;sp&lt;/sub&gt; lbf - sec/lbm</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA/LeRC Hi-E</td>
<td>488.47</td>
<td>480.31&lt;sup&gt;1&lt;/sup&gt;</td>
<td>468.9&lt;sup&gt;42&lt;/sup&gt;</td>
</tr>
<tr>
<td></td>
<td>(466.49)&lt;sup&gt;*&lt;/sup&gt;</td>
<td>(458.70)&lt;sup&gt;*&lt;/sup&gt;</td>
<td></td>
</tr>
<tr>
<td>XLR-134</td>
<td>462.29</td>
<td>468.68&lt;sup&gt;1&lt;/sup&gt;</td>
<td>-</td>
</tr>
<tr>
<td>STS/RCS</td>
<td>311.49</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SSME</td>
<td>455.15</td>
<td>457.7&lt;sup&gt;1&lt;/sup&gt;</td>
<td>452.6&lt;sup&gt;1&lt;/sup&gt;</td>
</tr>
<tr>
<td>RL 10</td>
<td>462.29</td>
<td>463.03&lt;sup&gt;1&lt;/sup&gt;</td>
<td>458.7&lt;sup&gt;42&lt;/sup&gt;</td>
</tr>
<tr>
<td>ASE</td>
<td>470.20</td>
<td>473.58&lt;sup&gt;1&lt;/sup&gt;</td>
<td>477.9&lt;sup&gt;43&lt;/sup&gt;</td>
</tr>
<tr>
<td>HAC-5 lbf</td>
<td>218.05</td>
<td>216.65</td>
<td>214.52&lt;sup&gt;44&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

* corrected for 95.5% measured c* efficiency

Comparisons with the JANNAF standard performance prediction code, TDK<sup>1</sup> are also shown in Table 5. The comparison between the two codes are best for the high Reynolds number cases. The lack of a consistent trend between VIPER and TDK/BLM is attributed to the fact that neither code includes combustion efficiency correlations.

Besides the good agreement between VIPER and TDK/BLM-data, another good accuracy check is how well a code conserves mass, momentum, and energy. For finite difference codes such as VIPER, conservation of these quantities is a very good measure of the overall validity of the computational solution (it, of course, does not check the validity of the models used). Table 6 gives a summary of the conservation checks computed by the code. Mass and momentum are conserved very well in all cases. Energy conservation is a much more difficult quantity to achieve. Partly, this is because it requires good mass and momentum conservation, and partly because the reference base for energy is arbitrary. As a case in point, the energy flow \( \dot{m}(h + V^2/2) \) of the E1000 nozzle is only -0.011 BTU/sec across the start line because the chemical enthalpy (negative) balances out the kinetic energy. Hence a small change in total energy can result in a very large percentage difference in energy conservation.
Table 6. Conservation Checks

<table>
<thead>
<tr>
<th>Nozzle</th>
<th>% Mass Flow Drift</th>
<th>% Momentum Flow Drift</th>
<th>% Energy Flow Drift</th>
</tr>
</thead>
<tbody>
<tr>
<td>NASA/LeRC Hi-E</td>
<td>-1.28</td>
<td>-1.62</td>
<td>very high, near zero base</td>
</tr>
<tr>
<td>XLR-134</td>
<td>0.02</td>
<td>1.01</td>
<td>-6.3</td>
</tr>
<tr>
<td>STS/RCS</td>
<td>-0.014</td>
<td>0.108</td>
<td>2.9</td>
</tr>
<tr>
<td>SSME</td>
<td>0.0126</td>
<td>0.72</td>
<td>-0.43</td>
</tr>
<tr>
<td>RL 10</td>
<td>-0.085</td>
<td>0.57</td>
<td>-1.67</td>
</tr>
<tr>
<td>ASE</td>
<td>-1.18</td>
<td>-0.31</td>
<td>-5.3</td>
</tr>
<tr>
<td>HAC-5 lbf</td>
<td>-0.88</td>
<td>-1.34</td>
<td>0.76</td>
</tr>
</tbody>
</table>

As is typical of codes using the Beam-Warming difference technique, damping of oscillations caused by compression or shock waves is required. The VIPER code uses explicit 4th order damping to get rid of these high frequency oscillations. The damping term can be written as

\[ \varepsilon_d \left[ Q^{i+2} - 4 Q^{i+1} + 6 Q^i - 4 Q^{i-1} + Q^{i-2} \right] \]

where \( \varepsilon_d \) is an input number to the code. A value of \( \varepsilon_d = 50 \) is recommended. To illustrate the effect the damping on the flowfield and computed \( I_{sp} \), a study was conducted for all 7 of the validation engines. Values of \( \varepsilon_d \) of 0 and 50 were used for the comparison. The effect of damping was dramatic on the flowfield in terms of shock location, (see Figure 4), however, the difference in \( I_{sp} \) was less than .07% for all cases, which indicates that the damping has very little effect on the integrated values of wall pressure and shear stress. These results are shown in Table 7. Figure 5 shows a comparison of computed wall shear stress for the SSME nozzle with and without damping. Again the effects are dramatic. However, the difference in integrated wall shear stress was only 17 lbf out of a total of 7824 lbf.
Figure 4. Damping Study, ASE Engine
Figure 5. Effect of Damping on Wall Shear Stress
As with any code completing its first state of development, there are deficiencies and unexplained characteristics. The major problem areas are associated with the grid generation, step size control, the k-ε turbulence model, and the sublayer model.

The deficiency with the mesh generation and step size affects the robustness of the code. Values of the stretching coefficient, $\alpha$, must be selected a priori so that there is sufficient mesh to resolve the boundary layer for the entire flow field. The selection of the marching step size is also critical. It can neither be too big nor too small. The step size can be dynamically controlled in the current version of VIPER. However, there is a distinct coupling between the $\eta$ mesh spacing and the $\Delta \xi$ step size. The recommendation here is to dynamically modify the mesh spacing so as to automatically resolve the wall shear layer. The step size control logic will then have to be revised so as to properly interact with the dynamic mesh spacing.

In liquid rocket engines, the majority of the vorticity generated in the flow comes from the wall shear layer. Other sources of vorticity are the finite rate chemistry, O/F striations, and
other phenomena which result in total enthalpy variation. Because the wall generates the majority of the vorticity in the flow, the Cebeci-Smith eddy viscosity model used in VIPER is quite adequate. However, there are situations when it would be desirable to use a k-ε turbulence model. The current k-ε model in VIPER is not robust and has an inadequate wall treatment. Hence, we recommend that the current model be modified to generate better initial profiles and that the wall sublayer treatment be modified to incorporate the latest models.

The VIPER code currently uses the Vigneron sublayer model to suppress "departure solutions" in the subsonic portion of the boundary layer. As part of that model, there is a safety factor, $\sigma_s$, which controls where the sublayer model is turned off. Numerical experiments have shown that the results are quite sensitive to this parameter in contradiction to most of the literature. We recommend that the sublayer model be further investigated and either replaced or modified to control the sensitivity.

Further improvements to VIPER should include the addition of a discrete particulate phase. Such an addition would allow VIPER to analyze both solid and liquid propellant systems. The following is a list of potential particulate micro-models which could be included in the code.

<table>
<thead>
<tr>
<th>Micro Model</th>
<th>Importance forLiquid Propellant</th>
<th>Importance for Solid Propellant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vaporizing Droplets</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Phase Change</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Droplet Super Cooling</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Breakup</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Agglomeration</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Very Small Particles ($d_p &lt; 1\mu$)</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Condensation/Mass Transfer between Phases</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>
We would recommend that all of the above, except mass transfer between phases, be incorporated into VIPER. The basic particulate model would be a fully coupled model between the gas and discrete phase.

Once particle capability has been added to the VIPER, we recommend that a simple combustion chamber/motor cavity model be added. Such a model would allow the user to run parameteric studies over a rational parameter space in order to assess the impact of each item of interest.

In conclusion, a computer program called VIPER has been developed which accurately predicts the flowfield in liquid propellant rocket engine nozzles. The VIPER code has been developed as a natural extension to the JANNAF standard nozzle performance code, TDK. By incorporating elements of the TDK code in VIPER, the user community knowledge base has been preserved. That is, users familiar with TDK can generate successful VIPER runs in a matter of a few hours.
5.0 Phase 4 Work Effort - Experimental Test Plan

The purpose of the Phase 4 effort was to devise an experimental test plan which would validate the models developed in the Phase 1 and 3 work efforts.

One of the major problems with predicting the boundary layer loss in rocket exhaust nozzles is that there are no direct measurements of the boundary layer parameters in real nozzle flows to use to refine the analytical models. This observation is especially true for the turbulence models used in boundary layer calculations. Current verification efforts are based on comparison to data in other environments, global heat transfer data for real engines, or backing out the boundary layer loss from thrust measurements by subtracting the other known losses in the system.

The other performance losses are currently evaluated by computer programs, such as TDK, BLM, BLIMP, etc using the JANNAF thrust chamber evaluation procedures. These procedures are based upon a physical model that accounts for the processes occurring in the thrust chamber, losses associated with these processes and interactions among the processes.

In the model, propellants enter the combustion chamber through the injector, are mixed, vaporized and combusted. Deviation from complete and homogeneous mixing vaporization or combustion to equilibrium are referred to as energy release losses or injector losses. Theoretically, these losses are modeled by the Coaxial Injection Combustion Model (CICM) and the Standard Distributed Energy Release Model (SDER) codes. Experimentally, the energy release loss can be estimated from the characteristic exhaust velocity efficiency, $\eta_{C*}$.

The products of the chemical reactions are then expanded in the nozzle. The reactions continue during the expansion. Deviation from the local chemical equilibrium are referred to as the kinetic losses. There are no direct methods of measuring the kinetic losses.

The losses due to non-uniform expansion of the available momentum in the direction of thrust are referred to as two-dimensional or divergence losses. Theoretically, these losses are evaluated from the difference between the ODK (One-Dimensional Kinetics) and MOC (Method of Characteristics) modules of the TDK code.
Graphically, all of the above described losses are shown in Figure 6. The ideal performance is based on ODE calculations.

![Figure 6. Illustration of thrust chamber losses from ideal performance](image)

Figure 7. Boundary Layer Isp Losses.
Systematic measurements to verify the predicted magnitude of the aforementioned losses are sparse, and a high degree of uncertainty is associated with the available data. For both the kinetic and boundary layer losses, experimental validation of the predictive techniques for real engines are not available. For low area ratio nozzles, the boundary layer loss has been considered small enough that any errors associated with the predictions were acceptable. The magnitude of the boundary layer loss as a percent of total performance increases with area ratio. Figure 7 shows the boundary layer losses as calculated by the SPP and TDK codes for a variety of motors as a function of area ratio. The dependency of these results on the particular turbulence model used in the calculation are on the order of ±30-40%. That is, a predicted 10 second loss could actually be only 7 seconds or could be as high as 13 seconds. Since a 1% change in Isp can result in approximately a 4% change in payload, the accurate knowledge of the boundary layer loss is very important. Hence, the boundary layer calculations must be validated directly using experimental data.

In order to validate or extend analytical methods, the planned experimental effort must include techniques to measure boundary layer parameters that will produce high quality data. Quality data on nozzle wall boundary layers is very limited at present. Perhaps, the best work in this area is that of Back, et al, at JPL, which was for cold flow.

As part of the effort to prepare an experimental validation test plan, numerous testing facilities were contacted and visited. Available experimental methods and facility and test requirements were reviewed, and recommendations were made to the Astronautics Laboratory. Results of the study were documented in the Phase 4 final report together with a test plan intended to validate the analytical methods developed during the boundary layer study.

Certain ground rules were used in preparing this test plan. The first ground rule was that we wanted a program which would measure the desired data, we did not want to embark upon a research program to develop improved boundary layer diagnostic techniques. Secondly, we wanted the test environment to simulate as close as feasible the conditions in a real propulsive nozzle. The minimum requirements for this condition are shown in Table 8, below. Last, and most important, we wanted accurate data.
Table 8. Minimum Test Environment Criteria

- The flow in the boundary layer must be turbulent from before the throat.

- The boundary layer should encompass between 10% to 40% of the flow at the exit plane.

- The heat transfer to the wall should be high enough to simulate conditions in a real rocket nozzle.

- The expansion process should maintain, as realistically as possible, the conditions in a real rocket nozzle. For example, axisymmetric instead of 2D nozzles, ratio of specific heats ≤ 1.4.

Some of the ground rules were found to be mutually exclusive. For example, accurate data taking precluded using a real engine as a test bed. The environment in real engines is too severe for many diagnostic techniques. We also found that off the shelf techniques were not sufficiently accurate for all of the data measurements desired.

**Parameters to be Measured**

The primary interest is computing the boundary layer parameters in propulsive nozzles is in determining the viscous thrust loss and wall heat transfer rate. The most fundamental property in the thrust loss is the wall shear stress. The heat transfer to the wall is determined by the temperature (enthalpy for reacting flows) gradient at the wall. While both the shear stress and temperature gradient can be deduced from other quantities, a direct measurement of these items is definitely preferred. In the absence of direct measurements, diagnostics which require the least amount of assumptions are preferred.

Average velocity and temperature throughout the boundary layer and Reynolds stress terms, u', v', are other parameters to be measured. Although the last two are less important, their correct evaluation yields valuable data for validation of turbulence models. Briefly the following measurements are to be made:
1. Local wall shear;
2. Local heat flux at the wall;
3. Average velocity and temperature in the boundary layer;
and
4. Reynolds stress terms.

Conclusions

After talking with various organizations, we concluded that two families of techniques are suitable for hypersonic flow velocity measurements: particle scattering and molecular scattering. Particle scattering techniques which include real fringe laser Doppler velocimetry, laser transit anemometry, and Doppler spectrometry, are well developed and velocity measurements in supersonic and hypersonic flow regimes have been demonstrated. However, particle scattering techniques require seeding the flow, which introduces ambiguity due to particle lag in accelerated or decelerated flows. The question of particle lag has been addressed and it is concluded that the measurement uncertainties are small when the particles used are less than 0.3 μm in shock-free expansion flows.

The uncertainty of the fluctuating components of the velocity within the boundary layer will depend on the density of the flow and the frequency response of the particles.

Molecular techniques which encompass laser induced fluorescence (LIF), Inverse Raman Scattering (IRS) and Coherent Anti-Stokes Raman Scattering CARS, are being developed. These techniques have the potential of yielding more accurate results than particle-based techniques. However, several practical aspects hinder their application to hypersonic flow measurements. LIF of alkalis, which is more accurate than LIF of O₂, requires seeding the wind tunnel with highly corrosive materials such as sodium. Seed molecules condense under the low pressure and temperature conditions characteristic of hypersonic wind tunnels. LIF of O₂ is still under investigation and preliminary analysis shows that the velocity error is about 500 m/sec. IRS and CARS measure the velocity from the spectrum of the coherent Raman scattered signal, and therefore, pressure broadening due to a shock wave can result in large errors. Velocity measurement using IRS is on-axis, and hence the spatial resolution is poor. IRS and CARS, however, have the advantage of yielding the
temperature and pressure simultaneously with the velocity, giving a unified approach to flow field measurement.

Table 9 is a summary of velocity measurement techniques. The table shows the demonstrated velocity range, accuracy, SNR (signal to noise ratio) and other relevant parameters of techniques.

**Recommendation**

The primary objective of developing an experimental plan for boundary layer measurements is to obtain accurate and high quality data to compare against the present and future analytical models. During the course of our investigations, no single or set of diagnostic techniques and experimental facilities were found to be capable of achieving this objective. As a result, it was necessary to relax some of the ground rules which we had originally laid out in order to meet the primary goal of obtaining accurate data. As mentioned in the introduction, we concluded that hot engine firings were not compatible with accurate mapping of the boundary layer. This conclusion was based on considerations of available experimental techniques, test times, facility requirements, and cost. We also discovered that there were no diagnostic techniques which were "off the shelf" ready for boundary layer measurements of the required accuracy in simulated rocket nozzles. In addition, facility capabilities for different organizations varied tremendously. Calspan has excellent short duration test facilities, while AEDC has good large scale longer duration capability. However, the selected diagnostic techniques must be mated with the correct facility to insure adequate data acquisition. Because of the developmental nature of the diagnostic techniques and the mating of these techniques with the facilities, the following recommendations are conditional rather than absolute. First, we will cover the recommended diagnostic methods and then discuss recommendations for test facilities.

**Diagnostic Method Recommendations for Velocity Profile Measurements**

LDV must be considered the primary candidate for taking velocity measurements in the boundary layer. This conclusion is based on the fact that this method is well developed in comparison to other laser techniques. Alternates and/or backup methods should include LIF and CARS. We strongly recommend that optical techniques should be the cornerstone of these measurements.
<table>
<thead>
<tr>
<th>TECHNIQUE</th>
<th>PARAMETERS MEASURED</th>
<th>TURBULENCE LEVEL</th>
<th>SNR LIMIT</th>
<th>ACCURACY</th>
<th>MEASURED VELOCITY RANGE</th>
<th>FREQUENCY RESPONSE, HZ</th>
<th>SPACIAL RESOLUTION</th>
<th>COST</th>
<th>STATUS</th>
<th>CONCERNS IN HYPersonic FLOWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real Fringe (LDV)</td>
<td>$\bar{u}$, $\bar{v}$</td>
<td>-10 dB</td>
<td>0.1 to 10%</td>
<td>1000 m/sec</td>
<td>$10^6$</td>
<td>100 μm</td>
<td>Medium</td>
<td>Well Developed</td>
<td>Seeding, Flow Density</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$u'_i, u'_j, \bar{u}u'_j$</td>
<td>0 to 10 dB</td>
<td>1% and up</td>
<td></td>
<td>$10^2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Laser Transit Anemometry</td>
<td>$\bar{u}$, $\bar{v}$</td>
<td>10 dB</td>
<td>0.1 to 10%</td>
<td>1200 m/sec</td>
<td>Steady State</td>
<td>100 μm</td>
<td>Medium</td>
<td>Well Developed</td>
<td>Seeding, Flow Density</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$u'_i, u'_j, \bar{u}u'_j$</td>
<td>15%</td>
<td>10 dB</td>
<td>3 to 15%</td>
<td>Steady State</td>
<td>100 μm</td>
<td>Medium</td>
<td>Used in Shock Tubes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Doppler Spectrometry</td>
<td>$\bar{u}$, $\bar{v}$</td>
<td>15%</td>
<td>20 dB</td>
<td>2%</td>
<td>1700 m/sec</td>
<td>$10^6$</td>
<td>100 μm</td>
<td>High</td>
<td>Demonstrated under Laboratory Conditions</td>
<td></td>
</tr>
<tr>
<td>Laser Induced Fluorescence</td>
<td>$\bar{u}$, $\bar{v}$</td>
<td>Experimental</td>
<td>20 dB</td>
<td>1 to 10%</td>
<td>500 m/sec using Iodine (29) Mach 11 using Sodium (30)</td>
<td>$10^5$</td>
<td>100 μm</td>
<td>High</td>
<td>Seeding, Flow Density, Agent Spacing, SNR</td>
<td></td>
</tr>
<tr>
<td>Inverse Raman</td>
<td>$\bar{u}$, $\bar{v}$</td>
<td>Have not been demonstrated</td>
<td>20 dB</td>
<td>5 to 10%</td>
<td>Mach 4.6 (33)</td>
<td>Steady State</td>
<td>Few cm</td>
<td>High</td>
<td>Demonstrated in Wind Tunnels</td>
<td></td>
</tr>
<tr>
<td>CARIS</td>
<td>$\bar{u}$, $\bar{v}$</td>
<td>Experimental</td>
<td>20 dB</td>
<td>not established</td>
<td>1000 m/sec (31)</td>
<td>Steady State</td>
<td>Few cm</td>
<td>High</td>
<td>Demonstrated under Laboratory Conditions</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
We view both LIF and CARS as potentially superior methods of velocity measurement. The trade off between LDV and LIF/CARS is the development time and difficulties associated with particulate seeding for LDV versus moving LIF/CARS from the lab into a test environment. Should the latter be accomplished, then LIF/CARS would be the recommended technique.

**Static Pressure Measurements**

Pressure transducers on the wall are the recommended diagnostic technique for measuring static pressure at the wall. If the selected test conditions are benign enough, pitot measurements can also be used as a backup and to verify calibration of both the wall static pressure and velocity profile.

**Temperature Profiles**

Laser based non-intrusive techniques are recommended. LIF seems to have a slight edge on CARS based techniques, but both methods should perform well theoretically. The final choice should be decided by the selected contractor based on cost and risk factors. Both LIF and CARS are also capable of determining the density profiles in the flow. Information about the chemical composition would thus supply enough information to compute density pressure profile. The redundancy in pressure data will supply a useful accuracy check to the measurements. Total temperature probes are also readily available (see Appendix ??) should be used as a calibration backup if pitot measurements are also taken.

**Wall Heat Transfer Measurement**

There are any number of adequate methods to measure the wall heat transfer rate. However, most of these methods depend on the temperature range of the flow (total and static) and of the wall. The final selection must be based on the test environment selected. However, we do not recommend that the heat transfer rate be deduced solely from backwall temperature measurements. Such methods require operation to steady state to supply the desired accuracy.
Wall Shear Stress

Direct measurements of the wall shear stress are definitely preferred. If the test environment permits, some sort of the floating element method should be used (see Appendix C and also the description of the Kistler Skin Friction Gauge). Extrapolation of the velocity profile to the wall can also be used if floating elements are not practical. Under no circumstances should the Reynolds Analogy be used as the primary method of determining skin friction. The use of the law of the wall also presupposes the form of the results and hence its use is discouraged.

Test Facilities

The ideal facilities for these tests would be space based so that practical considerations such as pumping requirements, total pressures, and total temperatures would not be of concern. However, since we are lacking permanent space stations or lunar facilities, we must make due with earth based testing. It is always preferred that the test environment closely simulate the environment to which the data is to be applied. However, in this case, we recommend against real engine firings. Too many of the recommended diagnostic techniques are not well enough established to allow for their extension to such a hostile environment. In fact, some of the test methods suggested would best be done with windows cut into the nozzle wall. Many of the problems associated with facility requirements disappear if the diagnostic techniques can be made to work for short duration test. Calspan has an excellent short duration test capability which would allow good simulation of high area ratio nozzles. However, it is not clear if either LIF or CARS methods can be made to work with test durations in the 50 millisecond range. The Accurex arc tunnel suggested by one of the experimental test plan contributors would only be acceptable if the total enthalpy gradient across the nozzle that is produced by the arc could be eliminated.

In order to simulate a real nozzle as closely as possible, we make the following recommendations.

1) The test nozzle should be axisymmetric and have at least an area ratio of 300:1.

2) The flow should be fully turbulent before the throat plane.
3) The flow should be as hot as is compatible with the diagnostic techniques. Flows in the range of 1500°R are recommended. These types of temperatures will allow for adequate heat transfer rates, density variations, and avoid condensation problems.

4) The gas supply system should supply nearly uniform property flow.

In order to assure that the experiments achieve their goal of supplying data to validate analytical models, we also recommend that an organization such as Software and Engineering Associates, Inc. be assigned to monitor the experimental work effort.
NOMENCLATURE

\begin{itemize}
\item $c$: speed of light
\item $d$: droplet radius
\item $g(v)$: line shape function
\item $h$: enthalpy
\item $I$: intensity
\item $M$: Mach number
\item $n$: normal direction
\item $P$: pressure
\item $Pr$: Prandtl number
\item $r$: radius
\item $r^*$: throat radius
\item $Re$: Reynold's number
\item $s$: entropy
\item $T$: temperature
\item $u$: velocity
\item $U$: velocity
\item $v$: velocity
\item $V$: velocity (total)
\item $y$: distance
\end{itemize}

Greek

\begin{itemize}
\item $\theta$: boundary layer momentum thickness
\item $\xi$: vorticity
\item $\rho$: density
\item $\delta$: boundary layer thickness
\item $\Delta$: difference
\item $\tau$: shear stress, characteristic time
\item $\mu$: coefficient of viscosity
\item $\nu$: frequency
\end{itemize}
Abbreviations

AL  Astronautics Laboratory
ASE  Rocketdyne Advance Space Engine, area ratio 400:1
BC4515  Experimental Nozzles by JPL, cone shaped
BC1010  Boundary Layer Module of TDK computer code
BLM  Coherent Anti-Stokes Raman Spectroscopy
CRC  Inverse Raman Spectroscopy
IUS  Inertial Upper Stage, Space motor, OTV
JANNAF  Joint Army Navy NASA Air Force
LDA  Laser Doppler Anemometry
LDS  Laser Doppler Spectrometry
LDV  Laser Doppler Velocimetry
LIF  Laser Induced Fluorescence
LOX/GH₂  Liquid Oxygen and Gaseous Hydrogen
LTA  Laser Transit Anemometry
RL-10  Pratt & Whitney Space Engine, area ratio 205:1
SEA  Software and Engineering Associates, Inc.
SRGS  Simulated Raman Spectroscopy
SSME  Space Shuttle Main Engine, area ratio 76:1
TDK  Two Dimensional Kinetic Computer Code
XDELTA  Extended Delta (Solid Propellant Space motor)
XLR134  OTV Engine, Space Storable, area ratio 767:1
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EFFECT OF TRANSVERSE AND LONGITUDINAL CURVATURE ON NOZZLE BOUNDARY LAYER GROWTH
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ABSTRACT

The performance loss in high expansion ratio nozzles due to the turbulent boundary layer is a critical design parameter in selecting the nozzle geometry. This work studies the effects of transverse and longitudinal curvature on the boundary layer growth and their impact on performance. Curvature effects become important in axisymmetric flows when the curvature radius is of the same order as the boundary layer thickness. The effects of longitudinal curvature manifest themselves as a centrifugal force term on the mean flow in the boundary layer, and also on the turbulent shear stress model. The present Boundary Layer Module (BLM) of the TDK Computer Code has been modified for longitudinal curvature effects by the addition of second order boundary layer terms to the equation set. The normal momentum equation has also been included in the formulation. The edge conditions of the boundary layer have been modified to provide the correct matching with the outer flow expansion. A comparison of results between the modified version of the code and previous version of the code has been made. The modified code has been tested for a variety of nozzles and the results are presented.

NOMENCLATURE

- $t$ - $y \cos \phi/r$
- $u,v$ - velocity components
- $x,y$ - Coordinate system

Greek Letters

- $\delta$ - Boundary layer thickness
- $\delta^*$ - Displacement thickness
- $\gamma$ - Eddy viscosity term
- $\phi$ - Wall angle
- $\mu$ - Viscosity
- $\nu$ - Kinematic viscosity
- $n, \xi$ - Transformed coordinates
- $\psi$ - Stream function
- $\rho$ - Density
- $\Theta$ - Momentum thickness
- $\tau$ - Shear stress

Subscripts

- $w$ - at the wall
- $o$ - to the wall
- $H$ - Refers to velocity
- $E$ - Refers to enthalpy

Superscripts

- $\ast$ - $\partial^2/\partial n^2$
- $\ast$ - $\partial^2/\partial n^2$

1. INTRODUCTION

The trend toward very large area ratio nozzles, which result in performance gains for space applications, has increased the need for detailed knowledge of the momentum losses due to viscous effects in propulsive nozzles. The traditional approaches (1-8) make use of the Prandtl thin shear layer approximation to compute the losses due to viscous effects, i.e., $6/\xi \ll 1$ which eliminates the normal momentum equation or the "centrifugal force". However, it should be noted that the normal pressure gradient vanishes not because the shear layer is thin, but because the surface is relatively flat, i.e., the radius of curvature, $R_p$, is large or more precisely $R_p/\xi \gg 1$.

Van Dyke (9-10) has shown that longitudinal curvature makes a
contribution that is additive to that of transverse curvature and of the same relative order. The perturbation theory applied by Van Dyke demonstrates the importance of second order terms. The metric influence of curvature has been given by Schultz-Grunow and Brewer (11) for laminar and incompressible flows. Their approach consists of adoption of a curvilinear coordinate system and taking the arc length along the surface as the coordinate. This brings the longitudinal curvature directly into the problem since any differentiation with respect to x carries a factor of the ratio of curvature radii (wall position to actual position).

Cebeci, Hirsch, and Whitelaw (12) analyzed the turbulent boundary layer on a (convex) longitudinally curved surface using the mean flow equations of Shultz-Grunow and Brewer (11) discussed earlier. In their treatment they replaced the laminar viscosity with an effective eddy viscosity. The eddy viscosity was specified to be the standard Cebeci & Smith (13) formulation modified by Bradshaw's (14) correction for longitudinal curvature. Eghlima et al. (15) used a similar approach. However, in all these approaches the assumption has been made that the vorticity vanishes along the edge of the boundary layer, i.e., the outer flow is irrotational.

Most of the existing literature is limited to boundary layers in external flows, which have received much more attention than internal flows with thick boundary layers. However, Whitefield and Lewis (16) have reported results from experiments on laminar boundary layer development in nozzles. In their experiments the boundary layer thickness were as high as 90% of the nozzle radius.

The purpose of this work is to study the effect of longitudinal curvature on internal flows and specifically nozzles. To do this, the problem has been formulated and the new terms in the resulting equations in similarity form have been added to the BLM Computer Code (7) which already accounted for axisymmetric flows with transverse curvature. The modified code has been tested for a variety of rocket engine nozzles and the results have been presented. The code also has been tested for external flows and a comparison with existing literature has been made. For "relatively" thick boundary layers in the nozzles, all second order terms are accounted for and included in the Boundary Layer Module (BLM) of the TDK Computer Code.

11. THEORY

For a compressible boundary layer flow in an axisymmetric nozzle, the governing equations including the transverse and longitudinal curvature effects are given as (12,15,17,18)

Continuity:
\[
\frac{1}{r} \frac{\partial (ru)}{\partial r} + \frac{\partial u}{\partial z} = 0
\]

Streamwise Momentum:
\[
\frac{u}{r} \frac{\partial u}{\partial r} - \frac{1}{r^2} \frac{\partial p}{\partial r} = -\frac{1}{r^2} \frac{\partial r}{\partial z} - \frac{1}{r^2} \frac{\partial r}{\partial z} \frac{u}{r} + \frac{1}{r^2} \frac{\partial r}{\partial z}
\]

Normal Momentum:
\[
\frac{u}{r} \frac{\partial u}{\partial r} + \frac{1}{r} \frac{\partial u}{\partial z} = \frac{1}{r^2} \frac{\partial p}{\partial z}
\]

Energy:
\[
\frac{u}{r} \frac{\partial H}{\partial r} + \frac{1}{r} \frac{\partial H}{\partial z} = \frac{1}{r^2} \frac{\partial r}{\partial z} - \frac{1}{r^2} \frac{\partial r}{\partial z} \frac{u}{r} + \frac{1}{r^2} \frac{\partial r}{\partial z}
\]

The influence of longitudinal curvature on the mean boundary layer flow is modeled by inclusion of the centrifugal force term in the normal momentum equation (9,10,11). (See Equation 2b).

In these equations \( n \) is the flow index which is zero for two-dimensional flow and one for axisymmetric flows, and \( k = k(x) \) is the longitudinal curvature. Note that the - sign in \( 1/k(x) \) refers to concave and + sign refers to convex surfaces. Figure 1 shows the definition of \( r, r_0, R_0 \) and \( k \).

Transverse curvature is defined as:
\[
t = \frac{y \cos \theta}{r_0} - \frac{r}{r_0}
\]

and the longitudinal curvature as:
\[
k = k(x)
\]
The streamwise momentum equation, (2a), requires \( \frac{\partial p}{\partial x} \) along lines of constant \( y \). From Schultz-Grunow (11):

\[
\frac{\partial p}{\partial x} y = \frac{\partial p}{\partial x} \eta + \frac{\partial p}{\partial y} x \frac{\partial y}{\partial y} \frac{\partial y}{\partial x} y
\]

Surfaces of constant \( \eta \) are all parallel to the curved wall. At the "edge" the term \( \frac{\partial p}{\partial x} \eta \) is given by Bernoulli's equation:

\[
\frac{\partial p}{\partial x} y = \rho \frac{u^2}{2} \frac{\partial H}{\partial y} x \frac{\partial y}{\partial x} y
\]

Replacing the second term on the right hand side in the above equation by using Equations (2b) and (9b) gives:

\[
\frac{\partial p}{\partial x} y = \rho \frac{u^2}{2} \frac{\partial H}{\partial y} x \frac{\partial y}{\partial x} y
\]

To obtain the equations in similarity form a stream function \( \psi \) has been defined such that:

\[
\psi = \frac{\partial y}{\partial y}
\]

\[
\frac{\partial \psi}{\partial y} = \frac{1}{\kappa(k \cdot x)} \left| \frac{\partial \psi}{\partial y} \right|
\]

where

\[
\psi = \left[ \frac{u(e \cdot c)}{\rho e \cdot c} \right]^{1/2} L_n f(\xi, \eta);
\]

\[
\Gamma = u/e
\]

and \( \xi \) and \( \eta \) are the similarity coordinates given by:

\[
d \xi = c \frac{2n}{(1 - c^4) \chi} dx
\]

\[
d \eta = \left[ \frac{u(e \cdot c)}{\rho e \cdot c} \right] \frac{c}{(1 - c \cdot c)} dy
\]

with

\[
\frac{1}{1 - k \cdot c} f(\xi, \eta) = \omega(\eta, \xi)
\]

In terms of new variables the continuity and streamwise momentum equations, 1-2a can be rewritten as:

\[
\frac{\partial \psi}{\partial \eta} = \frac{\partial H}{\partial \eta} \frac{\partial \psi}{\partial \xi} = A
\]

where \( A = \frac{d \psi}{\partial \eta} \)

\[
A = k(\xi) w_0(\eta, \xi) \frac{r_0}{(1 - c)} c \frac{\partial f}{\partial \xi} \frac{\partial f}{\partial \eta} \frac{n}{(1 - c)^{3/2}}
\]

\[
b = \frac{C}{w_0(\eta, \xi)} (1 + c^4) \frac{w_0}{(1 - c)^2 n}
\]

\[
c = \rho u - \frac{\rho e}{p}
\]

\[
m_2 = \frac{\xi}{u} \frac{d u}{d \xi}, \quad m_4 = \frac{\xi - \frac{d}{\xi}}{p \frac{d u}{d \xi}} (\rho U^4)
\]

The boundary conditions for equations (1-3) are:

at \( y = 0, \ u = 0, \ v = v_w(x), \)

and \( T = T_w(x) \) or \( \alpha_w(x) \) is known; (5b)

at \( y = y_{\text{max}}, \ u = u_e, \ H = H_e, \)

\[
p = p + \frac{1}{\frac{1}{\kappa} k(x) y u_{\text{max}}}
\]

The boundary condition for \( p(y_{\text{max}}) \) was taken from Van Dyke (9, 10) who matched the "Inner Limit of the Outer Expansion" (J) iteration to the (J-1) iteration of the "inner flow" (i.e., the boundary layer). Van Dyke showed that equation (2a) and (5c) include all second order terms caused by longitudinal curvature effect.

In the governing equations the terms for normal stresses have been neglected. After Cebeci-Smith we define:

\[
-p \frac{\partial u}{\partial y} = \rho \frac{c}{m_1} \frac{\partial \psi}{\partial y} \]

\[
-p \frac{\partial H}{\partial y} = \rho \frac{c}{m_2} \frac{\partial \psi}{\partial y}
\]

To obtain the equations in similarity form a stream function \( \psi \) has been defined such that:

\[
p = \frac{\partial y}{\partial y}
\]

\[
\frac{\partial \psi}{\partial y} = \frac{1}{\kappa(k \cdot x)} \left| \frac{\partial \psi}{\partial y} \right|
\]

where

\[
\psi = \left[ \frac{u(e \cdot c)}{\rho e \cdot c} \right]^{1/2} L_n f(\xi, \eta);
\]

\[
\Gamma = u/e
\]

and \( \xi \) and \( \eta \) are the similarity coordinates given by:

\[
d \xi = c \frac{2n}{(1 - c^4) \chi} dx
\]

\[
d \eta = \left[ \frac{u(e \cdot c)}{\rho e \cdot c} \right] \frac{c}{(1 - c \cdot c)} dy
\]

with

\[
\frac{1}{1 - k \cdot c} f(\xi, \eta) = \omega(\eta, \xi)
\]
the boundary layer for ASE nozzle at the exit plane. A pressure difference of about 15% is observed across the boundary layer with a negative slope (concave surface), i.e., the pressure at the wall is 15% higher than the pressure at the edge of boundary layer.

For nozzles with "higher" curvature, the pressure gradient across the boundary layer may vary significantly. For SSME nozzle a pressure difference of about 35% is observed from Figure 6 across the boundary layer with \( (6/R_{\text{exit}}) \). The boundary layer is considerably thicker for SSME (22).

IV. CONCLUDING REMARKS

The results in this work indicate that the longitudinal curvature is of importance in high expansion area ratio and/or strongly curved nozzle contours. The primary effect is on the velocity profile which results in thicker boundary layer. The magnitude of \( 6/R \) specifies the importance of longitudinal curvature. Also, it is found out that generally the inclusion of longitudinal curvature decreases the thrust deficit and consequently increases the performance for rocket engine nozzles. The method used to obtain the curvature seems to be adequate and more stable and more accurate than methods which lead to calculation of the second derivative.
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Figure 1: Schematic of a Nozzle

Figure 2: Comparison of Curvatures for LUS Nozzle

Figure 3: Curvatures for ASE and SSME Nozzles.
Figure 4: $\delta / R_0$ for ASE and SSME Nozzles

- **Pressure Profile**
  - EPS = 400.00
  - R. FT = 2.000
  - Z. FT = 6.826
- **Velocity Profile**
  - UC (ETA MAX). FT/SEC. = 18048.0
  - TE (ETA MAX). FT = 0.329053
  - PE (ETA MAX). LF/FT2 = 65.8
  - ASE: LAMP = 1

Figure 5: Velocity, Temperature and Pressure Profiles Across the Boundary Layer for ASE Nozzle.

- **Pressure Profile**
  - EPS = 77.60
  - R. FT = 3.700
  - Z. FT = 10.10
- **Velocity Profile**
  - UC (ETA MAX). FT/SEC. = 13944.3
  - TE (ETA MAX). FT = 0.0877226
  - PE (ETA MAX). LF/FT2 = 722.4
  - SSME: LAMP = 1

Figure 6: Velocity and Pressure Profiles Across the Boundary Layer for SSME Nozzle.
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ABSTRACT

The performance losses in rocket nozzles due to the viscous effects have been studied. Special consideration was given to nozzles with high expansion ratios. The formulation of the boundary layer equations used in this study includes the effects of transverse and longitudinal curvatures. The effects of longitudinal curvature manifest themselves as a centrifugal force term on the mean flow in the boundary layer, and also on the turbulent shear stress model. The results indicate that although the longitudinal curvature creates a fairly strong pressure difference across the boundary layer, the effects on the performance is minimal. The results also show that in high expansion ratio nozzles, the viscous layer becomes very "thick" and the traditional boundary layer assumptions cause significant error in the viscous loss calculations. Improvements to the method of evaluating thrust loss are presented.
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H(n, \zeta)$</td>
<td>Enthalpy</td>
</tr>
<tr>
<td>$k(x)$ or $k(\zeta)$</td>
<td>Transformed longitudinal curvature, positive for convex and negative for concave surfaces</td>
</tr>
<tr>
<td>$L$</td>
<td>Length scale</td>
</tr>
<tr>
<td>$p$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$p_r$</td>
<td>Prandtl number</td>
</tr>
<tr>
<td>$R$</td>
<td>Radius of longitudinal curvature</td>
</tr>
<tr>
<td>$r$</td>
<td>Radius of transverse curvature</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>$t$</td>
<td>$= y \cos \phi / r_o$</td>
</tr>
<tr>
<td>$T$</td>
<td>Thrust</td>
</tr>
<tr>
<td>$u, v$</td>
<td>Velocity components</td>
</tr>
<tr>
<td>$x, y$</td>
<td>Coordinate system</td>
</tr>
</tbody>
</table>

**Greek Letters**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$</td>
<td>Boundary layer thickness</td>
</tr>
<tr>
<td>$\delta^*$</td>
<td>Displacement thickness</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Eddy viscosity term</td>
</tr>
<tr>
<td>$\bar{e}(x)$</td>
<td>Given by eg.</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Wall angle</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Viscosity</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Kinematic viscosity</td>
</tr>
<tr>
<td>$\eta, \zeta$</td>
<td>Transformed coordinates</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Stream function</td>
</tr>
<tr>
<td>$\rho$</td>
<td>Density</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Momentum thickness</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Shear stress</td>
</tr>
</tbody>
</table>
Superscripts

\* \quad \partial \partial \eta
\" \quad \partial^2 \partial \eta^2
*
Potential Flow (at distance $\delta^*$ from the wall)
-
Modified Value

Subscripts

w
At the wall

o
To the wall

u
Refers to velocity

H
Refers to enthalpy

e
At the edge of boundary layer

p
At the edge of potential flow

Abbreviations

ASE
Rocketdyne Advance Space Engine, area ratio 400:1

BC4515
Experimental Nozzles by JPL, cone shaped

BC1010

BLM
Boundary Layer Module of TDK computer code

IUS
Inertial Upper Stage, Space motor, OTV

JANNAF
Joint Army Navy NASA Air Force

Lox/GH$_2$
Liquid Oxygen and Gaseous Hydrogen

RL–10
Pratt & Whitney Space Engine, area ratio 205:1

SSME
Space Shuttle Main Engine, area ratio 76:1

TDK
Two Dimensional Kinetic Computer Code

XDELTA
Extended Delta (Solid Propellant Space motor)

XLR134
OTV Engine, Space storable, area ratio 767:1
INTRODUCTION

The trend toward very large area ratio nozzles, which result in performance gains for space applications, has increased the need for detailed knowledge of the momentum losses due to nozzle viscous effects (i.e., boundary layer) in propulsion systems. These losses degrade overall system performance by increasing system weight, decreasing useful payload weight, and/or decreasing effective system range. The traditional approaches use the Prandtl thin shear layer approximation i.e., $\delta/L \ll 1$, to compute the losses due to viscous effects. These assumptions eliminate the normal momentum equation or the "centrifugal force balance". The normal pressure gradient vanishes not because the shear layer is thin, but because the surface is relatively flat, i.e., the radius of curvature is large.

Van Dyke has shown that longitudinal curvature makes a contribution that is additive to that of transverse curvature and is of the same relative order of magnitude. The perturbation theory applied by Van Dyke demonstrates the importance of second order terms. The metric influence of curvature has been given by Schultz–Grunow and Brewer for laminar and incompressible flows.

Cebeci, Hirsch, and Whitelaw analyzed the turbulent boundary layer on a (convex) longitudinally curved surface. In their treatment they replaced the laminar viscosity with an effective eddy viscosity. The eddy viscosity was specified to be the standard Cebeci & Smith formulation modified by Bradshaw's correction for longitudinal curvature. Eghlima et.al. used a similar approach. However in all these approaches, the assumption has been made that the vorticity vanishes along the edge of the boundary layer, i.e., the outer flow is irrotational.

It has been found that the standard JANNAF method for predicting boundary layer losses is not sufficiently accurate for computing boundary layer losses for space engines. These engines exhibit substantial boundary layer growth due to their very high expansion ratios. For small engines, a major portion of the nozzle flow can be completely enveloped by the wall shear layer (up to 90%).

The two major deficiencies of the JANNAF boundary layer thrust loss calculation method are that the effects of both transverse and longitudinal curvature are assumed to be
mall. Since in highly expanded flows, the boundary layer thickness can become a significant fraction of either the transverse or longitudinal curvature, this effect should not be ignored.

The objective of this paper is (1) to assess the significance of nozzle wall curvature effects, and (2) to assess performance losses due to viscous effects using a more complete description of the viscous shear layer within the boundary layer equations for a wide range of space applications engines.
THEORY

For a compressible boundary layer flow in an axisymmetric nozzle, the governing equations including the transverse and longitudinal curvature effects are given as\textsuperscript{12,15,17,18}.

Continuity:

\[
\frac{\partial}{\partial x} (\rho u r^n) + \frac{\partial}{\partial y} \left[ \rho v r^n (1+ky) \right] = 0 \quad (1)
\]

Streamwise Momentum:

\[
\rho \frac{u}{1+ky} \frac{\partial u}{\partial x} + \rho v \frac{\partial u}{\partial y} + \rho ku v = -\frac{1}{1+ky} \frac{\partial p}{\partial x} + \frac{1}{r^n(1+ky)} \cdot \\
\frac{\partial}{\partial y} \left[ r^n(1+ky) \left( \mu \frac{\partial u}{\partial y} - \rho v' \right) \right] \\
\rho v = \rho v + \rho v'
\quad (2a)
\]

Normal Momentum:

\[
\frac{ku^2}{1+ky} = \frac{1}{\rho} \frac{\partial p}{\partial y} \quad (2b)
\]

Energy:

\[
\rho \frac{u}{1+ky} \frac{\partial H}{\partial x} + \rho v \frac{\partial H}{\partial y} = \frac{1}{r^n(1+ky)} \cdot \\
\left[ \frac{\mu}{\Pr} \frac{\partial H}{\partial y} + \mu \left( 1 - \frac{1}{\Pr} \right) u \frac{\partial u}{\partial y} - \rho H' v' \right] \quad (3)
\]

The influence of longitudinal curvature on the mean boundary layer flow is modeled by inclusion of the centrifugal force term in the normal momentum equation\textsuperscript{9-11} (See equation 2b).

Figure 1 shows the definition of \( r, r_o, R_o \) and \( R \).
Transverse curvature is defined as:

\[ t = \frac{y \cos \phi}{r_0} = \frac{r}{r_0} \]  \hspace{1cm} (4a)

and the longitudinal curvature as:

\[ \frac{1}{R_o} = k(x) \]  \hspace{1cm} (4b)

and

\[ \frac{R}{R_o} = 1 + k(x)y \]  \hspace{1cm} (4c)

The boundary conditions for equations (1–3) are:

at \( y = 0 \), \( u = 0 \), \( v = v_w (x) \), \hspace{1cm} (5a)

and \( T = T_w (x) \) or \( q_w (x) \) is known; \hspace{1cm} (5b)

at \( y = y_{\text{max}} \), \( u = u_c \), \( H = H_0 \), \( p = p_c + \frac{D_p k}{1 + ky} u_c^2 y_{\text{max}} \). \hspace{1cm} (5c)

The boundary condition for \( p(y_{\text{max}}) \) was taken from Van Dyke\(^9\)–\(^{10}\) who matched the "Inner Limit of the Outer Expansion" (\( j \)th iteration) to the \((j-1)\)th iteration of the "inner flow" (i.e., the boundary layer). Van Dyke showed that equations (2a) and (5c) include all second order terms caused by longitudinal curvature effect.

To include the longitudinal curvature effect in the eddy viscosity model, the Bradshaw's\(^19\),\(^{20}\) expression has been employed to correct the inner eddy viscosity term by multiplying this expression by \( S^2 \) where:

\[ S = \frac{1}{1 + R_i} \beta \hspace{1cm} R_i = 2u k(x) \left[ \frac{\partial u}{\partial y} \right]^{2u-1} \]  \hspace{1cm} (6)

where \( R_i \) is analogous to Richardson number and \( \beta \) is reported to be 7 for convex and 4 for concave surfaces\(^9\),\(^{20}\).
The streamwise momentum equation, (2a), requires \( \frac{\partial p}{\partial x} \) along lines of constant \( y \).

Surfaces of constant \( \eta \) are all parallel to the curved wall. At the boundary layer "edge", the term \( \left( \frac{\partial p}{\partial x} \right)_y \) is given by:

\[
\left( \frac{\partial p}{\partial x} \right)_y = - \rho_c u_c \frac{du}{dx} + \left( \frac{\partial p}{\partial y} \right)_x \frac{\partial y}{\partial y} \frac{\partial n}{\partial x} (7)
\]

The conventional JANNAF method\(^2\) for evaluation of the viscous thrust loss in rocket engine nozzle employs both the boundary layer momentum and displacement thicknesses. This method can be arrived at by two different approaches as shown by Alber\(^2\). The basis for the approach is to compare the thrust of an inviscid nozzle to a viscous nozzle with the same mass flow rate. In the equation given below, the first term represents the pressure forces acting on an inviscid nozzle and the second and third terms represent the total stress forces acting on the viscous nozzle.

\[
\Delta T = \int_0^S (p_e^* - p_e) 2\pi r_p \frac{dr_p}{dx} dx - \int_0^S (p_e - p_e^*) 2\pi (r_p + \delta^* \cos \phi) \frac{dr_p}{dx} dx.
\]

where \( r_p \) is the distance from the axis to the potential wall and \( p_e^* \) is the pressure at \( r_p \), as is shown in Figure 1. For thin boundary layers, the conventional assumption is to let \( r_p = r_o \). However, to maintain generality, Equation (8) distinguishes between the potential and real wall. The integral form of the momentum equation (with transverse and longitudinal curvature effects) can be derived as:

\[
\frac{\partial}{\partial x} \left[ \rho_c u_c^2 r_o \int_0^r \frac{r}{r_o} \frac{du}{\rho_c u_c} \left[ 1 - \frac{u}{u_c} \right] dy \right] + \rho_c u_c r_o \frac{\partial u_c}{\partial x} \int_0^r \left[ 1 - \frac{\rho u}{\rho_c u_c} \right] \frac{r}{r_o} dy
\]

\[
- \tau_o \int_0^r \rho k u v dy - e(x) r_o \left[ \delta - \frac{\delta^2}{2 r_o} \right] = \tau_w r_o
\]

\(9a\)
The details of the derivation can be found in Reference 16. Alternate forms of the momentum and displacement thicknesses for axisymmetric flows are defined as:

\[
\begin{align*}
\text{(momentum thickness)} & \quad \delta = \frac{\mathcal{E}}{\frac{r}{r_0} \rho u_e u} \left[ 1 - \frac{u}{u_e} \right] dy \\
\text{(displacement thickness)} & \quad \delta^* = \frac{\delta}{\frac{r}{r_0} \left[ 1 - \frac{u}{u_e} \right]} dy
\end{align*}
\]  

Implementing Eqs. (10) in Eq. (9) yields

\[
\begin{align*}
\frac{\partial}{\partial x} \left( \rho u_e^2 \varrho \right) - r_0 \delta^* \frac{\partial p_a}{\partial x} - r_o \delta \int \frac{r}{r_0} \rho_{uv} dy \\
+ \varepsilon(x) r_o \left[ \delta^* - \delta + \frac{\delta^*}{2r_o} \right] = \tau w r_o
\end{align*}
\]  

Inserting Eq. (11) in Equation (8) and neglecting terms of order \( \delta^2 \), the thrust deficit is:

\[
\begin{align*}
\frac{\Delta T}{2F} = & \int_0^S \left[ p^* - p \right] r_0 \frac{dr}{dx} dx - \int_0^S \left[ p - p_\infty \right] \frac{d}{dx} \left( r_p \delta^* \cos \phi \right) dx \\
+ & \int_0^S r_0 \left[ -k(x) \int_0^{\frac{r}{r_0}} \rho_{uv} dy + \varepsilon(x)(\delta^* - \delta + \frac{\delta^*}{2r_0}) \right] \cos \phi dx \\
+ & \int_0^S \cos \phi \left( \frac{\partial}{\partial x} \left( \rho u_e^2 \varrho \right) - r_0 \delta^* \frac{\partial p_a}{\partial x} \left( p_e - p_\infty \right) \right) dx
\end{align*}
\]  

Here \( p^* \) is the pressure at the edge of the potential flow and \( p_e \) is the pressure at the edge of the boundary layer, i.e., at \( r_w - \delta \cos \phi \).
To this point, the thrust loss equation has been derived with very few of the traditional boundary layer assumptions being made. To examine the effects of these assumptions, they will be applied one at a time.

1) Non-dissipative edge condition, i.e., $\epsilon(x) \neq 0$. In the absence of dissipative or applied forces on the core flow, Bernoulli’s equation is satisfied and $e(x) = 0$ (see eq. 9b). Examples of flows where $\epsilon(x) \neq 0$ would be two phase core flow or MHD flow. The second term of the third integral in Eq. (12) disappears when $e(x) = 0$.

2) The boundary layer is thin compared to the local radius of curvature, i.e., $\delta/R_o << 1$. This assumption leads to the following:

$$\frac{\partial p}{\partial y} = 0 \quad \text{or} \quad p = p_w = p_e = p_c$$

and

$$\frac{\partial \phi}{\partial x} = 0$$

$$\frac{\Delta T}{2\pi} = \int_0^S \cos \phi \cdot \frac{\partial}{\partial x} \left[ \rho_w u_\infty r_0 \delta \delta^* (p_e - p_w) \right] dx$$

$$- \int_0^S (p_e - p_w) \cos \phi \frac{d\delta}{dx} (r_p \delta^*) dx$$

Integrating the first term in Eq. (13) by parts and assuming that $\delta^*(s=0) = \delta'(s=0) = 0$ yields

$$\frac{\Delta T}{2\pi} = \rho_w u_\infty r_0 \delta^* \delta \delta^* (p_e - p_w) \cos \phi$$

$$- \int_0^S \rho_w u_\infty r_0 \delta^* \cos \phi \frac{\delta}{dx} \frac{d\delta^*}{dx} dx$$

(14)

3) For adiabatic and cooled wall flows, the displacement thickness, $\delta^*$, is usually less than the boundary layer thickness, $\delta$. The assumption applied here is that $\delta^* \cos \psi r_p << 1$ which is less restrictive than $\delta/r_p << 1$. 
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The remaining integral in eq. (14) vanishes by noting that

\[
\frac{r_p}{r_o} = 1 - \frac{\delta^*}{r_o} \cos \phi = 1
\]

To the same order of accuracy, Eq. (14) can be rewritten as

\[
\frac{\Delta T}{2\pi} = \rho \omega u^2 r_o \delta^* \cos \phi - r_o \delta^*(p_e - p_{\infty}) \cos \phi
\]  

(15)

4) The above equation reduces to the standard JANNAF relationship for thrust loss with the additional assumption \( \delta \cos \phi / r_o << 1 \). That is

\[
\frac{r}{r_o} = 1 - \frac{\delta \cos \phi}{r_o} \approx 1
\]

which leads to

\[
\theta = \theta \quad \text{and} \quad \delta^* = \delta^*
\]

and (15) becomes:

\[
\Delta T = 2\pi \cos \phi \left[ \rho \omega u^2 r_o \theta - r_o \delta^*(p_e - p_{\infty}) \right]
\]  

(16)

In conclusion, it can be seen that in order to reduce the general form of the thrust loss Eq. (8) to the standard JANNAF form, i.e., Eq. 16, requires four assumptions. The first assumption, i.e., that Bernoulli's equation is satisfied at the edge of the boundary layer is met in most liquid rocket engines of interest.

The other three assumptions deal with varying degrees of how thin the boundary layer is compared to a given length scale. The "thin" assumptions are:

- The boundary layer is thin compared to the local longitudinal radius of curvature, i.e., \( \delta / R_o << 1 \).
The displacement between the viscous and potential walls is small compared to the local wall radius, i.e., $\delta \cos \phi / r_0 \ll 1$, which leads to $r \approx r_p \approx r_0$.

The boundary layer thickness is small compared to the local wall radius, i.e., $\delta \cos \phi / r_0 \ll 1$, which leads to $r \approx r_p \approx r_0$.

RESULTS AND DISCUSSION

The BLM (Boundary Layer Module) within the TDK (Two-Dimensional Kinetics) code was modified to include the normal momentum equation together with longitudinal curvature terms.

Solutions to the momentum and energy equations can be obtained in a very efficient manner by using the block elimination method as discussed by Keller. The implicit finite difference scheme that has been developed by Keller and Cebeci was implemented to obtain numerical solution to these equations. The BLM code was validated by comparison to another boundary layer code, MABL. The code was also verified for flow over a flat plate and available experimental data for flow over a convex surface. These results are presented in Ref. 16.

The nozzle wall is not generally known analytically, and is often obtained from tabular input data by spline fitting. Calculation of longitudinal curvature which requires the second derivative of a nozzle wall creates "severe" fluctuations of the second-derivative which in turn can cause numerical instabilities. It was decided to divide the nozzle wall into numbers of equally spaced intervals and let a circle pass through every three points. The radius of the circle is taken to be the radius of the curvature at the middle point. This method has been verified against an analytical wall and the results are satisfactory.

The importance of longitudinal curvature is determined by the magnitude of $\delta / R_0$, i.e., the ratio of the boundary layer thickness to the radius of curvature. Figs. 2a and 2b indicate this value for ASE and SSME nozzles, respectively. The magnitude of $\delta / R_0$ for SSME is larger than ASE nozzle and thus a larger pressure gradient across the boundary layer is expected. This can be observed from a comparison of velocity profiles in Figs. 3 and 4.

The effect of longitudinal curvature on performance is depicted in Table 1. It can be seen that although the longitudinal curvature affects the mean flow velocity, temperature and...
pressure profiles in the boundary layer, it has insignificant impact on nozzle performance. However, the methodology being used to evaluate viscous loss has to distinguish between a thin and thick boundary layer.

Essentially, Eq. (A) in this table which is the standard JANNAF method is not valid for thick boundary layers, because of the magnitude of term $r/r_0$ where $r$ is the distance from the axis of symmetry to the edge of the boundary layer. As the value of $r/r_0$ increases, the thin shear layer assumption yields erroneous results for boundary layer losses, i.e., Eq. (A). Eq. (B) was developed for axisymmetric flows, and for the thick boundary layers is expected to yield quite different values from Eq. (A) and it can be seen that for nozzles with high area ratio such as ASE, RL–10 and XLR134, the difference between these equations is more significant. This difference is due to a thick boundary layer when $r/r_0$ is significantly less than unity. To be more exact $r_p$ should be replaced for $r_0$ in Eq. (B) as shown in the analysis and upon doing that in fact the effects are more severe on the high area ratio nozzles, Eq. (C). The results of adding another higher order term to Eq.(C) has been indicated in Eq. (D). It can be seen that addition of this term makes a change of up to about 8% in the thrust loss for high area ratio nozzles. Using the integrated wall shear method i.e., Eq. (E) yields results quite different (up to 16%) from Eq. (A) for ASE nozzle, (area ratio= 400), RL–10 (area ratio 205) and XLR134, (area ratio 767:1). However, as the higher order terms are added to Equation (D), the results become closer to values of Eq. (E). This is expected because of mathematical equivalency of both equations. The overall results indicate that the standard JANNAF method for performance prediction is not adequate and can produce fairly large error performance predictions for high expansion nozzles.

The results indicated in this table justifies the usage of Eq. (E) for the thrust Calculations and Eq. (E) should be used to obtain the thrust loss. Furthermore, the inclusion of longitudinal curvature is not crucial to performance prediction in contoured wall of a rocket engine nozzle.

CONCLUDING REMARKS

The results in this work indicated that although the effects of the longitudinal curvature are of importance on the mean flow velocity, pressure and temperature profiles in the boundary layer in strongly curved nozzle contours, it does not have a significant impact on the overall prediction of nozzle performance. However, for nozzles with a thick viscous layer, the
standard JANNAF method which is formulated for thin shear layers "over-estimates" the boundary layer thrust deficit and it should be replaced by the equation (E) in Table 1 which will be referred to as "wall shear method".
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Table 1: Boundary Layer Thrust Deficit for Variety of Engines in the Absence and Presence of the Longitudinal Curvature. Cold Wall Case

<table>
<thead>
<tr>
<th>NOZZLE</th>
<th>WITHOUT LONGITUDINAL CURVATURE</th>
<th>WITH LONGITUDINAL CURVATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EQ. A</td>
<td>EQ. B</td>
</tr>
<tr>
<td>XDEL7A</td>
<td>1.8459</td>
<td>1.8160</td>
</tr>
<tr>
<td>BC4515</td>
<td>0.8668</td>
<td>0.8534</td>
</tr>
<tr>
<td>BC1010</td>
<td>1.8578</td>
<td>1.7941</td>
</tr>
<tr>
<td>IUS</td>
<td>1.9864</td>
<td>1.9523</td>
</tr>
</tbody>
</table>

Eq. A \[ \Delta T = 2\pi \cos \phi \left( \rho \frac{u^2 r}{\theta} - \tau \delta^*(p - p_0) \right) \]

Eq. B \[ \Delta T = 2\pi \left( \rho \frac{u^2 r}{\theta} \cos \phi - \tau \delta^*(p - p_0) \cos \phi \right) \]

Eq. C \[ \Delta T = 2\pi \left( \rho \frac{u^2 r}{\theta} \cos \phi - \tau \delta^*(p - p_0) \cos \phi \right) \]

Eq. D \[ \Delta T = 2\pi \left( \rho \frac{u^2 r}{\theta} \cos \phi - \tau \delta^*(p - p_0) \cos \phi \right) - \int \rho \frac{u^2 r}{\theta} \cos \phi \frac{\partial \tau}{\partial x} \left( \tau^2 \right) dx \]

Eq. E \[ \Delta T = \int \left( \frac{\tau^2}{\rho} \right) 2\pi \frac{dr}{dx} dx + \int \left( \frac{p - p_0}{\rho} \right) \frac{\partial \tau}{\partial x} \left( \tau^2 \cos \phi \right) dx + \int \left( \tau^2 \frac{\partial \tau}{\partial x} \cos \phi \right) dx \]

in all the above equations \( \tau(x) = 0 \)

\[ \Delta \]
BOUNDARY LAYER LOSS MODELS IN NOZZLE IN PERFORMANCE PREDICTION

Douglas E. Coats, Daniel R. Berker, Alan Kawasaki
Software and Engineering Associates, Inc.
Carson City, Nevada

ABSTRACT

This paper details the importance of boundary layer shear stress models in predicting the boundary layer parameters of interest. Laminar and turbulent boundary layers are investigated. Different shear stress models are considered for a wide range of liquid and solid propellant systems and over a range of nozzle expansion ratios. Simple empirical fits to the computed results models for solid and liquid systems are also given.

INTRODUCTION

The trend toward very large area ratio nozzles, which result in performance gains for space propulsion applications, has increased the need for detailed knowledge of the momentum losses due to nozzle viscous effects (i.e., boundary layer). These losses degrade overall system performance, such as increasing system weight, decreasing useful payload weight, and/or decreasing effective system range. Another important factor in the designing of propulsive nozzles is the detailed knowledge of heat transfer at the wall for regeneratively cooled walls and/or material performance.

Because of the importance to rocket propulsion, the Astronautics Laboratory at Edwards Air Force Base has sponsored the Boundary Layer Study Contract to improve the understanding and computational predictive capabilities for boundary layers in rocket nozzles with high area ratios. As part of this study, the sensitivity of the computed boundary layer loss to various parameters was investigated. The effects of both longitudinal and transverse curvature were reported in Reference 1 and 2. Interactions between the viscous wall shear layer and the inviscid core have been reported in Reference 3. This paper discusses the importance of validating the turbulent shear stress model.

The methods used to calculate the boundary layer performance loss are presented first. The magnitude of the differences between methods of computing $\Delta I_{spBL}$ are not small $^{2,4}$ and should be addressed by the propulsion community.

Results of boundary layer losses are then presented for a variety of liquid and solid systems. Computations are for both laminar and turbulent flows (eddy viscosity model) using the TDK $^3$, SPP $^4$, and VIPER $^5$ codes. Results comparing eddy viscosity and k-epsilon turbulence models are presented for one case.

NOMENCLATURE

| $I_{sp}$ | Specific impulse |
| $K$ | Kinetic energy of turbulence |
| $L$ | Unit length |
| $p$ | Pressure |
| $Pr$ | Prandtl number |
| $R_C$ | Radius of longitudinal curvature |
| $r$ | Radius of transverse curvature |
| $Re$ | Reynolds number |
| $t$ | $= y \cos/r_0$ |
| $T$ | Thrust |
| $u,v$ | Velocity components |
| $x,y$ | Coordinate system |

Greek Letters

| $\delta$ | Boundary layer thickness |
| $\delta^*$ | Displacement thickness |
| $\epsilon$ | Turbulence dissipation rate |
| $\phi$ | Wall angle |
| $\mu$ | Viscosity |
| $v$ | Kinematic viscosity |
| $\rho$ | Density |
| $\theta$ | Momentum viscosity |
| $\tau$ | Shear stress |

Subscripts

| BL | Boundary layer |
| D | Delivered |

Approved for public release; distribution is unlimited.
CALCULATION OF THE BOUNDARY LAYER LOSS IN NOZZLE FLOWS

The conventional JANNAF method for evaluation of the viscous thrust loss in rocket engine nozzle employs both the boundary layer momentum and displacement thickness. This method can be arrived at by two different approaches as shown by Alber. The basis for the approach is to compare the thrust of an inviscid nozzle to a viscous nozzle with the same mass flow rate. In the equation given below, the first term represents the pressure forces acting on an inviscid nozzle and the second and third terms represent the total stress forces acting on the viscous nozzle.

\[
\Delta T = \frac{5}{6} (p^* - p_\infty) \frac{dr_p}{dx} - \frac{5}{6} (p^* - p_\infty) \frac{d(r_p + \delta^* \cos \phi)}{dx} \frac{d \delta^* \cos \phi}{dx}
\]

where \(r_p\) is the distance from the axis to the potential wall and \(p^*\) is the pressure at \(r_p\), as is shown in Figure 1.

When the boundary layer characteristics lengths, \(\delta\), \(\theta\), and \(\delta^*\), are assumed to be small compared to the characteristic nozzle lengths, \(r\) and \(R_0\), then equation (1) reduces to the standard JANNAF relation

\[
\Delta T = 2\pi \cos \phi \left[ \rho \mu \frac{\delta \theta}{\theta} \right] - r_0 \delta^*(p_e - p_\infty) \cos \phi
\]

If the boundary layer thickness assumption that \(\delta/R_e \ll 1\) is relaxed, then the modified JANNAF relation can be derived, i.e.,

\[
\Delta T = \frac{5}{2\pi} \rho \mu \frac{\delta \theta}{\theta} \cos \phi - r_0 \delta^*(p_e - p_\infty) \cos \phi
\]

using the alternate forms of the momentum and displacement thicknesses for axisymmetric flows shown below

- (momentum thickness) \(\bar{\delta} = \frac{\delta}{\theta} \int_0^{r_0} \frac{\rho \mu}{\rho_e u_e} \left[ 1 - \frac{u}{u_e} \right] dy\) \((4a)\)

- (displacement thickness) \(\bar{\delta}^* = \frac{5}{2\pi} \int_0^{r_0} \frac{\phi}{\theta} \int_0^{\theta} \left[ 1 - \frac{\rho u}{\rho_e u_e} \right] dy\) \((4b)\)

Table 1 (from Reference 2) shows that the differences in boundary layer loss as computed from Equation 1, 2, and 3 (columns E, A, and B respectively) are significant for nozzles with thick boundary layers.
### Table 1  Boundary Layer Thrust Deficit for Variety of Engines in the Absence and Presence of the Longitudinal Curvature. Cold Wall Case

<table>
<thead>
<tr>
<th>NOZZLE</th>
<th>WITHOUT LONGITUDINAL CURVATURE</th>
<th>WITH LONGITUDINAL CURVATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EQ. A</td>
<td>EQ. B</td>
</tr>
<tr>
<td>XDELTA</td>
<td>1.8450</td>
<td>1.8160</td>
</tr>
<tr>
<td>BC4515</td>
<td>0.8688</td>
<td>0.8534</td>
</tr>
<tr>
<td>BC1010</td>
<td>1.8578</td>
<td>1.7941</td>
</tr>
<tr>
<td>IUS</td>
<td>1.9864</td>
<td>1.9253</td>
</tr>
</tbody>
</table>

Eq. A. \( \Delta T = 2\pi\cos\phi\left(\int_p u^2_r \text{d}x \right) \)

Eq. B. \( \Delta T = 2\pi\int_p u^2_r \text{d}x \cos\phi \)

Eq. C. \( \Delta T = 2\pi\int_p u^2_r \text{d}x \cos\phi \)

Eq. D. \( \Delta T = 2\pi\int_p u^2_r \text{d}x \cos\phi \)

Eq. E. \( \Delta T = \int_p \left(\int_p u^2_r \text{d}x \right) \)

in all the above equations \( \zeta(x) = 0 \)

---
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ROLE OF TURBULENCE MODELS

The unsteady Navier-Stokes equations are generally recognized as being capable of accurately describing both laminar and turbulent flows. However, the difficulties associated with resolving the various length scales in turbulent flows has removed direct solution of these equations from practical engineering usage. Instead, the time or Reynolds's averaged Navier-Stokes equations are solved for cases of engineering interest. The time averaging of the equation generates "apparent" stresses and heat fluxes which are modeled empirically. This empiricism relates mean flow variables to the apparent stresses.

Two classes of turbulence modeling are currently popular. The first class is the eddy viscosity or mixing length methods which trace their origins to Boussinesq and Prandtl. These methods are also referred to as simple algebraic or zero equation models. The second class uses transport equations to evaluate the turbulent Reynolds stress terms. A frequently used two-equation model is the $k\epsilon$ method which was first proposed by Harlow and Nakayama[12]. Some popular $k\epsilon$ methods follow the work of Jones and Launder[13] and Launder and Spalding[14].

The JANNAF standard codes for evaluating boundary layer losses, i.e., SPP-BLM[6], TDK-BLM/MABLE[5], and BLIMP-J[15] all use the Cebeci-Smith eddy viscosity model[16]. The VIPER code being developed under this effort includes both the Cebeci-Smith eddy viscosity model and a $k\epsilon$ model, see Reference 7 and 8.

With the success of viscous flow calculations it is easy to forget the origin and amount of empiricisms that go into these calculations. All of these turbulence models were developed for air and pressure gradients which seem very modest by rocket nozzle standards. A study conducted by Evans[17] comparing 3 similar eddy viscosity models (Kendall, Bushnell, and Cebeci-Smith) concluded that large differences in heat transfer could occur between these models. The main culprit was assumed to be the way which these models handle density and temperature gradients across the boundary layer, especially in the law of the wall region.

Baseline Computations

To establish a baseline for the computations, a series of four liquid engines (RL10, SSME, XLR134, and ASE) were run on the TDK/BLM codes and eight solid motor cases on SPP/BLM. The results of these computations are shown in Figure 2. The major reason for higher losses on liquid systems is that these systems tend to have cooled walls and hence higher boundary losses. No attempt was made to correct for the effects of regen heat addition to the core flow on the overall boundary layer loss. As a result of these computations, we found the following expressions to be reasonable fits of the data.

\[
\frac{\Delta I_{\text{BL}}}{I_{\text{spD}}} \times 100 = 0.32 + 3.887 \times 10^{-3} \epsilon \\
\frac{\Delta I_{\text{BL}}}{I_{\text{spD}}} \times 100 = 1.065 + 6.192 \times 10^{-3} \epsilon
\]

where $\epsilon$ is the nozzle area ratio

While the above can be used for estimates of the boundary layer loss, care should be exercised for liquid systems since the amount of heat extracted from the flow (and hence $\Delta I_{\text{BL}}$) varies greatly from engine to engine and is not a function of area ratio.

PNS Results

Computations were performed for six liquid propellant rocket engines using the VIPER[7-8] code. The VIPER code was selected for this study because it contains all of the models to do a complete and consistent set of calculations. It can treat both laminar and turbulent flow with reacting chemistry. It has two turbulence models, Cebeci-Smith and $k\epsilon$, and can handle very thick boundary layers since the core flow and wall shear layer are directly coupled. The boundary layer loss was computed as the integral of the shear stress along the wall (last term in equation 1).

Laminar and turbulent (eddy viscosity) results were obtained for all six nozzles. The characteristics of these engines are given in Table 2 and the results are shown in Figure 3. While there is a significant amount of scatter in the computed results, it is clear that the turbulent losses are from 2 to 4 times larger than the laminar losses.
Unfortunately the $k$-$\epsilon$ turbulence model incorporated in VIPER turned out not to be as robust as we had hoped and we were able to obtain reasonable results for only one case. That case was the XLR-134 high expansion ratio nozzle. The following table shows the results for this nozzle using frozen chemistry.

Table 3. XLR 134 Boundary Layer Loss Results

<table>
<thead>
<tr>
<th>Turbulence Model</th>
<th>Delivered $I_{sp}$</th>
<th>$\Delta I_{sp}^{BL}$</th>
<th>$\Delta I_{sp}^{f}$%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cebeci Smith</td>
<td>456.377</td>
<td>17.839</td>
<td>3.909</td>
</tr>
<tr>
<td>$k$-$\epsilon$</td>
<td>452.833</td>
<td>23.688</td>
<td>5.231</td>
</tr>
</tbody>
</table>
No matter how the comparison of the above is made, a one percent difference in delivered I<sub>sp</sub> has to be considered significant.

The magnitude of the boundary layer loss and the discrepancy between turbulence models can only be resolved by very careful boundary layer measurements in an environment similar to a rocket engine.

It is obvious from the results presented here that experimental validation of boundary layer loss models is required if the design margins on future high area ratio space systems are to be lowered. To put this statement in perspective, the rule of thumb is that a loss of 1% in I<sub>sp</sub> results in a 2% loss in payload.

CONCLUSIONS

The magnitude of the boundary layer performance loss has been shown to range 1 to 6% of the total delivered I<sub>sp</sub> for liquid propellant rocket engines with moderate to high area ratios. The effect of turbulence has been shown to increase the performance loss over a laminar boundary layer by factors of 2 to 6 making the onset of turbulence a critical factor for small high area ratio nozzles.

The uncertainty in turbulence models had been previously estimated to be in the 10 - 25% range on predicted I<sub>sp</sub> loss. The calculations presented here showed a range of 25 - 33% depending on the selected base.
REFERENCES


APPENDIX B  
TECHNICAL PAPERS FROM THE PHASE 2 WORK EFFORT

<table>
<thead>
<tr>
<th>Paper Name</th>
<th>Page No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thick Boundary Layer Assessment for Nozzle Flow</td>
<td>B-1</td>
</tr>
</tbody>
</table>

(Reprinted with permission)
AIAA-88-3160
Thick Boundary Layer Assessment for Nozzle Flow
H. Kehtarnavaz and D.E. Coats,
Software Engineering Associates, Inc., Carson City, NV; and Y.
Kronzon, Pennsylvania State Univ.,
Mechanical Engineering Department,
University Park, PA

AIAA/ASME/SAE/ASEE 24th JOINT PROPULSION CONFERENCE
July 11-13, 1988/Boston, Massachusetts
THICK BOUNDARY LAYER ASSESSMENT FOR NOZZLE FLOW

H. Kehtarnavaz* and D. E. Coats**
Software and Engineering Associates, Inc.
Carson City, Nevada

Y. Kronzon+
Pennsylvania State University
Mechanical Engineering Department
University Park, Pennsylvania

ABSTRACT

The effects of thick boundary layers on nozzle flow performance have been investigated. The relationship between the boundary layer and the core flow for a variety of real engine parameters has been established. Euler/boundary layer solutions are compared against the full Navier-Stokes solver and PNS solver. These solutions have been compared to the standard JANNAF TDK/BLM computer code.

The interaction between the viscous layer and the core flow has been studied for a thick boundary layer where the "thin" shear layer assumption is not valid. This study is for perfect gas with constant γ.

The validity and restrictions for "thin" shear layer assumption for thick boundary layers has been studied.

ABBREVIATIONS

ASE Rocketdyne Advanced Space Engine
BLM Boundary Layer Module of the TDK/BLM Computer Program
CFL C walkt, Levy, and Friedricks (Number)
Isp Specific Impulse
OTV Orbital Transfer Vehicle
SBS-1A Hughes Spacecraft Engine
SSHE Space Shuttle Main Engine
TDK Two-Dimensional Kinetic Computer Code
XLR-134 Low Thrust Cryogenic Engine, OTV

I. INTRODUCTION

The trend towards very large area ratio nozzles, which result in performance gains for space applications, has increased the need for detailed knowledge of the momentum losses due to nozzle viscous effects (i.e., boundary layer) and the flowfield parameters in propulsion systems. These losses degrade overall system performance as it directly affects payload efficiencies such as increasing system weight, decreasing useful payload weight, and decreasing effective system range.

As the interest in understanding of high speed flows and performance of propulsive nozzles increases, there is need for the development of more precise computational techniques. The performance loss in high expansion ratio nozzles due to the viscous layer is a critical design parameter in selecting the nozzle geometry. Recent studies indicate that for high area ratio nozzles, the viscous layer can become quite thick such that the evaluation of losses due to this layer based upon the traditional Prandtl thin shear layer approximation could be insufficient for its application. Although the second order boundary layer equations could be utilized for obtaining improved results, there is still a need for superior techniques to treat "thick" viscous layers.

Very powerful computational capabilities have been developed in the application of finite difference techniques to the solution of the fluid dynamic equations governing compressible flows.

The most notable algorithm was introduced by MacCormack in his classic 1969 paper on the effect of viscosity on hypervelocity impact cratering. His explicit solution technique, which is a variation on the Lax-Wendroff second order method, uses a predictor-corrector operator to achieve second order accuracy while using a first order accurate finite difference approach. Since this method is easily applied to complex flowfield problems, it is widely used in the CFD community today.

To resolve the viscous layer portion of the flow in Navier-Stokes solvers, a fine mesh should be considered near the wall region. This will result in increasing the computation time considerably. To some extent, this difficulty has been overcome by the development of PNS (parabolized Navier-Stokes) equations and PNS-based computer programs.
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The parabolized Navier-Stokes equations neglect the streamwise diffusion term, which along with special treatment of the subsonic region of the boundary layer removes the spatial ellipticity from the steady form of the equations and permits a solution by streamwise marching computational techniques. The major advantage of the PNS codes, in general, is that they solve a steady form of the governing equations and are much more efficient than time-dependent codes for solution of the unsteady Navier-Stokes equations. Due to these attributes, PNS codes are widely used today to analyze fluid dynamics of reasonable amount of computation time.

II. TEST CASES AND CODES

A list of candidate engines and their specifications is shown in Table 1. The test cases cover the whole range of laminar (300:1 nozzle) to completely turbulent nozzle flows (ASE and SSME). The software selected to perform this study were the TDK/BLM [20], a PNS code [20], the Euler code [20], and the VNAP2 (NS code).

Some of the computer programs had to be modified to increase the resolution and/or computation accuracy. Both the inviscid and viscous solutions are obtained and compared.

Table 1: Candidate Engines for Thick Boundary Layer Study

<table>
<thead>
<tr>
<th>ENGINE</th>
<th>APPLICATION</th>
<th>PROPELLANT</th>
<th>THRUST (lb.)</th>
<th>CHAMBER PRESSURE (psia)</th>
<th>THROAT RADIUS, R (inch)</th>
<th>HOCKLYS EXPANSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSME (Space Shuttle Main Engine)</td>
<td>SS10</td>
<td>LOX/O2</td>
<td>463,000</td>
<td>2935.7</td>
<td>5.1527</td>
<td>1.18 x 10^7</td>
</tr>
<tr>
<td>ASE (Rocketdyne, Advanced Space Engine)</td>
<td>OTV</td>
<td>LOX/O2</td>
<td>22,600</td>
<td>2287</td>
<td>1.254</td>
<td>2.20 x 10^6</td>
</tr>
<tr>
<td>S5-3A (Hughes Spacecraft Engine)</td>
<td>Spacecraft</td>
<td>H2/2O</td>
<td>5.45</td>
<td>103</td>
<td>.6925</td>
<td>3.90 x 10^6</td>
</tr>
<tr>
<td>XLR-134</td>
<td>OTV</td>
<td>LOX/O2</td>
<td>511</td>
<td>510</td>
<td>.396</td>
<td>1.80 x 10^6</td>
</tr>
</tbody>
</table>

III. INVIScid SOLUTION

A comparison between the TDK, VNAP2, and AX1205 code results for the nozzle mass flow rates, thrust, and I are presented in Table 2. The VNAP2 Code (NS Diver) was modified to separate the subsonic/transonic and supersonic portion of the flow. The validity of “segmentation” of the nozzle has been discussed elsewhere and it has been shown that this method results in accurate solutions in a fully reasonable amount of computation time.

There is excellent agreement between VNAP2 in the Euler mode and TDK. AX1205 yields comparable results; however, due to the poor grid resolution in AX1205, the results are slightly different from the other two. From this Table it can be concluded that for low thrust engines, such as the Hughes 300:1 engine, I is very sensitive to the nozzle mass flow rate due to the small mass flow rates.

So, for low thrust engines, it is necessary that the methodology being used must conserve mass as much as possible. Also, from Table 2, it can be observed that poor grids have significant effect on the higher area ratio nozzles, i.e., for high expansion ratio nozzles, such as the XLR-134, an enormous number of grid points is necessary to solve the flowfield correctly.

IV. Viscous Solutions

The results of the thrust and I calculations for all the test cases and for the viscous flows are tabulated in Table 3. The initial line properties for the PNS Code were taken from the VNAP2 solution. For the low thrust engine, the flow is laminar and the viscous layer occupies about 30% of the nozzle (D_n/2 = .3), and disagreement between TDK/BLM and VNAP2 is basically due to the
resolution of the viscous layer, particularly near the wall. These results are obtained for variable grid spacing with more gridlines close to the wall. However, in TDK/BLH about 120 points are assumed in the viscous layer as opposed to about 20 points in the NS or PNS solvers. So, it can be concluded that the discrepancy between these results is due to the resolution of the viscous layer.

There are still fundamental questions that have to be answered: that is how thick is the subsonic layer and how accurate can an NS or PNS solver predict the thickness of this sublayer? Two of the candidate engines, ASE and XLR-134, were chosen to answer these questions for further studies.

In ASE, the viscous layer occupies about 15% of the nozzle and in the XLR-134 nozzle, this value is about 20% (6.995/s). Both adiabatic and cooled walls are considered; and subsonic layer thickness, together with a number of points across the viscous layer and subsonic layer are depicted in Table 4. From this table, it can be observed that generally, if an NS solver is applied to supersonic n-cle flow to resolve the viscous layer, an enormous number of points will be needed which makes the computational time prohibitively large. This table also indicates that the subsonic layer thickness is about 14 of the boundary layer and that the mass travelling in this sublayer is so small such that it cannot have any major effect on the performance. The thickness of the subsonic layer is very small compared to the boundary layer and the flowfield, and does not establish a concern about the information travelling backward in the nozzle in this sublayer due to the elliptic nature of the governing equations.

V. SHEAR LAYER CORE FLOW INTERACTION

In the nozzle expansion, at some point, the Reynold's number can become low enough that the thin shear layer (TSL) or boundary layer equations no longer yield acceptable accuracy for performance prediction. There is no simple way to detect when the TSL equations are no longer adequate.

There are several studies in the area of the inviscid-viscous interaction. Among these, the methods of Carter[11], Le Breton[12], Vigdon[13], Veldman[14], and Moses[15] are included. All of these schemes consist of coupling a system of elliptic equations for the inviscid flow to parabolic equations for the boundary layer. However, all of these studies neglect the fact that the parabolic boundary layer equations will not give accurate results for a thick viscous layer in internal flows. Higher order boundary layer equations are treated in reference 1 and 2 in a more complete manner than found in most of the literature on viscous-inviscid interaction. However, there is no doubt that for "thick boundary layers," full Navier-Stokes or parabolized Navier-Stokes equations are far better tools for treating the viscous layer. It is our goal in this section to clarify the viscous-inviscid interaction.

For the purpose of this study, the XLR-134 nozzle, which we computed to have a fairly thick boundary layer, was chosen. At each axial station, flow values were obtained in a direction perpendicular to the wall (boundary layer coordinate) using the VNAF2 code. Both viscous
and inviscid solutions were obtained for comparison. The difference between the axial and total velocities for the inviscid and viscous solutions are depicted in Figure 1. Also shown on Figure 1 is the displacement thickness, $\delta^*$, as computed by the TDK/BLM code. In classical TSL theory, the effect of the boundary layer in the outer or core flow is taken into account by displacing the wall in the normal direction by $\delta^*$. The outer flow is then recomputed using the displaced wall and thus reflects the interaction of the TSL on the core flow. The difference between these two inviscid calculations is (from TDK) divided by the original inviscid velocity are shown on Figure 1 and labeled as the TSL asymptote. As is clearly evident in Figure 1, the fractional velocity differences approach a higher asymptote than predicted by TSL theory and at a much farther distance from the wall.

The same results for ASE nozzle are shown in Figure 2. From the boundary layer code $\delta^* = 1.5$ inches at $x = 60$ inches (this is about 7% of the flowfield, i.e., $\delta^*/c = .07$). The boundary layer thickness relative to the local transverse curvature ($\delta^*/c$) is about half of the XLR134 value. So it is anticipated that the boundary layer equations yield more accurate results for the ASE nozzle. From Figure 2, it can be seen that at $\delta = 1.5$ inches the value of $
abla U_{\|} \cdot \nabla \sigma_{\|}$ is changing very slowly as opposed to the region closer to the wall, meaning that the viscous effects are almost dissipated at the 1.5 inches outward from the wall. However, there is still some viscous effects or interaction for distances larger than 1.5 inches.

The VNP2 and TDK code solutions for inviscid flow of a perfect gas yield the edge condition for solving the boundary layer equations.

### Table 3: Comparison of Thrust Calculations for TDK, VNAP2(NS) and PUS Codes for Viscous Flow of a Perfect Gas, Adiabatic Wall

<table>
<thead>
<tr>
<th>Engine</th>
<th>NOZZLE</th>
<th>TDK</th>
<th>VNAP2</th>
<th>PUS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass Flow Rate (lbf/sec)</td>
<td>404.80</td>
<td>404.80</td>
<td>404.80</td>
<td></td>
</tr>
<tr>
<td>Thrust (lbf)</td>
<td>537.50</td>
<td>537.50</td>
<td>537.50</td>
<td></td>
</tr>
<tr>
<td>Total Enthalpy (lbf)(IF)</td>
<td>1.21826</td>
<td>1.21826</td>
<td>1.21826</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: Subsonic Layer Thickness Predicted by VNAP2, BLM and PUS Codes

<table>
<thead>
<tr>
<th>Engine</th>
<th>COOLED WALL (T = 1000 R)</th>
<th>ADIABATIC WALL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity Thickness (inches)</td>
<td>Points Across the Subsonic Layer/</td>
<td>Subsonic</td>
</tr>
<tr>
<td>Points Across the Boundary Layer</td>
<td>VNAP2</td>
<td>BLM</td>
</tr>
<tr>
<td>XLR134</td>
<td>2.02</td>
<td>1/5</td>
</tr>
</tbody>
</table>

* Number of points in the radial direction for ASE is 95 and for XLR134 is 81 with more points close to the wall.
Boundary layer equations were solved for all cases using the two sets of edge conditions and the results are indicated in Table 5. This table reveals that for the boundary layer losses, the agreement between the two calculations is not good. Since the boundary layer code used for both calculations was the same, the differences are attributed to the inviscid edge conditions. Both the mesh resolution and accuracy of the Method of Characteristic calculation are considered superior to those of the VNAP2 code.

To examine the magnitude of the streamwise diffusion terms in Navier-Stokes equations, the full NS equations are compared against NS equations without the streamwise diffusion terms for one engine, the ASE. Table 6 compares the thrust and mass flow rate for both cases, and Figure 3 indicates the Mach number and pressure at the exit plane for both cases. Excellent agreement is observed. Figure 3 indicates a severe pressure gradient at the wall throughout the boundary layer and mild pressure gradient for the inviscid portion of the flow. This is compatible with the results in Reference 1 and 2 where the second order Boundary layer solution reveals this pressure gradient across the shear layer. These sample results indicate that the magnitude of streamwise diffusion terms in Navier-Stokes equations for supersonic flows, compared to other terms, are very small, and that they can be eliminated from the NS equations. The performance results with axial diffusion term is closer to the TDK/BLM results (see Table 3). However, the difference between the Isp's in Table 6 can be due to the numerical scheme rather than the axial diffusion terms. This has been a conclusion of studies presently being performed at Software and Engineering Associates Inc.

Table 5: Comparison of the Boundary Layer Losses Between TDK/BLM and VNAP2/BLM for Adiabatic Wall

<table>
<thead>
<tr>
<th>Engine</th>
<th>Isp, lbf. sec./lbm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDK/BLM</td>
<td>VNAP2/BLM</td>
</tr>
<tr>
<td>SSME</td>
<td>2.057</td>
</tr>
<tr>
<td>Hughes 300:1</td>
<td>3.43</td>
</tr>
<tr>
<td>ASE</td>
<td>4.789</td>
</tr>
<tr>
<td>XLR-134</td>
<td>5.635</td>
</tr>
</tbody>
</table>

Table 6: Mass Flow Rate, Thrust and Isp for the ASE in the Presence and Absence of Axial Diffusion Terms

<table>
<thead>
<tr>
<th>WITH AXIAL DIFFUSION</th>
<th>WITHOUT AXIAL DIFFUSION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass Flow Rate, lbf/sec</td>
<td>Thrust, lbf</td>
</tr>
<tr>
<td>49.54</td>
<td>22,123</td>
</tr>
</tbody>
</table>

Figure 1. Interaction between the core flow and the viscous layer predicted by the full NS and Thin Shear Layer approximation for XLR-134 Nozzle.
COMPARISON OF THE AXIAL COMPONENT OF VELOCITIES FOR INVIDIC AND VISCOS FLOWS, ASC NOZZLE

COMPARISON OF THE TOTAL COMPONENT OF VELOCITIES FOR INVIDIC AND VISCOS FLOWS, ASC NOZZLE

Figure 2. Interaction between the core flow and the viscous layer predicted by the full NS and Thin Shear Layer approximation for ASC Nozzle.

COMPARISON OF PRESSURE AT THE EXIT PLANE FOR VISCOS FLOW OF A PERFECT GAS ASC NOZZLE

COMPARISON OF MACH NUMBER AT THE EXIT PLANE FOR VISCOS FLOW OF A PERFECT GAS ASC NOZZLE

Figure 3. Comparisons of exit plane Mach number and pressure profiles between NS solutions with and without streamwise diffusion for ASC Nozzle.
VI. CONCLUSION

The effects of various methods of computing the wall shear layer in propulsive nozzles has been studied for relatively thick boundary layers. It was found that for nozzle flows where the computed boundary layer thickness exceeds 10% of the local nozzle radius that calculations based on the traditional Prandtl thin boundary layer assumptions are not of sufficient accuracy for detailed propulsion studies. No firm criteria or methods have been developed to estimate the magnitude of the error associated with the use of the thin shear layer assumptions. The work that this report is based on is still in progress and it is hoped that more definitive results will be generated.
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ABSTRACT

A Parabolized Navier–Stokes Code, VISPER (Viscous Performance Code for Nozzle Flow with Finite Rate Chemistry) has been developed which calculates the internal flow of turbulent and non-equilibrium reacting gases. The technique of Richardson Extrapolation is applied to the 1st order Beam–Warming scheme to provide (i) estimates for the local error at each marching step, (ii) automatic step size variation, and, (iii) extension to second order. The resulting numerical procedure is more stable than the second order Beam–Warming method and has the efficiency of an automatic step size control method. Two turbulence models, mixing length and k–ε, are used to resolve the wall shear layer. The results from this code are compared against existing experimental data for supersonic combustion and rocket nozzle flows. For the latter, comparisons are also made to predictions from classical inviscid/boundary layer methods. A measure of the interaction between the core flow/boundary layer is obtained and, at the same time, the extent of the validity of the classical method of calculation is revealed.

NOMENCLATURE

c mass fraction
Cp specific heat
h species enthalpy
H total enthalpy (h + V^2/2)
J Jacobian
p pressure
Pr Prandtl number
q heat flux
R gas constant
r transverse curvature
T temperature
V velocity

Greek Symbols

\( \xi, \eta \) transformed coordinates for \( x \) and \( y \)
\( \omega_j \) species production term
\( \omega \) Vigneron pressure splitting term
\( \mu \) viscosity
\( \rho \) density
\( \tau \) shear stress

Superscripts

* reference value
\( ^{-} \) contravariant
\( ^{i} \) index in \( \xi \) direction (axial)
\( ^{\cdot} \) dimensional quantity

Subscripts

\( ^{i} \) species
\( ^{j} \) index in \( \eta \) direction (radial)
L laminar
r reference value
T,t turbulent
\( ^{x} \xi \) in axial or transformed axial direction
\( ^{y} \eta \) in normal or transformed normal direction
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INTRODUCTION

In recent years, there has been a substantial amount of research in computing steady, viscous, internal flow, due to its importance in the design of components such as gas turbine and ramjet combustors, turbo-machinery, inlet ducts, and rocket engine nozzles. The equations that govern such flows are the Navier-Stokes equations. Under certain conditions these flowfields can be accurately predicted with a simplified version of the full Navier-Stokes equations. The Parabolized Navier-Stokes equations represent one such class of simplifications.

Parabolized Navier-Stokes (PNS) equations are a subset of the Navier-Stokes (NS) equations which are valid for predominantly supersonic flow with subsonic shear layers, provided no streamwise separation occurs\(^1\).\(^2\). The PNS equations neglect the streamwise diffusion term which, along with special treatment of the subsonic region of the boundary layer, removes the spatial ellipticity from the steady form of the equations and permits a solution using a streamwise marching computational technique. Although the PNS models were developed in the early 1960's, they were not widely used until the 1970's and 1980's\(^3\).\(^4\).

As the interest in understanding of high speed flows and performance of propulsive nozzles increases, there is need for development of more precise computational techniques. It has been shown that the adequacy of the standard JANNAF (Joint Army, Navy, NASA, Air Force) liquid rocket performance prediction methodology\(^5\) is questionable for high expansion ratio nozzles and/or nozzles with thick viscous layer. The JANNAF procedure uncouples the inviscid flow and viscous layer and loses validity when there are extensive interactions between the viscous layer and the core flow.

The PNS equations are integrated throughout the viscous and inviscid regions of the flow. This procedure eliminates the need to specify the conditions in matching boundary layer and inviscid solutions, i.e. the conventional inviscid–viscous interaction. Popular algorithms for solving PNS equations are those by Breiley and McDonald\(^6\) and Beam and Warming\(^7\), and more recently, upwind algorithms\(^8\).\(^9\). \(^10\).

Richardson Extrapolation is a generic numerical procedure that can be applied to any computational scheme for which there is an asymptotic expansion of the local truncation error as the mesh is infinitely refined\(^10\). This extrapolation technique can be used to provide estimates for local error as well as a way to extend a numerical scheme to higher order. Richardson Extrapolation has been used successfully in the numerical solution of ordinary differential equations, and numerical quadrature, to name a few\(^10\). For fluid dynamic applications this technique has been applied extensively to boundary layer equations by Keller and Cebeci\(^11\), Blotnec\(^12\), and others\(^13\), either to raise the order of the numerical scheme or to do accuracy study.

More recently, Richardson Extrapolation has been applied to Multigrid Methods\(^14\).\(^15\) to provide local error estimates and extension to higher order. The use of Richardson Extrapolation here differs from that of references 36,37 in two ways. Firstly, the technique is applied to the marching direction and not the radial direction, to obtain the local error and extension to second order. Secondly, the information from the local error is utilized to provide automatic step size control in the marching direction.

The resulting algorithm has been implemented in a production code for liquid rocket performance, called VISPER, developed for AFAL. The predictions from VISPER are compared to experimental data as well as to the established JANNAF code, TDK/BLM/MABL\(^16\). For nozzles known to have a thick viscous layer, comparing VISPER results to classical inviscid/boundary layer calculations yields a measure of the interaction between the core flow and the boundary layer.

GOVERNING EQUATIONS

For body fitted coordinates \((\xi,\eta)\), with \(\xi = \xi(x,r)\) and \(\eta = \eta(x,r)\), the PNS equations for axisymmetric flow in conservation form are:

\[
\begin{align*}
\frac{\partial}{\partial \xi} \left[ \xi F \right] + \frac{\partial}{\partial \eta} \left[ \eta F \right] & = G \\
(1)
\end{align*}
\]

where

\[
\begin{align*}
E &= (\rho u, \rho u^2+\rho p, \rho u v, p\rho u) \\
F_v &= (0, \xi_{xx} \tau_{xr} + \tau_{xx} v^2 + \tau_{xr} + q_x) \\
F &= (\rho v, \rho u v, \rho u^2+\rho p, p\rho v) \\
F_v &= (0, \xi_{xr} \tau_{rt} + \tau_{rt} v^2 + \tau_{rr} + q_r) \\
G &= (0, 0, -p, -u^2+\rho) \\
\end{align*}
\]

\[
\begin{align*}
&J = \left[ \begin{array}{c}
\xi_{xx} \\
\xi_{xr}
\end{array} \right]
\end{align*}
\]

\[
\begin{align*}
\tau_{xx} &= -\mu \left[ \frac{2}{3} \eta_x - \frac{2}{3} \eta_{rr} \right] \\
\tau_{xr} &= -\mu \left( u \xi_{xx} + v \eta_{rr} \right)
\end{align*}
\]
\[ \tau_{rr} = -\mu \left( \frac{1}{3} v \eta_r - \frac{2}{3} u \eta_x \right) \]

\[ q_x = -\frac{\mu}{\mathcal{P}T} h \eta_x \]

\[ q_r = \frac{\mu}{\mathcal{P}T} h \eta_r \]

For planar flow, simply remove \( r \) and \( G \) from equation (1). In the above equations, the viscosity, \( \mu \), represents the effective viscosity, i.e., for laminar flow, \( \mu \) is the laminar viscosity, while for turbulent flow, \( \mu \) is the sum of the laminar and turbulent viscosity. Similarly, for turbulent flow, the effective thermal conductivity is represented by

\[ \mu_r = \frac{\mu_L}{\mathcal{P}T_L} + \frac{\mu_T}{\mathcal{P}T_T} \]

The thermodynamic properties are related to the species mass fractions, \( c_i \), as follows:

\[ h = \sum c_i h_i(T) \]

\[ c_p = \sum c_i c_{p_i} \]

\[ R_G = \sum c_i R_{G_i}(T), \]

the summation is taken over the number of species.

The species continuity equations for axisymmetric flow in transformed coordinates are:

\[ \rho \frac{\partial c_i}{\partial t} + \rho \left( \frac{\partial}{\partial r} - a c_i \right) \left[ \frac{\mu}{\mathcal{P}T} \frac{\partial c_i}{\partial \xi} \right] \eta_x + \frac{\partial}{\partial \eta} \left( \frac{\mu}{\mathcal{P}T} \frac{\partial c_i}{\partial \eta} \right) \eta_r + \omega_i \frac{1}{r} \frac{\partial}{\partial \eta} c_i = 0 \]

(2)

Unity Lewis number is assumed in equation (2) to simplify the coding and should not significantly affect the accuracy of the results for the problems considered here.

For planar flow, simply remove the \( \frac{1}{r} \) term in equation (2). In equation (2), \( \bar{u} \) and \( \bar{v} \) denote the contravariant velocities,

\[ \bar{u} = u \xi_x + v \xi_r \]

\[ \bar{v} = u \eta_x + v \eta_r \]

\[ \omega = \text{species production terms.} \]

The following non-dimensionalization is implemented

\[ x = \frac{x}{r^*} \]

\[ h = \frac{h}{u^2} \]

\[ r = \frac{r}{x^*} \]

\[ p = \frac{\bar{p}}{\rho u^2} \]

\[ u = \frac{\bar{u}}{u_r} \]

\[ \mu = \frac{\mu_0}{u_r} \]

\[ v = \frac{v}{u_r} \]

\[ \omega_i = \frac{\omega_i}{u_r^2} \]

\[ T = \frac{T}{T_r} \]

and consequently the form of equations (1) and (2) remains unchanged.

**FINITE DIFFERENCE EQUATIONS**

The numerical scheme used for equation (1) is basically the linearized block implicit method of Briley-McDonald or Beam-Warming. The present implementation of the finite difference scheme differs from previous PNS solvers in two major ways. First, the vector \((p, u, v, h)\) is used as dependent variables, instead of the more common vector \((p, pu, pv, pH)\). Second, the diffusion terms are treated using second derivatives explicitly. The advantages of the present approach are that the tridiagonal block matrices do not need conditioning and no artificial damping, either implicit or explicit, is necessary. The geometric conservation law is observed in differencing the fluxes.

The species continuity equations, equation (2), are finite-difference using the implicit Euler method at the forward station, once a solution for the fluid equations is obtained there. This decoupled approach between the fluid and the chemistry cuts down on the bandwidth of the block tridiagonal matrices, while does not seem to affect the accuracy of the scheme.

The Vigneron sublayer model is used to suppress the ellipticity of the subsonic region of the boundary layer. More details on the numerics are available in reference 35, as this paper is oriented toward applications.

Equation (1) is rewritten as:

\[ \frac{\partial}{\partial \xi} \left( \bar{E} \right) + \frac{\partial}{\partial \eta} \left( \bar{P} \right) + \frac{\partial}{\partial \eta} \left( \bar{F} \right) + \frac{\partial}{\partial \eta} \left( \bar{G} \right) = 0 \]

(3)
where
\[
\hat{E} = \frac{\xi_x E + \xi_y F}{J} - \hat{P}
\]
\[
\hat{P} = \pi(0, \xi_x (1-\omega)p, \xi_y (1-\omega)p, 0)
\]
\[\omega = \text{parameter in Vigneron Sublayer model.}\]
\[
\omega = \min \left[ \frac{\sigma M_g^2}{1 + (\gamma - 1)M_g^2}, 1 \right],
\]
\[0.7 \leq \sigma \leq 0.85\]
\[M_g = \text{Mach Number in the } \xi \text{ direction}\]
\[
F = \frac{\eta_x (E + E_y) + \eta_y (F + F_y)}{J}
\]
\[
\hat{G} = \frac{G}{J},
\]

In the Beam-Warming scheme, the flux vectors \( \hat{E}, \hat{F}, \hat{G} \) need to be linearized about the present station. Each of the flux vectors can be represented as the sum of the form \( fW \), where \( f \) is a grid related quantity such as \( \xi_x \gamma, \eta_x \gamma, \gamma \), or \( J \), and \( W \) is a flux vector, such as \( E, F, \) or \( G \). Denoting by \( j \) the index for \( \eta \), and \( i \) the index for \( \xi \), then,
\[
\Delta(fW) = (fW)^{i+1} - (fW)^{i}
\]
\[
= \Delta Q^i_j \Delta W^i_j
\]

Using Taylor's expansion to first order:
\[
\Delta W^i_j = W^{i+1}_j - W^i_j
\]
\[
= \frac{\partial W}{\partial Q} \Delta Q^i_j
\]
\[
= \frac{\partial W}{\partial \eta} \Delta Q^i_j
\]
\[
+ \frac{\partial W}{\partial Q} \Delta Q^i_j \Delta \eta^i_j
\]

where
\[Q = (p, u, v, h)\]
\[Q^\eta = \frac{\partial Q}{\partial \eta}\]

Differences in the \( \eta \) direction are evaluated as central differences at the forward point. When linearization of the form (4) \( i \neq 1 \) (5) are applied to equation (3), a tridiagonal block structure results which can be solved efficiently for the increment,
\[
\Delta Q^i_j = Q^{i+1}_j - Q^i_j.
\]

Once a solution for the fluid dynamic equations (1) is obtained at the forward station, the species continuity equations can be solved at the same station, using the implicit Euler scheme.

**BOUNDARY CONDITIONS**

At the solid wall, the following boundary conditions are implemented:
\[
u = 0 \quad v = 0
\]
\[
\frac{\partial p}{\partial n} = 0, \quad (\frac{\partial \theta}{\partial n} = 0 \text{ or } T = T_w).
\]

At the centerline, symmetric conditions are implemented:
\[
\frac{\partial u}{\partial n} = 0, \quad \frac{\partial v}{\partial n} = \frac{\partial \theta}{\partial n} = 0, \quad v = 0,
\]
where \( n \) is the normal vector to the wall and/or axis.

**TURBULENT MODELS**

Mixing length\(^{16,17} \) and \( k-\epsilon \) models\(^{18,19} \) for the effective viscosity have been incorporated into the VISPER code. An extensive discussion about the \( k-\epsilon \) model can be found in Ref. 20. The method used to obtain the starting conditions for the \( k-\epsilon \) model were based on the philosophy that the starting solution must at least satisfy the approximate governing equations for \( k \) and \( \epsilon \). To obtain profiles for \( k \) and \( \epsilon \) a local similarity solution of the mean-flow governing equations was obtained using the mixing length model at the starting marching step\(^{21} \).

This similarity solution included approximate profiles for the eddy viscosity and the Reynolds shear stresses. The initial profiles for \( k \) and \( \epsilon \) could then be evaluated.

Some uncertainty regarding the nature of turbulent flow for low values of the local Reynolds number still exists. For example, the no-slip boundary condition for flow over a solid surface ensures that viscous effects will be dominant in the immediate vicinity of the surface, leading to low local Reynolds numbers. Jones \& Launder\(^{19} \) extended the \( k-\epsilon \) model to the wall region without using a near wall analysis. However, their model has not yet been thoroughly verified.
Patankar and Spalding have applied the k-ε model, incorporating a Couette flow analysis for the near wall region and using a modified van Driest formula. Arora, et al. have compared boundary layer solutions obtained with near wall models to several sets of experimental data, including planar and axisymmetric, incompressible and compressible, laminar and turbulent, reacting and non-reacting and both subsonic and supersonic flows. Their results indicate that the modified van Driest formula suggested by Cebeci and Chang is suitable for a wide range of boundary layer flows. Thus, this methodology was adopted for the present effort.

**ARTIFICIAL DISSIPATION**

In all the test cases presented in this paper, no artificial damping is used. This added stability is attributed to the way the numerics are implemented, as explained in the section on Finite Difference Equations. Although the usual 4th order explicit and 2nd order implicit smoothing terms for PNS solvers have been included into the code, it has been found that activating either of them is detrimental to the accuracy of the code. This fact is especially noteworthy since the 4th order smoothing term does not affect the formal accuracy of a lower order method.

**STEP CONTROL AND RICHARDSON EXTRAPOLATION VERIFIED**

The technique of Richardson extrapolation has been applied to provide an elaborate step size control, and at the same time, extend the numerical scheme to second order in the marching direction. Briefly speaking, the procedure works as follows. At each marching step from $\xi$ to $\xi + \Delta \xi$, the solutions at $\xi + 2 \Delta \xi$ are obtained in two ways. The first way takes a step of size $\Delta \xi$ and the second takes 2 steps of size $\Delta \xi/2$. The results at $\xi + \Delta \xi$ obtained with one step and 2 steps are then compared to obtain the local error. If the local error exceeds a preset limit, then the step is halved and the procedure repeated. If the local error is within the accepted limit, then the solution at $\xi + \Delta \xi$ is extrapolated to second order in the marching direction as

$$ f = 2f^{**} - f^* $$

where $f$ denotes any dependent variables, and $f^*$, $f^{**}$ denote the solution at $\xi + \Delta \xi$ obtained in one, 2 steps, respectively.

The procedure works quite well for this PNS application. Figure 1 shows a typical step size variation as a function of axial distance for nozzle flows. In this flow situation, the region of highest gradient is near the throat, which requires a small step size, and as the flow expands through the nozzle, a larger step size can be used.

**GRID**

A simple algebraic grid, based on transfinite interpolation, is used in all the test cases presented in this paper. A simple grid is shown in Figure 2.

**FINITE RATE CHEMISTRY**

The basic finite rate chemical kinetics capability was taken from the TDK code. This includes the reaction rate processor and the species net production rate evaluator. Capabilities for both Arrhenius and Landau-¶cher rate data forms are allowed. Both second and third order reactions are treated for i.e., latter, specific 3rd body reaction rate ratios can be input to the code.

**TRANSSONIC SOLUTION**

The initial start line for the PNS is obtained by taking the inviscid transonic analysis from the Two-Dimensional Kinetics Code (TDK) and attaching a boundary layer next to the wall. The above transonic solution is approximate and based on the perturbation method. This approach is justifiable in view of the very thin boundary layer at the throat. One other advantage in using a TDK based transonic solution is that a direct comparison with TDK/BLM (TDK/Boundary Layer Module) and/or TDK/MABL (TDK/Mass Addition Boundary Layer) codes can be made.

**RESULTS AND DISCUSSION**

Three test cases were selected to verify the code. The first test case is for verification of the combustion and turbulence models and the other two test cases deal with the reacting flow in nozzles where the viscous layers are known to be thick.

1. Burrows & Kurlov supersonic combustion to verify the combustion and turbulence models in the code.
2. SBS-IA spacecraft engine.
3. XLR-134 engine.

The specifications of the two liquid rocket engines are given in Tables 1 and 2, together with the boundary layer thickness computed using a classical thin boundary layer approach. It can be seen that the viscous layer is fairly thick in these nozzles as predicted by the boundary layer equations and for these cases the extent of the interaction is rather significant. In these cases the equations should be integrated through the entire flowfield rather than conventional inviscid-viscous interaction. So, these two test cases seem to be suitable for these studies.
Test Case 1: Burrows & Kuralow Supersonic Combustion

This test case was employed to verify the validity of the combustion and turbulence models within the PNS code. Figure 3 is the schematic of the test case and Figure 4 compares the experimental data for the mass fraction of H2O with what is predicted by the PNS code using mixing length and k-ε turbulence models. From these results it can be concluded that accurate predictions of species mass fractions are obtained with VISPER, and that little difference is seen between the two turbulence models.

Test Case 2: SIS-1A Spacecraft Engine

A Hughes Aircraft Corporation (HAC) small thruster, IE-54, was used to validate the theoretical performance prediction of the PNS code. This engine was selected for our study for the following reasons. First, experimental data are readily available, as the engine had been studied extensively by Kushida et al. The second reason is the flowfield through the nozzle is completely laminar resulting in a very thick boundary layer. The previous study was done using the classical inviscid-boundary layer approach. The present study, using the VISPER code, should be able to address the adequacy of the latter approach.

This engine is a small station keeper engine using decomposed hydrazine as propellant. Hence, all of the PNS calculations were performed using 3 species, N2, H2, and H2O, and frozen chemistry. The chamber operating conditions were as described in Reference 31, and are repeated here as Table 3. Six chamber pressures ranging from 25 psi to 132 psi were considered. Performance predictions, in terms of the thrust coefficient, were obtained for all six cases. However, the flowfield results are only discussed for the two extreme cases, namely the Pe = 25 psi, and Pe = 132 psi. For the first case, with Pe = 25, Figures 5 and 6 show the pressure and Mach number contour line. The thickness of the boundary layer, especially the sonic line, (M=1) can be seen from Figure 6. Both Figures 5 and 6 show very clearly a compression wave coming from the attachment point in the nozzle contour and reflecting off the centerline. The magnitude of the compression wave can be seen from Figure 7, which shows that the pressure along the centerline increased significantly. It is interesting to note that this nozzle was designed as a boundary layer compensated Rao nozzle. The fact that a shock wave still exists in the nozzle indicates that this classical design method may not be applicable to flow situations having such a thick boundary layer. Figures 8 and 9 show the pressure and Mach number contours for the Pe = 132 case. The boundary layer is still very thick, although not as thick as for the Pe = 25 case.

For the performance prediction, the thrust coefficient, Cf, defined as total thrust divided by the product of the chamber pressure and the throat area, were obtained from the 6 cases using the PNS code and then compared to the results of Kushida et al. In Reference 31, the experimental data were compared against the theoretical prediction of the JANNAF methodology using TDK/BLM. In Figure 10 the results of Kushida are compared against the present theoretical performance predictions. It can be seen in Figure 10 that the TDK/BLM results compare surprisingly well with the experimental data, considering how thick the boundary layers are, especially in the low chamber pressure range. However, the PNS results are in better agreement with the data. Both codes, TDK/BLM and PNS, show excellent agreement at the highest chamber pressure, which is understandable given the thinner boundary layer.

Test Case 3: XLR-134 Nozzle

The Aerojet XLR-134 is a low thrust cryogenic engine being developed for the AFAL (Air Force Astronautic Laboratory). It is intended to provide low thrust propulsion for the delivery of large space structures to geosynchronous orbit. The nozzle has an exit area ratio of 76.1. The nozzle uses a conventional coaxial element in which the gaseous fuel flows in an annulus around the liquid oxidizer. To minimize the amount of heat transfer from the engine to the vehicle, the entire nozzle is regenerative cooled. It should be noted that the laminar--turbulent transition based on Re= 360 (Reynold's number based on the momentum thickness) reveals that for the given operating conditions, the flow stays laminar till about one inch before the throat. As yet, hot firing data are not available for this engine. Thus, strictly speaking, the XLR-134 is not a validation case. However, it is useful for exploring the limits of the boundary layer method.

The calculations for this engine were performed with six (6) species (H, H2, H2O, OH, O, and eight (8) reaction rates. Figure 11 compares the pressure along the wall calculated by the VISPER code, against the TDK/MAOBL code. In this nozzle the boundary layer thickness, (δ/δ*exit)exit is about 0.2, which can be considered a fairly thick shear layer.

This thickness implies that the viscous effects can extend beyond that of classical boundary layer predictions. Furthermore, the standard methodology, i.e., boundary layer/inviscid flow interaction, can underpredict the specific impulse (IP = thrust/mass flow rate), because, in general, it neglects part of the viscous effects in the nozzle, (see Table 4). Figure 12 compares the wall shear between the two codes. The pressure and Mach number contours depicted in Figures 13 and 14 reveal that the shock originating from the attachment point propagates to the axis and then reflects.
Richardson Extrapolation

Table 4 shows the run time and $I_{sp}$ for the XLR-134 nozzle in the presence and absence of the Richardson extrapolation. The first half of the table is for the results with Richardson extrapolation. The minimum step size used is 0.0001. The second half shows the results obtained with constant step sizes. It can be seen from this table that introducing more grid lines in $\eta$ direction increases the run time by a factor of 1.5, while it does not have major impact on the accuracy of the results. To obtain the same accuracy without this technique the required computation time is increased by a factor of 11.

The result for $I_{sp}$ without Richardson extrapolation for $\Delta \xi = 0.001$ underpredicts the performance by about 3%, which is not acceptable. However, it should be noted that due to the extremely high gradients in supersonic nozzle flows the required accuracy (< 1%) is difficult to attain. It has been shown that similar PNS Codes yield even worse predictions for $I_{sp}$.

CONCLUDING REMARKS

The Richardson Extrapolation technique has been successfully implemented for a PNS solver. Its advantages are shown both in the computer run time and accuracy. This application of Richardson Extrapolation can be extended to any other marching flow solver, such as time-dependent Navier-Stokes solver, the only restriction is the flow cannot have strong shock waves.

Th. VISPER code has shown to be a viable tool for studying supersonic nozzle flows, especially those with thick viscous layers. Excellent agreement with experimental data were obtained for supersonic combustion and nozzle flows. With respect to the interaction of core flow/boundary layer, the classical decoupled approach seems to be valid to nozzle flows with a Reynold's number (based on throat radius) about 10,000 (test case 2). However, the VISPER code provides a better alternative to the decoupled approach. Not only are the results more accurate, but the computer execution time is much less, especially if a second order correction is performed on the core flow/boundary layer calculations by adjusting the body by the displacement thickness.
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Figure 1. Pressure contours for SDS-1A engine for chamber pressure of 20 psi

Figure 2. Pressure contours for SDS-1A engine for chamber pressure of 50 psi

Figure 3. Effect of chamber pressure on the deviation of wind factor

Figure 4. Comparison of thrust coefficient for experimental and predicted data

Figure 5. Wall temperature distribution for SDS-1A engine

Figure 6. Mach number contours for SDS-1A engine for chamber pressure of 20 psi

Figure 7. Mach number contours for SDS-1A engine for chamber pressure of 50 psi

Figure 8. Mach number contours for SDS-1A engine for chamber pressure of 120 psi

Figure 9. Normalized axial distance, X/R°

Figure 10. Normalized pressure, P/R°

Figure 11. Thrust coefficients, C° vs Chamber Pressure, LMP/IN.
Figure 10. Comparison of pressure along the wall for SLR-114 engine.

Figure 11. Comparison of wall shear for SLR-114 engine.

Figure 12. Mach number contours for SLR-114 engine as predicted by the VISPER code.

Table 1: Specifications of the Engines

<table>
<thead>
<tr>
<th>Engine</th>
<th>Application</th>
<th>Propellant</th>
<th>Thrust</th>
</tr>
</thead>
<tbody>
<tr>
<td>H6-116</td>
<td>Rocket</td>
<td>N/R, #/3</td>
<td>9.43</td>
</tr>
<tr>
<td></td>
<td>Radiosonde</td>
<td>500 #/3</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>Visperse</td>
<td>500 #/3</td>
<td>200</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500 #/3</td>
<td>300</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500 #/3</td>
<td>400</td>
</tr>
<tr>
<td></td>
<td></td>
<td>500 #/3</td>
<td>500</td>
</tr>
</tbody>
</table>

Table 2: Boundary Layer Thickness at the Exit Plane for the Missile

<table>
<thead>
<tr>
<th>Missile</th>
<th>Area Ratio</th>
<th>Thrust</th>
<th>Condition</th>
<th>Thickness</th>
<th>$f_{300}$</th>
<th>$f_{500}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLR-114</td>
<td>707.1</td>
<td>100</td>
<td>500 #/3</td>
<td>0.54</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300 #/3</td>
<td>100</td>
<td>500 #/3</td>
<td>0.11</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500 #/3</td>
<td>100</td>
<td>500 #/3</td>
<td>0.11</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td></td>
<td>707.1</td>
<td>100</td>
<td>500 #/3</td>
<td>0.54</td>
<td>102</td>
<td></td>
</tr>
<tr>
<td></td>
<td>300 #/3</td>
<td>100</td>
<td>500 #/3</td>
<td>0.11</td>
<td>242</td>
<td></td>
</tr>
<tr>
<td></td>
<td>500 #/3</td>
<td>100</td>
<td>500 #/3</td>
<td>0.11</td>
<td>242</td>
<td></td>
</tr>
</tbody>
</table>
### Table 1: Chamber Operating Conditions

<table>
<thead>
<tr>
<th>Propellant: decomposed hydrazine</th>
<th>Nozzle Throat Diameter: 0.185 in</th>
</tr>
</thead>
</table>
| Thermal expansion coefficient (Laud): 9.4 by 10^{-4} in/sec

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure</td>
<td>Pressure Vel</td>
<td>Temp.</td>
<td>Mass Wt.</td>
<td>Ammonia Wall</td>
<td>Adj. Displacement</td>
<td>Momentum</td>
<td>Reynolds Number</td>
<td>Ratio</td>
<td>Density</td>
</tr>
<tr>
<td>psi</td>
<td>psia</td>
<td>fps</td>
<td>°R</td>
<td>lbs/sq. ft</td>
<td>in.</td>
<td>in.</td>
<td>°F</td>
<td>in.</td>
<td>in.</td>
</tr>
<tr>
<td>25</td>
<td>40</td>
<td>4125</td>
<td>1700</td>
<td>11.70</td>
<td>0.900</td>
<td>1665</td>
<td>0.035</td>
<td>3.252E-4</td>
<td>131.5</td>
</tr>
<tr>
<td>35</td>
<td>60</td>
<td>4150</td>
<td>1745</td>
<td>11.36</td>
<td>0.870</td>
<td>1700</td>
<td>0.035</td>
<td>6.591E-4</td>
<td>138.2</td>
</tr>
<tr>
<td>45</td>
<td>100</td>
<td>4000</td>
<td>1830</td>
<td>11.67</td>
<td>0.810</td>
<td>1763</td>
<td>0.036</td>
<td>6.771E-4</td>
<td>160.0</td>
</tr>
<tr>
<td>65</td>
<td>185</td>
<td>4280</td>
<td>1965</td>
<td>12.22</td>
<td>0.719</td>
<td>1812</td>
<td>0.037</td>
<td>5.744E-4</td>
<td>183.1</td>
</tr>
<tr>
<td>75</td>
<td>250</td>
<td>4310</td>
<td>2030</td>
<td>12.50</td>
<td>0.668</td>
<td>1884</td>
<td>0.037</td>
<td>4.674E-4</td>
<td>220.1</td>
</tr>
<tr>
<td>122</td>
<td>350</td>
<td>4335</td>
<td>2070</td>
<td>12.69</td>
<td>0.645</td>
<td>1905</td>
<td>0.037</td>
<td>4.166E-4</td>
<td>211.6</td>
</tr>
</tbody>
</table>

#### FRACTION DISSOCIATION:

\[ \text{NH}_2 = (0.2\times X) \mathrm{NH}_3 + \left(1 - 2X \times Y\right) \text{N}_2 + 2X \text{H}_2 \]

### Table 2: The effects of Hydrogen Intercalation on the Performance and Combustion Time for V80-31 Propellants

<table>
<thead>
<tr>
<th>Time Intercalation (sec)</th>
<th>With Hydrogen Intercalation</th>
<th>Without Hydrogen Intercalation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>B</td>
<td>C</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>150</td>
</tr>
<tr>
<td>2</td>
<td>500</td>
<td>750</td>
</tr>
<tr>
<td>3</td>
<td>1000</td>
<td>1500</td>
</tr>
</tbody>
</table>

**Note:**
- A, B, C, D, E, F, G refer to the performance and combustion time for V80-31 propellants.
- Time refers to 0.80/3100 sec.
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ABSTRACT

A Parabolized Navier-Stokes Code (PNS) which calculates the internal flow of turbulent and non-equilibrium reacting gases has been developed. A second order method with automatic step size control, based on the Beam-Warming scheme and Richardson extrapolation technique, is used to solve the flowfield equations. The results from this code are compared against the existing JANNAF performance prediction methodology calculations. The results indicate very good agreement and reveals the advantages of the Richardson extrapolation technique, both in terms of accuracy and computer execution time. Two turbulence models, mixing length and k-ε, are used to resolve the wall shear layer.

INTRODUCTION

Parabolized Navier-Stokes (PNS) equations are a subset of the Navier-Stokes (NS) equations which are valid for supersonic flows. The PNS equations neglect the streamwise diffusion term which, along with special treatment of the subsonic region of the boundary layer, removes the spatial ellipticity from the steady form of the equations and permits a solution using a streamwise marching computational technique. Although the PNS models were developed in the early 1960's, they were not widely used until the 1970's and 1980's.

As the interest in understanding of high speed flows and performance of propulsive nozzles increases, there is need for development of more precise computational techniques. It has been shown that the adequacy of the standard JANNAF methodology is questionable for high expansion ratio nozzles. The current procedure consists of uncoupling the inviscid flow and viscous layer which loses validity when there is extensive interactions between the viscous layer and the core flow.

The PNS equations are integrated throughout the viscous and inviscid regions of the flow. This procedure eliminates the need to specify the edge conditions in matching boundary layer and inviscid solutions, i.e. the conventional inviscid-viscous interaction. Furthermore, the PNS equations are obtained by implicit methods. Notable algorithms of this type are those by Briley and McDonald and Beam and Warming.

GOVERNING EQUATIONS

For body fitted coordinates (ξ, η), with ξ = ξ(x,r) and η = η(x,r), the PNS equations for axisymmetric flow in conservation form are:

\[
\begin{align*}
\frac{\partial}{\partial \xi} (\rho \mathbf{E}) + \frac{\partial}{\partial \eta} (\rho \mathbf{F}) + \frac{\partial}{\partial z} (\rho \mathbf{G}) &= 0, \\
\mathbf{E} &= (\rho, \rho u \mathbf{u}^T, \rho v \mathbf{u}^T, \rho w \mathbf{u}^T, \rho \mathbf{u}^T), \\
\mathbf{F} &= (0, \rho u, \rho v, \rho w, \rho \mathbf{u}^T), \\
\mathbf{G} &= (0, 0, -p, 0, 0), \\
\end{align*}
\]

where

\[
\begin{align*}
\mathbf{E} &= \begin{pmatrix} \rho \mathbf{u} \mathbf{u} \mathbf{u} \mathbf{u} \mathbf{u} \end{pmatrix}, \\
\mathbf{F} &= \begin{pmatrix} \rho \mathbf{u} \mathbf{u} \mathbf{u} \mathbf{u} \mathbf{u} \end{pmatrix}, \\
\mathbf{G} &= \begin{pmatrix} \rho \mathbf{u} \mathbf{u} \mathbf{u} \mathbf{u} \mathbf{u} \end{pmatrix}, \\
\end{align*}
\]
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For planar flow, simply remove \( r \) and \( C \) from equation (1). In the above equations, the viscosity, \( \mu \), represents the effective viscosity, i.e., for laminar flow, \( \mu \) is the laminar viscosity, while for turbulent flow, \( \mu \) is the sum of the laminar and turbulent viscosity. Similarly, for turbulent flow, the effective thermal conductivity is represented by
\[
\frac{\mu}{\rho_L} + \frac{\mu T}{\rho T}.
\]

The thermodynamic properties are related to the species mass fractions, \( c_i \), as follows:
\[
h = E c_i h_i(T) \quad \text{cp} = E c_i cp_i(T) \quad R = E c_i R_i(T)
\]

The species continuity equations (unity Lewis number) for axisymmetric flow in transformed coordinates are:
\[
\frac{\partial}{\partial x} \left( \frac{\partial \rho}{\partial x} + \frac{\partial \mu}{\partial r} \right) + \frac{\partial}{\partial r} \left( \frac{\partial \rho}{\partial r} \right) = 0
\]

For planar flow, simply remove the \( \frac{1}{r} \) term in equation (2). In equation (2),
\[
\tilde{u} = u \tilde{x} + v \tilde{r} \quad \tilde{v} = u \tilde{y} + v \tilde{r} \quad \omega_l = \text{species production terms}
\]

The following normalization is implemented:
\[
x = \tilde{x}/x* \quad v = \tilde{y}/u_0 \quad p = \tilde{p}/\rho u_0^2 \\
r = \tilde{r}/x* \quad T = \tilde{t}/u_0 \quad \mu = \tilde{\mu}/\rho \tilde{u}_0^2 \\
u = \tilde{u}/u_0 \quad h = \tilde{h}/\tilde{u}_0 \quad \omega_l = \tilde{\omega}_l \tilde{u}_0^2/\rho \tilde{u}_0^2 \tilde{u}_0
\]

and consequently equations (1) and (2) remain exactly the same.

**FINITE DIFFERENCE EQUATIONS**

The numerical scheme used for equation (1) is the Beam-Warming method, while the scheme used for equation (2) is the implicit Euler. Treatment of departure solution is done using the Vigneron technique. The flux vectors are linearized according to the Geometric Conservation Law.

Thus, equation (1) is rewritten as:
\[
\frac{\partial}{\partial x} \left( \frac{\partial \rho}{\partial x} + \frac{\partial \mu}{\partial r} \right) + \frac{\partial}{\partial r} \left( \frac{\partial \rho}{\partial r} \right) + \frac{\partial}{\partial t} \left( \frac{\partial \rho}{\partial t} \right) + \frac{\partial}{\partial x} \left( \frac{\partial \mu}{\partial x} \right) + \frac{\partial}{\partial r} \left( \frac{\partial \mu}{\partial r} \right) + \frac{\partial}{\partial t} \left( \frac{\partial \mu}{\partial t} \right) = 0
\]

where \( E = \tilde{E} \tilde{F} \tilde{G} \), \( P = \tilde{P}(0, E, F, G) \), and \( \tilde{G} = \tilde{G}(0, E, F, G) \).

In the Beam-Warming scheme, the flux vectors \( \tilde{E}, \tilde{F}, \tilde{G} \) need to be linearized about the present station. Each of the flux vectors can be represented as the sum of terms of the form \( \eta \), where \( \eta \) is a grid related quantity such as \( x/J, \eta x/J \) or \( 1/J \), and \( \tilde{v} \) is a flux vector, such as \( E, F, \) or \( G \). Denote by \( j \) the index for \( \eta \), and \( i \) the index for \( \xi \). Then,
\[ \Delta(fW) = (fW)_{j}^{i+1} \cdot (fW)_{j}^{i} = (\Delta f)_{j}^{i+1} u_{j}^{i} + \xi_{j}^{i+1} \Delta u_{j}^{i} \]  

(4)

Using Taylor's expansion to first order:

\[ \Delta u_{j}^{i} = u_{j}^{i+1} - u_{j}^{i} = -\frac{\partial u}{\partial q} \Delta q_{j} + \frac{\partial u}{\partial q_{j}} \Delta q_{j} = -\frac{\partial u}{\partial q} \Delta q_{j} + \frac{\partial u}{\partial q_{j}} \Delta q_{j} \]  

(5)

where

\[ Q = (p, u, v, h) \]

\[ q_{j} = \frac{\partial q}{\partial x_{j}} \]

When linearization of the form (4) and (5) are applied to equation (3), a tridiagonal block structure results which can be solved efficiently for the increment.

\[ \Delta q_{j} = q_{j}^{i+1} - q_{j}^{i} \]

Once a solution for the fluid dynamic equations (1) is obtained at the forward station, the species continuity equations can be solved at the same station, using the implicit Euler scheme.

**BOUNDARY CONDITIONS**

At the solid wall, the following boundary conditions are implemented:

\[ u = 0 \quad v = 0 \quad \frac{\partial p}{\partial n} = 0, \quad (\frac{\partial h}{\partial n} = 0 \text{ or } T = T_{w}) \]

At the centerline, symmetric conditions are implemented:

\[ \frac{\partial u}{\partial n} = 0 = \frac{\partial v}{\partial n}, \quad v = 0 \]

where \( n \) is the normal vector to the wall and/or axis.

**TURBULENT MODELS**

Mixing length\textsuperscript{16,17} and k-\( \epsilon \) models\textsuperscript{18,19} for the effective viscosity have been incorporated into the PNS code. An extensive discussion about the k-\( \epsilon \) model can be found in Ref. [20]. The method used to obtain the starting conditions for the k-\( \epsilon \) model were based on the philosophy that the starting solution must at least satisfy the approximate governing equations for \( k \) and \( \epsilon \). To obtain profiles for \( k \) and \( \epsilon \), a local similarity soluiton of the mean-flow governing equations was obtained using the mixing length model at the starting marching step.

This solution included approximate profiles for the eddy viscosity and the Reynolds shear stresses. The initial profiles for \( k \) and \( \epsilon \) could then be evaluated.

Some uncertainty regarding the nature of turbulence flow when the local Reynolds number is low still exists. For example, the no-slip boundary condition for flow over a solid surface ensures that viscous effects will be dominant in the immediate vicinity of the surface, leading to low local Reynolds numbers. Jones & Launder\textsuperscript{22} extended the k-\( \epsilon \) model to the wall region without using a near wall analysis. However, their model has not yet been thoroughly verified.

Patankar and Spalding\textsuperscript{22} have applied the k-\( \epsilon \) model, incorporating a Cottet flow analogy for the near wall region and using a modified van Driest formula\textsuperscript{23}. Arora, et al\textsuperscript{14,23} have compared several sets of experimental data, including planar and axisymmetric, incompressible and compressible, laminar and turbulent, reacting and non-reacting and both subsonic and supersonic flows\textsuperscript{24}. Their results indicate that the modified van Driest formula suggested by Cebeci and Chang\textsuperscript{26} is suitable for a wide range of boundary layer flows. The same methodology has been used in this work.
ARTIFICIAL DISSIPATION

In all the test cases presented in this paper, no artificial damping is used. Although the usual 4th order explicit and 2nd order implicit smoothing terms for PNS solvers have been included into the code, it has been found that activating either of them is detrimental to the accuracy of the code. For test case 2 for example, using just 10% of the recommended amount for the explicit smoothing causes the I to rise by 1%, which is not acceptable. This fact is especially noteworthy since the 4th order smoothing term does not affect the formal accuracy of a lower order method.

STEP CONTROL

An elaborate step control procedure has been developed for the PNS solver. This method is based on Richardson extrapolation technique which has been used successfully in numerical solutions of ordinary differential equations and other numerical calculations. In order to make use of the Richardson extrapolation technique for the present application, the PNS is casted in a strictly marching procedure. At each marching step from \( \xi \) to \( \xi + \Delta \xi \), the solutions at \( \xi + \Delta \xi \) are obtained two ways. The first way takes a step of size \( \Delta \xi \) from \( \xi \) to \( \xi + \Delta \xi \). The second way takes 2 steps of size \( \Delta \xi/2 \) from \( \xi \) to \( \xi + \Delta \xi/2 \) and then to \( \xi + \Delta \xi \). The results at \( \xi + \Delta \xi \) obtained with one step and 2 steps are then compared to determine the local error, which in turn decides on the next step size. The procedure works quite well for smooth flow situations, but requires more work for flow with a strong shock.

GRID

A simple algebraic grid, based on transfinite interpolation, is used in all the test cases presented in this paper. A sample grid, for the SSHE, is shown in Figure 1.0.

TRANSONIC SOLUTION

The initial start line for the PNS is obtained by taking the transonic analysis from the Two-Dimensional Kinetics Code (TDK) and attaching a boundary layer next to the wall. This approach is justifiable in view of the very thin boundary layer at the throat. One other advantage in using a TDK based transonic solution is that a direct comparison with TDK/BLM (TDK/Boundary Layer Module) and/or TDK/HABL (TDK/Hass Addition Boundary Layer) codes can be made.

RESULTS AND DISCUSSION

Four test cases were selected to verify the code. The test cases are:

1. Burrows & Kurlov supersonic combustion to verify the combustion and mixing models in the code.
2. SBS-I A spacecraft engine.
3. XLR-134 engine.
4. SSHE (Space Shuttle Main Engine).

The specifications of these three engines are given in Table 1.

Test Case 1: Burrows & Kurlov Supersonic Combustion

This test case was employed to verify the validity of the turbulence models within the PNS code. Figure 1.1 is the schematic of the test case and Figure 1.2 compares the experimental data for the mass fraction of \( H_2O \) with what is predicted by the PNS code using mixing length and k-\( \varepsilon \) turbulence models. From these results it can be concluded that both turbulent models yield fairly satisfactory results for supersonic combustion.

Test Case 2: SBS-I A Spacecraft Engine

A Hughes Aircraft Corporation (HAC) small thruster, HE-54, was used to validate the theoretical performance prediction of the PNS code. This engine was selected for our study for the following reasons. First, experimental data are readily available, as the engine had been studied extensively by Kushida et al. The second reason is the flowfield through the nozzle is completely inviscid from the throat on, resulting in a very thick boundary layer. The previous study was done using the classical inviscid-boundary layer
approach. The present study, using the PNS code, should be able to address the adequacy of the latter approach.

This engine is a small station keeper engine using decomposed hydrazine as propellant. Hence, all of the PNS calculations are performed using 3 species, HI3, H2, and N2, and frozen chemistry. The chamber operating conditions are as described in Reference 31, and are repeated here as Table 2. Six chamber pressures ranging from 25 psi to 132 psi were considered. Performance predictions, in terms of the thrust coefficient, were obtained for all six cases. However, the flowfield results are only discussed for the two extreme cases, namely the P = 25 psi, and P = 132 psi. For the first case, with P = 25, Figures 2.1 and 2.2 show the pressure and Mach number contour line. The thickness of the boundary layer, especially the sonic line, (M=1) can be seen from Figure 2.2. Both Figures 2.1 and 2.2 show very clearly a compression wave coming from the attachment point in the nozzle contour and reflecting off the centerline. The magnitude of the compression wave can be seen from Figure 2.3, which shows that the pressure along the centerline increased significantly. It is interesting to note that this nozzle was designed as a boundary layer compensated 200 nozzle, in fact by SEA, Inc. for Hughes Aircraft Corporation.

The fact that a shock wave is still in the nozzle shows that this classical design method may not be applicable to flow situations having such a thick boundary layer. Figures 2.4 and 2.5 show the pressure and Mach number contours for the P = 132 case. The boundary layer is still very thick, although not as much as the P = 25 case.

For the performance prediction, the thrust coefficient, C_p, defined as total thrust divided by the product of the chamber pressure and the throat area, {eq}A_0{/eq} obtained from the 6 cases using the PNS code and then compared to the results of Kushida et al. In Reference 31, the experimental data were compared against the theoretical prediction of the JANNAF methodology using TDK/BLM. In Figure 2.6 the results of Kushida are compared against the present theoretical performance predictions. It can be seen in Figure 2.6 that the TDK/BLM results compare surprisingly well with the experimental data, considering how thick the boundary layers are, especially in the low chamber pressure range. The PNS results, however, are in excellent agreement with the data. Both codes, TDK/BLM and PNS, show excellent agreement at the highest chamber pressure, which correlates well with the thinner boundary layer.

**Test Case 3: XLR-134 Nozzle**

The Aerojet XLR-134 is a low thrust cryogenic engine being developed for the AFAL (Air Force Astronautic Laboratory). It is intended to provide low thrust propulsion for the delivery of large space structures to geosynchronous orbit. The chamber has an exit area ratio of 7.7. The injector uses a conventional coaxial element in which the gaseous fuel flows in an annulus around the liquid oxidizer. The injector faceplate is a thick copper section to provide adequate cooling and is integral with the injector body. One of the major considerations in nozzle design was to minimize the amount of heat transfer from the engine to the vehicle. For this reason, regenerative cooling to the exit of the nozzle was required. It should be noted that the laminar-turbulent transitions based on Re, (Reynolds's number based on the momentum thickness) reveals that for the given operating conditions, the flow stay laminar till about one inch before the throat. As yet, engine firing data is not available for this engine.

The calculations for this engine are performed with six (6) species (H, H2, H2O, O, OH, O2) and eight (8) reaction rates. Figure 3.1 compares the pressure along the wall calculated by the PNS code, against the TDK/BML code. It can be seen that PNS predicts about 0.1265 more loss than the TDK/BML code. In this nozzle the boundary layer thickness, (6.995/exit) is about 0.2, which can be considered a fairly thick shear layer.

<table>
<thead>
<tr>
<th>Computer Code</th>
<th>Isp (lbf/1bm-sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDK/BML</td>
<td>457.45</td>
</tr>
<tr>
<td>PNS</td>
<td>456.87</td>
</tr>
</tbody>
</table>

This thickness implies that the viscous effects can extend beyond that of classical boundary layer predictions. Furthermore, the standard methodology, i.e., boundary layer/inviscid flow interaction, can overpredict the specific impulse because, in general, they neglect part of the viscous effects in the nozzle. Figure 3.2 compares the shear layer between the two codes. The pressure and Mach number plots depicted in Figures 3.3 and 3.4 reveals that the shock originating from the attachment point develops to the axis and then reflects.
Test Case 4: Space Shuttle Main Engine (SSME)

The Space Shuttle Main Engine (SSME), which is a flight engine, utilizes a thrust chamber that is constructed in two sections: 1) a Main Combustion Chamber (MCC) assembly; and 2) an expansion nozzle assembly. The nozzle assembly is bolted to the MCC at a nozzle attach flange. The expansion ratio at the attachment position is 5:1. The nozzle expansion assembly extends to an expansion ratio of 77.5:1.

The SSME uses a hydrogen expander cycle with oxygen preheating and a nozzle that is regeneratively cooled with hydrogen. Nozzle geometry and operating conditions for the SSME current design nozzle (109% power level) were obtained from NASA/HSFC.

The laminar-turbulent transition based on Re indicates that the flow in the chamber and nozzle is completely turbulent. The boundary layer is very thin in this nozzle, \( \left( \frac{V}{Re} \right) \approx 0.04 \), and the conventional inviscid-viscous interaction yields good results for the performance calculations. The PNS calculations for the SSME were done with six (6) species (H, H₂, H₂O, O, OH, O₂) and eight (8) reaction rates.

Figures 4.1 and 4.2 compare the pressure and total wall shear along the nozzle wall between the TDK/HABL and PNS. From Figure 4.2 it can be seen that PNS predicts more loss (higher shear at the wall).

<table>
<thead>
<tr>
<th>Computer Code</th>
<th>( I_{sp} ) lbf/lbm-sec.</th>
</tr>
</thead>
<tbody>
<tr>
<td>TDK/HABL</td>
<td>455.96</td>
</tr>
<tr>
<td>PNS</td>
<td>451.03</td>
</tr>
</tbody>
</table>

The difference in \( I_{sp} \) is due to the fact that the chemistry in this engine is in equilibrium and the resulting equations become stiff. The present version of the PNS code does not properly account for this effect. The code will be modified to handle these severe conditions. Figures 4.3 and 4.4 show the calculated pressure and Mach Number contours. The compression wave originating from the attachment point can be clearly seen.

CONCLUDING REMARKS

The results obtained in this paper, although still preliminary, are very encouraging. The PNS code has shown to be a viable tool for performance prediction over a wide range of conditions for a variety of rocket engines. The results are especially good for flows with thick boundary layers. Some problems still remain to be investigated and resolved. For example, the 1% underprediction of the SSME, and for nozzles with strong shocks. For the latter, an upwind scheme may be required.
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Table 1: Specifications of the Engines

<table>
<thead>
<tr>
<th>ENGINE</th>
<th>APPLICATION</th>
<th>PROPELLANT</th>
<th>THRUST PRESSURE</th>
<th>THROAT RADIUS, R*</th>
<th>REYNOLDS EXPANSION RATIO</th>
</tr>
</thead>
<tbody>
<tr>
<td>SES-1A (Hughes Spacecraft Engine)</td>
<td>N2H4</td>
<td>5.45</td>
<td>106</td>
<td>.0925</td>
<td>3.9 x 10^6</td>
</tr>
<tr>
<td>XLR-134 (OTV)</td>
<td>LOX/CH4</td>
<td>511</td>
<td>510</td>
<td>.396</td>
<td>1.8 x 10^5</td>
</tr>
<tr>
<td>SSHE (Space Shuttle Main Engine)</td>
<td>LOX/CH4</td>
<td>463,000</td>
<td>3285</td>
<td>5.1527</td>
<td>1.18 x 10^7</td>
</tr>
</tbody>
</table>

Figure 1.0: Physical Grids.
Table 2. Chamber Operating Conditions

<table>
<thead>
<tr>
<th>Propellants</th>
<th>Decomposed hydrazine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle throat diameter</td>
<td>0.185 in.</td>
</tr>
<tr>
<td>Thermal expansion coefficient</td>
<td>2.4 by $10^{-6}$ in./In. °F</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ps</td>
<td>Psl</td>
<td>Ff</td>
<td>Te</td>
<td>Ve</td>
<td>W</td>
<td>Vs</td>
<td>Vf</td>
<td>Vr</td>
<td>Vc</td>
<td>Vn</td>
</tr>
<tr>
<td>25</td>
<td>40</td>
<td>4125</td>
<td>3700</td>
<td>11.20</td>
<td>0.900</td>
<td>1465</td>
<td>0.925</td>
<td>.001030</td>
<td>2.555E-4</td>
<td>211.5</td>
</tr>
<tr>
<td>35</td>
<td>40</td>
<td>4150</td>
<td>3745</td>
<td>11.25</td>
<td>0.970</td>
<td>1700</td>
<td>0.935</td>
<td>0.00186</td>
<td>2.143E-4</td>
<td>135.2</td>
</tr>
<tr>
<td>54</td>
<td>100</td>
<td>4000</td>
<td>3820</td>
<td>11.47</td>
<td>0.810</td>
<td>1773</td>
<td>0.936</td>
<td>0.0031</td>
<td>2.722E-4</td>
<td>164.0</td>
</tr>
<tr>
<td>66</td>
<td>185</td>
<td>4.85</td>
<td>3965</td>
<td>11.22</td>
<td>0.715</td>
<td>1812</td>
<td>0.937</td>
<td>0.00444</td>
<td>2.456E-4</td>
<td>193.1</td>
</tr>
<tr>
<td>106</td>
<td>250</td>
<td>4350</td>
<td>2030</td>
<td>12.50</td>
<td>0.668</td>
<td>1848</td>
<td>0.938</td>
<td>0.0067</td>
<td>2.293E-4</td>
<td>194.8</td>
</tr>
<tr>
<td>122</td>
<td>250</td>
<td>4325</td>
<td>2070</td>
<td>12.43</td>
<td>0.645</td>
<td>1905</td>
<td>0.939</td>
<td>0.00891</td>
<td>2.115E-4</td>
<td>211.6</td>
</tr>
</tbody>
</table>

Fraction Dissociation:

$$
H_2H = \frac{4}{3}(1-X) WH + \frac{(3+2x)}{3} H_2 + 2x H_2
$$

Figure 1.1. Combustion Validation Test Case Parameters.

Figure 1.2. Burrows & Kurlov Supersonic Combustion Test Case.
- $k-c$ model
- experiment, Ref. (27)

Figure 2.1. Pressure Contour for $P=25$ for the MMS-1A Spacecraft Engine.
Figure 2.2. Mach Number Contour for Pe=25 for the SBS-1A Spacecraft Engine.

Figure 2.3. Pressure on Centerline Pe=25 for the SBS-1A Spacecraft Engine.

Figure 2.4. Pressure Contour for Pe=132 for the SBS-1A Spacecraft Engine.
Figure 2.5. Mach Number Contour for Pe=132 for the SBS-1A Spacecraft Engine.

Figure 2.6. Comparison of Thrust Coefficient for Experimental and Predicted Data.
Figure 3.1. Pressure along the wall for turbulent flow with chemistry in XLR-134 nozzle.
- TDK/HABL
- PNS

Figure 3.2. Shear stress along the wall for turbulent flow with chemistry in XLR-134 nozzle.
- TDK/HABL
- PNS

Figure 3.3. Pressure Contours for XLR-134 nozzle turbulent flow with chemistry.

Figure 3.4. Mach Number Contours for XLR-134 nozzle turbulent flow with chemistry.
Figure 4.1. Pressure along the wall for turbulent flow with chemistry.

Figure 4.2. Shear stress along the wall for turbulent flow with chemistry.

Figure 4.3. Pressure Contours for SSME nozzle turbulent flow with chemistry.

Figure 4.4. Mach Number Contours for SSME nozzle turbulent flow with chemistry.