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1.0 INTRODUCTION

The purpose of this research is to study a nondimensional measure of structure-control system performance which has the potential to characterize both quantitatively and qualitatively the designer's ability in dealing with some of the problem areas such as assessment of control spillover effects, model/controller order reduction, input configuration, and the interaction between structural and control variables from the structure-control system point of view. The nondimensional measure is defined as the efficiency of the system.

The concept of efficiency is widely encountered in thermal and thermomechanical sciences. In these fields an efficiency is defined as a nondimensional ratio of two scalars which represent energy or energy related quantities. Typically, one of the scalars characterizes a theoretically ideal, but physically unrealizable process, and the other characterizes an actual physically realized process. The difference between these two scalars represents waste of the total available energy or energy related quantity in realizing the actual physical process and is regarded as an irreversibility inherent in the physical system. Many different forms of efficiency are defined in thermomechanical sciences depending on how the theoretically ideal and the physically realized actual processes are identified in a certain application. Some examples are propulsion efficiency, heat engine and heat pump efficiency, adiabatic compressor efficiency, brake efficiency, overall efficiency, etc. (Ref. 9). In thermomechanical disciplines an important objective is to design a system with high or maximum efficiency consistent with the physical constraints. In practical engineering terms, the thermomechanical systems which use (or convert) the largest fraction of the total available energy in realizing the physical function of that system, thus causing the minimum waste of resources, are desired.
The utility of efficiency concepts as analysis and design tools in thermo-
mechanical systems is well established and provides valuable physical insight to
the working of the system. The question arises whether such a time tested
concept in thermomechanical discipline can be extended to the field of distrib-
uted parameter structure-control systems and yield comparable practical value and
physical insight for the analysis and design of such systems. This investigation
is a quest in that direction and presents a conceptual framework to establish the
usefulness of efficiency concept for structure-control systems.

For structure-control systems, the efficiency concept is defined as the
ratio of two control functionals pertaining to the particular structure-control
design. The control functionals are judiciously defined to represent the average
control powers consumed during the control period. For the purpose of defining
efficiencies, four quadratic control power functionals are relevant. Out of
these four control powers a relative model efficiency and a global efficiency can
be defined for a structure-control system with maximum possible percent effi-
ciency of 100 for each. The two efficiencies are related by a modal efficiency
coefficient.

Relative model efficiency is defined as the ratio of a quadratic modal con-
trol power functional to a quadratic real control power functional associated
with any control design model. Physically, relative model efficiency represents
the fraction of real control power expended on the distributed-parameter system
(DPS) usefully absorbed by the control design model. The relative model
efficiency can be defined for control of the DPS by both spatially discontinuous
(discrete) and spatially continuous input configurations. If the dimension of
the control design model and the DPS system are identical then the relative model
efficiency by definition becomes 100%. Consequently, the relative model
efficiency is predominantly an indicator of the effect of finite
dimensionalization of the control design model in using the available control
power and configuration.

On the other hand, global efficiency is defined as the ratio of the real
control power of a globally optimal control based on a spatially continuous input
profile to the real control power of achieving the same control objectives with
a spatially discontinuous input profile. The definition is based on dynamically
similar control systems (Ref. 1). Physically, the global efficiency is related
to the degree of extra control power associated with a spatially discontinuous
input configuration in controlling a DPS versus accomplishing the same task with
a spatially continuous input profile and therefore, it should be a predominant
indicator of the effectiveness of the input configuration to control DPS.

Modal efficiency coefficient is a proportionality constant between the
global efficiency and the relative model efficiency. Thus, with these quan-
tities, the effect of finite dimensionalization of the control design model and
the effect of nature of spatial discretization of the input profile in con-
trolling a DPS can be studied.

The concept of efficiency is introduced to address particular issues of DPS
control. A good physical understanding of the concept is best brought about by
considering a DPS formulation. Therefore, the basic aspects of the concept will
be presented from the perspective of a DPS formulation. On the other hand, in
practice, for a complex structure only a spatially discrete formulation is
explicitly available. Since such a spatially discrete formulation acts as a
surrogate for DPS formulation, the transition of the definitions of efficiency
to spatially-discrete structural dynamics is also presented. In particular,
since spatially discrete models are almost always obtained via the Finite Element
method (FEM), specific interpretations of the concepts for the finite element models are given.

The premise of the concepts presented in this report is that a structure-control system must strive to achieve the highest possible efficiencies. In that, the control system should be designed such that as much of the real control power as possible should be channeled to the reduced-order control design model leaving little, or, of possible, no control power spillover for the truncated dynamics. This objective requires maximization of the relative model efficiency. Furthermore, any control design, characterized by a spatially discontinuous input profile, should try to approximate the performance of the globally optimal solution characterized by a dynamically similar spatially continuous input profile. This object requires maximization of the global efficiency. Based on the proposed concepts, an efficient model reduction approach can be proposed in that for a given input configuration, the components which contribute least to the efficiencies can be discarded.

The efficiencies will be shown to be functions of control parameters such as the number of control inputs and locations, method of control, and model order; as well as structural parameters such as natural frequencies and mode shapes. All relevant parameters can be altered to change the efficiency of hybrid structure-control system. An important aspect of the results is that the performance of the entire infinite-dimensional (∞-D) DPS can be studied based on quantities computed from the finite-dimensional control design model alone without any knowledge of the truncated dynamics. The concepts introduced are valid irrespective of the theory or method by which the controls are designed. The efficiency concept can be used both for analysis and design of the structure-control system.
2.0 EFFICIENCY OF STRUCTURE-CONTROL SYSTEMS

2.1 Introduction

The concept of efficiency for structure-control systems is introduced in this chapter. The developments presented in this chapter constitute the central foundation and concepts around which this investigation revolves. A model efficiency and a global efficiency are defined for the structure-control system from the point of view of control power consumed during control. The efficiency concept is illustrated to be a useful tool in understanding the interaction between the control variables and structure variables and is shown to provide insight to the behavior of the structure-control system. This chapter and the illustrations of the theory presented herein focus on the analysis of a structure-control system. The illustrative examples evaluate performances of several linear quadratic regulator designs for the ACOSS-4 structure (Ref. 10).

In Section 2.2, control objectives for a distributed parameter system (DPS) are stated. Section 2.3 defines a global control power for the DPS and Section 2.4 presents the globally optimal control for the DPS. Suboptimal control of the DPS is discussed in Section 2.5. Section 2.6 generalizes the concepts of control power to spatially discrete systems, in particular finite element models (FEM) of structural systems are noted. The definition of efficiency of a structure-control system is introduced in Section 2.7. Also, presented in Section 2.7 is the methodology for the use of efficiency as an analysis and design tool. Finally illustrative examples are given in Section 2.8 for the control of ACOSS-4 tetrahedral truss structure.

2.2 Control Objectives for the DPS

We consider the DPS equation of motion

\[ m(p)\ddot{u}(p,t) + \mathcal{L}[u(p,t)] = f(p,t) \]  

(2.1)
where m, u, f, and f are mass distribution, displacement field vector, stiffness operator matrix, and the input field vector, respectively. p denotes a position vector, which will be suppressed in the following for convenience. In general, (2.1) will represent the three-dimensional partial differential equations of motion. For convenience, we shall assume $\varepsilon > 0$.

The eigenvalue problem of (2.1) is

$$\omega^2_\varepsilon \phi_\varepsilon = \mathbf{L} \phi_\varepsilon$$

(2.2)

with the orthogonality relations

$$\int_{D(p)} \phi_{r}^T m \phi_{s} dD(p) = \delta_{rs}, \quad \int_{D(p)} \phi_{r}^T \phi_{s} dD(p) = \omega^2_{\varepsilon} \delta_{rs}, \quad r, s = 1, 2, \ldots$$

(2.3)

where $\omega_{\varepsilon}$ is the natural frequency, $\phi_{\varepsilon}$ is the corresponding vector of eigenfunctions, and $D(p)$ is the structural domain. Introducing the modal expansion

$$u = \sum_{\varepsilon} \phi_{\varepsilon}(p) \xi_{\varepsilon}(t)$$

(2.4)

(2.1) is transformed to

$$\ddot{\xi}(t) + \omega^2_{\varepsilon} \xi_{\varepsilon}(t) = f_{\varepsilon}(t) \quad r = 1, 2, \ldots$$

(2.5)

in the modal configuration space where $\xi_{\varepsilon}$ is a modal configuration coordinate and $f_{\varepsilon}(t)$ represents a modal input coordinate. Similar to modal expansion (2.4) of the displacement field vector, a modal expansion for the input field vector can be written

$$f(p, t) = \sum_{\varepsilon} m(p) \phi_{\varepsilon}(p) f_{\varepsilon}(t)$$

(2.6)
From (3) and (6) the modal input coordinate $f_x$ can be obtained as

$$f_x(t) = \int \phi_x^T(p) f(p,t) dD$$  \hspace{1cm} (2.7)

The control objective on the $\omega$-D DPS is to insure proper allocation of $n$ pairs of eigenvalues of a set of $(n)$ modes from Equation (2.5). Another objective is to minimize control spillover effects so that the response of the control design will not be degraded by excessive control spillover. In improving stability characteristics of time-invariant linear systems, the premise of all control methods is to obtain desirable eigenvalue locations either directly or indirectly. The phrase "eigenvalue allocation" is used here in a general sense to address both direct and indirect means of allocation. As examples, a direct eigenvalue allocation technique is the Simon-Mitter Algorithm or any other technique in which desired eigenvalue locations are imposed as explicit constraints in obtaining the control gains; on the other hand, an indirect eigenvalue allocation technique is to use the linear quadratic regulator (LQR) theory by which eigenvalue positions are obtained indirectly as a by-product of optimizing a performance measure. Hence, the LQR approach is sometimes categorized as an optimal eigenvalue allocation technique. No implication is intended in this paper as to the use or necessity of direct eigenvalue allocation techniques in understanding and applying the proposed concepts of efficiency. In the sequel, the emphasis will be on the generic meaning of the phrase "eigenvalue allocation" as a qualifying phrase for the function of the control system which may have been designed by either a direct or indirect allocation whatever the case may be.

From the control objectives stated above, one would infer the ideal control to be the one by which $(n)$ pairs of closed-loop eigenvalues are located as
desired with the minimum control power, and control spillover is eliminated completely. The solution for such an ideal control for the \( \omega \)-D DPS (2.1) will be stated in Sec. (2.4).

2.3 Global Control Power for the DPS

Whatever one's favorite control design may be to satisfy the control objectives, one can define and compute a **global control evaluation functional for the \( \omega \)-D DPS** in the form

\[
S = \int_{0}^{\infty} \int_{D} m^{-1}(p) f^T(p,t) f(p,t) dD dt
\]  

(2.8)

(2.8) represents the total quadratic control power expended on the actual DPS. The control power (2.8) is dimensionally the average power consumed by the control design over the control period. Because (2.8) is the control power on the entire DPS, it is recognized as a global quantity. Since the global control power defined by (2.8) is computed from the physical input field vector, it will also be referred to as the real control power \( S^R \) where superscript \( R \) denotes "real," hence

\[
S^R = \int_{0}^{\infty} \int_{D} m^{-1}(p) f^T(p,t) f(p,t) dD dt
\]  

(2.9)

\( S^R \) can be computed for any given \( f(p,t) \) regardless of the details of the control design technique by which it is computed. By a similar motivation, we define a **global modal control power functional**
where \( M \) denotes that the quadratic controls are the modal control input coordinates and the subscript \( w \) implies that all modes, hence the entire DPS, are considered in the computation. In contrast to \( S^R \), which involves the real input field, \( S^M \) seems to represent an abstract quantity since modal inputs are used in its definition. However, \( S^R \) and \( S^M \) are related.

Substituting the modal expansion (2.7) into definition (2.9) and using the orthogonality relations one obtains

\[
S^R = \int \int m^{-1} \sum_{r=1}^{n} m \phi_r f_r \sum_{s=1}^{m} m \phi_s f_s \, dD \, dt = \sum_{r=1}^{n} \int \dot{f}_r^2(t) \, dt
\]

hence

\[
S^R = S^M
\]

Identity (2.12) defines an invariance property. The global control power for the DPS is frame indifferent; it is the same whether one studies it in the real-space of (2.9) or the modal-space of (2.10).

The global modal control power \( S^M \) can be decomposed into

\[
S^M = \sum_{r=1}^{n} \int \dot{f}_r^2(t) \, dt + \sum_{r=n+1}^{m} \int \dot{f}_r^2(t) \, dt
\]
\[ S_{R} = S_{C} + S_{M} \]  
\[ S_{M} = S_{C} + S_{U} \]  

and from (2.12)

\[ S_{R} = S_{C} + S_{U} \]  

where the definitions of \( S_{C} \) and \( S_{U} \) should be evident from (2.13) and (2.14). \( S_{C} \) is the portion of the control power \( S_{R} \) channeled for control of the \( (n) \) modes and \( S_{U} \) is the remaining control power channeled into, or better said, spilled over to the uncontrolled modes. If the set of modes \( (n) \) are referred to as the control design model, \( S_{C} \) will be termed design model control power. Similarly, \( S_{U} \) will be referred to as control power spillover.

Since \( S_{R} \), \( S_{C} \), \( S_{U} \) are positive definite quantities:

\[ S_{R} \geq S_{C} \]  

where the equality is satisfied if and only if \( S_{U} = 0 \); that is, when there is no control power spillover.

An important feature of the control of the \( \omega \)-D DPS is imbedded in inequality (2.16). Because \( S_{R} \) is computed by using the real input \( f(p,t) \) applied to the actual structure, and \( S_{C} \) is computed by using the modal inputs to the finite-dimensional control design model, inequality (2.16) relates how the control design model performance stands relative to the actual DPS. It is clear that any mismatch between \( S_{R} \) and \( S_{C} \) would automatically mean that some of the control power is lost to the residual modes, \( S_{U} \neq 0 \). On the other hand, in accordance with the control objectives, the ideal control system for the DPS would yield \( S_{U} = 0 \), that is, it would minimize the power spillover.
It remains to address the specifics of how one might realize a minimum global control power to achieve the control objectives. To this end, we shall assume linear state-feedback control.

2.4 Globally Optimal Control for the DPS

In the absence of other objectives and design constraints, it is reasonable to try to achieve the control objectives stated in Sec. (2.2) with the minimum amount of global control power. Hence one can state the optimization problem

Minimize $S_M$, or equivalently, $S^R$

subject to:

$$
\rho(\pm \omega_r) \rightarrow \bar{\rho}(\bar{\alpha}_r \pm i\bar{\beta}_r) \quad r = 1, 2, \ldots, \infty \tag{2.17}
$$

This is an optimization problem for the $\infty$-D DPS. The uncontrolled eigenvalues $\pm \omega_r$ are relocated to specified positions $\bar{\alpha}_r \pm i\bar{\beta}_r$ where $\rho()$ represents an eigenvalue spectrum. There are no restrictions on the constraint values $\bar{\alpha}_r$ and $\bar{\beta}_r$. The case where only $n$ pairs of eigenvalues are relocated to new positions and the remaining residual pairs are not moved, is a special case of the above formulation since we can always write

$$
\rho(\pm i\omega_r) \rightarrow \bar{\rho}(\bar{\alpha}_r \pm i\bar{\beta}_r) \quad r = 1, 2, \ldots, n \tag{2.18}
$$

$$
\rho(\pm i\omega_r) \rightarrow \bar{\rho}(\pm i\omega_r) \quad r = n+1, \ldots, \infty
$$

The solution of the minimum global control power is known to be (Refs. 1, 2)
\[ f_r^*(t) = (g^*_{r1}(t) + g^*_{r2}(t)) \]  
\[ r = 1, 2, \ldots, \infty \]  
\[ g^*_{r1} = \omega_r^2 - (\alpha_r^2 + \beta_r^2), \quad g^*_{r2} = 2\alpha_r \]  

where (*) denotes the optimum quantities. Substituting the solution (2.19) into (2.6) one obtains the optimum input field vector which can achieve the desired eigenvalue locations with minimum control power (Ref. 3):

\[ f^*(p, t) = \int (G_1^*(p, p') u(p', t) + G_2^*(p, p') \dot{u}(p', t) dD(p') \]  

where \( G_1^* \) and \( G_2^* \) are identified as symmetric optimum distributed control influence (Kernel) functions

\[ G_1^*(p, p') = \sum_{r=1}^{\infty} \bar{g}_{r1}^* m(p) \phi_r(p) \phi_r(p') m(p') = G_1^*(p', p) \]  

\[ G_2^*(p, p') = \sum_{r=1}^{\infty} \bar{g}_{r2}^* m(p) \phi_r(p) \phi_r(p') m(p') = G_2^*(p', p) \]  

We observe the following characteristics of the optimal control solution (2.21): the optimal modal input coordinate \( f_r^* \) is a feedback of only the corresponding \( r \)-th modal coordinate, therefore optimal modal control coordinates are independent of each other. This feature of feedback control has come to be known as independent modal-space control (Ref. 4). The corresponding optimal input
field $f^*(p,t)$ is spatially continuous since the modal synthesis of spatially continuous functions $m(p)\phi_x(p)$ is a spatially continuous function. Without proof, we also state that controlled DPS under the optimal spatially continuous feedback input has the same eigenfunctions as the uncontrolled DPS, preserving its natural properties (Refs. 1,2). Therefore, the optimal control (2.19-2.21) has also been referred to as Natural Control (Ref. 2).

Specifically, if the desired closed-loop eigenvalues are given as the set (2.18) from (2.19, 2.20) we compute $g_{r1}^* - g_{r2}^* = 0$ for $r=n+1, \ldots, \infty$ which yields $f_r^* = 0$, $r=n+1, n+2, \ldots, \infty$.

Upon substituting this result into (2.21) we get

$$f^*(p,t) = \int \left[ G_{t}^* (p,p') u(p',t) + G_{2n}^* (p,p') \dot{u}(p',t) \right] dD(p') \quad (2.23)$$

where $G_{t}^*_{n}$ and $G_{2n}^*$ are the same as (2.22) except that the summation ends at $n$. The point is that the solution (2.23) does not represent a model truncation, instead the required summations end at $n$ because the remaining terms have been computed to be zero.

The above procedure indicated that optimal control can be found with virtually no effort for any eigenvalue set for the $\omega$-D DPS. It remains to check the control spillover effect over the uncontrolled modes $r=n+1, \ldots$. To this end, we substitute the form of $f^*(p,t)$ given by (2.23) into (2.7) which yields upon recognizing the first orthogonality in (2.3),

$$f_s(t) = 0 \quad s = n+1, \ldots, \infty$$

Perfect spillover elimination from residual modes is also achieved by the optimal control (2.23). We must point out that the spillover inputs $f_s(t)$ vanish due to
appearance of $\phi_r(p)$ in $f(p,t)$ regardless of the functional form of the modal control inputs $f_r(t)$, $r=1,2,\ldots,n$; that is whether modal inputs are independent or not. Therefore, spillover control is ultimately not a matter of what the temporal behavior of the control inputs is, but is a matter of spatial distribution of control. Any other spatial distribution of input would not yield perfect spillover elimination at least theoretically.

Last but not the least important feature of the optimal control is that the solution is unique (Refs. 1,2), therefore it is globally optimal, and it controls the $\omega$-D DPS accomplishing the control objectives ideally.

The global control power for the optimal control for the DPS can be evaluated by substituting (2.21) or (2.23) into (2.8)

$$ S^* = \int m^{-1}f^*(p,t)f^*(p,t)dD \quad (2.24) $$

which yields from (2.12)

$$ S^* = S^* = S^* \quad (2.25) $$

2.5 **Suboptimal Control for the DPS**

By definition, any control input field $f(p,t)$ of the form

$$ f(p,t) = f^*(p,t) $$

will have a higher real control power than $S^*$. The most common suboptimal control is the one that seems most practical to implement; it is the point (or localized) input distribution

$$ f(p,t) = \sum_{k=1}^{\infty} \delta(p-\Delta p_k)F_k(t) \quad (2.26) $$
where $\delta$ is the spatial Dirac delta function $\Delta p_k$ is the domain of the influence of the local $k$-th input and $F_k(t)$ is the total input over $\Delta p_k$.

The real control power for the suboptimal control is again computed by using (2.26) in (2.9). Denoting the total input vector of $m$ inputs by $F=\begin{bmatrix} F_1 & F_2 & \ldots & F_m \end{bmatrix}^T$, it can be shown that (Ref. 5)

$$S^R = \int F(t)^T R F(t) \, dt \quad R = \text{diag}[m(p_k)\Delta p_k]^{-1} \quad (2.27)$$

and from identity (2.12) the total modal control power corresponding to suboptimal control profile (2.26) is

$$S^M = \int F^T R F \, dt$$

Furthermore, the design model control power for $(n)$ pairs of relocated eigenvalues is

$$S^M_C = \sum_{r=1}^{n} \int f^2_r(t) \, dt = \int \phi^T \phi(t) f(t) \, dt = \int F^T B_n^T B_n F \, dt \quad (2.28)$$

where $f_n(t)$ is the $n$-component design model modal input vector generated by the control (2.26) and

$$f_n(t) = B_n F \quad B_{nkr} = [\phi_{rk}(p_k)] \quad r = 1, 2, \ldots, n$$

$k=1, 2, \ldots, m \phi_{rk}(p_k)$ is the area under $\phi_k$ over $\Delta p_k$.

The control power spillover due to localized inputs $F$ can be evaluated as

$$S^M_M = \sum_{r=1}^{n} \int f^2_r(t) \, dt = \int f^T(t) f(t) \, dt = \int F^T B_0^T B_0 F \, dt \quad (2.29)$$
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where

\[ f_u(t) = B_u F, \quad B_{ur_k} = [\phi_{rk}(p_k)] \quad r = n+1, \ldots, k = 1,2, \ldots, m \]

\[ B_n \text{ and } B_u \text{ are the respective partitions of the } B \text{ matrix for the } n\text{-th order control design model and the uncontrolled dynamics.} \]

One does not need to compute the control spillover performance according to (2.29) if \( S^R \) and \( S^M \) are already available. For, from (2.27) and (2.28)

\[ S^M_n = S^R_n - S^C_n = \int F^T[R - B^T_nB_n] F \, dt \]  \hspace{1cm} (2.30)

in which \( F(t) \) is directly available from the control design model once it is selected. Equation (2.30) indicates that for a given DPS (hence the mass distribution and therefore the matrix \( R \) are known) when a control design model is selected, the control spillover performance can be determined solely on the basis of the control design model. No knowledge of the uncontrolled dynamics is needed. This points out the usefulness of the judicious definition of the control evaluation functional \( S \) in the form of (2.9).

The control power spillover for the suboptimal point input profile (2.26) cannot vanish, therefore from (2.15) we deduce

\[ S^R > S^M \]

and since \( S^R \) as given by (2.27) is suboptimal

\[ S^R > S^* \]

2.6 Control Powers for Discrete-Systems

Quite often, instead of partial differential equations, a large set of spatially discretized ordinary differential equations are assumed to describe the
dynamics of the DPS adequately, such as the finite element models (FEM) of complex structural systems. Extension of the previous definitions and results to such cases will be useful. We assume that the structural system is described by

\[ M \ddot{q}(t) + K q(t) = Q(t) \]  

(2.31)

instead of (2.1), where \( q(t) \) and \( Q(t) \) are each \( N \)-component generalized coordinates and the generalized forces vectors, respectively. \( M \) and \( K \) are \( N \times N \) symmetric, positive definite mass and stiffness matrices, respectively. Equation (2.31) is usually referred to as the \( N \)-dimensional evaluation model replacing the \( \omega \)-D DPS, (2.1).

Denoting by \( E \) the modal matrix associated with the system (2.31), the modal transformations and the orthogonality relations

\[ q = E \xi \quad , \quad f(t) = E^T Q(t) \quad E^T M E = I \quad , \quad E^T K E = [\omega^2]_N \]  

(2.32)

again yield the modal equations of motion (2.5) with the exception that this time \( r=1,2,\ldots, N \) represents the complete system. Again, by definition the total modal control power is

\[ S_N^M = \sum_{r=1}^{N} \int_{R} f_r^2(t) \, dt = \int f^T(t) \, f(t) \, dt \]  

(2.33)

where \( N \) denotes the total system as opposed to \( \infty \) in (2.13) for the DPS Equation (2.1). The corresponding real control power, after recognizing the invariance property (2.12) is

\[ S^R = S_N^M = \int f^T f \, dt = \int Q^T E E^T Q \, dt \]  

(2.34)
Noting from the orthogonality relations that \( EE^T = M^{-1} \), for a discrete-system the equivalent of \( S^R \) in (2.9) is
\[
S^R = \int Q^T M^{-1} Q \, dt \tag{2.35}
\]

Hence, the generalized input vector \( Q(t) \) plays the role of \( f(p,t) \).

In particular, if (2.31) represents the FEM equations of motion, the generalized loads vector \( Q(t) \) is the vector of joint loadings. If \( F(t) = [F_1 \ F_2 \ldots \ F_N]^T \) is the real joint inputs vector of \( f(p,t) \) one can write
\[
Q = DF \tag{2.36}
\]
where \( D \) is the joint loads distribution matrix. If \( f(p,t) \) is spatially continuous over the whole structural domain, then by necessity, it will yield an input at each joint along every joint degree of freedom. It follows that the equivalent of a spatially continuous input \( f(p,t) \) in a FEM setting is tantamount to having a full generalized loads vector \( Q \). On the other hand, if the input \( f(p,t) \) is spatially discontinuous, such as in (2.26), that will be tantamount to having a \( Q \) with some zero components. If there are \( m \) independent joint inputs \( F_1, \ldots, F_m \) as in (2.26) substitution of (2.36) into (2.34) yields
\[
S^R = \int F(t)^T R F(t) \, dt \quad R = D^T M^{-1} D \tag{2.37}
\]

Hence, the weighting matrix \( R \) in (2.37) is the FEM equivalent of the weighting matrix \( R \) in (2.27) for the partial differential equations of motion.

It is clear from the form of \( R \) that, given any \( F(t) \), \( S^R \) describes the control power for the entire evaluation model. Even if \( F(t) \) may have been designed by considering only a reduced (n)th order modal model of the N-th order system (2.31), when \( S^R \) is computed, it will be, according to (2.37), the global
control power for the total N-th order evaluation model, not for the n-th order reduced-control design model.

For an n-th order control design model, it is easy to see that the counterparts of (2.13) and (2.27)-(2.29) are

\[ S^M_n = S^M_c + S^M_u \]  \hspace{1cm} (2.38)

where

\[ S^M_c = \int F^T D^T E_n E_n^T D F \, dt \], \[ S^M_u = \int F^T D^T E_u E_u^T D F \, dt \]  \hspace{1cm} (2.39)

\[ S^M_u = S^R - S^M_c = \int F^T D^T (M^{-1} - E_n E_n^T) D F \, dt \]  \hspace{1cm} (2.40)

and \( E_n \) and \( E_u \) are the control design model and the uncontrolled model modal matrices, respectively. Here again, from (2.40), for a given physical system (hence the evaluation model mass matrix \( M \) is known) and the n-th order control design model, control spillover performance can be ascertained solely on the basis of the control design model. Specifically, if a FEM is used, the modes that are poorly computed will be inconsequential from the control point of view as long as those modes are in the uncontrolled set.

Finally, it remains to ascertain the counterparts of the globally optimal control and the control power (2.23)-(2.25) for the system of (2.31). From the previous discussions and the nature of the globally optimal control, it is straightforward to obtain

\[ S^* = \int Q^* M^{-1} Q^* dt = \int F^* D^* M^{-1} D^* F^* dt \]  \hspace{1cm} (2.41)
where \( f^*(t) \) is the vector of \( N \)-independent modal inputs \( f_{r}^*, r=1,2,\ldots,N \) precisely as computed according to Equations (2.19), (2.20). For a FEM, \( Q^* \) is the full generalized inputs vector tantamount to having \( N \) joint inputs \( F_{r}^*, r=1,2,\ldots,N \), that is as many inputs as the total number of degrees of freedom. In other words, \( D^* \) for the globally optimal control must be a full rank \( N \) joint loads distribution matrix.

The forms of \( Q^* \) and its interpretation makes it clear that a FEM not having inputs at each joint along each joint degree of freedom would correspond to a discontinuous input profile and have a suboptimal performance.

### 2.7 Efficiency of a Structure-Control System

Implementable control designs for large flexible structures such as complex truss-like configurations planned for the space station will inevitably employ spatially discontinuous suboptimal input profiles consisting of a large number of distributed point force and torque actuators. In view of the control objectives and the features of the control powers we discussed heretofore, it would be desirable for any implementable structural control system to channel as much of the real control power as possible to the control design model. In other words, the power spillover \( S^m \) should be minimized by the control design. An equally desirable feature of the control design would be to keep the total control power as small as possible, that is, to keep the real control power of the design as near to the globally optimal control power as possible. These aspects, by necessity, bring about the concept of efficient structure-control designs. An important element of the structure-control design process must be
to find the most efficient structure-control combination for the control objectives.

We define the percent global efficiency of a structure-control system as

\[ e^*\% = \frac{S^*}{S^R} \times 100 \leq 100\% \quad (2.43) \]

where \( S^R \) is the real control power of any suboptimal control design with the closed-loop eigenvalue spectrum \( \{\rho\} = (\rho) \). \( S^* \) is the globally optimal control power corresponding to the same eigenvalues \( \{\text{cost}^-\} \). This is to say that the global efficiency is based on the comparison of dynamically similar (Ref. 1) globally optimal and suboptimal control designs for the desired closed-loop eigenvalues. Since \( S^R \) is suboptimal, the upper bound of global efficiency is 100%.

Next, we define the percent relative model efficiency of a structure-control system to be

\[ e^\% = \frac{S^M}{S^R} \times 100 \leq 100\% \quad (2.44) \]

The relative model efficiency is an indicator of the percentage of the real control power channeled into the control design model, the balance indicating the control power spillover. This efficiency is determined solely by using the properties of the particular control design model. There is no reference to the corresponding globally minimum control. Therefore, we refer to \( e \) as the relative model efficiency. A less than perfect model efficiency automatically implies control power wasted to uncontrolled modes. However, as a 100% \( e \) means no
control spillover, it will not guarantee a 100% global efficiency as $S^R$ and $S^*$ may still be different.

The relative model efficiency and the global efficiency are related by

$$ e = \mu e^* \quad \mu = \frac{S^M_C}{S^*} \quad (2.45) $$

where $\mu$ is defined to be the modal efficiency coefficient.

Complementary to the above definitions, one can also introduce the global and the model spillover quotients

$$ sq^* = \frac{S^M_C}{S^*} = \frac{(S^R - S^M_C)}{S^*} = \frac{1}{e^*} - \mu, \quad sq = \frac{S^M_C}{S^R} = 1 - e < 1 \quad (2.46) $$

$sq$ indicates the portion of the real control power lost as control spillover cost. $sq^*$ indicates the control power spillover of the suboptimal design as a fraction of the globally minimum control power that would be expended on the entire DPS. Studies show that the control power spillover a suboptimal control profile can incur, can be many times more than it would take to control the entire system with a spatially continuous optimal input.

Given an initial modal state disturbance $x_0$ for a stable control system,

$$ x_0 = [\xi_1(0) \, \dot{\xi}_1(0) \ldots \, \xi_n(0) \, \dot{\xi}_n(0)] $$

The control power for infinite time control are given by

$$ S^R = x_0^T P^R x_0, \quad S^M_C = x_0^T P^M_C x_0, \quad S^* = x_0^T P^* x_0 \quad (2.47) $$
where $p^R$, $p^M$ and $P^*$ are the real, modal, and the globally optimal (natural) control power matrices. $p^R$ and $p^M$ can be obtained as the solutions of the associated Lyapunov equations for any suboptimal control design discussed in the preceding sections. The relevant equations are presented in Chapter 3. The natural control power matrix $P^*$ is given in closed form in Ref. (6) and in Appendix B.

The global and relative model efficiencies of any control design can now be computed by using the cost matrices

$$e^* = \frac{x_0^T p^* x_0}{x_0^T p x_0}, \quad e = \frac{x_0^T p^M}{x_0^T p x_0}, \quad \mu = \frac{x_0^T p^M}{x_0^T p^* x_0}$$

(2.48)

Each one of the efficiencies, through the power matrices, depends on:

* The number, type and locations of localized inputs $F_k(t)$
* The particular control design technique used to compute the actual spatially discontinuous feedback input $F$
* The order $n$ of the control design model and the closed-loop eigenvalue spectrum ($\bar{\rho}$)
* Structural parameters through the appearance of modal frequencies and mode shapes
* The initial modal disturbance state $x_0$.

For the analysis and design of structural-control systems via efficiencies, one would typically take the following steps: 1) For any set of selected system variables and parameters mentioned above (such as a given $n$-th order design model and a control input configuration) obtain a control law by whatever technique or theory deemed appropriate. 2) For the control inputs obtained in step 1, compute
the corresponding $S^R$ and $S^M$ defined by Eqs. (2.27), (2.28) or Eqs. (2.37) and (2.39), and calculate the relative model efficiency $e$ and the model spillover quotient $sq$ as defined by Eqs. (2.44) and (2.46), respectively. 3) For different values and/or sets of variables and parameters repeat steps 1 and 2, compare the corresponding model efficiencies, simulate if necessary, and identify satisfactory designs consistent with the designer's criteria and constraints. In applying steps 1-3, one should recognize that there is no need for explicit knowledge of the closed-loop eigenvalues if studies based on relative model efficiencies are all that is desired. However, in addition, if global efficiencies $e^*$ and global spillover quotients $sq^*$ are also desired for further consideration, one must then proceed with the following steps: 4) For the controls designed in step 1, compute the corresponding closed-loop eigenvalues ($\tilde{\rho}$) if they are not already available. Otherwise, this step is not needed. 5) For the spectrum ($\tilde{\rho}$) found in step 4, compute the modal control gains and the modal inputs given by Eqs. (2.19) and (2.20) of the globally optimal spatially continuous control which is dynamically similar to the control design of step 1. 6) In accordance with Eqs. (2.25), (2.11) and (2.12) obtain the globally minimum real control power $S^*$ possible for the eigenvalue spectrum ($\tilde{\rho}$) elicited by the control design of step 1. Closed-form solution for $S^*$ is given in Appendix B for any defined ($\tilde{\rho}$). 7) Calculate the global efficiency $e^*$ and global spillover quotient $sq^*$ of the control design of step 1, as defined by Eqs. (2.43) and (2.46) by using $S^R$ from step 2 and $S^*$ from step 6. If desired, computed the model efficiency coefficient defined in Eq. (2.45). 8) For different values and/or sets of variables and parameters repeat steps 4-7, compare the corresponding global efficiencies and spillover quotients, simulate if necessary, and identify a satisfactory designs. 9) Study the results of steps 3-8 collectively to evaluate the control designs.
The efficiency approach to structure control will liberate the engineer from the need of detailed knowledge of the unmodeled modes. Because the behavior of an infinite dimensional system can be studied and understood by means of computing its efficiencies, which require explicit knowledge of only the finite number of modeled control modes. This feature should make the efficiency approach to control design a practical tool.

With such an approach, it is possible to determine the optimal control input distribution and even the optimum eigenvalue distribution for a given nth-order control design model. For a given input field, the efficiencies can be used to determine the order n of a control design where model orders that yield high efficiencies can be selected. In addition, because the efficiencies are dependent on the input distribution, closed-loop eigenvalues, and other structural and control parameters, different order control models could become more efficient simply by changing the structure-control system's configuration and parameters. In all of these, the objective then should be to maximize the global and relative efficiencies.

In particular, for N-th order discrete evaluation models, $S_M^N$ represents the control power consumed in controlling $n<N$ modes, while $S_R$ represents the power consumed by all N modes. Therefore, the relative efficiency $e$ becomes a valid nondimensional measure of the effects of model order reduction. A similar statement holds true for global efficiency. Based on these observations, a closed-loop Efficient Model Reduction Technique can be formulated in that one can propose to retain in the control design model the modes to which the relative model and/or global efficiencies are most sensitive for any given input configuration.
In contrast to design, efficiencies can be used to evaluate the merits of a given control design since they reflect the effects of many variables of the control problem. In this chapter, we shall illustrate the analyses of some Linear Quadratic Regulator (LQR) control designs based on the efficiency concept. Also, the proposed concept of Efficient Model Reduction Technique will be demonstrated.

2.8 Illustrative Example: Control of ACOSS-4 Tetrahedral Truss Structure Analysis via Efficiencies

As a demonstration of the utility of the efficiency concept, the performances of various LQR control designs (step 1) for the ACOSS-4 structure shown in Fig. 2.1 were evaluated for different order modal control design models and different number of inputs (steps 3 and 8). The inputs were located at the pods of the structure. A twelfth order (N=12) evaluation model (2.31), obtained via FEM, was considered. For a given n-th order control design and number of inputs $1 \leq m \leq 6$, the control designs were based on the minimization of the LQR performance measure (step 1)

$$J = \frac{1}{2} \int_{0}^{\infty} (x^T W_x x + F^T W_c F) \, dt$$

where the LQR control design weighting matrix $W_c$ has no relationship to the weighting matrix $R$ uniquely defined for efficiency purposes. The LQR design approach essentially is an indirect eigenvalue allocation. Instead of requiring
explicit eigenvalue allocation one can implicitly admit the desired eigenvalues \( \tilde{\rho} \) to be those of the LQR solutions for specific choices of weighting parameters \( q \) and \( r \). For each LQR steady-state Riccati equation solution, the closed-loop eigenvalues were computed and assigned to be the set \( \tilde{\rho} \) (step 4) where upon the corresponding globally optimal control power \( S^* \) was computed (step 6) for the set \( \tilde{\rho} \). For each LQR solution, \( S^R \) and \( S^c \) were computed by solving the associated Lyapunov equations for the closed-loop system (step 2). In the simulations, the 2\( n \)-th order initial modal state \( x_0 \) was assumed to be \( x_0 = [1 \omega_1 1 \omega_2 \ldots 1 \omega_n] \) and the uncontrolled modes were initially undisturbed.

For control design models of order \( n = 2, 4, 6, 8, 10, 12 \) and the input numbers \( m = 1, 2, 3, 4, 5, 6 \) (steps 3 and 8); \( e^*, e, \mu, sq^*, \) and \( sq \) for the chosen LQR weighting matrices, \( W_x \) and \( W_c \), were computed (steps 2 and 7). The results are shown in Figs. 2.2 (steps 3 and 8). The model selections were made by starting from the lowest structural modes to the higher ones. For brevity, efficiencies and spillover quotients are tabulated only for \( n = 2 \) and \( n = 8 \) (Tables 2.1 and 2.2). Efficiencies of other design models and actuator configurations can be inferred from the efficiency curves.

From Figs. 2.2a and b, we observe the interactions among the efficiencies, the order of the control design model, and the input configuration. For a given number of inputs the model efficiency increases with the order of the control design model. However, this is not necessarily true for the global efficiency. For one and two inputs the global efficiency seems to increase with model order, but for three inputs increasing the model order beyond \( n = 4 \) decreases the global efficiency. We also observe that for a given control design model, increasing the number of inputs increases the global efficiency, but this is not necessarily true for the model efficiency. Indeed for a sixth order design model (\( n = 6 \),
three or more inputs cause a decrease in the model efficiency. Therefore, the third, fourth, fifth, and sixth actuators are located poorly with respect to the truncated modes (n > 7-12) such that more of control energy is lost as control power spillover to cause a drop in the model efficiency. A similar observation is made for 1 and 2 inputs in regards to model efficiency. Hence, it appears that the first 3 actuators represent a critical number of inputs for this particular structure.

The curves of $sq^*$ and $sq$ would describe more vividly the effect of model truncation. However, because $sq^*$ and $sq$ are related to $e^*$, $\mu$ and $e$, for brevity these curves are not shown. Tables 2.1 and 2.2 list some values of the spillover quotients. From the $sq^*$ values given in Table 2.1 one reads, for example, that for $m=1$ and $n=2$ the amount of control power lost to model truncation is 152 times the total control power that would be required to control the entire DPS with a spatially continuous optimal input profile (natural control). The control powers $S^R$, $S^m$ for the LQR designs and the corresponding dynamically similar natural control powers $S^*$ for $n=2, 8$ are shown in Figs. 2.3a and b. The power plots show that natural control power $S^*$ can be significantly lower than the real power $S^R$ obtained by using LQR designed controls. The distances among the power curves are indicators of the global and model efficiencies and the modal efficiency coefficient.

The LQR values of $S^R$ decrease monotonically to limit values with increasing number of inputs. The dynamically similar natural control powers $S^*$ increase monotonically to different limit values. We conjecture that the two designs will not converge because of fundamental differences in their design concepts. The natural control is a distributed partial differential equation control solution according to Equations (2.1), (2.21) and (2.22). On the other hand, the LQR
solution is a discrete control solution based on the a priori reduced-order (truncated) model of the dynamic system. In order for the two optimal solutions to converge to different limits, their conceptual framework must be inherently different. This suggests that other than LQR discrete closed-loop laws can be formulated as direct approximations to the closed-loop distributed natural control solution with control powers between the LQR and natural control powers (Ref. 3).

The response profiles for a sensor colocated with the first input are given in Fig. 2.4 for different design model orders and inputs. The response profiles corresponding to the natural (globally optimal) control with continuously distributed input, suboptimal control of the n-th order control design model with m point inputs and the evaluation model, which includes the control spillover effects of the suboptimal control, are superposed in Figs. 2.4a, b and c for comparison purposes. It is seen that almost identical responses can be obtained with drastically different control powers. The similarity between the responses of the (suboptimal) control design model and the evaluation model for n=8, m=2 in Fig 2.4b may suggest that model truncation is insignificant. This is true from an output viewpoint. However, there still exists a considerable inefficiency in the control design due to 43.2% control power wasted (sq=43.2% in Table 2.2 for n=8, m=2) to truncated modes from an input viewpoint. This inefficiency can hardly be ignored. One would also want the control design to be efficient in its control power, therefore assessment of spillover effects based on response alone without considering the control powers would be premature.

Fig. 2.4c shows the response of the evaluation model both for natural control with continuously distributed inputs and LQR control with m=6 point inputs. Both responses are identical. Because there is no mode truncation in
the evaluation model the relative model efficiency is 100%. On the other hand, the global efficiency is about 32% reflecting the fact that the LQR solution with 6 point inputs uses about 3 times more control power than if one were to use a spatially continuous input profile designed for independent control of all 12 modes. In spite of the more control power, the LQR solution cannot produce a response better than that of natural control. In the LQR solution with 6 point inputs for 12 modes intermodal coupling of the controlled responses is inevitable. In this case, it is this coupling of the controlled modal responses that causes excessive use of control effort without producing an improvement in the controlled response over that of natural control. This truly reflects the inefficiency of the control design model.

Efficient Model Reduction

An efficient model reduction concept would truncate the modes to which the model or global efficiency is least sensitive. We shall demonstrate the model reduction technique based on the model efficiency. A similar procedure can be based on the global efficiency. However, for brevity we do not demonstrate this alternate approach.

We use the model efficiency curves in Fig. 2.2b to find an eighth order reduced model with two and four point inputs. For two inputs \( m=2 \) from Fig. 2.2b, we note that the smallest increments in the model efficiency are caused by Modes 1, 2, 7 and 8. Hence we retain Modes 3-6, 9-12 as the control design model for the given two inputs. Similarly, for the four input configuration \( m=4 \) from Fig. 2.2b, we note that Modes 1, 2, 11 and 12 have the least contributions to the model efficiency. Hence, we truncate these modes and retain Modes 3-10. The efficiencies and control powers of the new eighth order control design models for
two and four inputs are shown in Table 2.3. A comparison of these results to the control design model, which was based on the lowest eight structural modes (Table 2.2), shows that the new control design models have significantly better efficiencies and the effect of model truncation for the new reduced modes are insignificant. For example, for (m=2) although the natural control power $S^*$ has increased from 8 to 24 due to the mode selection based on model efficiency, the total actual control power $S^R$ remained almost the same (158 vs. 162), but the modal control power $S^M$ rose from 90 to 157 which indicates that the new control design model absorbs almost all of the actual control effort yielding a 97% model efficiency. The response profiles for the new eighth order control design models are shown in Figs. 2.5a and b. Again, in these figures responses of the corresponding natural control, suboptimal control, and evaluation model are superposed. They are hardly different from each other, the responses of the suboptimal control and the evaluation model had almost undetectable overshoots at the peaks in comparison to natural control. Therefore, the curves were not labeled and only the response of the evaluation models are shown in Figs. 2.5a and b. Among all responses natural control always achieved lower amplitudes than the others. Finally, one can now compare the responses of the 8th order reduced order models with m=2, 4 to the response of the 12th order evaluation model in Fig. 2.4c with m=6 inputs.
Table 2.1: Efficiencies for ACOSS-4 with n=2

<table>
<thead>
<tr>
<th>m</th>
<th>e*%</th>
<th>e%</th>
<th>µ</th>
<th>sq*</th>
<th>sq%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.647792</td>
<td>1.337612</td>
<td>2.06488</td>
<td>152.3056</td>
<td>98.66239</td>
</tr>
<tr>
<td>2</td>
<td>1.271105</td>
<td>1.271092</td>
<td>0.99999</td>
<td>77.67170</td>
<td>98.72891</td>
</tr>
<tr>
<td>3</td>
<td>1.818911</td>
<td>1.859323</td>
<td>1.02269</td>
<td>53.98065</td>
<td>98.10468</td>
</tr>
<tr>
<td>4</td>
<td>2.971592</td>
<td>2.961611</td>
<td>0.99664</td>
<td>32.65535</td>
<td>97.03839</td>
</tr>
<tr>
<td>5</td>
<td>3.606529</td>
<td>3.392659</td>
<td>0.99615</td>
<td>26.73133</td>
<td>96.40734</td>
</tr>
<tr>
<td>6</td>
<td>4.642842</td>
<td>4.642761</td>
<td>0.99998</td>
<td>20.53855</td>
<td>95.35720</td>
</tr>
</tbody>
</table>

Table 2.2: Efficiencies for ACOSS-4 with n=8

<table>
<thead>
<tr>
<th>m</th>
<th>e*%</th>
<th>e%</th>
<th>µ</th>
<th>sq*</th>
<th>sq%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.70735</td>
<td>56.92516</td>
<td>21.0262</td>
<td>15.91033</td>
<td>43.07480</td>
</tr>
<tr>
<td>2</td>
<td>5.05710</td>
<td>56.82256</td>
<td>11.2362</td>
<td>8.53799</td>
<td>43.17744</td>
</tr>
<tr>
<td>3</td>
<td>19.45213</td>
<td>63.55967</td>
<td>3.2675</td>
<td>1.87333</td>
<td>36.44030</td>
</tr>
<tr>
<td>4</td>
<td>29.19059</td>
<td>69.40089</td>
<td>2.3775</td>
<td>1.04825</td>
<td>30.59911</td>
</tr>
<tr>
<td>5</td>
<td>39.41595</td>
<td>69.00026</td>
<td>1.7506</td>
<td>0.78648</td>
<td>30.99740</td>
</tr>
<tr>
<td>6</td>
<td>47.56904</td>
<td>72.06676</td>
<td>1.5150</td>
<td>0.58721</td>
<td>27.93324</td>
</tr>
</tbody>
</table>

Table 2.3: Efficiencies and Control costs for ACOSS-4 with an 8th order model obtained via Efficient Model Reduction Approach

<table>
<thead>
<tr>
<th>Control Design Mode s</th>
<th>m</th>
<th>e*%</th>
<th>e%</th>
<th>µ</th>
<th>sq*</th>
<th>sq%</th>
<th>SR</th>
<th>Sc</th>
<th>Su</th>
<th>s*</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-6, 9-12</td>
<td>2</td>
<td>14.7</td>
<td>96.55</td>
<td>6.57</td>
<td>0.24</td>
<td>3.45</td>
<td>162.07</td>
<td>156.47</td>
<td>5.6</td>
<td>23.82</td>
</tr>
<tr>
<td>3-10</td>
<td>4</td>
<td>44.7</td>
<td>93.93</td>
<td>2.10</td>
<td>0.14</td>
<td>6.07</td>
<td>60.67</td>
<td>56.99</td>
<td>3.68</td>
<td>27.09</td>
</tr>
</tbody>
</table>
Figure 2.1: ACOSS-4 Tetrahedral Structure
Figure 2.2a: Percent Global efficiencies for ACOSS-4.
Figure 2.2b: Percent Relative Model efficiencies for ACOS5-4
Figure 2.2c: Model efficiency coefficients for ACOSS-4
Figure 2.3.a: Control Powers for n=2
Figure 2.3b: Control Powers for n-8
Figure 2.4a: Responses for n=2 of natural control (continuous input), suboptimal control and evaluation model with m=2, e*=1.27%, e=1.27%, $\mu=1$, sq*=77.67%, sq=98.73%
Figure 2.4b: Responses for n=8 of natural control (continuous input), and suboptimal control and evaluation model with m=2, e*=5.06%, e=56.8%, μ=11.2, sq*=8.3%, sq=43.2%
Figure 2.4c: Responses for n=12 of natural control (continuous input) and suboptimal control with m=6, e*=31.8%, e=100% μ=3.13, sq=sq*=0
Figure 2.5a: Response of evaluation model with efficient model reduction applied for n=8, m=2, e*=14.7%, e=96.58%, μ=6.57, sq*=0.24, sq=3.45%
Figure 2.5b: Response of evaluation model with efficient model reduction applied for $n=8$, $m=4$, $e^*=44.7\%$, $e=93.93\%$, $\mu=2.1$, $sq^*=0.14$, $sq=6.07\%$
3.0 EFFICIENCY MODES ANALYSIS OF STRUCTURE CONTROL SYSTEMS

3.1 Introduction

In this chapter, we delve into the structure of the efficiency quotients to gain further insight into the structure-control problem. The developments of this chapter center around the fact that the efficiency quotients presented in Chapter 2 are the ratios of quadratic functionals of positive definite symmetric control power functions. Therefore, each one of the quantities e, sq, e* and sq* represents a Rayleigh's quotient. It is warranted, then, to exploit the features of a Rayleigh's quotient to perform an efficiency modal analysis for the structure-control system and study its implications.

In Section 3.2, we discuss the computation of power matrices for efficiency quotients. Section 3.3 is central to this chapter. The efficiency eigenvalue problem is studied in this section, a number of spectral properties of the control power matrices are discovered, and an efficiency state-space transformation is defined. In Section 3.4, the definitions of "controller modes" and "Principal Controller directions" are given. In addition, an efficiency ellipsoid is identified, the surface of which represents all initial disturbances which result in a given efficiency of the system. Section 3.5 introduces the concept of principal efficiency components and discusses its role to quantify the structure of a link between the controller design and initial conditions. Illustrative examples, again using the ACOSS-4 tetrahedral structure studies in Chapter 2, are given in Section 3.6.

3.2 Computation of Control Power Matrices for Efficiency Quotients

Consider the N-th order evaluation model of the structural dynamic system given by Eq. (2.31)
where \( q \) and \( Q \) are the generalized coordinates and generalized input vectors, respectively. Noting the transformation from a physical control inputs vector \( F \) to the generalized inputs \( Q \) as

\[
Q = DF
\]

and the modal properties given by Eqs. (2.32) for the system (3.1), Eq. (3.1) can be replaced by the modal system

\[
\ddot{\xi}_N + [\omega^2]_N \xi_N = B_N F, \quad B_N = E_N D
\]

where \( \xi \) is the \( N \)-dimensional evaluation model displacements vector of Eq. (3.1). Typically, we shall assume that Eqs. (3.1) represents a FEM evaluation model of the structural system. Introducing the \( 2n \)-dimensional modal states vector for a control design model, \( 2n < 2N \):

\[
x = [\xi_1 \dot{\xi}_1 \xi_2 \dot{\xi}_2 \ldots \xi_n \dot{\xi}_n]^T
\]

we have the modal-state representation of Eqs (3.1) and (3.2) for any smaller order control design model

\[
x = Ax + BF
\]

\[
A = \text{block-diag} \left[ \begin{array}{cc} 0 & 1 \\ -\omega^2 & 0 \end{array} \right], \quad B = [0 \ b_1 \ 0 \ b_2 \ 0]^T \quad r=1,2,\ldots,n<N
\]

where \( b_r \) is the \( r \)-th row vector of \( B_N \). The control powers \( S^R \), \( S^M \) and \( S^* \) given by Eqs. (2.37)-(2.42), restated here for ready reference,

\[
S^R = \int F^T R^F dt, \quad R^R = D^T M^{-1} D
\]

\[
S^M = \int F^T R^M dt, \quad R^M = D^T E_N E_N^T D
\]

\[
S^* = \int F^* T^* R^F dt, \quad R^* = D^* T^* M^{-1} D^*
\]

become, for a stable closed-loop system,

\[
S^R = x_F^T R x_F, \quad S^M = x_F^T P^M x_F, \quad S^* = x_F^T P^* x_F
\]

for which, the state feedback control input is:
\[ F = Gx \quad , \quad F^* = G^*x \]  
(3.10)

The gain matrix \( G \) is the control gain matrix available from any control design method. The gain matrix \( G^* \) is the gain matrix of the globally optimal solution given by Eqs. (2.42), (2.19) and (2.20) as discussed in Section 2.6.

The control power matrices \( P^R \) and \( P^C \) are obtained by solving the Lyapunov Equations

\[
A^T_P R + P^R A_C L + G^T R G = 0 \quad (3.11)
\]

\[
A^T_P M + P^M A_C L + G^T R^M G = 0 \quad (3.12)
\]

\[
A_C L = A + B G \quad (3.13)
\]

and a closed-form solution for \( P^* \) exists, as given in Appendix B.

Noting Eq. (2.38) and the forms ((3.9), (3.11) and (3.12)), we also have for the truncated modes

\[
S^M_U = x_o^T (P^R - P^C) x_o = x_o^T P^M x_o \quad (3.14)
\]

Hence, the control power wasted on the uncontrolled dynamics is readily available following solutions of Eqs. (3.11) and (3.12) which are based on the controlled dynamics alone, therefore, no knowledge of truncated dynamics is required.

It must be noted that the weighting matrices \( R \) in Eqs. (3.6)-(3.8) and, hence, the control powers, are uniquely defined for computation of structural-control system efficiency. Having obtained the power matrices, one can now compute \( e, e^*, sq \) and \( sq^* \) associated with any control design according to the definitions (2.43)-(2.46).

3.3 Efficiency Eigenvalue Problem

From the definitions of \( e, sq, e^* \) and \( sq^* \), one notes that they are non-dimensional quotients involving positive definite numerator and denominator power matrices and the initial state disturbance \( x_o \). Therefore, an efficiency quotient
is also a Rayleigh's quotient, and an efficiency eigenvalue problem can be defined to analyze the structure-control system.

In the following, we only need to define a numerator and a denominator power matrix without necessarily referring to e, e* sq* and sq specifically and use e as a generic symbol to represent any one of them. This should not present any difficulty as the context will make it clear whether we are dealing with a specific or a general quotient. Hence, consider the general form of an efficiency quotient

$$e = \frac{x_0^T P_N x_0}{x_0^T P_D x_0} \quad P_N, P_D > 0$$

(3.15)

where subscripts N and D denote numerator and denominator power matrices. For a particular structure control system design both $P_N$ and $P_D$ are readily available as given in Section 3.2.

The efficiency of the given structure-control design system is then dependent on the nature of initial state disturbance $x_0$. To see how the initial state interacts with the particular system, we address the eigenvalue problem associated with the efficiency quotient (3.15).

Introducing the transformation

$$x = P_D^{-1} z$$

(3.16)

an efficiency quotient (3.15) becomes

$$e = \frac{z_0^T E z_0}{z_0^T z_0} \quad , \ E = P_D^{-1} P_N P_D^{-1}$$

(3.17)

where $E$ is the nondimensional symmetric positive definite efficiency matrix.

Next, we consider the standard eigenvalue problem associated with the matrix $E$

$$E v_r = \lambda_r v_r \quad r=1,2,...,2n$$

(3.18)
where \( v_r \) is a real eigenvector with positive real eigenvalue \( \lambda_r \), and form the modal matrix \( V \) of \( E \)

\[
V = [v_1 \ v_2 \ldots v_{2n}]
\]

(3.19)

The modal matrix \( V \) is normalized to satisfy

\[
V^T V = I, \quad V^T E V = \Lambda
\]

(3.20)

where

\[
\Lambda = \text{diag} [\lambda_1 \ \lambda_2 \ldots \lambda_{2n}]
\]

(3.21)

and \( I \) is a \( 2n \times 2n \) identity matrix.

Introducing a second transformation

\[
z = V\epsilon
\]

(3.22)

substitute it into Eq. (3.17) and use the normality conditions (3.20) to obtain the quotient \( e \) in the form

\[
e = \frac{\epsilon_0^T \Lambda \epsilon_0}{\epsilon_0^T \epsilon_0}
\]

(3.23)

We shall refer to the new states \( \epsilon \) in Eq. (3.23) as the efficiency states. Combining Eqs (3.16) and (3.22) we have the transformation

\[
x = T\epsilon, \quad T = P_d^{-1} V
\]

(3.24)

In terms of the efficiency states, the quotient \( e \) (3.23) can be expanded in the form

\[
e = \sum_{i=1}^{2n} c_i^2 \lambda_i, \quad c_i^2 = \frac{\epsilon_{0i}^2}{\epsilon_0^T \epsilon_0}, \quad 0 \leq c_i \leq 1
\]

(3.25)

in which we shall refer to \( c_i^2 \) and \( \lambda_i \) as the \( i \)-th efficiency coefficient and the \( i \)-th characteristic efficiency, respectively.

Next, introducing the inverse transformation of (3.24)

\[
\epsilon = Lx, \quad L = T^{-1}
\]

(3.26)
into Eq. (3.23) and considering the original form of efficiency quotient in terms of modal states \( x \), Eq. (3.15), we obtain the following relationships

\[
P_N = \mathbf{L}^T \mathbf{A} \mathbf{L} \quad , \quad P_D = \mathbf{L}^T \mathbf{L}
\]  
(3.27)

The modal-state dynamics, Eq. (3.4) can also be represented in terms of the efficiency states by using the transformation (3.24)

\[
\mathbf{\epsilon} = \mathbf{A}^e \mathbf{\epsilon} + \mathbf{B}^e \mathbf{F}
\]  
(3.28)

\[
\mathbf{A}^e = \mathbf{L} \mathbf{A} \mathbf{L}^T \quad , \quad \mathbf{B}^e = \mathbf{L} \mathbf{B}
\]  
(3.29)

The feedback control law for \( \mathbf{F} \) in Eq. (3.10) becomes

\[
\mathbf{F} = \mathbf{G}^e \mathbf{\epsilon} \quad , \quad \mathbf{G}^e = \mathbf{G} \mathbf{T}
\]  
(3.30)

In terms of \( \mathbf{\epsilon} \)-states the closed-loop system becomes

\[
\dot{\mathbf{\epsilon}} = \mathbf{A}^e_{\text{CL}} \mathbf{\epsilon} \quad , \quad \mathbf{A}^e_{\text{CL}} = \mathbf{A}^e + \mathbf{B}^e \mathbf{G}^e = \mathbf{L} \mathbf{A}_{\text{CL}} \mathbf{T}
\]  
(3.31)

where \( \mathbf{A}_{\text{CL}} \) is given by Eq. (3.13).

By using Eqs. (3.27) and (3.31) in Eqs. (3.11) and (3.12), the Lyapunov Equations associated with the \( \mathbf{\epsilon} \)-state space representation are obtained as:

\[
\mathbf{A}^e_{\text{CL}} \mathbf{A} + \mathbf{A}^e_{\text{CL}} \mathbf{G}^e \mathbf{R} \mathbf{G}^e = 0
\]  
(3.32)

\[
\mathbf{A}^e_{\text{CL}} \mathbf{I} + \mathbf{A}^e_{\text{CL}} \mathbf{G}^e \mathbf{R} \mathbf{G}^e = 0
\]  
(3.33)

Hence, \( \mathbf{A} \) is recognized as the numerator power matrix and the identity matrix \( \mathbf{I} \) is the denominator power matrix associated with the definition of an efficiency quotient in the \( \mathbf{\epsilon} \)-state space. That is

\[
\mathbf{e} = \frac{x_0^T P_N x_0}{x_0^T P_D x_0} = E_0^T T^T P_N T e_0 = \frac{E_0^T A e_0}{E_0^T e_0}
\]  
(3.34)

From Eq. (3.34) or inverting Eq. (3.27) we obtain the orthonormality relationships

\[
T^T P_N T = \mathbf{A} \quad , \quad T^T P_D T = \mathbf{I}
\]  
(3.35)

Thus, the transformation \( T \) diagonalizes both the numerator and denominator power matrices simultaneously and matrix \( T \) is orthonormal with respect to the real
3.4 Efficiency Modes and Principal Controller Directions of a Structure-Control System

In Section (3.2) we showed that the transformation matrix $T$ defined by Eq. (3.24) can be used to transform from the modal state space ($x$-space) to a new efficiency state-space ($\varepsilon$-space) to describe the system dynamics by Eq. (3.28). Furthermore, just as the structural modal matrix $E_N$ diagonalizes the structural mass and stiffness matrices according to Eq. (2.32), the matrix $T$ diagonalizes similarly both of the control power matrices $P_N$ and $P_D$ according to Eq. (3.35). By analogy, we shall refer to the $T$ matrix as the efficiency modal matrix, and to its columns $t_\varepsilon$ as the efficiency modes of the control system.

$$T = [t_1 t_2 \ldots t_{2n}]$$

Next, recognizing the efficiency coordinates $c_i$ in Eq. (3.25) as the normalized efficiency coordinates associated with an initial disturbance $\varepsilon_0$ on the efficiency state

$$c_i = \varepsilon_0 / |\varepsilon_0|$$

and introducing

$$\varepsilon_i = L_i^T x$$

where $L_i$ is the $i$-th row vector of $L^{-1}$, the efficiency Equation (3.25) can be written in the form

$$\sum_{i=1}^{2n} \frac{\lambda_i}{\varepsilon_i} \varepsilon_i = 1, \quad c_i = \frac{L_i^T x_0}{|\varepsilon_0|}$$

Equation (3.38) represents the equation of an ellipsoid in the 2n-dimensional space with principal axes of length $\sqrt{\varepsilon_0 / \lambda_i}$ ($i=1, \ldots, 2n$) and $c_i$ is the coor-
ordinate along the i-th principal axis of all initial disturbances which yield a specific efficiency \( e \). Furthermore, the direction of the i-th principal axis is given by the i-th eigenvector \( V_i \) of the efficiency matrix \( E \) where \( V_i \)'s are orthonormal in the usual sense as given by (3.20) associated with the eigenvalue problem of Eq. (3.18). With respect to the efficiency eigenvalue problem associated with the original modal coordinates \( x \), Eq. (3.15), the i-th principal axis of the ellipsoid (3.38) is given by the i-th column \( t_i \) of the transformation matrix \( T \), Eq. (3.24) which is the modal matrix of quotient (3.15). We note that the directions \( t_i \) are orthonormal not in the usual sense but with respect to the denominator control power matrix \( P_D \), given in Eq. (3.35).

Since \( 0 < e \leq 1 \) (excluding the case when \( e = \text{sgn} \)), different initial conditions \( x_0 \) yielding different efficiencies simply will result in rescaling of the lengths of the principal axes of the ellipsoid, largest length in the i-th direction given by \( \sqrt{1/\lambda_i} \). The largest and the smallest possible length of the axes are then \( \sqrt{1/\lambda_{\text{min}}} \) and \( \sqrt{1/\lambda_{\text{max}}} \), respectively.

We shall refer to the ellipsoid (3.38) as the efficiency ellipsoid, alternatively, recognize the efficiency modal vectors \( t_i \) as the principal controller directions. We note that the efficiency modes, characteristic efficiencies and the shape of the efficiency ellipsoid \( \mathcal{E} \) completely and only defined by the particular control system design and the structural system design embedded in the matrices \( C \), \( A \) and \( B \) in Eqs. (3.4) and (3.10). Initial disturbances \( x_0 \) then determine the size of the efficiency ellipsoid acting merely as a scaling factor to yield a specific efficiency for the structure-control system.

Because a quotient \( e \) in the form of Eq. (3.15) represents a Rayleigh's quotient and since \( 0 < e \leq 1 \), we observe the following properties for efficiencies:
a) The characteristic efficiencies $\lambda_i$ are bounded by $0 \leq \lambda_i \leq 1$ for e, e* and sq, for the quotient $sq^* \lambda_i \geq 0$.

b) Efficiencies have stationary values at $\lambda_i$ for initial disturbances $x_0 = t_r$, $r=1,2,\ldots,2n$. Specifically, the minimum efficiency a structure-control system can achieve is $e_{min} = \lambda_{min}$, and will occur if $x_0 = t_{min}$, that is if the initial disturbance coincides with the eigenvector (controller efficiency mode) associated with $\lambda_{min}$, that is if the $x_0$ is completely aligned with the direction of the principal axis along $t_{min}$. We shall refer to $\lambda_{min}$ as the fundamental efficiency. Similarly, the upper bound of the efficiency of the system is given by $e_{max} = \lambda_{max}$, corresponding to $x_0 = t_{max}$.

In particular, if the quotient (3.15) is the relative model spillover quotient

$$sq^* = 100 \times \frac{S^M_y}{S^R} = 100 \times \frac{x_0^T P^M x_0}{x_0^T P^R x_0}$$

(3.39)

it then represents the percent inefficiency (fraction of control power wasted on residual dynamics) of the control system. Noting that

$$P^R = P^M_C + P^M_U$$

(3.40)

and denoting the eigenvalues of the relative efficiency quotient

$$e = \frac{x_0^T P^M_C x_0}{x_0^T P^R x_0}$$

(3.41)

by $\lambda^*$ and the eigenvalues of the spillover quotient (3.39) by $\lambda^*$ we write the eigenvalue problem

$$[\lambda^* P^R - P^M_C] t_r = 0 \quad r=1,2,\ldots,2n$$

(3.42)

substituting (3.40) into (3.42) we obtain
which constitutes the eigenvalue problem for the relative model spillover quotient $sq$. Hence, the eigenvalues of the spillover quotient $sq$ (or equivalently phrased, controller power inefficiency) are

$$\lambda_r^s = 1 - \lambda_r^e \quad r=1,2,...,2n$$

with the same eigenvectors $t_r$ as that of the relative model efficiency $e$ in Eq. (3.42). Similar to Eq. (3.25), for the model spillover quotient we can write the expansion

$$sq = \sum_{i=1}^{2n} c_i^2 \lambda_i^s - \sum_{i=1}^{2n} c_i^2 (1-\lambda_i^e) = \sum_{i=1}^{2n} c_i^2 - \sum_{i=1}^{2n} c_i^2 \lambda_i^e$$

which yields, after recognizing $\sum_{i=1}^{2n} c_i^2 = 1$

$$sq = 1 - e$$

as was given in Eq. (2.46).

Note that although there may be infinitely many truncated modes in the system, what happens from the point of view of control power used is described completely in the $2n$-dimensional space spanned by the controller efficiency modes $t_r \ r=1,2,...,2n$, for the infinite dimensional system.

### 3.5 Principal Efficiency Components - A Link Between Controller Design and Initial Conditions

The ultimate efficiency of a control system is dictated together with the structure-control design embedded in the matrices $A$, $B$ and $C$ and the initial disturbance $x_0$. To see how these two factors interact, consider the expansion of an efficiency quotient given by (3.25) and write

$$[ (1-\lambda_r^e)P \cdot P_r^M ] t_r = 0$$
\[ \mathbf{e} = \sum_{i=1}^{2n} \mathbf{e}_i \quad , \quad \mathbf{e}_i = c_i^2 \lambda_i \] (3.47)

where \( \mathbf{e}_i \) represents the efficiency of the controller in the \( i \)-th principal controller direction. We shall refer to \( \mathbf{e}_i \) as the \( i \)-th principal efficiency component. Obviously, from Eq. (3.47), the principal efficiency \( \mathbf{e}_i \) is the product of the corresponding characteristic efficiency \( \lambda_i \) and the coefficient \( c_i^2 \). For a given structure, the characteristic efficiency \( \lambda_i \) is, however, only a function of the control gain matrix \( \mathbf{G} \) and the controller configuration represented in matrix \( \mathbf{B} \) via Eqs. (3.15), (3.11), (3.12) and (3.13). On the other hand, the efficiency coordinate \( c_i \), Eq. (3.38) is a function of both the initial state \( x_0 \) and the controller design via \( \mathbf{L}^{-1} \) which in turn is a function of only \( \mathbf{G} \) and \( \mathbf{B} \), again by virtue of Eqs. (3.15) and (3.11), (3.12) and (3.13). Expressing the functional dependencies of the quantities involved in the principal efficiency components in (3.47), one can write

\[ \mathbf{e}_i = c_i^2 \lambda_i = \frac{x_0 \mathbf{L}_i(\mathbf{A}, \mathbf{B}, \mathbf{G}) \mathbf{L}_i(\mathbf{A}, \mathbf{B}, \mathbf{G}) x_0}{\mathbf{L}_i^T(\mathbf{A}, \mathbf{B}, \mathbf{G}) \mathbf{L}(\mathbf{A}, \mathbf{B}, \mathbf{G})} \lambda_i(\mathbf{A}, \mathbf{B}, \mathbf{G}) \] (3.48)

and observe the effect of both structure and control design on both \( c_i \) and \( \lambda_i \). Common sense requires that an efficient controller must have high principal efficiency components in the principal controller directions, in other words, the products \( c_i^2 \lambda_i \) must be high in each direction. Although a control design might have a large characteristic efficiencies, it will not necessarily have a high efficiency unless the projection(s) \( c_i \) of the initial disturbance \( x_0 \) is (are) significant along the directions of large \( \lambda_i \). Considering that both \( c_i \) and \( \lambda_i \) are functions of control design as shown by Eq. (3.48), it may, therefore, be the control design itself which will either enhance or degrade its efficiency. Hence, it is of significance not only to have controllers with large
characteristic efficiencies but also to have their principal \((\lambda_i)\) directions aligned favorably with the initial disturbances \(x_0\) thus extracting large projections of power so that they will yield high efficiencies in those directions.

Traditionally, in the design of a control system (such as in the LQG-type designs) there is no avenue to bring in the initial disturbance information to the computation of the control gain matrices. After having obtained a so called "optimal" controller via LQG algorithms, one does not really know how the control system will interact with any initial disturbance until a simulation is done. It is possible that an optimal controller (in the sense of the theory used to design it) will be an extremely inefficient controller if it does not "see" or "receive" the initial disturbance properly along its principal controller directions.

On the other hand, the efficiency modes analysis of a structure-control system clearly reveals the internal link by which the controller-design and the initial disturbances \(x_0\) interact. In fact, after identifying the modal matrix \(T\) and \(\lambda_i\), that is the principal directions and the characteristic efficiencies of a controller one can readily for any initial disturbance \(x_0\) form the projections \(c_i\) via Eq. (3.38) to examine how they pair up with the respective characteristic efficiencies \(\lambda_i\) and obtain an apriori (before simulation) information about the controller performance. Certainly, the observation of the link between the controller design and the initial disturbance is a constructive one so that given an initial disturbance and a structure, the objective would be to design a control gain which will pair up significant \(\lambda_i\) with significant projections \(c_i\).
3.6 Illustrative Examples on ACOSS-4

The structure is the ACOSS-4 structure considered in Chapter 2, Fig. 2.1. In this case, the structure is subjected to an initial disturbance of unit displacement in the x direction at Node 2. Input configurations are selected from a set of twelve available actuators located at the pods of the structure. In all cases, the controls were designed by using LQR theory with unit control weighting \( r=1 \) and state weighting \( q=\omega_r^2 \) for the modal displacements and \( q=1 \) for the modal velocities. The evaluation model has \( N=12 \) modes yielding a 24th order state-space evaluation model.

Efficiency Modes Analysis

Example 3.1: The control design model has two structural modes, Modes 11 and 12, \( n=2 \) (Modes 11, 12) one input was used \( m=1 \) (#4) which was actuator number 4. Figures labeled SIM39 (Figures 3.1 through 3.3) give the line of sight error simulation results for this case.

Example 3.2 \( n=2 \) (Modes:11,12), \( m=2 \) (#3,#4), that is two actuators #3 and #4 were used for control.

The nomenclature for the computer outputs of the examples presented in this section and the computer outputs are given in Appendix C. Simulations of the globally optimal distributed input system, labeled "Globally Optimal System", "Suboptimal system" with \( m \)-point inputs and the "evaluation model" response with \( m \)-point inputs are presented for the examples listed below. A designation SIM (number) associated with an example indicate that figures labeled with SIM 9 Number show the line of sight error for that example. Line of sight error is computed at the vertex (Node 1) of the structure, according to the expression
\[\text{LOS} = U_{x1}^2 + U_{y1}^2, \text{ where } U_{x1}, U_{y1} \text{ are nodal displacements in the } x \text{ and } y \text{ directions at the vertex.}\]

**Example 3.3:** \(n=2 \text{ (Modes: } l_1, l_2), m=4 \text{ (#1-4), SIM41 (Figures 3.4 and 3.6).}\)

**Example 3.4:** \(n=8 \text{ (Modes: } l_1-8 \text{ natural order), } m=2 \text{ (#1,2), SIM1 (Figures 3.7, 3.8 and 3.9).}\)

**Example 3.5:** \(n=8 \text{ (Modes: } l_1-8 \text{ natural order), } m=4 \text{ (#1-4), SIM10 (Figures 3.10, 3.11 and 3.12).}\)

**Example 3.6** \(n=2 \text{ (Modes: } l_1-8 \text{ natural order), } m=2 \text{ (#1,2). This case presents the results of the (in) efficiency modal analysis of the quotients with } P_n^m = P_m^n, \text{ SIM1 (Figures 3.7, 3.8, and 3.9).}\)

**Effect of Initial Disturbances on Efficiencies**

**Example 3.7** Consider the characteristic efficiencies for the global efficiency \(e^*\) and the relative model efficiency \(e\) of Example 3.4 \((n=8(1-8), m=2)\) listed in Appendix C. For \(e^*\), we observe that with a mere change of \(x_o\), this system can have a maximum global efficiency of \(\lambda_{\text{max}}^* = 53.76\%\), corresponding to the 2nd characteristic efficiency listed. This would occur when \(x_o = t_2\), that is when the initial state is the second column of the efficiency modal matrix \(T\) listed. The worst efficiency will occur when \(x_o = t_1\), corresponding to a characteristic efficiency of \(\lambda_{\text{min}}^* = 0.773\%\) as listed in the computer outputs in Appendix C. For the model efficiency we note that all characteristic efficiencies are \(59.79\% \leq \lambda \leq 54.04\%\). Hence, again the corresponding initial disturbances which will culminate in respective efficiencies can be identified from the columns of
the modal matrix $T$ listed in Appendix C. It is noted that regardless of $x_0$, the model efficiency can not change more than 5.7% within that bracket. Therefore, in this case the model efficiency is very robust to changes in $x_0$. 
Figure 3.1: Globally optimal system LOS for n=2 (modes: 11,12); example 3.1
Figure 3.2: Suboptimal system LOS for n=2 (modes: 11,12), m=1 (input #4); example 3.1
Figure 3.3: Evaluation model LOS for n=2 (modes: 11, 12) m=1 (input #4); example 3.1
Figure 3.4: Globally optimal system LOS for n=2 (modes: 11,12); example 3.3
Figure 3.5: Suboptimal system LOS for n=2 (modes: 11,12); m=4 (#1-4); example 3.3
Evaluation Model SIM41

Figure 3.6: Evaluation model LOS for n=2 (modes: 11,12), m=4 (#1-4), example 3.3.
Figure 3.7: Globally optimal system LOS for n=8 (modes: 1-8) m=2 (#1-2); example 3.4
Suboptimal System SIM1
Figure 3.9: Evaluation model LOS for m=8 (modes 1-8), m=2 (1-2).
Globally Optimal System SIM10
Figure 3.11: Suboptimal system LOS for n=8 (modes: 1-8), m=4 (#1-4), example 3.5.
Figure 3.12: Evaluation model LOS for n=8 (modes: 1-8), m=4 (#1-4); example 3.5
4.0 EFFICIENCY MODEL/CONTROLLER REDUCTION

4.1 Introduction

In the efficiency analysis of a 2n-th order structure-control system design model, we identified 2n-controller efficiency modes which led to the efficiency state (ε-state) description of the original design model in the structural modal space (x-state). The two modal descriptions are fundamentally distinct in their nature. As one is all too familiar with structural modes of the system characterized by the x-states, the controller efficiency modes characterized by the ε-states constitute a new concept where the latter describe principal controller directions signifying avenues of efficient use of available control power. From a structure-control system perspective, how these two sets of modes relate to each other becomes a measure of efficiency of the control task. A certain degree of misalignment of these controller modal directions and the structural modal directions result in controller's not "seeing" the structure directions retained in the model properly, thus not channeling the control power to the structure and wasting it to the unrepresented truncated dynamics. Conversely, certain structural directions may be "seen strongly or in full view" by the principal controller directions leading to efficient channeling of control power to the structure in that direction.

For analysis and design purposes via the efficiency concept, the above observations need to be expressed in meaningful mathematical terms. To this end, one needs to correlate the structural modal states x and the efficiency modal states ε. Quantifying such correlations can help the designer to identify structural modal states with weak or strong contributions to a set of critical principal controller directions. Once this is accomplished, one can then proceed to
delete structural modal states and/or controller efficiency modal states which are weakly correlated.

The interrelationship between the structural modes and controller modes can be structured and quantified by decomposition of efficiency quotients by defining decomposition matrices for the numerator and denominator control power matrices. These decompositions, in turn, pave the way to proposing relevant model controller reduction criteria based on the efficiency concept.

In Section 4.2 we introduce decomposition matrices for the numerator and denominator control power matrices by using the spectral properties of the matrices given in Chapter 3. Next component efficiencies associated with structural modal states are defined for the principal efficiency components. Certain features of these components efficiencies are discussed requiring the need to define coupled and decoupled component efficiencies. In Section 4.3, the first controller reduction method in the efficiency state space is presented. Section 4.3 leads to the subject of Section 4.4, efficiency filtering. Section 4.5 presents the methodology for efficient modal controller reduction which relies on the decomposition discussed in Section 4.2. Also, in Section 4.5 several important observations are made to be able to use the efficiency concepts properly in the analysis and design studies. Finally, in Section 4.6, we give illustrative examples using the ACOSS-4 structure.

4.2  Decomposition of Efficiency Quotients

Associated with any of the quantities e, e*, sq and sq*, we define 2n-dimensional numerator and denominator matrices [N] and [D] with elements

\[ [N] = N_{ij} = \{X_0|l_i\lambda_j^\top\} \quad i,j=1,2,\ldots,2n \]  
\[ [D] = D_{ij} = \{X_0|l_i\} \]  

(4.1)  
(4.2)
where $X_O$ is the initial disturbance covariance matrix

$$X_C = x_C x_C^T$$  \hspace{1cm} (4.3)

Next by forming the total sums $N$ and $D$, one can verify that

$$N = \sum_{i=1}^{2n} \sum_{j=1}^{2n} N_{ij} = x_C P_N x_O$$  \hspace{1cm} (4.5)

$$D = \sum_{i=1}^{2n} \sum_{j=1}^{2n} D_{ij} = x_C P_D x_O$$  \hspace{1cm} (4.6)

$$e = N/D$$

$$e = \{e, e^*, sq, sq^*\}$$  \hspace{1cm} (4.7)

Each element $N_{ij}$ and $D_{ij}$ represents the power contribution of $j$-th structural modal state $x_j$ in the $i$-th principal controller direction $\epsilon_i$ for the respective numerator and denominator terms. We shall refer to matrices $[N]$ and $[D]$ as the numerator and denominator control power decomposition matrices, respectively. The quotient $e$ in terms of sums of their elements represents an efficiency decomposition. Although through the controller design one has the power matrices $P_N$ and $P_D$ available in the beginning, their representations in terms of the elements $N_{ij}$ and $D_{ij}$ unveils the internal structure of the power associated with the controller. This exposition of the internal structure is, however, possible only through the efficiency modal analysis. Specifically through this modal analysis, each element $N_{ij}$ and $D_{ij}$ quantifies the correlation between the $j$-th structural mode $x_j$ and the $i$-th controller mode.

Next, we define the partial sums

$$N_j = \sum_{i=1}^{2n} N_{ij}, \quad D_j = \sum_{i=1}^{2n} D_{ij}, \quad j=1,2,\ldots,2n$$  \hspace{1cm} (4.8)
as the power contributions (extraction) of j-th structural modal state \( x_j \) to (from) all principal controller directions. Similarly, we define power contributions (extraction) of all structural modal states to (from) the i-th principal controller direction:

\[
N_i = \sum_{j=1}^{2n} N_{ij}, \quad D_i = \sum_{j=1}^{2n} D_{ij}, \quad i = 1, 2, \ldots, 2n \tag{4.9}
\]

Considering definitions (4.9) and the definition of principal efficiency component \( e_i \), Eq. (3.47), it follows that

\[
e_i = \frac{N_i}{\sum D_i} = \frac{N_i}{D} = c_i^2 \lambda_i, \quad i = 1, 2, \ldots, 2n \tag{4.10}
\]

Where we recall that \( e_i \) represents a component with respect to the i-th principal controller direction. Noting Eq. (3.25), one can also regard \( e_i \) as the contribution to efficiency of the i-th efficiency state \( \epsilon_i \). Similarly, one can identify efficiency components with respect to the structural modal directions and define

\[
e_j = \frac{N_j}{\sum D_j} = \frac{N_j}{\sum D_j}, \quad e = \sum e_j, \quad j = 1, 2, \ldots, 2n \tag{4.11}
\]

We shall refer to \( e_j \) as the j-th (tructural) component efficiency and emphasize the difference in the terminology that is being used here that \( e_j \) is the component efficiency and \( e_i \) is the principal efficiency component, respectively, the former is with respect to structural modal components \( x_j \) and the latter with respect to controller efficiency modal components \( \epsilon_i \).

Strictly speaking, although definitions of components \( e_i \) and \( e_j \) as in Eqs. (4.10), (4.11) are mathematically correct since their sums over respective
indices yield the total efficiency \( e \), from a physical perspective certain features of these definitions must be considered cautiously. In both definitions, the denominator is common for all components \( e_i \) and \( e_j \). So in effect, the significance of a component is solely determined by the numerator power contributions \( N_i \) and \( N_j \). For that matter, the use of \( D \) which is the real control power \( S^R \) as a common denominator is of no consequence, as the relative contributions of \( N_j \) (or \( N_i \)) terms to total efficiency would not change if we were to use any other quantity as a common denominator.

Indeed, in this case the function of efficiency as a relevant nondimensional quantity is subordinated to the contributions to the dimensional numerator control powers. Therefore, from the efficiency point \( e_j \) and \( e_i \) component descriptions may not be proper characterizations. In case of component efficiencies \( e_j \) for the structural modal states \( x_j \), the characterization is completely out of contact with the concept and purpose of efficiency quotient as we show next.

Considering the definition of \( N_j \), Eqs. (4.8) and (4.1) and the spectral decomposition of control powers matrices in (3.27), we can write

\[
2n \sum_{i=1}^{n} N_i = [X_0 \Sigma L_i \lambda_i L_i^T]_{jj} = [X_0 P_N]_{jj} = e_j D \quad j=1,2,...,2n
\]  

(4.12)

summing over all component efficiencies:

\[
e_D = \sum_{j} e_j N_j = \text{Trace } X_0 P_N = x_0^T P_N x_0 = S^M_C
\]  

(4.13)

Thus, component efficiency characterization \( e_j \) in this sense is no different that component cost analysis of a modal power \( S^M_C \) of the control design model as defined in Ref. (7) and all the benefit and the physical reason in introducing a denominator control power matrix to yield the nondimensional efficiency is
lost. Furthermore, the components \( N_i \) given by Eq. (4.12) are computed exactly as given in Ref. (7) associated with which there is certainly no concept of efficiency.

A similar situation exists for the efficiency components \( e_i \), however, at a conceptually less critical level. Considering the definition of \( N_i \), Eqs. (4.9), (4.2) and (3.27), we can write

\[
N_i = \sum_{j=1}^{2n} (X_0 L_i \lambda_i L_i^T)_{jj} \quad i=1,2,\ldots,2n \tag{4.14}
\]

which upon recognizing \( x_0 L_i - \epsilon_{10} \) and \( \sum_{j=1}^{2n} (x_0 L_i^T)_{jj} - \epsilon_{10} \) yields

\[
N_i = \lambda_i \epsilon_{10}^2 = e_i D.
\]

Summing over \( i \)

\[
\sum_{i=1}^{2n} N_i = \sum_{i=1}^{2n} \lambda_i \epsilon_{10}^2 = eD = S_c^0 - \epsilon_{10}^\pi \lambda \epsilon_0 \tag{4.15}
\]

This is again a decomposition of the numerator modal power of the control design model regardless of the function of denominator control power \( D \) as the nondimensionalization factor. The form of \( S_c^0 \) as in Eq. (4.15) is similar to the cost decoupling concept discussed in Refs. (7 and 12). Here, the efficiency states \( \epsilon \) play a role similar to the cost decoupling coordinates. Hence, principal efficiency components \( e_i \) characterization of \( e \) is also a characterization of the numerator control power \( S_c^0 \) alone. However, because this characterization can be affected only in terms of efficiency coordinates \( \epsilon_i \) after solving for the efficiency modal matrix \( T \), the function of denominator control power in the concept of efficiency is accounted for indirectly. In contrast, in the \( e_j \) characterization there was no need for the efficiency concept. It must be noted, however, that the identification of the cost decoupling coordinates as in Ref. (7
and 12) is only a recognition of the algebraic similarity. The mathematical and the physical foundations under which the decoupling features are brought about in this investigation and in Ref. (7 and 12) are fundamentally different.

From the above discussion, to be consistent with the definitions of efficiency there evolves the need to define component efficiencies \( e_j \) for the contributions of structural modal states \( x_j \) which takes into account the denominator contributions \( D_j \) as well as the numerator contributions \( N_j \). To this end, we define two component efficiencies. The first one is:

\[
e_j = \frac{N_j D_j + D_j N_j}{2D^2} \quad e = \sum_{j} e_j \quad (4.16)
\]

which we shall refer to as the coupled component efficiency. The coupled designation is used to note that in the definitions of \( N_j \) and \( D_j \), terms involving products of \( x_{j0} \) with all other states appear. Hence, a state \( x_{j0} \) may have a high component efficiency contribution not because of itself alone but also because of the contribution of its coupling terms with another state or states. The second definition of component efficiency disregards all coupling terms among the states, and we refer to it as the decoupled component efficiency:

\[
e_j = n_j / d_j \quad n_j = \tilde{x}_{j0}^T P_{NJJ} \tilde{x}_{j0} \quad (4.17)
\]

\[
d_j = \tilde{x}_{j0}^T P_{DJJ} \tilde{x}_{j0} \quad \tilde{x}_{j} = [\xi_j \ \dot{\xi}_j] \quad j=1, \ldots, n
\]

where \( P_{NJJ} \) and \( P_{DJJ} \) are the 2x2 block diagonal partitions of the numerator and denominator power matrices, respectively. In the definition of component efficiency, we retained the pair of a modal displacement and its velocity as a component for obvious reasons. This is also to be observed in all component effi-
ciencies. The decoupled component efficiency $e_j$ would be exactly the efficiency of the system if all initial states but the modal states $j$ (displacement and velocity) were zero, hence, they indeed represent proper component contributions to the overall efficiency. We also recognize that $e_j < 1$.

Next, noting that

$$\begin{align*}
N &= \sum_{j} n_j + \sum_{i \neq j} \Sigma x_{ij} P_{nj} \tilde{x}_{o_j} \\
D &= \sum_{j} d_j + \sum_{i \neq j} \Sigma x_{ij} P_{dij} \tilde{x}_{o_j}
\end{align*}
$$

and

where the second summations are the off block-diagonal power cross-coupling terms. In general, these off-diagonal contributions are sign variant, and therefore, one might expect them to vanish in a statistical sense if sufficient modal states are disturbed initially. Thus, we can write an expected total efficiency in terms of the block-diagonal decoupled powers as

$$E(e) = \frac{n}{\sum_{j} n_j} \sum_{j} E(e_j)$$

where $E$ denotes expectation. Further, we caution that

$$e \neq \sum_{j=1}^{n} e_j.$$ 

Many studies that have been conducted during the course of this investigation verify that the expectation of overall efficiency in terms of decoupled component
contributions is quite relevant and off-block diagonal contributions to both the numerator and control powers are insignificant.

In the definitions of both the coupled and decoupled component efficiencies \( e_j \) one notes that the numerator and denominator component contributions \( N_j, D_j, n_j \) and \( d_j \) can be computed exactly directly from the numerator and denominator power matrices \( P_N \) and \( P_D \) without invoking any of the results of the efficiency modes analysis. In these definitions of the exact component contributions via the power matrices summation over all principal controller directions \( i=1,2,\ldots,2n \) is implicit. However, in reality not all principal controller direction contributions are significant, that is the least efficient controller directions need not be taken into account, therefore, it suffices in general to consider only the partial sums involving dominant controller modes in Eqs. (4.1), (4.2) and (3.27)

\[
N_j = [X_0 \sum_{i=1}^{n_p} P_{N_i}]_{jj}, \quad D_j = [X_0 \sum_{i=1}^{n_p} P_{D_i}]_{jj}, \quad n_p < 2n \quad j=1,\ldots,2n
\] (4.20)

where

\[
P_{N_i} = \lambda_i L_i L_i^T, \quad P_{D_i} = L_i L_i^T
\] (4.21)

are controller power spectral components of the power matrices available only after an efficiency modal analysis. Similarly, for approximations to \( n_j \) and \( d_j \):

\[
P_{N_{ij}} = \sum_{i}^{n_p} [P_{N_i}]_{ij} \quad \text{and} \quad P_{D_{ij}} = \sum_{i}^{n_p} [P_{D_i}]_{ij}, \quad j=1,2,\ldots,2n
\] (4.22)

We are now in a position to propose model/controller reduction criteria based on the concept of efficiency. To this end, we shall utilize the component efficiencies \( e_j \) and principal efficiency components \( e_i \) discussed in this section.
4.3 Controller Reduction in the Efficiency State Space - Efficiency Components Truncation

We use the transformation (3.26) from the modal space to the efficiency space to represent the closed-loop system in the efficiency space as given by Eqs. (3.28)-(3.31).

A controller reduction in the $\epsilon$-space can be affected by retaining only $n_p$ components of $\epsilon$ associated with the dominant controller modes with highest $n_p$ principal efficiency components $e_i$, Eqs. (3.47) that is $\{e_i\}_1 = \{e_1 > e_2 > \ldots e_{np}\}$, $n_p < 2n$. Rearranging the controller modal matrix $T$ in accordance with the set $\{e_i\}_1$ we write:

$$x = T_1\epsilon_1 + T_2\epsilon_2$$

(4.23)

where $T_1$ are the controller modes corresponding to the characteristic efficiencies $\lambda_i$ associated with the set $\{e_i\}_1$ and subscript 2 denotes the truncated states. The decreasing order of principal efficiency components $\{e_i\}$ does not necessarily correspond to highest $n_p$ characteristic efficiencies $\lambda_i$. Similarly, the partitioned form of the closed-loop system in the efficiency space is:

$$
\begin{bmatrix}
\dot{\epsilon}_1 \\
\dot{\epsilon}_2
\end{bmatrix} =
\begin{bmatrix}
A_{11}^e + B_1^e C_1^e & A_{12}^e + B_1^e C_2^e \\
A_{21}^e + B_2^e C_1^e & A_{22}^e + B_2^e C_2^e
\end{bmatrix} \begin{bmatrix}
\epsilon_1 \\
\epsilon_2
\end{bmatrix}
$$

(4.24)

where the matrices $A^e$, $B^e$ and $C^e$ are given by Eqs. (3.28)-(3.31). A reduced order controlled system is obtained from the above by considering only the dynamics associated with $\epsilon_1$

$$
\dot{\epsilon}_1 = [A_{11}^e + B_1^e C_1^e] \bar{\epsilon}_1 = A_{CL11} \bar{\epsilon}_1 \quad \bar{\epsilon}_{10} = \epsilon_{10}
$$

(4.25)

for which the feedback control law is obtained by rendering $C_2^e = 0$ in the full order control law Eq. (3.30).

$$
F = G_1^e \bar{\epsilon}_1
$$

(4.26)
However, considering the full-order 2n-th order design model Eq. (4.24) with \( G_2^* = 0 \), the actual system dynamics with the reduced-order controller would be,

\[
\begin{bmatrix}
\dot{\epsilon}_1 \\
\dot{\epsilon}_2
\end{bmatrix} =
\begin{bmatrix}
A_{11}^* + B_{1}^* G_1^* & A_{12}^* \\
A_{21}^* + B_{2}^* G_1^* & A_{22}^*
\end{bmatrix}
\begin{bmatrix}
\epsilon_1 \\
\epsilon_2
\end{bmatrix}
\]

(4.27)

Thus, in the actual system, the reduced-order states \( \epsilon_1 \) and the truncated states \( \epsilon_2 \) retain their dynamic coupling. Because the simulations of (4.25) and (4.27) will yield different responses for \( \epsilon_1 \), an overbar is used for \( \epsilon_1 \) in (4.25) in ignoring the dynamic coupling of \( \epsilon_1 \) with the truncated efficiency states \( \epsilon_2 \). The implicit assumption in this approach is that the system (4.27) remain stable with the reduced-order controller. This assumption seems reasonable since the reduction criterion is based on retaining the states associated with the most efficient controller directions, thus, the anticipation is that significant control power still remains with the reduced-order controller. Put in other words, the truncated controller directions associated with the \( \epsilon_2 \) states with low principal efficiency components \( \epsilon_1 \) will have high inefficiencies, thus, their elimination will save control authority. On the other hand, the stability of the reduced model Eq. (4.25) is guaranteed as we will note shortly. In addition, the efficiency of the reduced order model (4.25) with the reduced-order controller (4.26) would be of interest. Assuming that the \( A_{CL11}^* \) is stable, the Lyapunov Equations associated with the modal power of the design model \( S_M^* \) and the real power \( S_R \) become

\[
A_{CL11}^* P_M^* + P_M^* A_{CL11}^* + G_1^* R_{CG1}^* = 0
\]

(4.28)

\[
A_{CL11}^* P_R^* + P_R^* A_{CL11}^* + G_1^* R_{RG1}^* = 0
\]

(4.29)

Next, considering the \( nxn \) upper left hand partitions of Equations (3.32) and (3.33), we obtain
\[ A_{CL11}^* \Lambda_{11} + A_{CL11}^* G_1^T R C_1^T = 0 \]  
(4.30)

\[ A_{CL11}^* I_{11} + I_{11} A_{CL11}^* + G_1^T R C_1^T = 0 \]  
(4.31)

Comparing Eqs. (4.28)-(4.31) we conclude:

\[ P_e^M = \Lambda_{11}, \quad P_e^R = I_{11} \]  
(4.32)

where

\[ \Lambda_{11} = \text{diag}[\lambda_1^*, \lambda_2^*, \ldots, \lambda_n^*] \]  
(4.33)

and \( I_{11} \) is the \( n_p \)-dimensional identity matrix. Conversely, associated with the closed-loop matrix \( A_{CL11}^* \), since Eqs. (4.30), (4.31) guarantee \( \Lambda_{11} \) and \( I_{11} \) as positive-definite solutions, it follows that \( A_{CL11}^* \) is a stable matrix. Thus, we have shown that the reduced-order modal matrix \( T_1 \) still simultaneously diagonalizes the modal and real power matrices \( S_e^M \) and \( S_e^R \) of the reduced-order model (4.25) without perturbing the original characteristic efficiencies associated with the \( \epsilon_1 \) states. The \( n_p \)-th order efficiency of the reduced system becomes

\[ e_{nP} = \frac{\epsilon_{10}^T \Lambda_{11} \epsilon_{10}}{\epsilon_{10}^T \epsilon_{10}} - \sum_{i=1,2}^{n_p} c_i^2 \lambda_i^* \]  
(4.33)

The change in the efficiency of (4.25) in comparison to the original system (4.24) is

\[ \Delta e = e - e_{nP} = \sum_{i=n_p+1}^{2n} c_i^2 \lambda_i^* - \sum_{i=n_p+1}^{2n} e_i \]  
(4.34)

Hence, the efficiency of the reduced-system order in Eq. (4.25) will decrease by the amount of truncated efficiency components of the original system of Eq. (4.24).

This method of controller reduction in the \( \epsilon \)-space, because of the diagonal forms of the power matrices \( \Lambda_{11} \) and \( I_{11} \) is akin to the controller reduction via cost decoupled coordinates discussed in Ref. (7).
The controller reduction in the efficiency space is attractive from the point of view of that the reduced-order controller (4.26) requires no new computations for the control design since it is readily obtained by disregarding the control gains associated with the $\epsilon_2$-states in the original control law (3.30). Furthermore, the efficiency of the reduced system (4.25) requires no new computation either, since it is readily given by truncating the efficiency components $e_i$ of the original system at $i=n_p$ in (4.33). The method also has some disadvantages. The reduced order system (4.25) neglects dynamic coupling with the $\epsilon_2$-states which has to be assessed although one hopes that truncation of the least efficient states $\epsilon_2$ results in truncation of least important dynamic coupling terms. Because of ignoring this dynamic coupling which is referred to as dynamic spillover between $\epsilon_1$ and $\epsilon_2$, the sole assessment of the reduced-order controller (4.26) can only be obtained by simulation of the $2n$-th order system (4.27) instead of the $n_p$-th order system. However, in this case one notes that the reduced control to be simulated in (4.27) has the form $F=G^i\epsilon_1$ instead of $F=G_i^\epsilon_1$. If one were to evaluate (4.27) by using the latter form of reduced control using feedback of $\dot{\epsilon}_1$, this would constitute an open-loop control with respect to the $\epsilon_1$ and $\epsilon_2$ dynamics and the system (4.27) would still remain neutrally stable. The problem is that although the $\epsilon$-states (or any other cost/power decoupling states as presented in Refs. 11, 12) diagonalize the power matrices $P_N$ and $P_D$ they remain dynamically coupled. The truncation of dynamically coupled states always leads to uncertainty of the behavior of the retained states in the actual system. In contrast, truncation of dynamically decoupled states still insures that the retained states in the actual system behave exactly as they do in the reduced-order model of the system. Certainly structural modal coordinates have precisely this feature and this should point
out why they are ever so desirable in the analysis and synthesis of structural dynamic systems. This being the case, it makes practical sense only to consider the reduced order controller form as $F = G\tilde{\epsilon}_1$ instead of using feedback of $\epsilon_1$ in (4.25) which leads one to consider Eq. (4.27) which in turn constitutes a closed-loop system. Finally, because the efficiency $e_p$, Eq. (4.33) of the reduced-order system given by (4.25) is obtained without regard to dynamic spillover between $\epsilon_1$ and $\epsilon_2$ states, the true efficiency of the dynamics of $\epsilon_1$ states in (4.27) when the dynamic spillover is considered will be different from $e_p$, ta (4.33). This effect can indeed be significantly different in some cases so that the simplistic optimism provided by Eq. (4.34) to anticipate the change in the efficiency becomes unrealistic.

The evaluation of the stability, efficiency and the response of the system (4.27) will necessitate a recycle of the stability and efficiency analysis. This being the case, it proves more convenient to readdress the $\epsilon$-state truncation approach in terms of the original modal states $x$ of which the structure-control designer has a better understanding. In this form, when studied in the modal space, the re-evaluation of the $\epsilon$-space controller reduction is tantamount to an efficiency filtering method. This we show in the next section.

4.4 Efficiency Filtering

Implementation of the reduced-controller in the form of Eq. (4.26) requires estimation of the $\epsilon_1$ states which will theoretically be different than those states $\epsilon_1$ in (4.27) with dynamic spillover considered. However, from an implementation point of view, there is no advantage gained in feeding back the $\tilde{\epsilon}_1$ as discussed in the previous section, as opposed to feeding back the actual $\epsilon_1$.
states with which there is an advantage over \( \varepsilon_1 \) for the reasons just discussed.

Thus, we consider the reduced feedback controller

\[
F = G_1^* \varepsilon_1
\]  

(4.35)

Then, Eq. (4.27) represents the actual system in the \( \varepsilon \)-space. However, the control law (4.35) and the system (4.27) can be transformed back to the original modal \( x \)-space. Write the control law (4.35) as

\[
F = [G_1^* \ 0] \begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \end{bmatrix}
\]  

(4.36)

and note

\[
\begin{bmatrix} \varepsilon_1 \\ \varepsilon_2 \end{bmatrix} = T^{-1} x = \begin{bmatrix} L_1 \\ L_2 \end{bmatrix} x
\quad , \quad [G_1^* \ G_2^*] = G[T_{11} \ T_{12}]
\]  

(4.37)

Introducing the partitions into (4.36), we obtain

\[
F = G T_1 L_1 x = \tilde{G} x
\]  

(4.38)

which yields the new closed-loop dynamics

\[
\dot{x} = [A + B \tilde{G}] x = [A + B G T_1 L_1] x
\]  

(4.39)

Therefore, the \( \varepsilon \)-space truncation of \( \varepsilon_2 \) states is equivalent to full \( x \)-state feedback through the new feedback gain matrix \( \tilde{G} \) which simply represents a projection of the original \( G \) matrix through the matrix \( T_1 L_1 \) which is readily available as soon as the \( \varepsilon_1 \) partition is decided. The matrix \( T_1 L_1 \) essentially filters out the contribution of the least efficient \( \varepsilon_2 \) states to the \( x \)-states. Hence, we refer to this method as efficiency filtering.

Alternately, noting that

\[
T_1 L_1 = I \cdot T_2 L_2
\]  

(4.40)

the closed-loop system becomes:

\[
\dot{x} = [A + B G (I \cdot T_2 L_2)] x = [A_{CL} - B G T_2 L_2] x
\]  

(4.41)

or

\[
\dot{x} = [A_{CL} + \Delta G] x \quad , \quad \Delta G = B G T_2 L_2
\]  

(4.42)
hence, the closed-loop systems of Eqs. (4.39) and (4.42) are equivalent and they can also be viewed as the perturbation of the original system (3.31) through the modal gain error matrix $\Delta G$. Because all matrices involved in $\Delta G$ are known, the gain perturbation is a structured perturbation. The stability and the performance robustness (perturbation in $P^M_C$ and $P^R_R$) of the perturbed system (4.42) can now be studied by the methods of Refs. (12) and (13). From the performance bounds on $P^M_C$ and $P^R_R$, the robustness of efficiency to filtering the $\epsilon_2$ states can easily be inferred. We remind that, the study of stability and performance of efficiency filtered closed-loop system (4.42) in terms of the $x$-state is equivalent to the study of the $\epsilon$-state Equation (4.27) by using the reduced-controller (4.35).

The $\epsilon$-state truncation and the efficiency filtering technique as a way of obtaining and evaluating reduced order controllers do not seem attractive since the approach anticipates a lower efficiency in the reduced system. Furthermore, the truncation of efficiency states represents a further degree of abstraction in physical understanding of the controller-reduction in contrast to truncation of modal states. Also, there is the problem of dynamic spillover associated with the approach, therefore, it is plausible to search for controller reduction criteria which will culminate in an increase in the efficiency of the reduced-order system and the reduction is affected in terms of the original modal ($x$-space) states. At the very least, if no significant degradation of the efficiency is experienced in such a reduction process, the method would be preferable over the $\epsilon$-state reduction method. The underlying philosophy of such a method is then to identify and truncate modal coordinates $x$ in the design model which have significant inefficiency associated with them so that their deletion will make more efficient use of control power available to the modes retained thereby.
resulting in an increase in the efficiency of the controller despite a reduced-order system.

4.5 Efficient Modal Controller Reduction

The premise of the controller reduction methodology we shall propose in this section is that the structural modal states $x_j$ that contribute least to a given set of principal efficiency components $e_j$ along the associated principal controller directions are to be deleted. Conversely, the modal coordinates which contribute most to a given set of spillover components $sq_j$ along the associated principal controller directions are to be deleted. It turns out the two views do not necessarily yield the same set of truncated modal states.

The method involves computation of coupled or decoupled component efficiencies $e_j$ as defined by Eqs. (4.16) and (4.17) for an initial, structural-control design model and performing the $2n$-th order efficiency modal analyses for one or more of the quotients $e$, $e^*$ $sq$ and $sq^*$. Upon studying the characteristic eigenvalues and the principal efficiency components of these quotients along the principal controller directions the significant components of relevant efficiency and/or spillover quotients are recognized to retain $n_p \leq 2n$ principal directions in the computation of component efficiencies $e_j$ according to Eqs. (4.20)-(4.22) where the summation over $i$ involves $n_p$ controller directions. Note that depending on which quotients are studied, the quotient $e_j$ in Eqs. (4.20)-(4.22) could specifically represent any of quantities $e_j$, $e_j^*$, $sq_j$ and $sq_j^*$.

After computing the component efficiencies, one then retains a desired number $n_R$ of the structural components with the highest component efficiencies $e_j$ and/or $e_j^*$. Conversely, if the above analyses are based on spillover quotients one retains $n_R$ structural modal coordinates with the least component spillover
quotients sq₁ and sq₂. As shown in Section (3.3) e and sq have the same eigenvectors, that is the same principal controller directions and their eigenvalues are related as \( \{\lambda^e\} \) and \( \{\lambda^s\} = \{1-\lambda^e\} \). Therefore, if e and sq are considered, modal analysis of either one will be sufficient. If, however, e* and sq* are desired, no immediate relationship between their eigenvectors and eigenvalues are recognized, so modal analyses for both of them must be performed. Furthermore, recall that since e, e* and sq cannot be greater than unity their characteristic eigenvalues cannot be greater than unity. The eigenvalues of the global spillover quotient sq* can be greater than unity. After selecting the \( n_R \) structural modal coordinates as suggested, two avenues are available. Restating here for convenience the original control design model

\[
\dot{x} = Ax + BF, \quad F = Gx
\]
on which the efficiency analyses are performed, the first avenue is to retain only the \( 2n_R \) states \( x_R \) and truncate the remaining modal states and implement the reduced order model

\[
\dot{x}_R = A_Rx_R + B_RF, \quad F = G_Rx_R \quad 2n_R < 2n \quad (4.43)
\]
without redesigning the feedback control law where \( A_R, B_R \) and \( G_R \) are the partitions of \( A, B \) and \( G \) corresponding to the \( 2n_R \) states \( x_R \). This is, in general, the most common spirit of controller reduction. To assess the effectiveness of the reduced order model the stability and new efficiency of the system (4.43) must be studied. In general, the characteristic efficiencies and the modes of the controller will change. But, if the reduced-order model identified is a good one its efficiency features will have changed over the original system in the direction that the analysis anticipates, that is truncation of least efficient or most inefficient modal states should leave behind at least a more efficient reduced model.
The second avenue available for controller reduction, rather than truncating the original control law, is to redesign the feedback control law for the set of modal states $x_R$

$$\dot{x}_R = A_R + B_R F_R, \quad F_R = G_{RR} x_R$$

(4.44)

where $G_{RR}$ is the new redesigned control gain matrix for the reduced-order model for the reduced structural system. For example, if the initial control design is obtained via LQR it will be repeated for the system with the performance measure

$$2J = \int (x_{WR}^\top W x_R + F_R W C_R F_R) dt$$

(4.45)

Of course, the control redesign is a conservative approach. It guarantees the stability of the reduced order model and its efficiency can be reanalyzed. Intuitively one would stand a better chance of improving it with the control redesign.

The redesigning of the controls is viewed here as a more realistic and, in fact, practical approach to the model/controller reduction. The reduced order model (4.44) is smaller than the original control design model for which algorithmic and theoretical capability exists to begin with. Consequently, application of the same capability to a reduced order system by using the same tools should not be a problem. Furthermore, the process of identifying a good reduced order model is an off-line procedure and performing control redesigns and efficiency modal reanalyses do not require more computational resources than available to perform the original 2n-th order design. Countless, aimless redesigns are not advocated here to identify a good reduced model that satisfies the system constraints. On the contrary, the efficiency modal analysis presented heretofore, does lay a foundation for the designer for a very much directed and
purposeful avenue to do the redesigns efficiently so that at least one perhaps only a few redesigns will finish the job.

The final point that must be noted is that both types of reduction concepts discussed in this section and in Section 4.4, that is the efficient, modal control reduction and the efficiency-filtering can be used simultaneously. The truncation of modal structural states based on the criterion of this section to retain a 2nR-order structural dynamics model can be viewed as a closed-loop model reduction. On the other hand, the truncation of efficiency-states to obtain a control input as the feedback of a reduced number of np-efficiency states can be viewed as the closed-loop controller reduction. The control law design can thus, be designed for a 2nR-th reduced-order design model in the form of reduced np-ε1-states' feedback, thus, affecting a simultaneous model/controller reduction technique.

In the following section, we discuss a number of additional aspects to guide the designer in using the efficiency approach. The process readily produces more efficient designs as we will present in the next section.

4.6 Further Considerations for Efficient Model/Controller Reductions

Certain other features of the approaches discussed in this chapter, must be noted. Consider the pair e, sq for the design model. Their components \( e_i - c_i^2 \lambda_i^* \) and \( sq_i - c_i^2 (1 - \lambda_i^*) \) have the property that the indices \( i \) in the set \( \{ e_i \} \) with the highest \( n_p \) components will not necessarily correspond to the indices \( i \) in the set \( \{ sq_i \} \) with the lowest \( n_p \) components. This anomaly depends on the relative values of the coefficients \( c_i^2 \) which are normalized square initial disturbances along the principal controller directions. As this may seem disheartening, one cannot, however, change the fact that efficiency or the inefficiency of the structure.
control system can be a strong function of the initial disturbance $x_0$. Some disturbances are better handled by a given system design whereas others result in poor efficiency performance.

In choosing the $n_p$ efficiency components $e_i$, we do not necessarily consider the highest $n_p$ of them although this seems like a logical choice. Further care must be taken to identify the set $\{e_i, i=1, \ldots, n_p\}$. A principal efficiency component $e_i$ may be high either because of a high $c_i^2$ and low $\lambda_i^e$, or low $c_i^2$ and high $\lambda_i^e$ or both. Recalling that a spillover quotient $sq_i$ is given by \(3^{1/5}\), in the first case, the corresponding spillover coefficient $sq_i$ will also be high, in the second case, $sq_i$ will be low and in the third case it will be relatively lower. All depends on relative separations of $c_i^2$ and $\lambda_i^e$, so retaining a high $e_i$ may also mean retaining a high spillover quotient $sq_i$. The word of caution is that before dominant $e_i$'s are taken into account corresponding $sq_i$'s must also be scrutinized. Similar caution must be taken in case of $ef$ and $sqf$.

Along the same lines, if an initial control design has a low efficiency, it makes little sense to select modes based on their relative contributions to an already low efficiency. Instead, one should analyze their contributions to a high spillover quotient and retain or delete them based on that account. Conversely, one should bring in new modes into the control design model that were discarded in the original analysis.

The model reduction process that is being discussed here seems to assume that the controller configuration (number of inputs and their locations) is fixed. In reality, however, model reduction (or mode selection) process and the controller configuration are interdependent. For design purposes, one would normally try to achieve a desired level of efficiency for a reduced model order of $2n_R$ and with an upper bound on the number of inputs $m \leq m_{\text{max}}$. Hence, because
the efficiencies are also a function of controller configuration, the controller reduction process should also utilize the controller configuration changes. The ultimate goal is, for the given initial disturbance, to identify the best reduced order model with the best input configuration to go with it to achieve a high efficiency for the structure-control system.

In the above discussion, it is the initial disturbance represented in the efficiency coefficients \( c_i \) responsible for not matching the set \( (e_i) \) vs. \( (sq_i) \) of \( (e_i) \) and \( (sq_i) \). Hence, for a given control design, selection of the best principal controller directions will change if the initial disturbance changes. An alternate approach to selecting the set \( n_p \) of principal controller directions which avoids the initial disturbance is to consider the controller directions associated with the \( n_p \) highest characteristic efficiencies \( \{\lambda^*_1, \ldots, \lambda^*_n\} \). Another feature of this choice is that the highest set \( \{\lambda^*_i\} \) will now correspond to the \( n_p \) lowest of characteristic spillover values \( \{\lambda^*_i=2, \ldots, n_p\} \).

Recall from Section 3, that from the properties of a Rayleigh's quotient efficiency is bracketed by \( \lambda_{max} \geq \varepsilon \geq \lambda_{min} \). It follows that a control system whose efficiency will be least sensitive to the initial disturbance \( x_o \) must have a minimal separation between \( \lambda_{max} \) and \( \lambda_{min} \), that is if the characteristic efficiencies are dense in a short interval. Ideally, if \( \lambda_{max} = \lambda_{min} \), the control system will be uniformly efficient, better said equalized in all principal directions and will have the same efficiency regardless of \( x_o \). This would be desirable feature. In addition, if \( \lambda_{min} \) can be made high then the system will also have a high efficiency regardless of \( x_o \). The price that must be paid to make the structure-control system efficiency insensitive to \( x_o \) is that all principal controller directions will now become equally significant, hence, truncation of efficiency states will not be possible as each \( \varepsilon \)-state and its principal direc-
tion will contribute equally to the efficiency. Therefore, one will not be able to discriminate among the principal controller directions to affect their truncation in the $\epsilon$-space.

Another feature related to this last observation is the sensitivity of the stability of the system to the principal controller directions. Since stability of a linear system does not depend on the initial conditions, the stability of a system truncated based on the efficiency will depend not on the magnitudes of the truncated efficiency components $e_i(i-n_p+1, \ldots, 2n)$ but on the modal properties $\lambda_i$ and $t_i$ associated with the truncated $e_i$. The more significant the modal properties of the truncated principal controller directions are, the easier it will be to destabilize the system via efficiency truncation. Again, because a poor $x_0$ can associate poor component efficiencies $e_i$ with significant controller modes, efficiency reduction based on truncation of controller modes of poor $e_i$ will conflict with maintaining closed-loop stability. Stability robustness, then, to efficiency-state truncation should be good if the truncated controller modes of poor $e_i$ are not significant. On the other hand, if the insensitivity of the efficiency of the structure-control system to initial disturbance is desired, since this will necessitate equalization of the characteristic efficiencies, each controller mode will become equally important. Consequently, insensitivity to $x_0$ of the efficiency of the system, in the presence of a desire to controller mode truncation, will come at the expense of system with a sensitive stability.

In all of these endeavors, the efficiency and spillover quotients and the modal analyses serve as the design directors qualifying and quantifying the merits of design changes to achieve the best possible performance with high efficiency. In the next section, a number of illustrations are presented utilizing
all that is discussed in this chapter. Again, the particular structure is the AC OSS-4 tetrahedral structure used in the previous chapters.

4.7 Illustrative Examples on AC OSS-4

The same situation as in Section 3.6 is considered.

Decomposition of Efficiency Quotients

For the sake of brevity, the decomposition of the numerator and denominator control power matrices are presented only for a 4-th order control design model. The efficiency components $e_i$ and coupled and decoupled component efficiencies of the structural modes are also shown in Appendix C.

Example 4.1: This is the same case as in Examples 3.1. The numerator/denominator control power decomposition matrices $[N]$ and $[D]$ are given in Appendix C for both global and model efficiencies. Efficiency components are $e_i$, $e_j$, and component efficiencies $e_j^*$ for coupled (Method 1) and decoupled (Method 2) cases are also shown.

Example 4.2: The case of Example 3.4 is given with the same information listed under Example 4.1.

Efficiency Decomposition Using $n_p$-principal Controller Modes

Example 4.3: The same system of Example 4.2 is considered. However, only the six ($n_p=6$) highest characteristic global and relative model efficiencies were used in the decomposition of numerator/denominator control power matrices and the component efficiencies of the
structural modes were based on the 6 retained dominant controller directions.

**In/Efficiency - filtering; Controller Reduction**

Example 4.4: Example 3.5 with n=8 (natural order) modes and m=4 was considered. The original model had $e^*=30.75\%$, $e=80.65\%$, $sq^*=0.628$, and $sq=19.35\%$. Although the model efficiency $e$ is good, the global efficiency $e^*$ seems relatively poor. Hence, an inefficiency of 70% is associated with the global efficiency which is reflected in the value of $sq^*$. (Note that by definition $sq^*=1-e^*$). Since there is more inefficiency associated with $e^*$ than efficiency, the modal analysis was done on $sq^*$. The efficiency-filtering was performed on the modes of $sq^*$ by truncating the highest $n_p$ global spillover efficiency components $sq^*_{i=1,2,...,n_p}$. Up to $n_p$ spillover components could be filtered without destabilizing the original control design. The original gain matrix $G$ was simply projected through $G=GT_2L_2G(1-T_1L_1)$, as in Eq. (4.41) to obtain the filtered gain matrix $G$. Note that the $n_p$ principal global spillover components were deleted, not retained, so it is necessary to retain the remaining components represented by subscript 2. Conversely, the projection $(1-T_1L_1)$ eliminates the highest contributing $n_p$ states represented by subscript 1. Simulation results for $n_p=4$ and $n_p=8$ are shown by figures SIM32 (Figures 4.1, 4.2 and 4.3) and SIM34 (Figures 4.4, 4.5 and 4.6), respectively. The efficiencies of both of these $sq^*$-filtered cases were recomputed. For $n_p=2$, the new efficiency quotients
were $e^* = 26 \%$, $e = 4.32\%$; for $n_p = 4$ the new values were $e^* = 10.9\%$, $e = 7.18\%$. Hence, sq$^*$-filtering did improve the global efficiency over the original design by about $1/3$. Other pertinent details are shown on the computer outputs listed in Appendix C. Note that the simulation results show hardly any difference from the original design SIM10 (Figures 3.10, 3.11, and 3.12). The consequence of this particular study is that the 16th order design model can be controlled by the feedback of only 8 efficiency states, hence, resulting in a 50% reduction in the controller size.

**Efficient Model Selection (Reduction)**

**Example 4.5** The model efficiency of the 16th order control design model of the first 8 natural modes with four inputs ($n=8$ natural, $m=4$) which was studied in Example 3.5 and Example 4.4 was $e=80.25\%$. In an effort to improve the relative model efficiency $e$ further by selecting a different set of 8 modes other than the lowest 8 natural modes, the component efficiencies of Example 3.5 were scrutinized. The component efficiencies for both $e$ and $e^*$ are listed in Appendix C. Modes 1, 2, 7 and 8 have the lowest coupled component efficiencies $e_j^*$ and $e_j$ according to Method 1. Hence, these modes were replaced with the modes that were not in the original set. A redesign was done for the new 16th order design model with the new selected set $n=(\text{Modes: } 3-6, 9-12)$. The model efficiency increased to $e=97.21\%$, although the global efficiency was reduced to $e^* = 10.27\%$. Simulation results are shown in Figures SIM35 (Figures 4.7, 4.8 and 4.9).
Figure 4.1: Globally optimal system LOS for n=8 (modes: 1-8); example 4.4; controller reduction via efficiency filtering for $n_p=4$. 
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Figure 4.2: Suboptimal system LOS for n=8 (modes: 1-8), m=4 (#1-4); example 4.4; controller reduction via efficiency filtering for n_r=4
Figure 4.3: Evaluation model LOS for n=8 (modes: 1-8), m=4 (#1-4), example 4.4; controller reduction via efficiency filtering for np=4
Figure 4.4: Globally optimal system LOS w=8 (modes: 1-8), example 4.4: controller reduction via efficiency filtering for w=8.
Figure 4.5: Suboptimal system LOS, m=8 (modes: 1-8, m=4, (1-4)), example 4.4. Controller reduction via efficiency filtering for n=8.
Figure 4.6: Evaluation model LOS, n=8 (modes: 1-8), m=4 (#1-4), example 4.4; controller reduction via efficiency filtering for n=T=8
Figure 4.7: Globally optimal system LOS, n=8 (modes: 3-6, 9-12); example 4.5; efficient model selection reduction
Figure 4.8: Suboptimal System LOS, n=8 (modes: 3-6, 9-12); m=4 (#1-4), example 4.5; efficient model selection (reduction)
Figure 4.9: Evaluation model LOS, n=8 (modes: 3-6, 9-12, 15, 17, 20). Example 4.5; efficient model selection (reduction).
5.0 EFFICIENCY OF SYSTEMS WITH COMPENSATOR DYNAMICS

5.1 Introduction

The developments presented in the previous chapters were based on a static state feedback control law $F-Gx$. In this chapter, we consider the case whereby the feedback control law is obtained via a dynamic compensator and extend the efficiency concepts studied in Chapters 2-4 to consider the effect of compensator dynamics. The extension of the previous results, in this case, is straightforward and the idea of compensator efficiency within the structure-control system arises naturally.

In Section 5.2, efficiency quotients are revisited including the compensator dynamics. Two definitions of compensator efficiency are given following the component efficiency definitions introduced in Section 4. A most common dynamic compensator is the state-estimator in the control loop. In Section 5.3, we, therefore, pay special attention to the design of a reduced-order state estimator relevant to the subject of this research. In particular, an $n_p$-th order efficiency state estimator design is given where $n_p$ efficiency states $\epsilon_1$ are estimated to implement the reduced-order control law $F-G^*_1\epsilon_1$ discussed in Sections 4.3 and 4.4. Here $n_p$ is the number of dominant principal controller directions which will have been identified from an efficiency modes analysis of the system, hence, $n_p<2n$. Finally, in Section 5.4 we consider formally the quantitative and qualitative effect of control power spillover on the response of the residual dynamics not considered in the $2n$-th order control design model. Although this topic may have been discussed in Chapter 2, we postponed its presentation until after the discussion of compensator dynamics, so that it will seal appropriately all the developments presented heretofore and conclude this
investigation by underlining the critical nature of the efficiency of structure-
control systems.

No illustrative examples are presented in this chapter.

5.2 Efficiency of Structure - Control Systems with Compensator Dynamics -
Compensator Efficiency

In the previous chapters we assumed that the control law was a simple
state-feedback. In this chapter, we generalize the concepts to the case where
the control law is obtained via a dynamic compensator. Again, the system is
described by the modal state-space equations

$$\dot{x} = Ax + BF$$  \hspace{1cm} (5.1)

The controller is in this case defined by the following dynamic compensator equa-
tions with an \(n_c\)-dimensional state vector \(x_c\).

$$\dot{x}_c = A_c x_c + B_c F + K_c y$$  \hspace{1cm} (5.2)

$$F = G_c x_c + H_c y$$  \hspace{1cm} (5.3)

where the \(m_y\)-dimensional system output \(y\) is given by

$$y = Cx$$  \hspace{1cm} (5.4)

Then the closed-loop system is described by

$$\dot{x} = \tilde{A}_{CL} \tilde{x}, \quad \tilde{x} = [x^T \ x_c^T]^T$$  \hspace{1cm} (5.5)

$$\tilde{A}_{CL} = \begin{bmatrix}
A+BH_cC & BG_c \\
B_cH_cC+KC & A_c+B_cG_c
\end{bmatrix}$$  \hspace{1cm} (5.6)

and the control law

$$F = \tilde{G} \tilde{x}, \quad \tilde{G} = [H_cC \ G_c]$$  \hspace{1cm} (5.7)

Since the definitions of the global efficiency and the model efficiency are
defined in terms of only inputs \(F\) to the dynamic system not on how they are
computed or derived their definitions Eqs. (3.6-3.8), are still valid, hence, using the form of \( F \) as given by Eq. (5.3) in Eqs. (3.6), (3.7) we obtain

\[ S^R = \int F^R R^d t = \dot{x}_n^T R^d x_n \quad (5.8) \]
\[ S^M = \int F^M R^d t = \dot{x}_n^T R^G x_n \quad (5.9) \]

where \( R \) are the \((n+n_c)\)-dimensional power matrices obtained from the Lyapunov Equations:

\[ \dot{A}_{CL}^T R^R + R^R A_{CL} + G^T R^G = 0 \quad (5.10) \]
\[ \dot{A}_{CL}^T R^M + R^M A_{CL} + G^T R^G = 0 \quad (5.11) \]

in which \( R^R \) and \( R^M \) are still as given by Eqs. (3.6) and (3.7)

\[ R^R = D^T M^{-1} D, \quad R^M = D^T F_n E^T \]

The model efficiency \( e \) and the spillover quotient \( sq \) are computed exactly as described in Chapter 3 by using

\[ P_N = P^M, \quad P_D = P^R \quad (5.12) \]

and all that is discussed in Chapters 3 and 4 will apply equally well to control with compensator dynamics. The global efficiency \( e^* \), however, needs a little careful consideration. Recall that this definition involved control of the DPS with a continuously distributed input profile, where the optimal control was the independent feedback of the modal states of the DPS structure. An important feature of this optimal DPS control is that it is dynamically similar to the dynamics of the control design model of the structural modes in the closed-loop system. Hence, even in the case of a dynamic compensator, we shall insist on the similarity of the DPS distributed control design to the structural modes alone, regardless of the modes in the closed-loop system due to the additional compensator dynamics. Thus, if \( (\rho) = (\tilde{\rho}_S, \tilde{\rho}_C) \) is the eigenvalue spectrum of the closed-loop system, Eq. (5.5), with the compensator, as a union of the structural eigenvalue spectrum \( (\tilde{\rho}_S) \) and the compensator eigenvalue spectrum \( (\tilde{\rho}_C) \), the control
power $S^*$ of the optimal distributed solution will be found by using $\rho_s$ in the equations given in Section 2.4.

The global efficiency will then be

$$e^* = \frac{S^*}{S^R}$$

(5.13)

Although at this point, it is not clear whether $S^*$ is greater or less than $S^R$ with a dynamic compensator the quotient $e^*$ will still preserve its function as a practical concept since it will relate the power performance of the actual design represented via $S^R$ to an ideal baseline design $S^*$ being a measuring stick. Specifically, the function of the compensator will be highlighted in such a setting. Thus writing the control power $S^*$

$$2S^* = x_0^T P^* x_0$$

(5.14)

the global efficiency $e^*$ will be given by

$$e^* = \frac{x_0^T P^* x_0}{x_0^T P R x_0}$$

(5.15)

where $P^*$ is again computed as in Appendix B for the spectrum $(\rho^*) = (\rho_s)$. Alternately, augmenting $P^*$ with zeros

$$P^* = \begin{bmatrix} P^* & 0_{n x n_c} \\ 0_{n_c x n} & 0_{n_c x n_c} \end{bmatrix}$$

$e^*$ can be written as

$$e^* = \frac{x_0^T P^* x_0}{x_0^T P R x_0}$$

(5.17)
Next, partition the power matrices $P^M_C$ and $P^R$ corresponding to the structural modal states $x$ and the compensator states $x_c$.

\[
P^R = \begin{bmatrix}
P^S_S & P^S_SC \\
P^S_C & P^R_C
\end{bmatrix}, \quad P^M_C = \begin{bmatrix}
P^M_S & P^M_SC \\
P^M_C & P^M_C
\end{bmatrix}
\tag{5.18}
\]

where $P^S_S$ and $P^C_C$ are $n \times n$ and $n_c \times n_c$ dimensional, and $P^S_SC$ are $n \times n_c$ dimensional matrices. The subscripts $S, C$ and $SC$ correspond to the structural modal states, compensator states and the coupling between the structural and compensator states, respectively. The model efficiency $e$ can now be written as in Section 4.2.

\[
e = \frac{N}{D}
\]

where

\[
N = x_0^T P^M_S x_0 + 2 x_0^T P^M_SC x_0 + x_0^T P^M_C x_0
\]

\[
D = x_0^T P^R_S x_0 + 2 x_0^T P^R_SC x_0 + x_0^T P^R_C x_0
\tag{5.19}
\]

and $x_0$ corresponds to the initial disturbance of structural states. In practice, the question of how to choose the compensator initial conditions $x_0$ arise. From the above decomposition it is clear what the function of $x_0$ can be in terms of efficiency of the controller. For $x_0=0$, the efficiencies become

\[
e = \frac{x_0^T P^M_S x_0}{x_0^T P^R_S x_0}, \quad e^* = \frac{x_0^T P^M_S x_0}{x_0^T P^R_S x_0}
\tag{5.20}
\]

where $P^R_S$ and $P^M_S$ are the $n \times n$ upper left partitions of $P^R$ and $P^M$ obtained from the $(n+n_c)$-dimensional Lyapunov Equations (5.10 and 5.11). In the case of $e^*$ the care that had to be observed in defining it by Eq. (5.13) resolves itself automatically regardless of augmentation of $P^*$ with zeros in Eq. (5.16) and it would
be plausible to require independent feedback of structural modal states to yield $p^*$. 

On the other hand, if the compensator initial states are non-zero, the efficiencies $e$ and $e^*$ will be different than what will be obtained by Eqs. (5.20). Indeed, a careful choice of $x_{co}$ can enhance the efficiency of the control system with the participation of coupling terms. The case studies we presented in earlier in Chapter 4 demonstrated that coupling terms in the control powers could be beneficial.

This brings us to the point of defining compensator efficiency of the control system as a contribution to the overall efficiencies $e$ and $e^*$. This can be done easily considering the developments presented in Section 4 on component efficiencies. The concepts presented therein can be generalized to this case by associating the subscript $j$ in the equations with the structural modal states and compensator states, hence, we consider $j=x,c$ and rewrite Eq. (4.1) as:

$$
e = \sum_{j} e_j = e_s + e_c \quad (5.21)$$

where $e_j = e_s$ and $e_j = e_c$ follow from Eqs. (4.16) and (4.17)

$$e_s = \frac{N_D + N_s D}{2D^2}, \quad e_c = \frac{N_c + N_c D}{2D^2} \quad (5.22)$$

$$D_s = \text{Trace}[P^R X_o], \quad D_c = \text{Trace}[P^R X_o]_c \quad (5.23)$$

$$N_s = \text{Trace}[P^M X_o], \quad N_c = \text{Trace}[P^M X_o]_c \quad (5.24)$$

$$X_o = X_o X_o^T \quad (5.25)$$

Similarly for $e^*$
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\[ e^* = \Sigma = e_j^* = e_s^* + e_c^* \]  \hspace{1cm} (5.26)

\[ e_s^* = \frac{N^*D_s + N^*_2D}{2D^2}, \quad e_c^* = \frac{N^*D_c + N^*_2D}{2D^2} \]  \hspace{1cm} (5.27)

\[ N_s^* = \text{Trace}[P^*X_0] = S^* = N^* \quad , \quad N_c^* = 0 \]

\(D_s, \ D_c\) and \(D\) are as given by Eqs. (5.23), (5.24) and (5.19). We shall refer to \(e_c\) and \(e_c^*\) as the compensator efficiencies.

Alternately, decoupled compensator efficiencies can be defined as in Section 4.2. It is easy to see that, in this case

\[ e_j = \frac{n_j}{d_j}, \quad e_j^* = \frac{n_j^*}{d_j} \]  \hspace{1cm} (5.28)

\[ n_s = x_0^T P^s x_0, \quad n_c = x_{co}^T P^c x_{co} \]  \hspace{1cm} (5.29)

\[ d_s = x_0^T P^s x_0, \quad d_c = x_{co}^T P^c x_{co} \]  \hspace{1cm} (5.30)

\[ n_s^* = x_0^T P^* x_0, \quad n_c^* = 0 \]

and the expected efficiencies are as in Eq. (4.19)

\[ E(e) = \frac{n_s + n_c}{d_s + d_c}, \quad E(e^*) = \frac{n_s^*}{d_s + d_c} \]  \hspace{1cm} (5.31)

which rely on the expectation that the cross-coupling terms between the structural and compensator states will average out to zero.

We must emphasize that the developments presented here do not depend on the specific control theory used to design the controls. In fact, the efficiency of the system will serve to evaluate the control design in a most essential way.
For example, the compensator can again be designed as optimal compensators in the sense of Linear Quadratic Gaussian (LQG) designs or as fixed order optimal compensators via Minimum Energy Optimal Projection (MEOP) technique (Ref. 14). The efficiency of all such design will still need to be considered as addressed in this investigation.

5.3 Reduced-Order Efficiency-State Estimators

The feedback control law

\[ F = Gx \]

as given in the previous chapters requires the knowledge of structural modal states of the 2n-th order control design model. Typically, a full order state-estimator might be used to implement the feedback law, Eq. (3.10) by using an estimate \( \hat{x} \) of the structural states. The 2n-th order state-estimator constitutes a dynamic compensator discussed in Section 5.2, Eqs. (5.2 and 5.3) and has the form

\[
\begin{align*}
\dot{\hat{x}} &= \hat{A}\hat{x} + \hat{B}F + K_y \\
F &= \hat{G}\hat{x}
\end{align*}
\]

(5.32)

(5.33)

where \( \hat{\cdot} \) denotes estimator matrices to be found and \( \hat{G} \) is the mx2n dimensional control gain matrix designed for the system by any suitable approach. The solution for the estimator in terms of the compensator notation of Section 5.2 is known to be

\[
\begin{align*}
\hat{A} &= A - KC = A_c \\
\hat{B} &= B - B_c \\
\hat{G} &= G_c \\
\hat{H} &= 0
\end{align*}
\]

(5.34)

where \( K \) is the estimator gain chosen to assign a desired set of estimator (compensator) eigenvalues \( \{\rho_c\} \). In this case, the separation principle holds and the
4-nth order closed-loop eigenvalues will be \( \tilde{\rho} = (\tilde{\rho}_S \tilde{\rho}_C) \) where \( \tilde{\rho}_S \) are the eigenvalues of the closed-loop matrix \( A_{CL}=A+BG \) for the structural dynamics.

Hence, all of the developments in Section 5.2 apply to this full-state estimator and the impact of the estimator design on the overall system efficiency can be studied by following the procedure given therein. In this vein, the estimator efficiency concept surfaces as the compensator efficiency.

In practice, instead of full-order estimator, a reduced-order estimator of order \( n_e=2n-m_y \) can be designed where \( m_y \) is the number of measurements. This procedure is standard textbook material and does not deserve any special attention here.

Another estimator which would be especially relevant to the theme of this investigation would be an efficiency-state estimator, that is an estimate \( \hat{\epsilon} \) of the efficiency state \( \epsilon \) introduced in Chapter 3. Since the efficiency state \( \epsilon \) is a 2n-dimensional vector, a full-order \( \epsilon \)-state estimator will not be of interest. Since it will merely be related to the full-order modal state estimator by the efficiency modal matrix

\[
\hat{\epsilon} = T\epsilon
\]

On the other hand, a reduced-order estimator in the \( \epsilon \)-space will be of interest if we recall the efficiency-filtering approach discussed in Section 4.4. We showed in Section 4.4 that a reduced-order control law, Eq. (4.35) \( F=GT_1\epsilon_1 \) can be used where \( \epsilon_1 \) are the dominant efficiency states identified along the \( n_e<2n \) principal controller directions. In Section 4.4, it was also shown that the control law was equivalent to a projection (filtering) of the 2n-dimensional structural states, implying essentially a full-order state feedback of the form

\[
F = GT_1L_1x
\]
as given by Eq. (4.38).
However, the reduced-control law can be implemented in reality as the feedback of $n_p$ retained efficiency states $\epsilon_1$ if an estimate $\hat{\epsilon}_1$ of these states are available from an $n_p$-th order efficiency-state estimator. It turns out that design of such a reduced $n_p$-th order $\epsilon_1$-estimator is possible. Recalling that $\epsilon_1$ and $x$ are related via

$$
\epsilon_1 = L_1x
$$

where $L_1$ is the $n_p \times 2n$ upper partition of the $T^{-1}$ matrix, we recognize that $\epsilon_1$ are $n_p$ linear combinations of the structural modal states. An estimator, which can estimate these specific linear combinations of the $x$-states will be precisely what is needed to implement the reduced order efficiency state feedback control law (4.35). The design of estimators of linear combinations of states was presented in Ref. (15) in a different context and can be adapted in our case to design an $n_p$-th order $\epsilon_1$-estimator.

Assume the $\epsilon_1$-estimator in the form

$$
\dot{\epsilon}_1 = \hat{\epsilon}_1 + BF + Ky 
$$

(5.36)

$\hat{A}$, $\hat{B}$ and $K$ are $n_p \times n_p$, $n_p \times m$ and $n_p \times m_y$ dimensional matrices to be found. Multiplying the modal structural dynamic equations on the left by $L_1$

$$
L_1\dot{x} = L_1Ax + L_1BF 
$$

(5.37)

Subtract Eq. (4.37) from Eq. (4.36)

$$
\dot{\epsilon} - L_1\dot{x} = \hat{A}(\epsilon_1 - L_1x) + (KC - L_1A\hat{A})x + (\hat{B} - L_1)BF
$$

(5.38)

where the term $AL_1x$ was added and subtracted on the right hand side. If $K$ and $\hat{B}$ are chosen so as to satisfy
\[
\dot{B} = L_1
\]
\[
KC - L_1A + \hat{A}L = 0
\]

and introducing the estimation error vector

\[
\epsilon_E = \dot{\epsilon}_1 - L_1x
\]

Eq. (5.38) reduces to

\[
\dot{\epsilon}_E = \hat{A}\epsilon_E
\]

which has the solution

\[
\epsilon_E = e^{\hat{A}t}\epsilon_{EO}, \quad \epsilon_{EO} = \epsilon_E(0)
\]

Hence, if the estimator matrix \(\hat{A}\) is chosen, such that it has eigenvalues with negative real parts, then \(\epsilon_E(t) = 0\) from which we obtain

\[
\lim_{t \to \infty} \dot{\epsilon}_1 = \lim_{t \to \infty} L_1x
\]

and the \(\epsilon_1\) will be estimated exactly as the desired combination of states \(x\) for large \(t\).

If we make the simple choice

\[
\hat{A} = \text{diag}[\alpha_i] \quad \alpha_i < 0 \quad i=1,...,n_p
\]

equation (5.40) can be solved for the estimator gain matrix \(K\) by rewriting it as 2n-simultaneous equations

\[
C^TK^T = A^TL_1^T - L_1^\hat{A}^T
\]
where the $2nxm_y$ $C^T$ matrix is assumed to have rank $m_y$, $m_y<2n$. Denoting the $m_y$-dimensional row vectors of the estimator gain matrix $K$ by $k_i^T$ and the $n_p$ column vectors of the right hand side of Eq. (5.45) by $a_i$, $i=1,2,...,n_p$, we write Eq. (5.45) in the form

$$C^Tk_i = a_i \quad i=1,2,...,n_p \quad (5.46)$$

The solutions to Eq. (5.46) can be obtained by singular value decomposition of the measurement matrix $C^T$

$$C^T = U\Sigma V^* \quad (5.47)$$

where $U$ and $V$ are $2nx2n$ and $m_yxm_y$ unitary matrices; $*$ denotes complex conjugate transpose, and $\Sigma$ is the $2nxm_y$ matrix of singular values.

$$\Sigma = \begin{bmatrix} \Sigma_0 \\ 0 \end{bmatrix} \quad \Sigma_0 = \text{diag} \sigma_j \quad j=1,2,...,m_y \quad (5.48)$$

The solution for the estimator gains $k_i$ can be shown to be

$$k_i = V_\Sigma^{-1}U_i^T a_i \quad i=1,...,n_p \quad (5.49)$$

where $U_i^*$ is the $m_yx2n$ upper partition of $U^*$. It follows that the estimator gain matrix $K$ will be given by

$$K^T = V_\Sigma^{-1}U_i^T(A^TL_i^T-L_iA^T) \quad (5.50)$$

This completes the design of $\epsilon_1$-estimator.

5.4 Residual Dynamic Response to Control Power Spillover

Consider the control-design model and the uncontrolled system dynamics

$$\dot{x} = Ax + BF \quad F = Gx \quad (5.51)$$

$$\dot{x}_U = A_Ux_U + B_UF \quad (5.52)$$

The response of the closed loop control design model is

$$x = \phi_{CL}(t,t_0)x_0 \quad , \quad \phi(t) = e^{ACL^T} \quad (5.53)$$
where \( \phi_{CL} \) is the closed-loop transition matrix for the control design model.

Denoting the control period over which \( x_0 \) is regulated by \( T = (t_f - t_0) \), the spillover excitation of the uncontrolled modes can be measured by the total square response during \( T \). The total squared modal displacement response of the uncontrolled dynamics will be given by

\[
Y_0^2 = \sum_{r=n+1}^{N} \int_{t_0}^{t} \xi_{ru}^2 dt
\]  

(5.54)

The uncontrolled modal displacements due to control spillover excitation are given by the convolution integrals

\[
\xi_{ru} = \int_{t_0}^{t} \omega_{ru}^{-1} \sin(\omega_{ru} (t-r)) d\tau
\]

(5.55)

Substituting (5.55) and (5.53) into (5.54), we obtain

\[
Y_0^2 = x_0^{T} \int_{t_0}^{t} \phi_{CL}(r',t_0) B_0^T Q_\gamma(t,r,r') B_0 \phi_{CL}(r,t_0) drd\tau dt x_0
\]

(5.56)

where \( B_0 \) is the input influence matrix of the truncated dynamics as given in Eq. (2.29). The time dependent weighting matrix \( Q_\gamma \) is given by

\[
Q_\gamma = [\omega_u^2] \ [S^2(t,r,r')]
\]

\[
[\omega_u^2] = \text{diag } [\omega_{r0}^2] \quad r=n+1,\ldots
\]

\[
[S^2(t,r,r')] = \text{diag } [\sin(\omega_{ru}(t-r')) \sin(\omega_{ru}(t-r))]
\]

The weighting matrix \( Q_\gamma \) obviously involves the cross correlations of the impulse response functions of the residual modes and is inversely proportional to the square of the uncontrolled natural frequencies. Equation (5.56) will then, noting that after integrations effectively an additional \( \omega_{ru}^2 \) will evolve so that the results will be inversely proportional to \( \omega_{ru}^4 \) yield
\[ Y_0^2 = x_o^2 U_y(\omega_u^{-1}) x_o \]  \hspace{1cm} (5.58)

where \( U_y \) must be a positive definite resultant matrix of the weighted integration in Eq. (5.56) since \( Y_0^2 \) is positive definite and the argument \( \omega_u^{-1} \) is shown to highlight the nature of dependency of the results on residual natural frequencies.

Next, considering the spillover control power \( S_U \) defined by Eq. (2.2g) and the Eqs. (5.51-5.53)

\[ S_U = x_o^2 \int_0^t \int_0^t \int_0^t \phi_{CL}(r',t_0)G^T B_0^2 B_0 G \phi_{CL}(r,t_0) dr'dr'dt x_o \]  \hspace{1cm} (5.59)

which must yield

\[ S_U = x_o^2 P_u^M x_o \hspace{1cm} P_u^M = P_R - P_C \]  \hspace{1cm} (5.60)

where the power matrices \( P_R \) and \( P_C \) are available as required for efficiency analysis. If the control law is derived via a dynamic compensator, that is if Eqs. (5.5) and (5.7) are used instead of (5.51), as described in Section 5.2, it is straightforward to see that the counterparts of Eqs. (5.58) and (5.59) are obtained by replacing \( x_o \) with \( \tilde{x}_o \), \( \phi_{CL} \) with the \( \tilde{\phi}_{CL} \), the closed-loop transition matrix of Eq. (5.50) and \( G \) with \( \bar{G} \). The weighting matrices \( B_0^2 B_0 \) and \( B_0^2 Q_y B_0 \) will remain the same. Consequently, \( \tilde{P}_u - \tilde{P}_R - \tilde{P}_C \) will take the place of \( P_u^M \) in Eq. (5.60).

Hence, recognizing that the above derivation will remain the same quantitatively whether a compensator dynamics is included or not we return to Eq. (5.58), (5.59) for \( Y_U \) and \( S_U \). Comparing \( Y_U \) with \( S_U \) we note that \( Y_U \) is a weighted version of the control power wasted in the uncontrolled modes where the weighting matrix is \( Q_y \) for \( Y_U \) and unity for \( S_U \). Hence, the residual response and the wasted con-
control power are correlated. The significance of this result is that a measure of residual dynamic response is available through the wasted power $S_U$, which is in turn available from the efficiency analysis directly without ever involving the residual dynamics in the computations. It follows that within the efficiency concepts presented in this investigation, evaluation model response simulations are not necessary to infer degradation of the control design model behavior.

Since $Q_0$ is inversely proportional to the fourth power of uncontrolled natural frequencies, it follows that if natural frequencies larger than unity are in the uncontrolled dynamic model the net effect will be that the matrix $U_y$ in Eq. (5.58) will be considerably smaller than the control power matrix $P_{mu}$. Therefore, it may take considerable control power spillover or considerable inefficiency in the control design model before any significant degradation of response of control design model due residual excitation can be detected. This is certainly not surprising as it is well known that high frequency modes are difficult to excite, hence, considerable control power is bled by those modes even for minimal excitation of them if the structure control design is not efficient. To put it more bluntly, it is more critical to align the controller directions with the structural modes in the design model to obtain high efficiencies if higher modes are not in the control design model.

The above analysis proves the assertion made in Section 2.8 that performance of the structural-control system must not be judged on response studies alone. Although no residual dynamics response can be detected in the system outputs, the controller can still be wasting control power operating inefficiently. In space missions, ultimately, the power used inefficiently by the control system has to be generated on board the spacecraft and therefore, has the potential to impact the design of power subsystem and other subsystems and even the mission
significantly. The efficiency results presented up to this point, will establish a most important interdisciplinary link of controller design to other important disciplines of space systems design. A good structural control design must therefore, strive for an efficient controller which can be accomplished only after an efficiency analysis is carried out.

Furthermore, if an inefficient controller is used to control a model with high frequencies in the design model which will require considerable control power and less than unity low frequency modes are in the uncontrolled set, it would take only a small amount of inefficiency to produce considerable residual mode excitation and degradation of the system response. In such cases design of efficient controllers will become even a more critical task.
6.0 OTHER APPLICATIONS OF CONTROLLER EFFICIENCY & APPLICATION TO CSDL-ACOSS-6

6.1 Introduction

In this chapter, we present some illustrations of the variety of structure-control system designs that can be addressed via the efficiency concepts. Specifically, in following the subject of Section 5.4 on "Residual Dynamic Response to Control Power Spillover," we give a vivid illustration of the performance of an inefficient controller in Section 6.2.

Another important topic in the design of structure-control system is to determine a good input configuration, that is how many actuators to use and where to put them, as well as quantifying the effectiveness of actuators. In Section 6.3, we give illustrations of how efficiencies can be used to select the input configuration.

Another application of the efficiency concept can be to choose the weighting matrices (or parameters) in the application of the LQR theory. Because the efficiencies are defined regardless of the particular control theory used in the design of the control law, the opportunity exists that the LQR weighting matrices can be chosen to improve the controller efficiency. This is done in Section 6.4.

As a final analysis and design study by using the efficiency technique, in Section 6.5 we present results of efficiency modes analysis of a representative large flexible spacecraft configuration, the Charles Stark Draper laboratory ACOSS-6 (Model 2) structure.

6.2 Inefficient Control with Truncated Low Frequency Modes

It was shown in Section 5.4, that the total square modal response of truncated dynamics of a system was a weighted version of the control power spill-
over and the weighting was inversely proportional to the fourth power of the natural frequencies of the truncated modes. Hence, the efficiency or inefficiency of a controller becomes critical with low frequency truncated modes, also from a response point of view.

As an illustration of this, we refer the reader to Examples 3.1 and 3.3 with respective simulations given in figures SIM39 (Figures 3.1, 3.2 and 3.3) and SIM41 (Figures 3.4, 3.5 and 3.6), in Chapter 3. Both of these controllers had low efficiencies, $e^*=0.173\%$, $e=-4.31\%$ and $e^*=6.2\%$, $e=28.59\%$. The control design model was 4-th order and consisted of high frequency modes (#11 and 12), the lowest frequencies were left in the truncated dynamics. Note that the degradation in the response will be as serious as the magnitude of the lowest frequency in the truncated dynamics. For the ACOS-4 structure the lowest natural frequency is $\omega_1=1.34$ rad/sec., so it too has an attenuating effect on the control power spillover (proportional to $1/\omega_1^4$), nevertheless, not as strong as the other truncated modes. Certainly if $\omega_1<1$, the control power spillover effect would be magnified in the residual response. However, $\omega_1=1.34$ was still low enough to accentuate the residual response degradation due to an inefficient controller. In both SIM39 (Figures 3.1-3.3) and SIM41 (Figures 3.4-3.6) evaluation model responses are significantly degraded.

Two other examples of evaluation model response degradation due to inefficient controllers are presented below:

Example 6.1: $n=4$ (Modes: 9-12), $m=2$ (#1,#2). The system has $e^*=8.39\%$, $e=45.67\%$. SIM28 shows the responses (Figures 6.1 through 6.3).
Example 6.2: \( n=4 \) (Modes: 9-12), \( m=1 \) (#5). The system has \( e^*=0.202\% \), \( e=21.33\% \). SIM30 shows the responses (Figures 6.4 through 6.6). Clearly the more inefficient system of Example 6.2 has serious degradation of response.

6.3 Actuator Selection Via Efficiencies

The full-order 12 mode ACOSS-4 evaluation model was considered in conjunction with a full set of 12 actuators, \( n=12, m=12 \). Because there is no model truncation, the relative model efficiency of the designs are \( e=100\% \). However, \( e^* \) is not necessarily 100\% since the 12 inputs do not represent a continuously distributed input field although they may come close to representing it. The number of inputs were decreased from \( m=12 \) to \( m=1 \), in each case \( e^* \) was computed, the changes in \( e^* \) with the deletion of each input being a reflection of the effectiveness of that input. The following results were obtained:

<table>
<thead>
<tr>
<th>Actuator Number</th>
<th>( e^* ) Global Efficiencies</th>
<th>( \Delta e^* )</th>
<th>Actuator Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>70.88</td>
<td>-0.59</td>
<td>12</td>
</tr>
<tr>
<td>11</td>
<td>71.47</td>
<td>0.28</td>
<td>11</td>
</tr>
<tr>
<td>10</td>
<td>71.19</td>
<td>7.13</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>64.06</td>
<td>6.74</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>57.32</td>
<td>13.85</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>43.47</td>
<td>31.73</td>
<td>1</td>
</tr>
<tr>
<td>6</td>
<td>11.74</td>
<td>0.7</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>11.04</td>
<td>0.78</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>10.26</td>
<td>0.72</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>9.54</td>
<td>1.16</td>
<td>7</td>
</tr>
<tr>
<td>2</td>
<td>8.38</td>
<td>4.10</td>
<td>6</td>
</tr>
<tr>
<td>1</td>
<td>4.28</td>
<td>4.28</td>
<td>5</td>
</tr>
</tbody>
</table>

First, note that \( e^* \) is valid indicator of the quality of the input configuration and the effectiveness of an actuator can be measured by its contribution to \( e^* \). Hence, each actuator was ranked according to its effectiveness. The most effec-
tive 5 actuators were (#7, 8, 10, 9, 1). For this model, the above ranking of the actuators is in agreement with the actuator ranking by computing the work done by each actuator during the control period (Ref. 16). A second study was done by using a reduced-order model \( n=1-8 \). In this case, since \( e \) is less than 100\%, it too was considered in judging the actuator effectiveness along with the global efficiency*.

### ACTUATOR EFFECTIVENESS ON ACOSS-4 WITH A REDUCED-ORDER MODEL

<table>
<thead>
<tr>
<th>( m )</th>
<th>( e* )</th>
<th>( e )</th>
<th>Rank*</th>
<th>( \Delta e* )</th>
<th>( \Delta e )</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.69</td>
<td>56.92</td>
<td>8</td>
<td>5.69</td>
<td>56.92</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>8.41</td>
<td>55.26</td>
<td>12</td>
<td>2.72</td>
<td>-1.66</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>25.79</td>
<td>75.67</td>
<td>1</td>
<td>17.38</td>
<td>20.41</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>30.76</td>
<td>80.65</td>
<td>9</td>
<td>4.97</td>
<td>4.98</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>49.30</td>
<td>70.62</td>
<td>2</td>
<td>14.54</td>
<td>-10.03</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>53.09</td>
<td>60.84</td>
<td>5</td>
<td>7.79</td>
<td>-9.78</td>
<td>11</td>
</tr>
<tr>
<td>7</td>
<td>60.48</td>
<td>76.66</td>
<td>6</td>
<td>7.39</td>
<td>15.82</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>67.85</td>
<td>84.21</td>
<td>7</td>
<td>7.37</td>
<td>7.55</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>72.40</td>
<td>83.47</td>
<td>10</td>
<td>4.55</td>
<td>-0.74</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>81.19</td>
<td>87.29</td>
<td>3</td>
<td>8.79</td>
<td>3.82</td>
<td>6</td>
</tr>
<tr>
<td>11</td>
<td>89.36</td>
<td>87.58</td>
<td>4</td>
<td>8.17</td>
<td>0.29</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>93.08</td>
<td>87.28</td>
<td>11</td>
<td>3.72</td>
<td>-0.30</td>
<td>8</td>
</tr>
</tbody>
</table>

Again, note that \( e* \) is a consistent indicator of actuator effectiveness whereas \( e \) is anomalous, both rankings are different and in this case because the control design model changed, ranking of actuators according to \( e* \) has also changed from the previous example set when the evaluation model was considered. Simulation results of \( n=8, m=1; \) and \( n=8, m=12 \) are shown in figures labeled SIM8 and SIM18 (Figures 6.7 through 6.12).
6.4 Effect of LQR Weighting Matrices on Efficiencies

The global and model efficiencies were computed for different state and control weighting parameters q and r as discussed in Section 2.8, for the weighting matrices \( W = \text{block-diag}(q) \), \( W = r[l] \) for a given control design model and input configuration, \( n=8 \) (natural) and \( m=1 \). The results are shown below:

**EFFECT OF LQR WEIGHTING PARAMETERS**

<table>
<thead>
<tr>
<th>( r )</th>
<th>( q )</th>
<th>( e^* % )</th>
<th>( e^% )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>( \omega^2 )</td>
<td>5.69</td>
<td>56.93</td>
</tr>
<tr>
<td>0.1</td>
<td>( \omega^2 )</td>
<td>12.12</td>
<td>56.93</td>
</tr>
<tr>
<td>0.05</td>
<td>( \omega^2 )</td>
<td>16.89</td>
<td>56.93</td>
</tr>
<tr>
<td>0.01</td>
<td>( \omega^2 )</td>
<td>27.29</td>
<td>56.93</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>4.99</td>
<td>56.93</td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>4.99</td>
<td>56.93</td>
</tr>
<tr>
<td>1</td>
<td>0.1</td>
<td>4.99</td>
<td>56.93</td>
</tr>
<tr>
<td>1</td>
<td>10</td>
<td>5.26</td>
<td>56.93</td>
</tr>
<tr>
<td>1</td>
<td>100</td>
<td>7.81</td>
<td>56.93</td>
</tr>
<tr>
<td>1</td>
<td>1000</td>
<td>31.86</td>
<td>56.93</td>
</tr>
</tbody>
</table>

SIM20 and SIM26 (Figures 6.13 through 6.18) show the responses for \( r=0.05 \) and \( q=100 \), respectively. The above example shows that the model efficiency \( e \) is insensitive to control and state weighting, which might be expected since \( e \) is the ratio of two control powers \( S^M, S^R \) for the same control design, hence, changing \( q \) and \( r \) changes both by the same proportion. On the other hand, \( e^* \) is based on two dynamically similar control designs but with different input profiles hence, \( e^* \) should be sensitive to changes in \( q \) and \( r \).

These examples are based on a rather simple variation of the LQR weighting matrices. The effect of changes in the full weighting matrices, for example, in the case of different frequency shaped weighting matrices, may produce not so simple trends. In the above examples, the insensitivity of the model efficiency coefficient to weighting matrices can be used to advantage in the sense that it
will be possible to adjust the response time of the system by changing $q$ and $r$ without changing (a good) model efficiency.

6.5 Application to a Large Space Structure: CSDL-ACOSS-6 (Model 2)

Next, a realistic large space structure was considered. The structure shown in Fig. (6.19) is the Charles Stark Draper Laboratory model known as ACOSS-6 (Model 2) (ref. 17). The finite Element evaluation model that was considered was produced by NASTRAN at the Flight Dynamics Laboratory at WRDC/WPAFB. The model that was studied for efficiency had 294 degrees of freedom. Efficiency of two different control design models employing different sets of inputs were considered. There were available 21 actuators located at positions shown in reference 18. Efficiency of two designs were analyzed.

Example 6.3: In this case, the control design model had 8 modes, $n=(12, 13, 17, 21, 22, 24, 28, 30)$ with 4 inputs $m=(18, 19, 20, 21)$. Actuator numbers are in consistence with the designation listed in Ref. (18). The modes chosen were designated significant for LOS studies (ref. 19). The simulation results of square x-y plane deflection at node 37 are shown in figures labeled SIMV1 (Figures 6.20 and 6.21). The global efficiency was $e^*=0.176\%$ and the relative model efficiency was $e=0.657\%$.

Example 6.4: The control design model had 10 modes $n=(7-16)$ and 10 inputs $m=(1-10)$. The same deflection as in example 6.3 is shown in figures labeled SIMV2 (Figures 6.22 and 6.23). The efficiencies of this system were $e^*=0.236\%$ and $e=0.401\%$.
Because the first six modes obtained from the structural eigenvalue problem were not reliable, none of them were taken in the control design models in both of the examples. Such poorly known modes have no consequences for the reliability of efficiency analysis as long as they are in the truncated dynamics of the system as discussed in Section 2.6. The computer results of efficiency modes analysis are given in Appendix C.

In examples 6.3 and 6.4 for the ACOSS-6 structure the responses of the evaluation model were not shown since this would require simulation of a 588th order state model, clearly beyond any reasonable expectation. However, in light of the illustrations and theoretical developments presented thus far, the controls designed for the ACOSS-6 structure are extremely inefficient. Almost 99.5% of control power will excite the truncated dynamics. To make this inefficiency even more critical, there are some modes with natural frequencies less than unity left in the truncated dynamics. Hence, as demonstrated in Example 6.2 for the ACOSS-4 structure, in this case for ACOSS-6 too, serious degradation of the responses will occur in the actual (evaluation model) structure instead of the control design model responses shown in Figures (6.21) and 6.23). However, no simulation of the evaluation model is necessary based on the qualitative conclusion that the efficiency approach affords. (It is understood, however, that a simulatable model larger than the control design model and smaller than the 588th order evaluation model can be used to underline these statements. The challenge here is to resist this temptation).

The efficiency obtained above for a realistic large space structure are extremely low indeed showing the need and demonstrating the merits of a full-scale assessment of the need for an efficiency analysis. As shown in Appendix A, the efficiencies defined in this research are literally the power efficiencies
of the control system. A 0.6% model efficiency simply means 6 energy units/sec. out of 1000 were consumed by the controller, the rest simply being wasted. The wasted power will have been derived on board the spacecraft to serve no useful control purpose. Such inefficiencies in the system cannot be tolerated. It should be recalled that although the control design model is a much smaller model, the information that is obtained from them in the form of power efficiency pertains to the behavior of the full-order evaluation model.
Globally Optimal System

Figure 6.1: Globally optimal system LOS, n=4 (modes: 9-12), example 6.1; response of an inefficient system e*=8.39%, e=45.67%
Figure 6.2: Suboptimal system LOS, n=4 (modes: 9-12) m=2 (#1,2), example 6.1; response of an inefficient system e*=8.39%, e=45.67%
Figure 6.3: Evaluation for Model LOS, n=4 (modes: 9-12), m=2 (#1-2), example 6.1; response of an inefficient system e*=8.39%, e=45.67%
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Figure 6.4: Globally optimal system LOS, n=4 (modes: 9-12), example 6.2:
response of an inefficient system ε=0.2%, ε=21.33%
Figure 6.5: Suboptimal system LOS, n=4 (modes: 9-12), m=1 (#5), example 6.2; response of an inefficient system, $e^* = 0.2\%$, $e = 21.33\%$
Figure 6.6: Evaluation model LOS, n=4 (modes: 9-12) m=1 (#5), example 6.2; response of an inefficient system, e*=0.2%, e=21.33%
Globally Optimal System SIM8

Figure 6.7: Globally optimal system LOS, m-8 (modes: 1-8) for actuator selection via efficiencies.
Figure 6.8: Suboptimal system LOS, n=8 (modes: 1-8), m=1 for actuator selection via efficiencies.
Figure 6.9: Evaluation model LOS, n=8 (modes: 1-8), m=1 (1), for actuator selection via efficiencies.
Figure 6.10: Globally optimal system LOS, n-8 (modes: 1-8), for actuator selection via efficiencies
Suboptimal System SIM18
Figure 6.12: Evaluation model LOS, m=8 (modes: 1-8), m=12; for actuator
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Figure 6.13: Globally optimal system LOS, n=8 (modes: 1-8), effect of LQR weighting on efficiency, r=0.05, e*=16.89%, e=56.93%
Figure 6.14: Suboptimal system LOS, n=8 (modes: 1-8), m=1; effect of LQR weighting on efficiency r=0.05, e*=16.89%, e=56.93%
Figure 6.15: Evaluation model |LOS, m=8 (modes: 1-8), n=1; effect of LQR weighting on efficiency r=0.05, e*=-16.89%, e=-56.93%
Figure 6.16: Globally optimal system LOS, n=8 (modes: 1-8); effect of LQR weighting on efficiency, q=100, e*=7.81%, e=56.93%
Figure 6.17: Suboptimal system LOS, n=8 (modes: 1-8); effect of LQR weighting on efficiency, q=100, e*=7.81%, e=56.93%
Evaluation model LOS, n=8 (modes: 1-b); effect of LQR weighting on efficiency, q=100, e*=7.81%, e=56.93%
Figure 6.19: CSDL - ACOSS - 6 (model 2) structure
Figure 6.20: Globally optimal system, square x-y plane deflection at node 37, n=8, (modes: 12,13,17,21,22,24,28,30), example 6.3
Figure 6.21: Suboptimal system, square x-y plane deflection at node 37, n=8, (modes: 12,13,17,21,22,24,28,30), m=4 (#18-21), example 6.3
Figure 6.22: Globally optimal system, square x-y plane deflection at node 37, n=10, (modes: 7-16), example 6.4
Figure 6.23: Suboptimal system, square x-y plane deflection at node 37, n=10, (modes: 7-16), m=10 (#1-10), example 6.4
7.0 CONCLUSIONS

The concept of efficiency of an engineering system is a time proven design and analysis tool in many disciplines. Structure-Control Systems should not pose an exception to this practice. This research undertook the task of defining an efficiency concept for structure-control systems, and established physical grounds for the efficiencies which would have the potential to address the issues in the control of large structural dynamic systems. We have shown that the global and relative model efficiencies proposed and developed in this research are the power efficiencies of the control system and therefore, they must be considered as fundamental figures of merit of a control system design along with other more familiar performance measures. No less important a feature of the efficiencies is that the performance of the evaluation model can be judged on the basis of the control design model alone without explicitly involving the full-order evaluation model, a feat made possible only by a unique judicious choice of the weighting matrices involved in the efficiency definitions.

The investigation developed the new concept of controller modes signifying characteristic avenues of efficient control power utilization. These efficiency modes are complementary to the familiar concept of structural modes and together they determine the effectiveness of any structural control design. Ultimately what counts is the degree of matching of these two sets of modes. The efficiency modes analysis leading to the recognition of principal controller directions led to a procedure to give structure to the internal workings of the structural control system through the control power matrices. We have attempted to exploit this internal characterization of the system by defining component efficiencies and efficiency components. Furthermore, we proposed and developed model/controller reduction approaches based on that structural information by correlating
the structural modes and the controller (efficiency) modes. We have illustrated the significance of the efficiency concepts by a host of examples on realistic structures. The end point of this investigation offers many other avenues of research. To mention only two: optimization of structural control system for efficiency subjected to other design constraints, design of control gains by a direct approach utilizing the system efficiency as the target design criterion.

We have demonstrated that the Linear Quadratic Regulator Theory can produce highly inefficient control designs although they are regarded as optimal. However, the optimality of an LQR design is subjective and theory merely serves as a means of obtaining control gains in some sense. On the other hand, the definitions of power efficiencies of the control system constitute absolute non-dimensional unique performance measures. No subjectivity is involved in their definitions. The efficiency of all control systems regardless of the methodology by which they are designed can be analyzed by the approaches developed in this research and their merits can be established on a common ground.
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APPENDIX A: PROOF OF FUNCTIONAL $S^R$ AS CONTROL POWER

The control evaluation functionals $S^R$, $S^M$ and $S^*$ which are uniquely defined for the efficiency analysis of structure-control systems represent power quantities, true rate of change of energy, a fundamental concept in the design of engineering systems. To see this, consider the starting point of this investigation in Chapter 2 which is the control functional $S^R$ defined over the DPS:

$$S^R = \int f^7(p,t)m^{-1}(p)f(p,t)dD(p)dt \quad (A-1)$$

corresponding to the partial differential equations of motion.

$$m(p)\dddot{u}(p,t) + L(up,t) = f(p,t) \quad (A-2)$$

First, perform a dimensional analysis. In Eq. (A-2) $m(p)$ has the units of mass/dimD where dimD is the dimension of Domain of the Structure, mass is the mass or inertia distribution over D. For one-dimensional beam elements dimD=length, for plate elements dimD is an area etc... Consistently, the input function $f(p,t)$ represents a force density over the domain D, it has the dimension Load/dimD where load can be a force or a moment. Substituting the dimensional equivalents of the terms appearing in the definition (A-1)

$$f(p,t) = \frac{\text{Load}}{\text{dimD}}, \quad m(p) = \frac{\text{mass}}{\text{dimD}}$$

$$S^R = \int \frac{\text{Load}}{\text{dimD}} \frac{\text{dimD}}{\text{mass}} \frac{\text{Load}}{\text{dimD}} \text{dimD} \ast d(time)$$

$$S^R = \frac{\text{Load}^2 \ast \text{Time}}{\text{mass}} \quad (A-3)$$

and noting
displacement

Load = mass * acceleration = mass * \frac{time^2}{time^2}

Expression (A-3) yields after simplification

\[ S^R = \frac{\text{Load} \times \text{displacement}}{\text{Time}} = \frac{\text{Energy}}{\text{Time}} \]

(A-4)

Since \( S^M, S^* \) are also derived from \( S^R \) by an invariant frame transformation, \( S^M \) and \( S^* \) are also power quantities.

Next, we consider the mechanical aspects of this power. To make this easier to see, consider the one-dimensional mechanical analogy of the DPS equation of motion (A-2), the familiar spring mass system where the spatial dimension has been (integrated) out.

\[ m\ddot{u} + ky = f(t), \quad \frac{k}{m} = \omega^2 = \text{rad/sec}^2 \]

(A-5)

for which \( S^R \) is

\[ S^R = \int m^{-1} f^2(t) \, dt \]

(A-6)

Multiply Eq. (A-5) by \( m^{-1} f(t) \) and integrate over time, and recognize that the right hand side becomes \( S^R \):

\[ \int f\ddot{u} \, dt + \int \omega^2 f\ddot{u} \, dt = S^R \]

(A-7)

substituting \( \ddot{u} = \frac{d\ddot{u}}{dt} \)
\[ \int f \, d\dot{u} + \int \omega^2 f \, u \, dt = S^R \] \hspace{1cm} (A-8)

Again the left hand side has power units and specifically the first integral on the left is the area under the load versus velocity diagram. Alternately, write the equation of motion (A-5)

\[ m(u+\omega^2 u) = f(t) \] \hspace{1cm} (A-9)

and define the effective rigid body acceleration that the forcing function \( f(t) \) imparts to the mass \( m \) as \( u_R = u + \omega^2 u \) where \( u_R \) is the effective rigid body displacement due to \( f(t) \). Hence, (A-5) is equivalent to

\[ mu_R = f(t) \]

Multiply this last expression by \( u_R' \)

\[ mu_R u_R' = f(t) u_R' \] \hspace{1cm} (A-10)

\[ \int \frac{d}{dt} \mu_R \, u_R' = f(t) u_R' \] \hspace{1cm} (A-11)

from which we recognize the effective rigid body kinetic energy

\[ T^R = \frac{1}{2} \mu_R \dot{u}_R^2 \]

and Eq. (A-10) is the more familiar power expression

\[ \int \frac{d}{dt} T_R = f(t) u_R' = P \] \hspace{1cm} (A-12)

The incremental power change associate with Eq. (A-12) is

\[ f \, d\dot{u}_R = dP \]

The effective rigid body incremental velocity \( d\dot{u}_R \) can be written as

\[ d\dot{u}_R = (u + \omega^2 u) \, dt \] \hspace{1cm} (A-13)
Multiplying on the left by \( f \) and recognizing (A-12) we obtain

\[
\int f(\dot{u} + \omega^2 u)\,dt = \int f\dot{u}_R\,dt = \int dP = P
\]

where \( P \) is the total mechanical power. The integral on the left is \( S^R \) by virtue of Eq. (A-8), hence, we get

\[
S^R = \int m^{-1}f^2\,dt = \int f\dot{u}_R = P
\]

We have thus also shown mechanically that \( S^R \) functional is a total power expression associated with the control input \( f \) in trying to move the structure with an effective rigid body velocity \( U_R \). It must be recognized that \( u_R \) is not a fictitious mathematical expression. Both \( \dot{u}_R \) and \( \ddot{u}_R \) as derivatives are well defined quantities at all times in terms of \( u \) as given by Eq. (A-13). The concepts of effective rigid body velocity/acceleration are also plausible because this is what the controller attempts to impart to the structural mass via the thrust of control input \( f \). The controller actuators at any instant will not recognize that the mass has flexibility. The effect of flexibility is inherent in the structure defined by the domain of \( m \), and it manifests itself to result in an actual acceleration \( \ddot{u} \) by extracting \( \omega^2 u \) from \( \dot{u}_R \)

\[
\ddot{u}_R - \omega^2 u = \ddot{u} \quad (A-14)
\]

which provides the mechanism to bleed off control power into the flexible dynamics to store it as elastic energy in the structure.

Next, we consider some specific control hardware.

**Thruster Jets**

For a thruster using an exhaust jet, the thrust force \( f(t) \) is the control input and given by

\[
f = \dot{m}_x(t) V_{ex} \quad (A-15)
\]
where $V_{ex}$ is the exhaust jet velocity and $\dot{m}_p(t)$ is rate of flow of propellant mass $m_p$. Form the control functional $S^R$ for such a thruster

$$S^R = \int m^{-1} \mathbf{f}^2(t) \, dt$$

(A-16)

and substituting (A-15) into (A-16) by assuming constant exhaust velocity

$$S^R = \frac{V_{ex}^2}{m} \int \dot{m}_p^2(t) \, dt$$

(A-17)

in which the propellant flow rate is the control variable. For simplicity, the change in the total mass $m$ due to propellant flow was neglected. The kinetic energy rate of flow carried away by the exhaust jet is on the other hand

$$\frac{d}{dt} \mathbf{E}_p = \frac{1}{2}(m_p V_{ex}^2) - \frac{1}{2} V_{ex}^2 \dot{m}_p(t) = P(t)$$

(A-18)

where $P$ is the power of the exhaust jet at time $t$. Substituting from (A-18) into (A-17) for $\dot{m}_p$ we get

$$S^R = \frac{4}{mV_{ex}^2} \int P^2(t) \, dt$$

(A-19)

Denote the root mean square power in the exhaust beam by $P_{rms}$ and write

$$P_{rms} T = \int P^2(t) \, dt$$

where $T$ is the control (regulation) time. Next, introduce an average characteristic power $P_c$ for the combination of the structure to be controlled and the nature of the thruster propellant

$$P_c = \frac{1}{2} m_i V_{ex}^2 / T = \frac{mg^2 I^2}{6 \langle e_p \rangle}$$

(A-20)
where $I_{sp}$ is the specific impulse of the thruster propellant and $g_o$ is the gravitational acceleration on earth. Now the $S^R$ can be rewritten as

$$S^R = \frac{\left(1 - \sqrt{\frac{P_{ins}}{P_c}}\right)P_{ins}}{W_o g_o I_{sp}^2}$$

(A-21)

in which $W_o$ is the on earth weight of the structure.

Equations (A-21) clearly shows that $S^R$ is proportional to the root mean square power of the exhaust beam power with a nondimensional proportionality constant which provides an interesting combination of control, structure and thruster propellant parameters.

Proof-Mass Actuators

As another controller example, we consider a proof-mass actuator of the type discussed in Ref. (20). The actuator dynamics given in Ref. (20) accounts for coupling with the structural dynamics and typically represents a compensator dynamics, a subject which was discussed in Section 5.2. For simplicity of this discussion, we shall disregard the interaction of the actuator with the structure and represent the force $f(t)$ it exerts on the structure by the equation

$$f(t) = K_{amp} K_f V(t)$$

(A-22)

where $V(t)$ is the control voltage, $K_f$ is a force coefficient (force/ampere). The $K_{amp}$ is given in terms of the armature current and voltage:

$$K_{amp}^{(s)} = I_{arm}^{(s)} / V(s) = \frac{1}{Ls + R}$$

(A-23)

$s$ is the Laplace variable, $L$ and $R$ are the inductance and resistance of the actuator. If the time constant $L/R$ is small, then $K_{amp} = R^{-1}$. In this case the actuator force output is simply given by
\[ f(t) = K_f I_{\text{arm}}(t) = K_f R^{-1} V(t) \] (A-24)

Forming \( S^R \)

\[ S^R = \int_0^T t^2 \, dt - \int_0^T K_f^2 R \, V^2 \, dt = \int_0^T K_f^2 I^2 \, dt \]

Multiplying and dividing by \( R \) and recognizing that \( I^2 R \) is the electrical power \( P \) consumed by the actuator to control the structure we write,

\[ S^R = \frac{K_f^2}{m R} \int R I^2 \, dt = \frac{K_f^2 T}{m R} P_m \]

for which we defined the mean power \( P_m = T^{-1} \int R I^2 \, dt \) representing the average electrical power of the proof-mass actuator over the control period. The coefficient of \( P_m \) can also be shown to be a nondimensional quantity relating the control, structure and actuator parameters as in the case of thrust jets discussed earlier.

The quantities \( S^M \) and \( S^* \) by definition have the same units as \( S^R \) and therefore, the efficiency quotients defined \( e, e^* \) in this report are physically the power efficiencies of the controller.
APPENDIX B: CLOSED FORM SOLUTION FOR S*

The $S^*$ is the control power for the continuously distributed input field over DPS where the modal inputs are based in the independent modal-space control approach (Regs. 1, 4). The modal state-space dynamics for the 2n-th order design model is:

\[
\begin{bmatrix}
0 & 1 \\
-\omega^2 & 0
\end{bmatrix}
\begin{bmatrix}
x_r \\
1
\end{bmatrix}
+ \begin{bmatrix}
0 \\
1
\end{bmatrix} f^*_r(t) \quad r=1,2,...,n \tag{B-1}
\]

with the modal states $x_r=[\xi_r^0, \xi_r^1]^T$, and $f^*_r(t)$ is the modal input given by

\[
f^*_r(t) = \xi_{r1} \xi_r^0 + \xi_{r2} \xi_r^1
\]

$\xi_{r1} = \omega^2 - \rho_{r1} \rho_{r2}$, $\xi_{r2} = -(\rho_{r1} \rho_{r2})$

$\rho_{r1}$ and $\rho_{r2}$ are the r-th closed-loop modal eigenvalues corresponding to the open-loop structural eigenvalues $\pm j\omega_r$.

The control power $S^*$ as defined in Chapter 2 can now be written as

\[
S^* = \int f^*_r(t)^2 dt = \sum_{r=1}^{n} x_{r0}^T P^*_r x_{r0}
\]

$P^*_r$ is the 2x2 optimal control power obtained as the solution of n 2x2 independent Lyapunov equations

\[
A_t^T P^*_r + P^*_r A_t + G_t^* G_t^* = 0 \quad r=1,...,n \tag{B-2}
\]

\[
A_t = \begin{bmatrix}
0 & 1 \\
-\omega^2 & 0
\end{bmatrix}, \quad G_t^* = [\xi_{r1}^*, \xi_{r2}^*]
\]

The solution of these modal Lyapunov equations is easily obtained as
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\[
P_i' = \begin{bmatrix} P_1' \\ P_0' \\ P_2' \end{bmatrix}
\]

\[
P_1' = \frac{\omega_1^2 g_2^2}{2(g_1 - \omega^2)} + \frac{g_2 (g_1 - \omega^2)}{2} - \frac{g_1^2}{2g_2} - g_1 g_2
\]  
(B-4)

\[
P_0' = -\frac{g_1^2}{2(g_1 - \omega^2)}
\]  
(B-5)

\[
P_2' = \frac{g_1^2}{2g_2 (g_1 - \omega^2)} - \frac{g_2}{2}
\]  
(B-6)

in which \( g_1 = g_{\tau 1} \), \( g_2 = g_{\tau 2} \), \( \omega = \omega_{\tau} \) \( \tau = 1, 2, \ldots, n \).
Nomenclature for the computer outputs

The following consists of description of terminology encountered in the computer program that may not be self explanatory. Some output statements will not be of any interest to the reader as they are only for program control and debugging purposes. Hence, no explanation is given for them.

* Reduced principal efficiency components NP is the number of efficiency states considered, \( n_c = 1, 2, \ldots, NP \).

* Structural natural frequencies for the evaluation model are ordered in increasing order. The first \( n \) are in the control design model in increasing order, the rest are in the truncated model in increasing order. NE is the evaluation model order. N is the controlled structural modes.

* Init. Gen. Displacement and Init. Gen. Velocity are \( q(t_0) \) and \( \dot{q}(t_0) \) for the evaluation model.

* \( S^* \) is \( S^* \), SM is \( S^M \) and SR is \( S^R \).

* Principal Components Analysis of efficiency is efficiency modes analysis.
* PO is the nₚ dimensional efficiency states initial conditions cᵢ. CE is squared efficiency coefficients cᵢ², i=1,2,...,NP, Eq. (3.36).

* Characteristic efficiencies are λᵢ in random order. Efficiency vectors are the efficiency components eᵢ, total efficiency is the efficiency (not in percent).

* Eff... Num... Control Cost is x₀Pₓ₀
  Eff... Denom... Control Cost is x₀Pₓ₀
  Numerator/Denominator Component cost is (x₀Pₓ)ᵢⱼ, j=1,2,...,n for each structural mode.

* Unordered...Comp Eff (Num. comp. Costs/Denom) is (x₀Pₓ)ᵢⱼ/x₀Pₓ₀.

* Unordered Comp...Efficiencies is Equation (4.16).

* Method 1 is the "coupled efficiencies" cf. Equation (4.16) of structural degrees of freedom.

* Method 2 is the "decoupled efficiencies" of Equation (4.17) of structural degrees of freedom.

* Mode (in modsel) gives in decreasing order coupled efficiencies eⱼ for structural modes. In modsel implies that the modes are designated as labeled in selected modes for control design. For example if 14th
and 31st modes are selected for control in mods1 they are designated as the first and 2nd selected modes, respectively.

* NPth order efficiency (ENP) indicates that efficiencies are computed via Eq. (4.20) - (4.22) by considering NP efficiency components.

* Block-diag numerator and denominator Comp. costs are side by side $n_j$ and $d_j$ in Eq. (4.17). Each row corresponds to a $j$-th structural mode.

* Block-diag. eff...Num/Denom...Control cost is the numerator/denominator of Eq. (4.19). Unordered comp. efficiencies is Eq. (4.17) for each $j$.

* Block-diag..Comp..Eff.. is $e_j$ in Eq. (4.17) in decreasing order for the modes in selected modes.

* NPth order block-diag. efficiency ENP is Eq. (4.19).
EXAMPLES 3.1 & 3.4

A.5.6. STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER = 2

THE CONTROL DESIGN MODEL ORDER M = 2
NUMBER OF INPUTS M = 1
NUMBER OF RESIDUAL MODES N = 10
ORDER JF REDUCED PRINCIPAL EFFICIENCY COMPONENTS N = 4
NUMBER OF OUTPUTS M = 3

NONUM (APPLIES ONLY IF NONALLOCATED OUTPUTS ARE DESIRED, OTHERWISE A DUMMY PARAMETER) = 1

FIT FOR T T E E T

-------- IN ROUTINE MANAAL--------
SELECTED MODES: 11 12

SELECTED ACTUATORS:
-------- IN ROUTINE MATOR--------
-------- IN ROUTINE RCON--------

STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL

12.24477230e+01
12.69310e+01
1.7420162598
1.067171077
2.3973652+02
2.977385252
3.398212537
4.204459928
4.662358123
4.755260317
5.53414316
6.255368535

-------- IN ROUTINE OUTPUT--------
-------- IN ROUTINE INIT--------

INIT. GEN. DISPLACEMENT
INIT. GWR VELOCITY

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

---------LINEAR QUADRATIC REGULATOR CONTROL DESIGN--------

OPTIMAL GAIN MATRIX

R=1
-1.37535482E-02 1.41421293E+00 -8.65713811E-01 -1.41283475E+00

CLOSED LOOP EIGENVALUES

<table>
<thead>
<tr>
<th>REAL PART</th>
<th>IMAGINARY PART</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.1024383E+00</td>
<td>-0.1289772E+02</td>
</tr>
<tr>
<td>-0.12244383E+00</td>
<td>-0.1295310E+02</td>
</tr>
<tr>
<td>-0.1753122E+01</td>
<td>-0.1295310E+02</td>
</tr>
<tr>
<td>-0.1753122E+01</td>
<td>-0.1295310E+02</td>
</tr>
</tbody>
</table>

RILLIATI MATRIX

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.49999</td>
<td>2.33574</td>
<td>3.477907</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1.49999</td>
<td>9.78433</td>
<td>-5.75856</td>
<td>.019071</td>
</tr>
<tr>
<td></td>
<td>2.33574</td>
<td>-5.75856</td>
<td>-5.47595</td>
<td>.490051</td>
</tr>
<tr>
<td></td>
<td>3.477907</td>
<td>.019071</td>
<td>-.490051</td>
<td>.97719362</td>
</tr>
</tbody>
</table>

---------LINEAR CLEIGP--------

COMPLEX CLOSED-LOOP EIGENVALUES

-1.0244383E+00 | -1.0244383E-02
-1.0244383E+00 | -1.0244383E-02
-1.1753122E+01 | -1.1295310E+02
-1.1753122E+01 | -1.1295310E+02

---------LINEAR EIGENVALUES--------

DAMPING RATIOS OF CONTROLLED MODES

DAMPING RATIOS: .0009502 .0013599
IN ROUTINE FOR EFFICIENCY COMPUTATIONS

INITIAL MODEL STATE VECTOR:
-30333756.0  .3033375600  9111111100  9999999990

PERCENT EFFICIENCIES
---------------------
EFFICIENCY COEFFICIENT:
.3330000000  .3330000000
GLOBAL EFFICIENCY:
.1996403600
RELATIVE MODEL EFFICIENCY:
.4310928401

---GLOBALLY MINIMUM COST SR---: .2916747601
---MODEL COST SR---: .6860378002
---REAL COST SR---: .1567543804

GLOBAL SPILLOVER QUOTIENT: .5204443803

RELATIVE MODEL SPILLOVER QUOTIENT: .9567891800
---------IN ROUTINE SIMDAT--------
IN ROUTINE RESMIN
---------IN ROUTINE MODEFF--------
PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL EFFICIENCY

PO

1  39.507655
2  .471874
3  7.55986
4  .023733

C E
CHARTERISTIC EFFICIENCIES

1
1  .44333
2  .91460
3  .52812
4  .60800

EFFICIENCY VECTOR

1
1  .001239
2  .000328
3  .000000
4  .000000

TOTAL EFFICIENCY = .00164

GLB... EFF...MODAL MATRIX T

1  2  3  4
1  -.000001  .962152  .000000  -.000264
2  .000328  .002715  -.000016  .640254
3  .002058  .000001  .000880  .000001
4  -.011361  -.000007  .244648  .000220

------- IN ROUTINE ENCMOD -------

ERR...NUM...CONTROL COST: .271875E+01
ERR...DENOM...CONTROL COST: .1587665E+04

EFFICIENCY CHECK AFTER DECOMPL.: .183941E-02

NUMERATOR COMPONENT COSTS:
1.937236E+00  1.921528E+01

DENOMINATOR COMPONENT COSTS:
METHOD 1: INTERACTING CONTRIBUTIONS TO THE NP
EFF...NUMER. COMPONENTS, IN DECREASING ORDER:

MODE (MODEL) COMP...EFF...
2 .151059E-02
1 .327879E-03

NP TH ORDER EFFICIENCY EXP: .183441E-02

BLOCK-DIAG NUMERATOR & DENOMINATOR COMP. COSTS:
.997230E+00 .237831E+02
.192152E+01 .156356E+04

BLOCK-DIAG.EFF...NUM...CTRL COST : .291872E+01
BLOCK-DIAG.EFF...DENOM...CTRL COST : .158740E+04

UNORDERED COMP..EFFICIENCIES : .430907E-01 .122846E-02

METHOD 2: BLOCK-DIAGONAL CONTRIBUTIONS TO
NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

MODE (MODEL) BLOCK-DIAG...COMP..EFF...
1 .420007E-01
2 .122886E-02

NP TH ORDER BLOCK-DIAG..EFFICIENCY EXP : .183870E-02

-------- IN ROUTING MODE: EFF...---------
PRINCIPAL COMPONENTS ANALYSIS OF RELATIVE EFFICIENCY

PJ

1 23.631333
2 -3.257025
3 2.120231
4 -1.378122
**Characteristic Efficiencies**

1

1

-0.4321

2

-0.4321

3

-0.4321

4

-0.4321

**Efficiency Vector**

1

1

0.042748

2

0.000239

3

0.000122

4

0.000032

Total Efficiency = 0.4321

**Relative Model Matrix T**

1

1

-0.020245

-0.019321

-0.051999

-0.003089

2

-0.020784

-0.035473

-0.032322

-0.038922

3

0.023194

-0.000811

-0.003478

-0.000841

4

0.325028

0.250821

-0.081403

-0.001723

-----IN ROUTINE EMOSL----------

Eff..Num..Control Cost: 6850385 E+02

Eff..Deng..Control Cost: 15876 E+04

Efficiency Check after Decomp.: 6342169 E-01

**Nominate Component Costs:**

1.03137 E+31

6.75724 E+32
Denominator Component costs

\[ .13086E+02 \quad .13374E+02 \]
\[ UNORDERED..C..# EFF(NUC..COMP..COSTS)/2447M..) : \]
\[ .64913E-03 \quad .42513E-03 \]
\[ UNORDERED COMP..EFFICIENCIES : \quad .64913E-03 \quad .64913E-03 \]

Method I: Interacting contributions to the NP
efficiency components, in decreasing order:

MODE (IN MODEL) CEXP..EFF...
2 \quad .42513E-03
3 \quad .49613E-03
NP TH CRSR EFFICIENCY EMP : .432109E-01

BLOCK-DIAG NURM. AND DENOM. COMPONENT COSTS:

\[ .10239E+01 \quad .10239E+01 \]
\[ .64913E+02 \quad .64913E+02 \]
\[ BLOCK-DIAG..EFF...NUM...CONTROL COST : .64913E+02 \]
\[ BLOCK-DIAG..EFF...DENOM...CONTROL COST : .158740E+04 \]
\[ UNORDERED COMP..EFFICIENCIES : .432109E-01 \quad .432109E-01 \]

Method 2: Block-diagonal contributions to
NP efficiency components in decreasing order:

MODE (IN MODEL) BLOCK-DIAG..COMP..EFF...
1 \quad .432109E-01
2 \quad .432109E-01
NP TH CRSR BLOCK-DIAG..EFFICIENCY EMP : .64913E+02
19.07.47.YELL, CE, N1701-3, 0.312145.
EXAMPLE 3.2

ADAPTIVE STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER NE = 12
THE CONTROL DESIGN MODEL ORDER NC = 6
NUMBER OF INPUTS NR = 2
NUMBER OF RESIDUAL MODES NR = 10
ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS N = 4
NUMBER OF OUTPUTS NO = 3
MJDUM (APPLIES ONLY IF NONCOLLIGATED OUTPUTS ARE DESIRED, OTHERWISE A DUMMY PARAMETER) = 1

F T F F
t F F t F
---------- IN ROUTINE MODAL----------
SELECTED MODES: 11 12

SELECTED ACTUATORS: 3 4
---------- IN ROUTINE MATRO----------
---------- IN ROUTINE REDO----------
STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL
10.2847720461
12.9051041170
1.3420325253
1.6647171077
2.8905262402
2.9873660523
3.3982125302
4.2044559928
4.5620681235
4.7552033174
8.5394143134
9.2505565555
---------- IN ROUTINE OUTPUT----------
---------- IN ROUTINE ENST----------

INIT. GEN. DISPLACEMENT
INIT. GEN. VELOCITY

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.12307</td>
<td>0.00000</td>
<td>0.00000</td>
<td>1.02305</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
</tbody>
</table>

---IN ROUTINE USECP----

-----LINEAR QUADRATIC REGULATOR CONTROL DESIGN-----

OPTIMAL Gain MATRIX

ROW 1
-2.31376757E-02 -1.00483438E+00 7.70322341E-01 6.6398174E-01

ROW 2
-9.93476376E-03 9.95571342E-01 -7.69564199E-01 -1.245054215E+00

CLOSED LOOP EIGENVALUES

REAL PART  IMAGINARY PART
-1.4549753E+00 -1.1028772E+02
-1.14549753E+00 +1.094772E+02
-1.9393737E-01 -1.19205104E+02
-1.1983737E-01 +1.29205134E+02

RICCATI MATRIX

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>727.327487</td>
<td>4.999960</td>
<td>2.541121</td>
</tr>
<tr>
<td>2</td>
<td>4.999960</td>
<td>5.875891</td>
<td>5.212672</td>
</tr>
<tr>
<td>3</td>
<td>2.541121</td>
<td>5.325721</td>
<td>5.212672</td>
</tr>
<tr>
<td>4</td>
<td>3.319765</td>
<td>0.025225</td>
<td>4.954410</td>
</tr>
</tbody>
</table>

---IN ROUTINE CLIGP-----

COMPLEX CLOSED-LOOP EIGENVALUES
-1.4549753E+00 -1.1028772E+02
-1.14549753E+00 +1.094772E+02
-1.9393737E-01 -1.19205104E+02
-1.1983737E-01 +1.29205134E+02

---IN ROUTINE EFFCNY-----

DAMPING RATIO OF CONTROLLED MODES
DAMPING RATIOS: 0.034185 0.0015372

IN ROUTINE FOR EFFICIENCY COMPUTATIONS

INITIAL MODEL STATE VECTOR:
-6.303373E+00 0.000000E+00 0.8117595E+00 0.000000E+00

PERCENT EFFICIENCIES

-----------------------
EFFICIENCY COEFFICIENT:
0.306345E+01

GLOBAL EFFICIENCY
0.2575549E+00

RELATIVE MODEL EFFICIENCY:
0.7894486E+01

---GLOBALY MINIMUM COST SR---: 0.3593351E+01

---MODEL COST SR---: 0.1101502E+03

---REAL COST SR---: 0.1395297E+04

GLOBAL SPILLOVER QUOTIENT: 0.3576431E+03

RELATIVE MODEL SPILLOVER QUOTIENT: 0.3210555E+00

-----IN ROUTINE SIMDAT-------

-----IN ROUTINE RESSIM-------

PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL EFFICIENCY

P3

1  37.0510356
2  -2.3073735
3  2.26034
4  0.013155
CHARACTERISTIC EFFICIENCIES

1
1 0.301573
2 0.041976
3 0.013797
4 0.084726

EFFICIENCY VECTOR

1
1 0.001555
2 0.001015
3 0.000006
4 0.000000

TOTAL EFFICIENCY = 0.00252

GLOBAL EFF-MODAL MATRIX T

1 2 3 4
1 -0.000002 0.074198 0.000000 -0.000328
2 0.000000 0.003377 -0.000022 0.763098
3 0.021824 0.000024 0.001331 0.000002
4 -0.017179 -0.000019 0.241616 0.000343

------- IN ROUTINE EMODSEL -------
EFF...NUM...CONTROL COST : 3593353E+01
EFF...NUM...CONTROL COST : 1399298E+04
EFFICIENCY CHECK AFTER DECOMP.: 4793353E+02

UMAIRATOR COMPONENT COSTS:
1.44568E+01 2.17579E+01
EXAMINATOR COMPONENT COSTS:
METHOD 1: INTERACTING CONTRIBUTIONS TO THE NP EFF. NUMER. COMPONENTS, IN DECREASING ORDER:

MC DEC(MODEL) COMP..EFF...
2 2037215E-02
1 257535E-02
NP TM ORDER EFFICIENCY ENP : 257535E-02

BLOCK-DIAG NUMERATOR & DENOMINATOR COMP. COSTS:
1 1556E+01 165132E+02
1 21767E-01 137825E-04
BLOCK-DIAEFF...NUM...CONTROL COST : 359335E+01
BLOCK-DIAG.EFF...DENOM...CONTROL COST : 139496E+04
UNORDERED COMP..EFFICIENCIES : 8 7567E-01 157939E-02

METHOD 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

MC DEC(MODEL) BLOCK-DIA..COMP..EFF...
1 867547E-01
2 157939E-02
NP TM ORDER BLOCK-DIAG.EFFICIENCY ENP : 257535E-02
---------- IN ROUTINE #MODEFF----------
PRINCIPAL COMPONENTS ANALYSIS OF RELATIVE EFFICIENCY

.319343526
2 4.193113
3 2.19877
4 1.32393
### Characteristic Efficiencies

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.07893</td>
<td>0.07893</td>
<td>0.07893</td>
<td>0.07893</td>
</tr>
<tr>
<td>2</td>
<td>0.08133</td>
<td>0.08133</td>
<td>0.08133</td>
<td>0.08133</td>
</tr>
<tr>
<td>3</td>
<td>0.07893</td>
<td>0.07893</td>
<td>0.07893</td>
<td>0.07893</td>
</tr>
<tr>
<td>4</td>
<td>0.08133</td>
<td>0.08133</td>
<td>0.08133</td>
<td>0.08133</td>
</tr>
</tbody>
</table>

### Efficiency Vector

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.07734</td>
<td>0.00137</td>
<td>0.00082</td>
</tr>
<tr>
<td>2</td>
<td>0.07734</td>
<td>0.00137</td>
<td>0.00082</td>
</tr>
<tr>
<td>3</td>
<td>0.07734</td>
<td>0.00137</td>
<td>0.00082</td>
</tr>
<tr>
<td>4</td>
<td>0.07734</td>
<td>0.00137</td>
<td>0.00082</td>
</tr>
</tbody>
</table>

**Total Efficiency =** 0.07894

### Relative Modal Matrix T

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00507</td>
<td>0.00507</td>
<td>0.00507</td>
</tr>
<tr>
<td>2</td>
<td>0.01723</td>
<td>0.01723</td>
<td>0.01723</td>
</tr>
<tr>
<td>3</td>
<td>0.02181</td>
<td>0.02181</td>
<td>0.02181</td>
</tr>
<tr>
<td>4</td>
<td>0.01765</td>
<td>0.01765</td>
<td>0.01765</td>
</tr>
</tbody>
</table>

---

**Eff. Num. Control Cost:** 1.1035E+03
**Eff. Jcgm Control Cost:** 1.1035E+04
**Efficiency Check After Decr.:** 0.769455E+01

**Generator Component Costs:**

- 1.54562E+01
- 0.10598E+03
Denominator Component Costs

METHOD 1: INTERACTING CONTRIBUTIONS TO THE NP EFF. NUMER. COMPONENTS, IN DECREASING ORDER:

MODE (IN MIDS) COMP. EFF.
2 .99365E-03
1 .99365E-03
NP TN ORDER EFFICIENCY END: .76945E-01

BLOCK-DIAG NUMERATOR & DENOMINATOR COMP. COSTS:

.14345E+01 .157132E+02
.10839E+03 .137823E+04

BLOCK-DIAG EFF...NUM...CONTROL COST : .110120E+03
BLOCK-DIAG EFF...DENOM...CONTROL COST : .139496E+04
UNORDERED COMP. EFFICIENCIES : .861310E-01 .798541E-01

METHOD 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

MODE (IN MIDS) BLOCK-DIAG...COMP. EFF...
1 .861310E-01
2 .783941E-01
NP TN ORDER BLOCK-DIAG. EFFICIENCY END: .789413E-01
15.03.34. UCLP, C9. M731943, 0.512KLS.
EXAMPLES 3.3 & 3.6

ACROSS-4 STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER N = 12

THE CONTROL DESIGN MODEL ORDER N = 2

NUMBER OF INPUTS M = 4

NUMBER OF RESIDUAL MODES NR = 10

ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS MP = 4

NUMBER OF OUTPUTS NM = 3

NIDONLYAPPLIESONLYIFNONCOLLOCATEDOUTPUTSAREDESIRED, OTHERWISE A DUMMY PARAMETER) = 1

F T F
Y T F F
T F T F T
--------IN ROUTINE MANAL--------
SELECTED MODES: 11 12

SELECTED ACTUATORS: 1 2 3 4
--------IN ROUTINE NACTOR--------
--------IN ROUTINE REDU--------
STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL

10.2847270461
12.9051041170
1.3622152509
1.6647171077
2.8306962492
2.9573860520
3.39682128302
4.2044659928
4.6620561238
4.7952623170
8.5394143164
9.2505365355
--------IN ROUTINE OUTPUT--------
--------IN ROUTINE INIT--------

INIT. GEN. DISPLACEMENT
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

**INIT. GEN. VELOCITY**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

-------- IN ROUTINE CONTROL --------

-------- IN ROUTINE USAGE --------

-------- LINEAR QUADRATIC REGULATOR CONTROL DESIGN --------

**OPTIMAL GAIN MATRIX**

**ROW 1**

-2.47289717E-01  9.32869282E-01  -1.14545814E+00  -9.80532237E+01

**ROW 2**

-2.47289688E-01  9.32869284E-01  -1.14550759E+00  -9.80541789E-01

**ROW 3**

-3.14605526E-02  -5.55576535E-01  7.29311982E-01  1.07580161E-01

**ROW 4**

-5.40347183E+00  5.50239640E-01  -7.28636431E-01  -2.08286834E-01

**CLOSED LOOP EIGENVALUES**

<table>
<thead>
<tr>
<th>REAL PART</th>
<th>IMAGINARY PART</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2.4383437E+00</td>
<td>-1.028+814E+02</td>
</tr>
<tr>
<td>-2.0393437E+00</td>
<td>-1.023+814E+02</td>
</tr>
<tr>
<td>-1.151154E+00</td>
<td>-1.2905056E+02</td>
</tr>
<tr>
<td>-1.151154E+00</td>
<td>-1.2905056E+02</td>
</tr>
</tbody>
</table>

**RICCATI MATRIX**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>402.27524</td>
<td>-494417</td>
<td>6.04754</td>
<td>3.137735</td>
</tr>
<tr>
<td>2</td>
<td>-494417</td>
<td>3.806832</td>
<td>-9.34317</td>
<td>-6.052410</td>
</tr>
<tr>
<td>3</td>
<td>6.04754</td>
<td>-1.945517</td>
<td>-3.945517</td>
<td>-6.98831</td>
</tr>
<tr>
<td>4</td>
<td>3.137735</td>
<td>0.052610</td>
<td>-4.68931</td>
<td>-8.711809</td>
</tr>
</tbody>
</table>

-------- IN ROUTINE CLEISP --------

**COMPLEX CLOSED-LOOP EIGENVALUES**

-2.638344E+00  -1.023+814E+02
-2.638344E+00  -1.023+814E+02
-1.151154E+00  -1.2905056E-02
-1.151154E+00  -1.2905056E-02
IN ROUTINE EFFICENCY

DAMPING RATIO OF CONTROLLED NODES

DAMPING RATIOS: 0.025644 0.0049197

IN ROUTINE FOR EFFICIENCY COMPUTATION

INITIAL MODAL STATE VECTOR:

-0.303373E+00 0.000000E+00 0.611159E+00 0.000000E+00

PERCENT EFFICIENCIES

EFFICIENCY COEFFICIENT:

0.461091E+01

GLOBAL EFFICIENCY

0.520197E+01

RELATIVE MODEL EFFICIENCY:

0.2833527E+02

--- GLOBALLY MINIMUM COST S----: 0.152000E+02

--- MODAL COST S----: 0.701926E+02

--- REAL COST S----: 0.2461517E+03

GLOBAL SPILLOVER QUOTIENT: 0.1151325E+02

RELATIVE MODEL SPILLOVER QUOTIENT: 0.7140373E+00

--- IN ROUTINE SIMDAT---

--- IN ROUTINE RESIM---

--- IN ROUTINE MODERF---

PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL EFFICIENCY

PO

1  19.173344
2  2.0916143
3  1.542498
4  0.707205
C E

1  .952257
2  .036489
3  .011025
4  .002940

CHARACTERISTIC EFFICIENCIES

1  .053702
2  .280174
3  .053603
4  .280139

EFFICIENCY VECTOR

1  .051138
2  .008719
3  .000570
4  .000572

TOTAL EFFICIENCY =  .06202

SLAB.. EFF..MODAL MATRIX T

1  2  3  4
1 -.000187  .097364  .000011  -.023426
2 -.000133  .241019  -.002220  .001862
3 .003617  .000519  .005663  -.000023
4 .073854  .000645  .679223  .007642

------IN ROUTINE DMOSEL------
EFF..NUM..CONTROL COST =  .1520452+32
EFF..DENOM..CONTROL COST =  .251126+33
EFFICIENCY CHECK AFTER DECOMP.:  .520197E-03

OPERATOR COMPONENT COSTS:
  .257061E+01  .126345E+02
Denominator Component costs

```
... 2.19314e+01  2.33835e+00  2.15489e+01  2.23345e+01
JACOBS: COMP EFFECTS([NUM,CMP,COSTS]/JEN4):  1
  1.0  1.0  0.9  0.8
UNORDERED COMP..EFFICIENCIES:  5.565945E-01  5.565945E-01
```
CHARACTERISTIC EFFICIENCIES

1  263878
2  323446
3  323460
4  284287

EFFICIENCY VECTOR

1  286241
2  013801
3  003205
4  002715

TOTAL EFFICIENCY = 0.28596

REL. EFF. MODAL MATRIX T

1  000755  099800  -0026-2  007813
2  -004515  -027666  1025133  009083
3  052333  -000330  005164  006122
4  -078934  -053361  -006149  075713

----- IN ROUTINE EMDUEL --------
EFF...NUM...CONTROL COST : 7310+3E+02
EFF...DENM...CONTROL COST : 2-5125E+03
EFFICIENCY CHECK AFTER DECOMP : 235763E+06

OPERATOR COMPONENT COSTS:
309870E+01  670056E+02
Denominator Component Costs

\[
\begin{align*}
\text{Mode 1: IMPACT ON COMPONENTS, IN DECREASING ORDER:} \\
\text{Model 1: IMPACT ON NUMERATOR & DENOMINATOR COMPONENT COSTS:} \\
\text{BLOCK-DIAJ, NUMERATOR & DENOMINATOR COMPONENT COSTS:} \\
\text{BLOCK-DIAJ, NUMERATOR & DENOMINATOR COMPONENT COSTS:} \\
\end{align*}
\]
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Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

Method 2: BLOCK-DIAGONAL CONTRIBUTIONS TO NP EFFICIENCY COMPONENTS IN DECREASING ORDER:
EXAMPLES 3.4 & 4.2

ACCSS-4 STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER NE = 12
THE CONTROL DESIGN MODEL ORDER N = 8
NUMBER OF INPUTS M = 2
NUMBER OF RESIDUAL MODES NR = 4
ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS MP = 16
NUMBER OF OUTPUTS NM = 3
MODNUM (APPLIES ONLY IF NONCOLLOCATED OUTPUTS ARE DESIRED, OTHERWISE A DUMMY PARAMETER) = 1

F T T F
F T F F
T T F F
T T T F
-----------IN ROUTINE MANAL-----------
SELECTED MODES: 1 2 3 4 5 6 7 8
SELECTED ACTUATORS: 1 2
-----------IN ROUTINE MATOR-----------
-----------IN ROUTINE REO---------
STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL

1.3420152500
1.6647171077
2.3934862402
2.9573960520
3.3982125302
4.2044854921
4.6040681236
4.73526083174
5.3374163164
5.2503565555
10.2377720.61
12.3051041176
-----------IN ROUTINE OUTPUT-----------
-----------IN ROUTINE IFS---------

INIT. GEN. DISPLACEMENT
ACROSS-4 STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER = 12

THE CONTROL DESIGN MODEL ORDER = 8

NUMBER OF INPUTS = 2

NUMBER OF RESIDUAL MODES = 4

ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS = NP = 16

NUMBER OF OUTPUTS = 3

NJNUM (APPLIES ONLY IF NONCOLOCATED OUTPUTS ARE DESIRED; OTHERWISE A DUMMY PARAMETER) = 1

FTFPT
T F F P T
--------- IN ROUTINE NATURAL ---------
SELECTED MODES: 1 2 3 4 5 6 7 8

SELECTED ACTUATORS: 1 2
--------- IN ROUTINE MATCHING ---------
--------- IN ROUTINE REDUCTION ---------

STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL

1.1341512508
1.16647211077
2.2906952402
2.9573960520
3.3982125302
4.2044559228
4.350081235
4.7382603174
5.1377143164
5.9320565955
10.384772051
11.7951741176
--------- IN ROUTINE OUTPUT ---------
--------- IN ROUTINE INSTR ---------

INIT. GEN. DISPLACEMENT
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>1.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

**INIT. SEL. VELOCITY**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

-------- IN ROUTINE CONTROL --------

-------- IN ROUTINE USEFUL --------

**LINEAR QUADRATIC REGULATOR CONTROL DESIGN**

**OPTIMAL GAIN MATRIX**

**RG# 1**

<table>
<thead>
<tr>
<th></th>
<th>-1.7243087E-01</th>
<th>9.91935915E-01</th>
<th>2.35914776E-01</th>
<th>-9.89979028E-01</th>
<th>1.32255370E+00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.04153965E-01</td>
<td>9.91393943E-01</td>
<td>3.20262298E+00</td>
<td>7.27390439E-01</td>
<td>1.65791205E+00</td>
</tr>
<tr>
<td></td>
<td>9.36863760E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**RG# 2**

<table>
<thead>
<tr>
<th></th>
<th>-1.72290057E-01</th>
<th>9.91527997E-01</th>
<th>2.35996323E-01</th>
<th>-9.89459196E-01</th>
<th>1.32543599E+00</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8.07680049E-01</td>
<td>9.91323482E-01</td>
<td>3.20044339E+00</td>
<td>-7.26454237E-01</td>
<td>1.66122815E+00</td>
</tr>
<tr>
<td></td>
<td>9.37563818E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**CLOSED LOOP EIGENVALUES**

**REAL PART**

| -.34988270E+00 | -.33975522E+01 |
| -.34988270E+00 | -.33975522E+01 |
| -.24295256E+00 | -.29595292E+01 |
| -.24295256E+00 | -.29595292E+01 |
| -.28383935E+00 | -.42031980E+01 |
| -.28383935E+00 | -.42031980E+01 |
| -.67369328E-01 | -.16648220E+01 |
| -.67369328E-01 | -.16648220E+01 |
| -.43061084E-01 | -.13420445E+01 |
| -.43061084E-01 | -.13420445E+01 |
| -.66365350E+01 | -.47560130E+01 |
| -.66365350E+01 | -.47560130E+01 |
| -.37815403E-01 | -.28416000E+01 |
| -.37815403E-01 | -.28416000E+01 |
| -.48760707E-01 | -.46610355E+01 |
| -.48760707E-01 | -.46610355E+01 |

**IMAGINARY PART**

<p>| -.33975522E+01 | -.28383935E+00 |
| -.33975522E+01 | -.28383935E+00 |
| -.29595292E+01 | -.28383935E+00 |
| -.29595292E+01 | -.28383935E+00 |
| -.42031980E+01 | -.28383935E+00 |
| -.42031980E+01 | -.28383935E+00 |
| -.16648220E+01 | -.28383935E+00 |
| -.16648220E+01 | -.28383935E+00 |
| -.13420445E+01 | -.28383935E+00 |
| -.13420445E+01 | -.28383935E+00 |
| -.47560130E+01 | -.28383935E+00 |
| -.47560130E+01 | -.28383935E+00 |
| -.28416000E+01 | -.28383935E+00 |
| -.28416000E+01 | -.28383935E+00 |
| -.46610355E+01 | -.28383935E+00 |
| -.46610355E+01 | -.28383935E+00 |</p>
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.137777</td>
<td>.43550</td>
<td>.90049</td>
<td>.900390</td>
<td>.900613</td>
<td>-.000222</td>
<td>-.255526</td>
<td>-.527857</td>
<td>.000213</td>
<td>.000011</td>
<td>-.55484</td>
<td>-.203258</td>
</tr>
<tr>
<td>2</td>
<td>.985642</td>
<td>.375947</td>
<td>-.003227</td>
<td>.360330</td>
<td>.884962</td>
<td>.44423</td>
<td>2.498013</td>
<td>.048265</td>
<td>-.000195</td>
<td>.000032</td>
<td>.2.149722</td>
<td>-.122322</td>
</tr>
<tr>
<td>3</td>
<td>1.515723</td>
<td>-.311125</td>
<td>-.000549</td>
<td>.002123</td>
<td>.002649</td>
<td>.000120</td>
<td>.41.163321</td>
<td>.693120</td>
<td>.963541</td>
<td>.963541</td>
<td>.963541</td>
<td>.963541</td>
</tr>
<tr>
<td>4</td>
<td>.003831</td>
<td>.300165</td>
<td>.95791</td>
<td>.15.90356</td>
<td>.2.145113</td>
<td>.354237</td>
<td>-.00119</td>
<td>.000197</td>
<td>2.653033</td>
<td>-.160672</td>
<td>.4.0113</td>
<td>.000113</td>
</tr>
<tr>
<td>5</td>
<td>.003811</td>
<td>.002037</td>
<td>.673045</td>
<td>2.78515228</td>
<td>.5.53332</td>
<td>.290217</td>
<td>.054713</td>
<td>-.005034</td>
<td>11.702825</td>
<td>-.4.213343</td>
<td>.000767</td>
<td>-.002619</td>
</tr>
<tr>
<td>6</td>
<td>.000248</td>
<td>.000541</td>
<td>.5.665333</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
<td>.693033</td>
</tr>
<tr>
<td>7</td>
<td>.000179</td>
<td>.000557</td>
<td>.2.334400</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
<td>.3.81024</td>
</tr>
<tr>
<td>8</td>
<td>.255626</td>
<td>.2.493013</td>
<td>.000049</td>
<td>-.000126</td>
<td>-.958713</td>
<td>.005373</td>
<td>31.665083</td>
<td>.406657</td>
<td>.000663</td>
<td>.000162</td>
<td>-.2.814926</td>
<td>-.1.947232</td>
</tr>
<tr>
<td>9</td>
<td>.511316</td>
<td>.044003</td>
<td>.000154</td>
<td>.000177</td>
<td>.527857</td>
<td>.044255</td>
<td>.000443</td>
<td>-.000191</td>
<td>-.002007</td>
<td>5.985477</td>
<td>-.4.00358</td>
<td>-.00059</td>
</tr>
<tr>
<td>10</td>
<td>.000220</td>
<td>-.000397</td>
<td>.312621</td>
<td>2.535633</td>
<td>11.702825</td>
<td>0.597387</td>
<td>.00653</td>
<td>-.002007</td>
<td>5.985477</td>
<td>-.4.00358</td>
<td>-.00059</td>
<td>.000202</td>
</tr>
<tr>
<td>11</td>
<td>-.554747</td>
<td>2.197722</td>
<td>-.000101</td>
<td>-.000130</td>
<td>-.958713</td>
<td>.005373</td>
<td>31.665083</td>
<td>.406657</td>
<td>.000663</td>
<td>.000162</td>
<td>-.2.814926</td>
<td>-.1.947232</td>
</tr>
<tr>
<td>12</td>
<td>-.200328</td>
<td>-.122251</td>
<td>-.000020</td>
<td>-.000114</td>
<td>-.304677</td>
<td>.001539</td>
<td>2.899399</td>
<td>.3.79591</td>
<td>-.000399</td>
<td>.000334</td>
<td>.69.464007</td>
<td>.4.00358</td>
</tr>
<tr>
<td>13</td>
<td>.048928</td>
<td>.951997</td>
<td>.000523</td>
<td>-.001089</td>
<td>-.021555</td>
<td>-.000650</td>
<td>.5.113816</td>
<td>2.248116</td>
<td>.000510</td>
<td>.000183</td>
<td>.21.084925</td>
<td>.8.315176</td>
</tr>
<tr>
<td>14</td>
<td>.507972</td>
<td>.2.493013</td>
<td>.000415</td>
<td>.000029</td>
<td>.001528</td>
<td>.000541</td>
<td>.000157</td>
<td>-.004003</td>
<td>.527930</td>
<td>.000105</td>
<td>.000070</td>
<td>-.7.913381</td>
</tr>
<tr>
<td>15</td>
<td>.000215</td>
<td>.000117</td>
<td>.303493</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
<td>.3.792013</td>
</tr>
<tr>
<td>16</td>
<td>.000032</td>
<td>.000128</td>
<td>.219567</td>
<td>.137885</td>
<td>.5.663033</td>
<td>.3.81024</td>
<td>.000177</td>
<td>.00083</td>
<td>2.079657</td>
<td>.216343</td>
<td>.000332</td>
<td>.000552</td>
</tr>
</tbody>
</table>

--- IN EIGENVALUES ---

COMPLEX CLG55D-20P EIGENVALUES

-4.306183E+01  -1.34205E+01
-1.673693E+00  -1.66452E+01
-1.575693E+00  -1.66452E+01
-1.37813E+01  -2.49160E+01
-1.37813E+01  -2.49160E+01
-1.243571E+00  -2.99153E+01
-1.243571E+00  -2.99153E+01

--- IN REAL EIGENVALUES ---

0.000000  0.000000

RELATIVE MODEL SPILLOVER QUOTIENT: 4.74271400

IN ROUTINE SIMPAS------
IN ROUTINE RESOR----
IN ROUTINE MODF------
PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL EFFICIENCY

PO

| 1 | -1.12136 |
| 2 | -0.906539 |
| 3 | 1.1254155 |
| 4 | 3.119652 |
| 5 | 1.307009 |
| 6 | -1.826597 |
| 7 | -0.924129 |
| 8 | -1.673321 |
| 9 | -0.911-84 |
| 10 | -0.384204 |
| 11 | 3.40802 |
| 12 | -3.15591 |
| 13 | -1.38591 |
| 14 | -2.407356 |
| 15 | -0.21123 |
| 16 | -0.99661 |

CE

| 1 | 0.08744 |
| 2 | 0.032419 |
| 3 | 0.07960 |
| 4 | 0.52652 |
| 5 | 0.04738 |
| 6 | 0.16767 |
| 7 | 0.04282 |
| 8 | 0.002815 |
| 9 | 0.023437 |
| 10 | 0.007449 |
| 11 | 0.05823 |
| 12 | 0.0497 |
| 13 | 0.03267 |
| 14 | 0.002913 |
| 15 | 0.00022 |
| 16 | 0.00000 |

CHARACTERISTIC EFFICIENCIES
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.37485</td>
<td>.53752</td>
<td>.35552</td>
<td>.30302</td>
<td>.36714</td>
<td>.36471</td>
<td>.21107</td>
<td>.51372</td>
<td>.30380</td>
<td>.31935</td>
<td>.31908</td>
<td>.31537</td>
</tr>
<tr>
<td>2</td>
<td>.03283</td>
<td>.02123</td>
<td>.02033</td>
<td>.00546</td>
<td>.00172</td>
<td>.00117</td>
<td>.00061</td>
<td>.00041</td>
<td>.00028</td>
<td>.00022</td>
<td>.00016</td>
<td>.00009</td>
</tr>
<tr>
<td>3</td>
<td>.00202</td>
<td>.00492</td>
<td>.00024</td>
<td>.00003</td>
<td>.00001</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>4</td>
<td>.07073</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
<td>.07774</td>
</tr>
<tr>
<td>5</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
<td>.26055</td>
</tr>
</tbody>
</table>

**EFFICIENCY VECTOR**

TOTAL EFFICIENCY = .08408

**ILB.. EFG.. MODAL MATRIX T**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-.00239</td>
<td>.00000</td>
<td>-.00002</td>
<td>-.00002</td>
<td>-.00002</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>2</td>
<td>-.00473</td>
<td>.00000</td>
<td>-.00002</td>
<td>-.00002</td>
<td>-.00002</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>3</td>
<td>-.03243</td>
<td>.00000</td>
<td>-.00002</td>
<td>-.00002</td>
<td>-.00002</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>4</td>
<td>-.00000</td>
<td>-.00000</td>
<td>-.00002</td>
<td>-.00002</td>
<td>-.00002</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

13 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 | .31373 |
14 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 | .61467 |
15 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 |
16 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 | .00000 |
**Method:** Block diagonal contributions to NP efficiency components in decreasing order:

<table>
<thead>
<tr>
<th>Component</th>
<th>Efficiency Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2.971157</td>
</tr>
<tr>
<td>2</td>
<td>-1.026130</td>
</tr>
<tr>
<td>1</td>
<td>1.526033</td>
</tr>
<tr>
<td>4</td>
<td>-1.367178</td>
</tr>
<tr>
<td>5</td>
<td>-1.107671</td>
</tr>
<tr>
<td>6</td>
<td>-.500037</td>
</tr>
<tr>
<td>7</td>
<td>-.537530</td>
</tr>
<tr>
<td>8</td>
<td>-.501815</td>
</tr>
<tr>
<td>9</td>
<td>-.362984</td>
</tr>
<tr>
<td>10</td>
<td>-.367271</td>
</tr>
<tr>
<td>11</td>
<td>-.238765</td>
</tr>
<tr>
<td>12</td>
<td>-.237991</td>
</tr>
<tr>
<td>13</td>
<td>-.102992</td>
</tr>
<tr>
<td>14</td>
<td>-.087248</td>
</tr>
<tr>
<td>15</td>
<td>-.071021</td>
</tr>
<tr>
<td>16</td>
<td>-.011489</td>
</tr>
</tbody>
</table>

**CE**

<table>
<thead>
<tr>
<th>Component</th>
<th>Efficiency Component</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.443650</td>
</tr>
<tr>
<td>2</td>
<td>.206322</td>
</tr>
<tr>
<td>3</td>
<td>.117127</td>
</tr>
<tr>
<td>4</td>
<td>.059336</td>
</tr>
<tr>
<td>5</td>
<td>.031951</td>
</tr>
<tr>
<td>6</td>
<td>.027523</td>
</tr>
<tr>
<td>7</td>
<td>.01451</td>
</tr>
<tr>
<td>8</td>
<td>.01255</td>
</tr>
<tr>
<td>9</td>
<td>.00774</td>
</tr>
<tr>
<td>10</td>
<td>.00677</td>
</tr>
</tbody>
</table>
11  .002955
12  .002849
13  .001723
14  .002333
15  .002239
16  .000797

CHARACTERISTIC EFFICIENCIES

1  .542373
2  .540470
3  .540540
4  .597941
5  .597931
6  .597931
7  .597931
8  .540490
9  .540490
10  .540490
11  .540490
12  .540490
13  .540490
14  .540490
15  .540490
16  .597931

EFFICIENCY VECTOR

1  .239795
2  .113515
3  .063300
4  .056874
5  .036873
6  .016549
7  .008682
8  .006645
9  .004306
10  .004054
11  .001713
12  .001702
13  .000331
14  .000207
15  .000137
16  .000020

TOTAL EFFICIENCY = .55257
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.300002</td>
<td>-0.00521</td>
<td>0.03126</td>
<td>-0.00674</td>
<td>-0.00875</td>
<td>-0.00367</td>
<td>0.00001</td>
<td>-0.00000</td>
<td>-0.00325</td>
<td>0.00143</td>
<td>-0.00415</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.310335</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
<td>-0.00022</td>
</tr>
<tr>
<td>3</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
</tr>
<tr>
<td>4</td>
<td>0.341356</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
<td>-0.00027</td>
</tr>
<tr>
<td>5</td>
<td>0.312177</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
<td>0.00000</td>
</tr>
<tr>
<td>6</td>
<td>0.310012</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
</tr>
<tr>
<td>7</td>
<td>0.320012</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
<td>0.00022</td>
</tr>
<tr>
<td>8</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
<td>0.000025</td>
</tr>
<tr>
<td>9</td>
<td>0.310012</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
<td>0.00021</td>
</tr>
<tr>
<td>10</td>
<td>0.300002</td>
<td>-0.00521</td>
<td>0.03126</td>
<td>-0.00674</td>
<td>-0.00875</td>
<td>-0.00367</td>
<td>0.00001</td>
<td>-0.00000</td>
<td>-0.00325</td>
<td>0.00143</td>
<td>-0.00415</td>
<td></td>
</tr>
</tbody>
</table>

**Efficiency Check After Decompo.: .532573E+00**
METHOD 1: INTERACTING CONTRIBUTIONS TO THE NP EFF. NUMER.. COMPONENTS, IN DECREASING ORDER:

MODE(MODEL) COMP...EFF.
  3  .303034E+00
  6  .713257E-01
  4  .326512E-01
  8  .193270E-01
  2  .164470E-01
  7  .157499E-01
  9  .112615E-01
  1  .126618E-01

NP TM ORDER EFFICIENCY EXP:  .552573E+00

BLOCK-DIAI. NUMERATOR & DENOMINATOR COMP. COSTS:
  .231445E-01  .387037E-01
  .336598E+00  .622754E+00
  .772855E+01  .142992E+02
  .610938E+00  .152191E+01
  .433416E-00  .802367E+00
  .136400E+01  .223093E+01
  .258715E+00  .432641E+00
  .371628E+00  .68777E+00

BLOCK-DIAI. EFF...NUM...CONTROL COST :  .111275E+02

BLOCK-DIAI. EFF...DENOM...CONTROL COST :  .201132E+02

UNORDERED COMP...EFFICIENCIES :  .597991E+00  .599490E+00  .597991E+00
UNORDERED COMP...EFFICIENCIES :  .597991E+00  .599490E+00  .597991E+00
UNORDERED COMP...EFFICIENCIES :  .597991E+00  .599490E+00  .597991E+00
EXAMPLE 4.4

ACCOR-4 STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER N= 12
THE CONTROL DESIGN MODEL ORDER N= 9
NUMBER OF INPUTS M= 4
NUMBER OF RESIDUAL MODES NR= 4
ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS NP= 8
NUMBER OF OUTPUTS NM= 3
MIDNUM (APPLIES ONLY IF NONCOLLOCATED OUTPUTS ARE DESIRED, OTHERWISE A DUMMY PARAMETER) = 1
F T T F
T T T F
T F T F T
-------- IN ROUTINE MANAL--------
SELECTED MODES: 1 2 3 4 5 6 7 8
SELECTED ACTUATORS: 1 2 3 4
-------- IN ROUTINE MATOR--------
-------- IN ROUTINE REOR--------
STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL

1.3420152508
1.6647171077
2.8906962402
2.9873860520
3.3982126302
4.2044859928
4.6620681236
4.7566031174
8.5394143164
9.2595565559
10.2887720461
12.9051041170
-------- IN ROUTINE OUTPUT--------
-------- IN ROUTINE INFST--------

INIT. GEN. DISPLACEMENT
### Linear Quadratic Regulator Control Design

**Optimal Gain Matrix**

<table>
<thead>
<tr>
<th>Rcw 1</th>
<th>-7.03248497E-02</th>
<th>6.3248485E-01</th>
<th>4.1560513E-02</th>
<th>-6.6259131E-01</th>
<th>2.7538660E-01</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.35659934E-01</td>
<td>7.30524475E-01</td>
<td>-5.77145560E-01</td>
<td>3.36038895E-02</td>
<td>4.88475737E-01</td>
</tr>
<tr>
<td></td>
<td>2.22104851E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rcw 2</th>
<th>5.78972084E-02</th>
<th>-6.88705489E-01</th>
<th>1.41964677E-01</th>
<th>-6.24042715E-01</th>
<th>-2.72596410E-01</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-8.54696946E-02</td>
<td>-1.33065134E-01</td>
<td>-9.14307036E-01</td>
<td>7.20930533E-02</td>
<td>-9.67704971E-01</td>
</tr>
<tr>
<td></td>
<td>-5.99372083E-01</td>
<td>6.60005496E-01</td>
<td>-1.06271508E+00</td>
<td>-6.3770722E-01</td>
<td>7.32215359E-01</td>
</tr>
<tr>
<td></td>
<td>7.43317951E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rdw 3</th>
<th>1.05030835E-01</th>
<th>-1.00671596E+00</th>
<th>1.36612022E-01</th>
<th>-1.46774704E-01</th>
<th>3.94238316E-01</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-1.32441288E+00</td>
<td>4.96282332E-01</td>
<td>-5.04381642E-02</td>
<td>-1.50021922E-01</td>
<td>1.36677322E-01</td>
</tr>
<tr>
<td></td>
<td>7.97341493E-01</td>
<td>7.06323753E-01</td>
<td>2.72726146E-01</td>
<td>-1.1072125E+00</td>
<td>-1.48453849E+00</td>
</tr>
<tr>
<td></td>
<td>-3.07969555E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rdw 4</th>
<th>2.56983595E-02</th>
<th>-3.24182592E-01</th>
<th>-1.3023492E-01</th>
<th>1.06437273E+00</th>
<th>6.61325594E-02</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.30177173E-01</td>
<td>1.77895962E+00</td>
<td>6.32251335E-02</td>
<td>8.4734016E-02</td>
<td>-3.44260384E-01</td>
</tr>
<tr>
<td></td>
<td>-2.10961246E-01</td>
<td>-6.7917941E+00</td>
<td>1.33113032E-00</td>
<td>-8.56963529E-01</td>
<td>-1.93950941E+00</td>
</tr>
<tr>
<td></td>
<td>-9.89978956E-01</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Closed Loop Eigenvalues**

<table>
<thead>
<tr>
<th>Real Part</th>
<th>Imaginary Part</th>
</tr>
</thead>
<tbody>
<tr>
<td>-3.3673747E+00</td>
<td>-3.3979975E+01</td>
</tr>
<tr>
<td>-3.3673747E+00</td>
<td>-3.3979975E+01</td>
</tr>
<tr>
<td>-4.72356953E+00</td>
<td>-4.7067222E+01</td>
</tr>
<tr>
<td>-4.72356953E+00</td>
<td>-4.7067222E+01</td>
</tr>
<tr>
<td>-2.8965433E+00</td>
<td>-2.9523828E+01</td>
</tr>
<tr>
<td>-2.8965433E+00</td>
<td>-2.9523828E+01</td>
</tr>
<tr>
<td>-4.0439418E+00</td>
<td>-4.2023439E+01</td>
</tr>
<tr>
<td>-4.0439418E+00</td>
<td>-4.2023439E+01</td>
</tr>
<tr>
<td>-1.8793909E+00</td>
<td>-1.8994288E+01</td>
</tr>
<tr>
<td>-1.8793909E+00</td>
<td>-1.8994288E+01</td>
</tr>
<tr>
<td>Objective Function Coefficients</td>
<td>Gradient Elements</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>(1.03755E+00)</td>
<td>(1.46E+00)</td>
</tr>
<tr>
<td>(-1.87315E+00)</td>
<td>(-2.38E+01)</td>
</tr>
<tr>
<td>(-1.47941E+00)</td>
<td>(2.98E+01)</td>
</tr>
<tr>
<td>(-2.48354E+02)</td>
<td>(-2.35239E+01)</td>
</tr>
<tr>
<td>(-2.8954E+00)</td>
<td>(2.95238E+01)</td>
</tr>
<tr>
<td>(-3.6737E+00)</td>
<td>(-3.39799E+01)</td>
</tr>
<tr>
<td>(-3.9737E+00)</td>
<td>(-3.39799E+01)</td>
</tr>
<tr>
<td>(-4.0439E+00)</td>
<td>(-4.2023E+01)</td>
</tr>
<tr>
<td>(-4.4338E+02)</td>
<td>(-4.2023E+01)</td>
</tr>
<tr>
<td>(-4.73569E+00)</td>
<td>(-4.70672E+01)</td>
</tr>
<tr>
<td>(-4.73569E+00)</td>
<td>(-4.70672E+01)</td>
</tr>
<tr>
<td>(-8.669222E-01)</td>
<td>(-4.709709E+01)</td>
</tr>
<tr>
<td>(-8.669222E-01)</td>
<td>(-4.709709E+01)</td>
</tr>
</tbody>
</table>

--- IN ROUTINE EFFVCY -----

**DAMPING RATIO OF CONTROLLED MODES**

**DAMPING RATIOS:**

\(0.87651\)  \(0.662964\)  \(0.684708\)  \(0.973729\)  \(1.074387\)  \(0.957892\)  \(1.004101\)  \(0.313040\)

--- IN ROUTINE FOR EFFICIENCY COMPUTATIONS ---

**INITIAL MODAL STATE VECTOR:**

\[-0.62144E+01\]  \(0.000000E+00\)  \(0.2526036E+00\)  \(0.000000E+00\)  \(0.72451E+00\)  \(0.000000E+00\)
\[-0.3515992E+02\]  \(0.000000E+00\)  \(-0.3244424E+00\)  \(0.000000E+00\)  \(-0.4082741E+00\)  \(0.0009330E-00\)
\[-0.6878861E-01\]  \(0.000000E+00\)  \(-0.9402789E-01\)  \(0.000000E+00\)

**PER CENT EFFICIENCIES**

---

**EFFICIENCY COEFFICIENT:**

\(24.23005E+01\)

**GLOBAL EFFICIENCY**

\(0.707399E+02\)

**RELATIVE MODEL EFFICIENCY:**

\(0.806521E+02\)
---GLOBALLY MINIMUM COST S----: 1.2675399E+01

---MEGAL COST SM----: 1.7015714E+01

---REAL COST S----: 1.8698507E+01

GLOBAL SPILLOVER QUOTIENT: 1.5289885E+00

RELATIVE MODEL SPILLOVER QUOTIENT: 1.1934575E+00

-----IN ROUTINE SIMCAT-------

-----IN ROUTINE RESIM-------

-----IN ROUTINE MDEFF-------

PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL SPILLOVER QUOTIENT

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
<tr>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
<td>16</td>
</tr>
</tbody>
</table>

C E

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
<td>9</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
</tbody>
</table>
### CHARACTERISTIC EFFICIENCIES

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.678933</td>
<td>.703031</td>
<td>.903034</td>
</tr>
<tr>
<td>2</td>
<td>.2915829</td>
<td>.218093</td>
<td>.103911</td>
</tr>
<tr>
<td>3</td>
<td>.294625</td>
<td>.4115031</td>
<td>.660067</td>
</tr>
<tr>
<td>4</td>
<td>18.718426</td>
<td>2.258966</td>
<td>18.247127</td>
</tr>
<tr>
<td>5</td>
<td>18.799000</td>
<td>9.935139</td>
<td>0.003503</td>
</tr>
<tr>
<td>6</td>
<td>0.005061</td>
<td>0.147025</td>
<td>0.142334</td>
</tr>
<tr>
<td>7</td>
<td>0.106050</td>
<td>0.039684</td>
<td>0.035111</td>
</tr>
<tr>
<td>8</td>
<td>0.030436</td>
<td>0.023995</td>
<td>0.019487</td>
</tr>
<tr>
<td>9</td>
<td>0.01473</td>
<td>0.000530</td>
<td>0.004999</td>
</tr>
<tr>
<td>10</td>
<td>0.002547</td>
<td>0.002524</td>
<td>0.001068</td>
</tr>
<tr>
<td>11</td>
<td>0.000112</td>
<td>0.000018</td>
<td>0.62899</td>
</tr>
</tbody>
</table>

### EFFICIENCY VECTOR

<p>| | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.147025</td>
<td>.142334</td>
<td>.106050</td>
</tr>
<tr>
<td>2</td>
<td>.039684</td>
<td>.035111</td>
<td>.030436</td>
</tr>
<tr>
<td>3</td>
<td>.023995</td>
<td>.019487</td>
<td>.01473</td>
</tr>
<tr>
<td>4</td>
<td>0.000530</td>
<td>0.004999</td>
<td>0.002547</td>
</tr>
<tr>
<td>5</td>
<td>0.002524</td>
<td>0.001068</td>
<td>0.000112</td>
</tr>
</tbody>
</table>

**TOTAL EFFICIENCY = 0.62899**

*GLOB..SPG NOCAL MATRIX 7*
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.49353</td>
<td>-0.00126</td>
<td>0.00134</td>
<td>-0.000228</td>
<td>-0.074385</td>
<td>-1.16837</td>
<td>-0.006256</td>
<td>-0.498454</td>
<td>-1.141265</td>
<td>-0.063343</td>
<td>2.482958</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-0.803644</td>
<td>-0.022513</td>
<td>0.000977</td>
<td>0.000638</td>
<td>-0.348292</td>
<td>-1.16837</td>
<td>-0.006256</td>
<td>-0.498454</td>
<td>-1.141265</td>
<td>-0.063343</td>
<td>2.482958</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-0.9084</td>
<td>-0.01695</td>
<td>-0.30130</td>
<td>0.000325</td>
<td>-0.348292</td>
<td>-1.16837</td>
<td>-0.006256</td>
<td>-0.498454</td>
<td>-1.141265</td>
<td>-0.063343</td>
<td>2.482958</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-0.022370</td>
<td>0.001706</td>
<td>0.01593</td>
<td>0.001134</td>
<td>-0.00442</td>
<td>1.179758</td>
<td>-0.005201</td>
<td>1.146013</td>
<td>-0.32774</td>
<td>-0.720929</td>
<td>-0.371459</td>
<td>-0.542490</td>
</tr>
<tr>
<td>5</td>
<td>-0.016599</td>
<td>0.028737</td>
<td>0.002606</td>
<td>-0.01080</td>
<td>-0.025249</td>
<td>-0.351008</td>
<td>-0.075323</td>
<td>-0.053312</td>
<td>-0.029315</td>
<td>0.020844</td>
<td>-0.102351</td>
<td>-0.353883</td>
</tr>
<tr>
<td>6</td>
<td>2.830481</td>
<td>0.007044</td>
<td>0.038494</td>
<td>0.014335</td>
<td>-1.181986</td>
<td>-0.236829</td>
<td>-0.414904</td>
<td>-0.008649</td>
<td>-0.014997</td>
<td>-0.004035</td>
<td>-0.00302</td>
<td>-0.051496</td>
</tr>
<tr>
<td>7</td>
<td>0.539696</td>
<td>-0.593770</td>
<td>-0.066556</td>
<td>-0.167043</td>
<td>-0.001577</td>
<td>-1.28867</td>
<td>-0.143514</td>
<td>-0.056037</td>
<td>-0.005232</td>
<td>1.736413</td>
<td>-0.03774</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-0.031125</td>
<td>1.141427</td>
<td>-0.100122</td>
<td>-0.105135</td>
<td>0.165979</td>
<td>1.30732</td>
<td>0.432429</td>
<td>-0.03493</td>
<td>-0.001594</td>
<td>-0.02237</td>
<td>0.022728</td>
<td>-0.12866</td>
</tr>
<tr>
<td>9</td>
<td>0.007963</td>
<td>1.234597</td>
<td>0.07777</td>
<td>0.007768</td>
<td>-0.377999</td>
<td>1.36539</td>
<td>-0.201651</td>
<td>-0.000236</td>
<td>0.029435</td>
<td>0.003891</td>
<td>-0.091128</td>
<td>0.02159</td>
</tr>
<tr>
<td>10</td>
<td>-0.011570</td>
<td>0.128947</td>
<td>0.007008</td>
<td>-0.02377</td>
<td>-0.499443</td>
<td>1.297443</td>
<td>-0.420253</td>
<td>-0.329629</td>
<td>-0.110535</td>
<td>-0.005424</td>
<td>-0.004049</td>
<td>0.032535</td>
</tr>
<tr>
<td>11</td>
<td>0.001269</td>
<td>-7.75191</td>
<td>-0.29554</td>
<td>0.026546</td>
<td>-0.028211</td>
<td>0.057474</td>
<td>-0.01816</td>
<td>-0.344645</td>
<td>-0.000980</td>
<td>-0.001905</td>
<td>-0.121558</td>
<td>-0.003171</td>
</tr>
<tr>
<td>12</td>
<td>-0.003607</td>
<td>-0.016159</td>
<td>-0.013504</td>
<td>-0.003332</td>
<td>-0.003157</td>
<td>0.005010</td>
<td>-0.007894</td>
<td>-0.005282</td>
<td>-0.067131</td>
<td>-0.014153</td>
<td>-0.003755</td>
<td>-0.000122</td>
</tr>
<tr>
<td>13</td>
<td>-0.001233</td>
<td>-0.019509</td>
<td>0.238872</td>
<td>-0.09614</td>
<td>-0.026973</td>
<td>-0.026973</td>
<td>-0.070707</td>
<td>-0.011354</td>
<td>-0.012439</td>
<td>-0.015978</td>
<td>-0.01129</td>
<td>-1.25642</td>
</tr>
<tr>
<td>14</td>
<td>-0.002376</td>
<td>-0.003942</td>
<td>-0.016038</td>
<td>-0.008995</td>
<td>-0.006474</td>
<td>-0.017534</td>
<td>-0.237295</td>
<td>0.043195</td>
<td>-0.140619</td>
<td>1.210032</td>
<td>-1.25642</td>
<td>-0.017353</td>
</tr>
<tr>
<td>15</td>
<td>0.022967</td>
<td>-0.018657</td>
<td>-0.033822</td>
<td>0.020848</td>
<td>1.932473</td>
<td>-0.33357</td>
<td>-1.40271</td>
<td>0.070907</td>
<td>-0.056477</td>
<td>0.089369</td>
<td>-0.046477</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

--IN ROUTINE END--

**Eff..Num..CONTROL COST:** 168280E+01
**Eff..DENOM..CONTROL COST:** 267540E+01

**Efficiency Check after Decomp.:** 6289988E+00

**Numerator Component Costs:**
-0.351563E-02 -0.123610E+00 0.681596E+00 0.159556E+00 0.232458E+00 0.382476E+00 0.894476E+00 -0.104273E-01

**Denominator Component Costs:**
### MCTC-MCT: BLOCK-DIAGNAL CONTRIBUTIONS TO
### NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

<table>
<thead>
<tr>
<th>Mode (in model)</th>
<th>Block-Diag. Comp. (eff.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.47373E+01</td>
</tr>
<tr>
<td>2</td>
<td>7.48320E+01</td>
</tr>
<tr>
<td>3</td>
<td>5.11281E+01</td>
</tr>
<tr>
<td>4</td>
<td>1.39901E+01</td>
</tr>
<tr>
<td>5</td>
<td>1.06422E+01</td>
</tr>
<tr>
<td>6</td>
<td>1.45181E+01</td>
</tr>
</tbody>
</table>

NP TH ORDER BLOCK-DIAGNAL EFFICIENCY EHP: 8.72678E+01

-- IN ROUTINE EGPJA ------

### GLOBAL FILTERING ------ IN ROUTINE CLEXG ------

**Complex Closed-Loop Eigenvalues**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>-5.72162E-01</td>
<td>-1.35581E+01</td>
</tr>
<tr>
<td>-6.45528E-01</td>
<td>-3.30779E+01</td>
</tr>
<tr>
<td>-6.13739E-02</td>
<td>-4.16477E+01</td>
</tr>
</tbody>
</table>

**Warping Ratio of Controlled Modes**

| Warping Ratios | 0.0424832 | 0.0504470 | 0.0590447 | 0.0947075 | 0.0135116 | 0.001736 | 0.0392604 | 0.0036555 |
IN ROUTINE FOR EFFICIENCY COMPUTATIONS

INITIAL MODAL STATE VECTOR:

\[
\begin{bmatrix}
-1.214115 
-3.714428 
-0.878610 \\
0.000000 
0.000000 
0.000000 \\
-2.526036 
-3.241422 
-1.947789 \\
0.000000 
0.000000 
0.000000 \\
-0.624916 
-0.409241 
-0.000000 \\
0.000000 
0.000000 
0.000000
\end{bmatrix}
\]

PERCENT EFFICIENCIES

---------------------

EFFICIENCY COEFFICIENT:

\[1.789369 \times 10^1\]

GLOBAL EFFICIENCY

\[4.083405 \times 10^2\]

RELATIVE MODEL EFFICIENCY:

\[7.317891 \times 10^2\]

---GLOBALY MINIMUM COST SEE----

\[4.729293 \times 10^1\]

---MODAL COST SEE----

\[8.464813 \times 10^1\]

---REAL COST SEE--

\[1.156735 \times 10^2\]

GLOBAL SPILLOVER QUOTIENT:

\[6.560253 \times 10^0\]

RELATIVE MODEL SPILLOVER QUOTIENT:

\[2.682149 \times 10^0\]

-----IN ROUTINE SIMAT------

IN ROUTINE RESSIM

--------IN ROUTINE MODEFF------

PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL SPILLOVER QUOTIENT

\[
\begin{bmatrix}
1 \\
-1.527428 \\
-1.725428 \\
-0.681463 \\
-0.599971 \\
-0.572446 \\
-0.440027 \\
-0.114073 \\
-0.151691
\end{bmatrix}
\]
**PD**

1
1 -1.950567
2 1.780715
3 -1.493871
4 1.146301
5 -0.379118
6 0.307945
7 0.428973
8 -0.270057
9 0.288056
10 -0.274486
11 0.168407
12 0.105523
13 0.222543
14 -0.097206
15 -0.236711
16 -0.169031

**CE**

1
1 0.340656
2 0.274149
3 0.194091
4 0.117204
5 0.012139
6 0.008358
7 0.015908
8 0.006305
9 0.007175
10 0.006513
11 0.002452
12 0.002817
13 0.004281
14 0.000817
15 0.004554
16 0.002470

**Characteristic Efficiencies**

1
1 0.265735
2 0.243439

---

**PRINCIPAL COMPONENTS ANALYSIS OF RELATIVE SPILOVER QUOTIENT**

---
### EFFICIENCY VECTOR

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.275648</td>
<td>.205576</td>
<td>.607264</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>.066748</td>
<td>.303674</td>
<td>.031249</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>.005136</td>
<td>.004978</td>
<td>.004686</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>.002704</td>
<td>.002196</td>
<td>.001634</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>.001219</td>
<td>.001182</td>
<td>.000353</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>.000010</td>
<td>.000006</td>
<td>.000006</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

TOTAL EFFICIENCY = .26821

### REL..SPG HEDRAL MATRIX T

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.021665</td>
<td>-0.050047</td>
<td>-0.019853</td>
<td>0.007999</td>
<td>0.076275</td>
<td>0.017714</td>
<td>-1.142380</td>
<td>0.237124</td>
<td>-0.282380</td>
<td>0.039665</td>
<td>-0.008242</td>
</tr>
<tr>
<td>2</td>
<td>-0.003826</td>
<td>-0.055007</td>
<td>-0.036927</td>
<td>-0.029515</td>
<td>-0.303856</td>
<td>-0.310203</td>
<td>-0.399875</td>
<td>-0.307186</td>
<td>-0.477196</td>
<td>-0.347948</td>
<td>-0.247959</td>
</tr>
<tr>
<td>3</td>
<td>-0.015119</td>
<td>-0.026171</td>
<td>-0.367336</td>
<td>-0.339904</td>
<td>-0.300731</td>
<td>-0.326015</td>
<td>-0.214076</td>
<td>-0.033350</td>
<td>-0.070076</td>
<td>-0.069053</td>
<td>-0.025327</td>
</tr>
<tr>
<td>4</td>
<td>0.057918</td>
<td>0.057205</td>
<td>-0.023322</td>
<td>-0.013139</td>
<td>0.002180</td>
<td>0.008404</td>
<td>0.002541</td>
<td>0.031813</td>
<td>0.039141</td>
<td>0.038148</td>
<td>0.032188</td>
</tr>
<tr>
<td>5</td>
<td>0.015356</td>
<td>0.003710</td>
<td>0.030214</td>
<td>0.014386</td>
<td>0.002874</td>
<td>0.025690</td>
<td>0.016505</td>
<td>0.013627</td>
<td>0.013627</td>
<td>0.013627</td>
<td>0.013627</td>
</tr>
<tr>
<td>6</td>
<td>-0.044808</td>
<td>-0.045555</td>
<td>-0.004791</td>
<td>-0.011383</td>
<td>-0.039699</td>
<td>-0.036700</td>
<td>0.023940</td>
<td>-0.012670</td>
<td>0.009299</td>
<td>-0.016300</td>
<td>0.135776</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>5</td>
<td>-0.11341</td>
<td>-6.0464</td>
<td>0.40524</td>
<td>-0.76848</td>
<td>0.02892</td>
<td>5.33719</td>
<td>-1.3945</td>
<td>-0.06328</td>
<td>-0.01697</td>
<td>5.73755</td>
<td>-1.05273</td>
</tr>
<tr>
<td>7</td>
<td>-0.00123</td>
<td>-0.0434</td>
<td>-0.06820</td>
<td>-0.15253</td>
<td>-0.05064</td>
<td>-0.13774</td>
<td>-0.30393</td>
<td>-0.10081</td>
<td>-0.01189</td>
<td>-0.51337</td>
<td>-0.02992</td>
</tr>
<tr>
<td>8</td>
<td>-0.00416</td>
<td>-0.07357</td>
<td>-0.30535</td>
<td>-0.15124</td>
<td>-0.07122</td>
<td>-1.49902</td>
<td>-0.012194</td>
<td>-0.63541</td>
<td>-0.07957</td>
<td>0.43789</td>
<td>-1.15670</td>
</tr>
<tr>
<td>9</td>
<td>-0.03137</td>
<td>-0.07332</td>
<td>-0.64992</td>
<td>-0.11314</td>
<td>1.06516</td>
<td>-0.05110</td>
<td>-0.02110</td>
<td>-0.14109</td>
<td>-0.01010</td>
<td>0.93072</td>
<td>-0.011329</td>
</tr>
<tr>
<td>10</td>
<td>-0.038275</td>
<td>-0.01120</td>
<td>-0.001205</td>
<td>-0.009436</td>
<td>0.443012</td>
<td>-1.63091</td>
<td>-0.03717</td>
<td>-0.09833</td>
<td>-0.014599</td>
<td>-0.074634</td>
<td>-0.043265</td>
</tr>
<tr>
<td>11</td>
<td>-0.04096</td>
<td>-0.01153</td>
<td>2.60304</td>
<td>-0.010325</td>
<td>-0.08162</td>
<td>-0.02595</td>
<td>-0.02895</td>
<td>-0.308623</td>
<td>-0.317409</td>
<td>-0.019196</td>
<td>-0.002481</td>
</tr>
<tr>
<td>12</td>
<td>-0.003382</td>
<td>-0.018064</td>
<td>-0.003505</td>
<td>-0.010566</td>
<td>-0.004798</td>
<td>-1.00366</td>
<td>-0.32469</td>
<td>-0.04973</td>
<td>-0.021594</td>
<td>-0.00753</td>
<td>-0.05175</td>
</tr>
<tr>
<td>13</td>
<td>1.072572</td>
<td>0.084316</td>
<td>-0.043504</td>
<td>-0.019044</td>
<td>-0.006777</td>
<td>-0.31571</td>
<td>-0.012827</td>
<td>-0.012245</td>
<td>-0.007357</td>
<td>-0.006121</td>
<td>-0.007667</td>
</tr>
<tr>
<td>14</td>
<td>-0.033845</td>
<td>-0.03323</td>
<td>-0.052879</td>
<td>-0.040492</td>
<td>-0.003257</td>
<td>-0.12493</td>
<td>-0.14149</td>
<td>-0.047355</td>
<td>-0.016936</td>
<td>-0.035559</td>
<td>-0.02118</td>
</tr>
<tr>
<td>15</td>
<td>0.345574</td>
<td>-0.335349</td>
<td>-0.52687</td>
<td>-0.84721</td>
<td>0.000617</td>
<td>-0.00957</td>
<td>0.03497</td>
<td>0.038822</td>
<td>-0.000453</td>
<td>-0.018279</td>
<td>0.003497</td>
</tr>
<tr>
<td>16</td>
<td>-0.008812</td>
<td>-1.15498</td>
<td>0.004332</td>
<td>0.009004</td>
<td>0.07030</td>
<td>-0.021708</td>
<td>0.002873</td>
<td>-0.037112</td>
<td>0.067386</td>
<td>-0.05704</td>
<td>-0.03865</td>
</tr>
</tbody>
</table>

--- IN ROUTINE EMOSEL -----

**EFF...NUM...CONTROL CGST**: 31025E+01
**EFF...DENOM...CONTROL CGST**: 115673E+02
**EFFICIENCY CHECK AFTER DECOMP.**: 268225E+00

**GENERATOR COMPONENT COSTS:**
- 0.176321E-01
- 0.149263E-01
- 0.38744E+00
- 0.72280E+00
- 0.317207E-02

**COMBUSTOR COMPONENT COSTS:**
- 0.36554E+00
I+11440,40

\[0.5781435 \times 10^{-1} - 1.937 \times 10^{-3} + 0.602329 \times 10^{-1} \]
\[0.150709 \times 10^{-1} - 2.6671 \times 10^{-2} + 0.3549 \times 10^{-3} \]
\[0.349032 \times 10^{-2} - 3.99103 \times 10^{-2} - 0.331 \times 10^{-1} \]
\[\text{ORDERED... COMP.EFF. (num., comp., costs) / DENOM. :} \]
\[0.1543 \times 10^{-2} - 1.9039 \times 10^{-1} + 0.88992 \times 10^{-2} \]
\[0.335292 \times 10^{-1} - 0.6243 \times 10^{-1} - 0.607896 \times 10^{-1} \]
\[0.714226 \times 10^{-3} - 0.160135 \times 10^{-3} - 0.160135 \times 10^{-3} \]
\[\text{ORDERED... COMP.EFFICIENCIES :} \]
\[0.143243 \times 10^{-2} - 0.199012 \times 10^{-2} - 0.411355 \times 10^{-2} \]
\[0.0.143243 \times 10^{-2} - 0.199012 \times 10^{-2} - 0.622016 \times 10^{-2} \]
\[0.0.143243 \times 10^{-2} - 0.199012 \times 10^{-2} - 0.600106 \times 10^{-2} \]

METHOD 1: INTERACTING CONTRIBUTIONS TO THE NP ERR. NUMER. COMPONENTS, IN DECREASING ORDER:

```
---- MODE IN MODEL ----
  COMP..EFF.
  3  4.911355E-01
  5  4.322012E-01
  6  6.001064E-01
  4  3.42372E-01
  2  1.03012E-01
  1  1.43243E-02
  7  1.77610E-03
  8  1.53380E-03
NP TM ORDER EFFICIENCY CNP:  259961E+00
```

BLOCK-DIAG NUMERATOR & DENOMINATOR COMP. COSTS:
\[0.477426 \times 10^{-2} \times 1.122923E-01 \]
\[0.155307 \times 10^{-2} \times 3.87384 \times 10^{-3} \]
\[0.73768 \times 10^{-3} \times 2.86307 \times 10^{-3} \]
\[0.925309 \times 10^{-3} \times 3.52532 \times 10^{-3} \]
\[0.483790 \times 10^{-3} \times 1.81939 \times 10^{-3} \]
\[0.68268 \times 10^{-3} \times 2.46808 \times 10^{-3} \]
\[0.170874 \times 10^{-3} \times 3.90190 \times 10^{-3} \]
\[0.242362 \times 10^{-3} \times 5.47422 \times 10^{-3} \]

BLOCK-DIAG.EFF..., NUM..., CONTROL COST:  216084E+01
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METHOD: BLOCK-DIAGONAL CONTRIBUTIONS TO
NP EFFICIENCY COMPONENTS IN DECREASING ORDER:

<table>
<thead>
<tr>
<th>MODEL (MSK6)</th>
<th>BLOCK-DIAG. COMP. EFF.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>.442732E+00</td>
</tr>
<tr>
<td>0</td>
<td>.437936E+00</td>
</tr>
<tr>
<td>2</td>
<td>.406833E+00</td>
</tr>
<tr>
<td>3</td>
<td>.398394E+00</td>
</tr>
<tr>
<td>6</td>
<td>.276695E+00</td>
</tr>
<tr>
<td>5</td>
<td>.265054E+00</td>
</tr>
<tr>
<td>4</td>
<td>.102783E+00</td>
</tr>
<tr>
<td>2</td>
<td>.257655E+00</td>
</tr>
</tbody>
</table>

NP IN GROSS BLOCK-DIAG. EFFICIENCY EXP: .273112E+00
15.06.47: UCLP, CE, M17G1=3, 3.0444LNS.
EXAMPLE 4.5

ACCESS-A STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL ORDER = 12
THE CONTROL DESIGN MODEL ORDER = 8
NUMBER OF INPUTS = 4
NUMBER OF RESIDUAL MODES NR = 4
ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS NR = 16
NUMBER OF OUTPUTS = 3
NODNUM (APPLIES ONLY IF NON-COLOCATED OUTPUTS ARE DESIRED, OTHERWISE A DUMMY PARAMETER) = 1

--- IN ROUTINE MANAL -------
SELECTED MODES: 3 5 6 9 10 11 12

--- IN ROUTINE MATORO -------
--- IN ROUTINE REGRO -------
STRUCTURAL NATURAL FREQUENCIES FOR THE EVALUATION MODEL

2.895056402
2.9573806520
3.3982126302
4.264659926
8.5394143156
9.2959565555
10.2847772001
12.9651041170
1.3410351533
1.5647171077
4.552081235
.765295317

--- IN ROUTINE OUTPUT -------
--- IN ROUTINE INSTR -------

INIT. CEN. DISPLACEMENT
### INIT. 10% VELOCITY

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>2</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>3</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>4</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>5</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>6</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>7</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>8</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>9</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>10</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>11</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
<tr>
<td>12</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
<td>.00000</td>
</tr>
</tbody>
</table>

------ IN ROUTINE CONTROL ------

------ IN ROUTINE USEFUL ------

------ LINEAR QUADRATIC REGULATOR CONTROL DESIGN ------

**OPTIMAL GAIN MATRIX**

**ROW 1**

-6.5942378E-01 2.2862255E-01 7.36502745E-01 -1.2523316E-00 -7.6554889E-01
-9.0343875E-02 9.4732257E-03 1.2273267E+00 7.90724188E-01 -2.1622455E+00

**ROW 2**

-1.2781004E-01 -6.98395056E-02 -4.15178848E-03 -9.3037609E-01 1.6878578E-01
-1.80859033E+00 -8.7463135E-01 3.06922359E-01 8.74983313E-01 -2.31270632E+00
-9.77563955E-01

**ROW 3**

2.4193480E-01 -1.34172157E+00 -2.3946307E-01 -6.0229932E-02 -1.8739876E-01
1.12851271E-01 6.45067482E-01 +.77536678E-01 -7.38572468E-01 -7.21963751E-01
-3.92530328E-01 -1.54393298E-01 -5.38320556E-01 -5.43202547E-01 3.72538001E-01
1.09535601E-01

**ROW 4**

-3.36205556E-01 2.37371139E+01 1.95115327E+00 6.545014073E-01 -1.61681461E-02
5.82243424E-01 +.085671314E-01 7.0+091258E-01 5.36421634E-01 -6.53589431E-01
-2.05391731E-01

**CLOSED LOOP EIGENVALUES**

**REAL PART**

-3571070E+00
-33397980E+00
-4042559E+00
-4042559E+00
-23064217E-02
-23364217E-02
-19773358E-03
-19773358E-03
-32957765E-03
-32957765E-03
-32957765E-03

**IMAGINARY PART**

-3571070E+00
-33397980E+00
-4042559E+00
-4042559E+00
-23064217E-02
-23364217E-02
-19773358E-03
-19773358E-03
-32957765E-03
-32957765E-03
-32957765E-03
### IN ROUTINE EFFNCY-----

#### DAMPING RATIO OF CONTROLLED MODES

**DAMPING RATIOS:**

<table>
<thead>
<tr>
<th>Mode</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.00293353</td>
</tr>
<tr>
<td>2</td>
<td>-0.00497333</td>
</tr>
<tr>
<td>3</td>
<td>-0.00740747</td>
</tr>
<tr>
<td>4</td>
<td>-0.00957949</td>
</tr>
<tr>
<td>5</td>
<td>-0.01385170</td>
</tr>
<tr>
<td>6</td>
<td>-0.01927263</td>
</tr>
<tr>
<td>7</td>
<td>-0.02553617</td>
</tr>
<tr>
<td>8</td>
<td>-0.03390189</td>
</tr>
<tr>
<td>9</td>
<td>-0.04483981</td>
</tr>
<tr>
<td>10</td>
<td>-0.04948382</td>
</tr>
</tbody>
</table>

#### IN ROUTINE FOR EFFICIENCY COMPUTATIONS

**INITIAL MODAL STATE VECTOR:**

<table>
<thead>
<tr>
<th>Mode</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.42491632E+00</td>
</tr>
<tr>
<td>2</td>
<td>0.00000000E+00</td>
</tr>
<tr>
<td>3</td>
<td>-0.35199322E+00</td>
</tr>
<tr>
<td>4</td>
<td>0.00000000E+00</td>
</tr>
<tr>
<td>5</td>
<td>-0.32414246E+00</td>
</tr>
<tr>
<td>6</td>
<td>0.00000000E+00</td>
</tr>
<tr>
<td>7</td>
<td>-0.40207415E+00</td>
</tr>
<tr>
<td>8</td>
<td>-0.00000000E+00</td>
</tr>
<tr>
<td>9</td>
<td>0.42502736E+00</td>
</tr>
<tr>
<td>10</td>
<td>0.00000000E+00</td>
</tr>
</tbody>
</table>

#### PER CENT EFFICIENCIES

**EFFICIENCY COEFFICIENT:**

- 0.9465899E+31

**GLOBAL EFFICIENCY:**

- 0.927019E+32

**RELATIVE MODEL EFFICIENCY:**

- 0.9721651E+32
---GLOBALLY MINIMUM COST-----:  .2813457E+32

---CIVIL COST-----:  .2663579E+33

---REAL COST-----:  .2733639E+33

GLOBAL SPILLOVER QUOTIENT:  .2710168E+00

RELATIVE MODEL SPILLOVER QUOTIENT:  .2763392E-21

-----IN ROUTINE SIMCAT------

-----IN ROUTINE RESSIM------

-----IN ROUTINE MODER------

PRINCIPAL COMPONENTS ANALYSIS OF GLOBAL EFFICIENCY

\[ P \]

\[ \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6 \\
7 \\
8 \\
9 \\
10 \\
11 \\
12 \\
13 \\
14 \\
15 \\
16
\end{array} \]

\[ \times \]

\[ \begin{array}{c}
15.067461 \\
-3.062879 \\
-2.556231 \\
-3.035550 \\
-1.701927 \\
-1.295726 \\
-1.167633 \\
2.175935 \\
-9.939523 \\
2.787144 \\
-391473 \\
-275385 \\
-225477 \\
-133150 \\
-141933 \\
112059
\end{array} \]

\[ G \]

\[ \begin{array}{c}
1 \\
2 \\
3 \\
4 \\
5 \\
6 \\
7 \\
8 \\
9 \\
10 \\
11 \\
12 \\
13 \\
14 \\
15 \\
16
\end{array} \]

\[ \times \]

\[ \begin{array}{c}
.823619 \\
.037240 \\
.027728 \\
.034632 \\
.010572 \\
.007110 \\
.004470 \\
.0173-3 \\
.003211 \\
.028353 \\
.002901 \\
.000277 \\
.000831
\end{array} \]
### Method 1: Interacting Contributions to the NP

**Eff...NUMER... Components, in Decreasing Order:**

<table>
<thead>
<tr>
<th>MODE(IN MODSEL)</th>
<th>COMP...EFF...</th>
<th>NP TH ORDER EFFICIENCY ENP:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1017026E+00</td>
<td></td>
</tr>
</tbody>
</table>

### Block-Diag Numerator & Denominator Comp. Costs:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6224520E+00</td>
<td>1207511E+01</td>
</tr>
<tr>
<td></td>
<td>1400312E+01</td>
<td>2340199E+03</td>
</tr>
</tbody>
</table>

### UNORDERED COMP...EFFICIENCY:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1932988E-02</td>
<td>7344498E-03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>959738E-03</td>
</tr>
</tbody>
</table>

### Block-Diag......Eff....NUM....CONTROL COST:

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>281387E+02</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>---</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>1</td>
<td>-0.2169</td>
<td>-0.3143</td>
</tr>
<tr>
<td>2</td>
<td>0.127795</td>
<td>-0.001561</td>
</tr>
<tr>
<td>3</td>
<td>-3.12325</td>
<td>-0.07728</td>
</tr>
<tr>
<td>4</td>
<td>-0.313986</td>
<td>-0.36764</td>
</tr>
<tr>
<td>5</td>
<td>0.20252</td>
<td>0.13164</td>
</tr>
<tr>
<td>6</td>
<td>-3.29794</td>
<td>-0.21526</td>
</tr>
<tr>
<td>7</td>
<td>0.196272</td>
<td>-0.05215</td>
</tr>
<tr>
<td>8</td>
<td>0.77317</td>
<td>-0.03677</td>
</tr>
<tr>
<td>9</td>
<td>-0.047947</td>
<td>-0.03014</td>
</tr>
<tr>
<td>10</td>
<td>-0.02662</td>
<td>0.4977</td>
</tr>
<tr>
<td>11</td>
<td>-0.35073</td>
<td>-0.40707</td>
</tr>
<tr>
<td>12</td>
<td>0.00449</td>
<td>-0.05997</td>
</tr>
</tbody>
</table>

---

**REL. EFF...MODAL MATRIX**

**----**

**EFF...***COST** : .266388E+03
**EFF...***COST** : .373984E+03
**EFF...***COST** : .4792166E+00

**UMERATOR COMPONENT COSTS:**

- .292983E+01
- .991138E+00
- .739883E+00
- .190091E+01
- .895129E+00
- .112092E+02
- .925110E+00
- .229473E+03

**EMINATOR COMPONENT COSTS:**

- .004518
- .032871
- .000196
- .000938
EXAMPLE 6.4

WILLSON STRUCTURE EFFICIENCY ANALYSIS
EVALUATION MODEL STUDY 5902

THE CONTROL DESIGN MODEL COEFF. N = 12

NUMBER OF INPUTS M = 10

NUMBER OF RESIDUAL MODELS N = 26

ORDER OF REDUCED PRINCIPAL EFFICIENCY COMPONENTS NP = 24

NUMBER OF OUTPUTS N = 3

F, T, T, T, P, P
T, T, P, P, T, T
SELECTED MODELS: 7 9 13 15 17 18

SELECTED INPUTS: 1 2 3 4 5 6 7 8 9 10

SELECTED OUTPUTS: 2 1 5 15 20

STRUCTURAL INPUTS VAR. PRED.
\-0.792612E\+02 9.805242E\+22 0.515347E\+01 0.626572E\+01
0.741611E\+01 0.693332E\+20 0.583322E\+00 0.305931E\+00
0.933332E\+20 0.137246E\+01 0.823798E\+01 0.124735E\+02
0.114203E\+01 0.131722E\+01 0.160104E\+02 0.154570E\+02
0.207719E\+02 0.254946E\+02 0.270746E\+02 0.338798E\+02
0.270713E\+02 0.306954E\+02 0.975612E\+02 0.130379E\+03
0.114203E\+01 0.205225E\+01 0.455128E\+03 0.470441E\+03
0.977302E\+02 0.127011E\+03 0.627978E\+03 0.725973E\+03
0.212345E\+01 0.213791E\+01 0.231218E\+04 0.253687E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.277715E\+02 0.277557E\+03 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
0.212345E\+01 0.213791E\+01 0.304420E\+04 0.308541E\+04
<table>
<thead>
<tr>
<th>Model</th>
<th>Comp. Eff.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.1035598 ± 0.01</td>
</tr>
<tr>
<td>7</td>
<td>0.2555412 ± 0.01</td>
</tr>
<tr>
<td>10</td>
<td>0.351551</td>
</tr>
<tr>
<td>1</td>
<td>0.401551</td>
</tr>
<tr>
<td>11</td>
<td>0.351551</td>
</tr>
<tr>
<td>9</td>
<td>0.351551</td>
</tr>
<tr>
<td>4</td>
<td>0.351551</td>
</tr>
<tr>
<td>6</td>
<td>0.351551</td>
</tr>
<tr>
<td>11</td>
<td>0.351551</td>
</tr>
</tbody>
</table>

NP 10 C/CES: EFFICIENCY EXP: 3.235312 ± 0.01

BLACK-DIAZ: NUMERATOR & DENOMINATOR COMP. COSTS:

```
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
   3.225312 ± 0.01  3.225312 ± 0.01
```
<table>
<thead>
<tr>
<th>MDCSEL (IN MDCSEL)</th>
<th>COMPONENTS, EFF...</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.14555E-24</td>
</tr>
<tr>
<td>10</td>
<td>0.17003E-26</td>
</tr>
<tr>
<td>11</td>
<td>0.49722E-23</td>
</tr>
<tr>
<td>12</td>
<td>0.35166E-24</td>
</tr>
<tr>
<td>6</td>
<td>0.23564E-25</td>
</tr>
<tr>
<td>4</td>
<td>0.21044E-26</td>
</tr>
<tr>
<td>3</td>
<td>0.11117E-26</td>
</tr>
<tr>
<td>2</td>
<td>0.21962E-25</td>
</tr>
<tr>
<td>1</td>
<td>0.30199E-25</td>
</tr>
<tr>
<td>7</td>
<td>0.25842E-26</td>
</tr>
<tr>
<td>3</td>
<td>0.66514E-26</td>
</tr>
<tr>
<td>11</td>
<td>0.240333E-10</td>
</tr>
</tbody>
</table>

NP TN LACER EFFICIENCY ENRT 0.490655E-02

BLOCK-DIAG NUMERATOR & DENOMINATOR COMPONENTS, COSTS:

<table>
<thead>
<tr>
<th></th>
<th>1.31131E-03</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.69176E-04</td>
<td>2.15150E-04</td>
</tr>
<tr>
<td>0.37644E-05</td>
<td>2.71516E-03</td>
</tr>
<tr>
<td>0.33372E-03</td>
<td>3.97673E-21</td>
</tr>
<tr>
<td>0.38633E-02</td>
<td>2.10211E-12</td>
</tr>
<tr>
<td>0.73592E-03</td>
<td>2.18484E-03</td>
</tr>
<tr>
<td>0.13336E-03</td>
<td>3.11723E-03</td>
</tr>
<tr>
<td>0.27126E-04</td>
<td>1.25431E-12</td>
</tr>
<tr>
<td>0.23243E-03</td>
<td>1.17919E-03</td>
</tr>
</tbody>
</table>